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REVISITING THE CHEMISTRY OF STAR FORMA-
TION

Abstract

Astrochemical studies of star formation are of particular interest because they pro-
vide a better understanding of how the chemical composition of the Universe has
evolved, from the diffuse interstellar medium to the formation of stellar systems and
the life they can shelter. Recent advances in chemical modeling, and particularly a bet-
ter understanding of grains chemistry, now allow to bring new hints on the chemistry
of the star formation process, as well as the structures it involves.
In that context, the objective of my thesis was to give a new look at the chemistry of
star formation using the recent enhancements of the NAUTILUS chemical model.
To that aim, I focused on the sulphur chemistry throughout star formation, from its
evolution in dark clouds to hot cores and corinos, attempting to tackle the sulphur
depletion problem. I first carried out a review of the sulphur chemical network before
studying its effects on the modeling of sulphur in dark clouds. By comparison with ob-
servations, I showed that the NAUTILUS chemical model was the first able to reproduce
the abundances of S-bearing species in dark clouds using as elemental abundance of
sulphur its cosmic one. This result allowed me to bring new insights on the reservoirs
of sulphur in dark clouds. I then conducted an extensive study of sulphur chemistry in
hot cores and corinos, focusing on the effects of their pre-collapse compositions on the
evolution of their chemistries. I also studied the consequences of the use of the com-
mon simplifications made on hot core models. My results show that the pre-collapse
composition is a key parameter for the evolution of hot cores which could explain the
variety of sulphur composition observed in such objects. Moreover, I highlighted the
importance of standardizing the chemical modeling of hot cores in astrochemical stud-
ies. For my last study, I developed an efficient method for the derivation of the initial
parameters of collapse of dark clouds via the use of a physico-chemical database of
collapse models, and comparison with observations of Class 0 protostars. From this
method, and based on a sample of 12 sources, I was able to derive probabilities on the
possible initial parameters of collapse of low-mass star formation.

Keywords: Astrochemistry - Star formation - Chemical model - Dark clouds - Col-
lapse - Hot cores
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REVISITER LA CHIMIE DE LA FORMATION STEL-
LAIRE

Résumé

Les études astrochimiques de la formation stellaire sont particulièrement impor-
tantes pour la compréhension de l’évolution de l’Univers, du milieu interstellaire dif-
fus à la formation des systèmes stellaires. Les récentes avancées en matière de mod-
élisation chimique permettent d’apporter de nouveaux résultats sur le processus de
formation stellaire et les structures mises en jeu.
L’objectif de ma thèse était donc d’apporter un regard neuf sur la chimie de la forma-
tion stellaire en utilisant les récentes avancées sur le modèle chimique NAUTILUS.
J’ai pour cela étudié l’évolution de la chimie du soufre durant la formation stellaire
pour tenter d’apporter de nouvelles réponses au problème de déplétion du soufre.
J’ai d’abord effectué une révision du réseau chimique soufré et étudié son effet sur la
modélisation du soufre dans les nuages denses. En comparant aux observations, j’ai
montré que le modèle NAUTILUS était capable de reproduire les abondances des es-
pèces soufrées dans les nuages denses en utilisant comme abondance élémentaire de
soufre son abondance cosmique. Ce résultat m’a permis d’apporter de nouveaux in-
dices sur les reservoirs de soufre dans ces objets. Puis j’ai effectué une étude complète
de la chimie du souffre dans les coeurs chauds en me concentrant sur les effets sur la
chimie de la composition pre-effondrement. J’ai également étudié les conséquences des
différentes simplifications couramment faites pour la modélisation des coeurs chauds.
Mes résultats montrent que la composition pre-effondrement est un paramètre ma-
jeur de l’évolution chimique des coeurs chauds, fournissant de nouveaux indices pour
expliquer la variété de compositions en espèces soufrées observée dans ces objets.
De plus, ma recherche a mis en évidence la nécessité d’uniformiser les modèles de
chimie utilisés pour les coeurs chauds. Enfin, j’ai développé une méthode efficace
pour inverser les paramètres initiaux d’effondrement de nuages denses en me basant
sur une base de données de modèles physico-chimiques d’effondrement, ainsi que sur
l’observation d’enveloppes de protoétoiles de Classe 0. A partir d’un échantillon de 12
sources, j’ai pu en déduire des probabilités concernant les possibles paramètres initiaux
d’effondrement de la formation d’étoiles de faible masse.

Mots clés: Astrochimie - Formation stellaire - Modèle chimique - Nuages denses -
Effondrement - Coeur chauds
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"The atoms of our bodies are traceable to stars that
manufactured them in their cores [...] We are not
figuratively, but literally stardust."

"Kids are born scientists [...] An adult scientist is a kid
that never grew up."

Neil deGrasse Tyson

"Why do we fall, sir ? So that we can learn to
pick ourselves up."

Alfred Pennyworth
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1.1. REVISITING THE CHEMISTRY ...

1.1 REVISITING THE CHEMISTRY ...

Space is not empty. Even the least dense medium of our galaxy which fills the space
between stars, called the interstellar medium (hereafter ISM), is actually composed
of gas and dust, which mass fractions represent respectively 99% and 1% of the total
ISM mass (Lequeux, 2005; Draine, 2011). The interstellar gas is under ionic, atomic
and molecular form and is mainly constituted of the lightest elements in the Universe,
namely hydrogen (H) and helium (He), representing respectively 70% and 28% of the
total ISM mass. Heavier elements such as carbon (C), nitrogen (N), oxygen (O), sulphur
(S), magnesium (Mg), iron (Fe), silicium (Si), or argon (Ar) account for only 2% of the
total ISM mass (see figure 1.1). As for the interstellar dust, it is mainly composed
of silicates, amorphous carbon and ices. This composition evolves through different
phases, characterized by the state of its constituting matter, as well as the pressure
and temperature it sustains. The discipline dedicated to the study of this chemical
evolution of the ISM is called astrochemistry.

Figure 1.1: The "astronomer’s periodic table" (McCall, 2001)

Astrochemistry, or molecular astrophysics, is one of the many branches of astro-
physics, which consists in the study of the chemical elements in the Universe, at the
crossroads of astronomy and chemistry. Especially, it focuses on the molecules’ for-
mation and destruction, as well as their interactions with radiations, interstellar dust
grains, and each other. Astrochemistry fits in the more general context of astrobiology,
which investigates the origin of the molecular components of Life in extraterrestrial

27
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environments. In this context, astrochemical studies mainly focus on the several struc-
tures of the formation process of stellar systems, using three primary areas or research:
spectroscopy, laboratory experiments and chemical models.

1.1.1 Spectroscopy’s principle

Spectroscopy is the astrochemist’s tool to extract chemical information from a given
source. Using the spectra obtained when pointing towards a source with radio-telescopes
and/or interferometers, one can infer information on the characteristics of a specific
chemical element. Indeed, the chemical bonds between atoms of a given molecule are
not rigid. Depending on the type of bonds, the number of atoms as well as the physical
conditions, these chemical bonds can vibrate or rotate, emitting radiation at frequen-
cies which are specific to the molecule. Hence, each chemical species emits its own
"spectral print", or lines, which allows to determine its presence towards the pointed
source. As illustrated in figure 1.2, when observing several chemical elements, the ob-
tained spectrum is the superposition of each element’s observed lines. This spectrum is
then used to derive several physico-chemical information about the observed medium,
such as the gas temperature Tgas, the total proton density (or density) nH , and the ob-
served abundance of each observed chemical species (hereafter noted [X]obs, where X
is the species), which is expressed as a fraction of nH .

However, the identification of molecules from an observed spectrum suffers a few
pitfalls:

• The characteristic spectrum of a molecule must be known in order to identify its
different lines. This implies to be able to synthesize the molecule in laboratory
within a similar physical environment as the one observed, so that its lines can
be measured. This task is particularly complex because of the extreme physical
condition of the ISM. This complexity is mainly due to the lack of knowledge on
how to synthesize several molecules, as well as the fact that some of them, such
as radicals, are very reactive and therefore tricky to manipulate. Moreover, the
complexity increases with the size of the molecule, as well as its possible physical
properties or danger for human health (hydrogen sulfide H2S is for instance a
highly poisonous, corrosive and flammable gas at atmospheric temperature and
pressure). Only a few laboratories such as the Jet Propulsion Laboratory (JPL) or
the Laboratoire de Physique des Lasers, Atomes et Molecules (PhLAM), are able
to do such experiments.

• Some species emit at similar frequencies, which causes their lines to blend on the
observed spectra. In that case, distinguishing the contribution of each species
to the line can be complicated, especially if the spectral resolution is not high
enough.

Nevertheless, astrochemists have detected more than 200 species in the ISM, from
simple radicals such as OH, to complex organic molecules (COMs) such as methanol
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Figure 1.2: Illustration of the principle of spectroscopy. The emitted spectra of CH3CN
(in blue) and HCOOH (in red) are superimposed on the total observed spectrum. Cred-
its: http://www.herschel.fr/

CH3OH. They keep on finding new ones, especially since the commissioning of pow-
erful interferometers such as the Plateau de Bure Interferometer (PdBI) or the Atacama
Large Millimeter Array (ALMA).

1.1.2 Chemical modeling and laboratory experiments

Another major aspect of astrochemistry is the chemical modeling. Indeed, it allows,
by comparison to observations, to get a better understanding of the physical phe-
nomenons of the ISM, such as the formation of stars and planets. Moreover, it allows
to bring constraints on the physical parameters of the ISM with the use of tracers, ie
chemical species which abundances trace particular environments. For instance, sul-
phur monoxide SO is used to trace small scale heating process such as shocks. Chemi-
cal models therefore rely on a good comprehension of the physico-chemical processes
that rule both phases of the ISM: the gas phase and the dust grains.
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1.1.2.1 Chemistry in the interstellar gas

1.1.2.1.1 Chemical processes

As the most abundant initial ingredients of all the physical structures of the Uni-
verse, interstellar gas plays a key role in the evolution of the ISM. From a chemical
point a view, interstellar gas presents a rich and complex chemistry due to reactive
collisions, despite the fact that it is characterized by low densities (< 100 part.cm−3)
and temperatures (< 100 K). Indeed, in this physical environment, reactive collisions
are scarce. However, the interstellar gas evolves with characteristic time and space
scales high enough to allow the formation of multiple chemical compounds (Lequeux,
2005; Draine, 2011). This chemistry in mainly ruled by the following processes (Herbst,
2006):

• ion-neutral reactions,

• radiative associations,

• dissociative recombinations,

• neutral-neutral reactions,

• photodissociation and photoionization reactions.

Apart from the ISM chemical composition, gas phase chemistry is also important
for the physical evolution of the medium. Especially, the cooling of the gas is insured
by the chemical species it contains via collisional excitations.

1.1.2.1.2 Thermal processes

In the interstellar gas, the cooling processes are basically due to the conversion of
kinetic energy to radiant energy, under the form of photons, which can escape from
the system. These collisional excitations typically occur through inelastic collisions be-
tween the several compounds of the ISM, such as atoms, molecules, ions, electrons,
and grains (Lequeux, 2005; Draine, 2011). The transmitted kinetic energy of the collid-
ing compound allows to excite the targeted one, which then relaxes via the emission
of an InfraRed (IR) photon, which easily escapes from the medium. Since hydrogen
and helium require rather high energies for collisional excitations from their respec-
tive ground states, the cooling of the interstellar gas is mainly ensured by the metal
lines. Hence, in the most diffuse part of the ISM, the most effective coolants are C II
(158 µm transition) and O I (63 µm transition). In the denser molecular clouds, the
cooling of the gas is mainly assured by the fine-structure transition of C I and by the
ro-vibrational emission lines of H2, CO, O2, H2O, and some molecular ions.
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1.1.2.2 Chemistry on dust grains

Interstellar dust grains find their origin in the material ejected from stars. They form
in dense environment such as the atmosphere of evolved stars, from which they are
released in the ISM via radiation pressure, stellar winds, or novae and supernovae ex-
plosions. The size of the grains can go from a few nanometers to several micrometers
for the biggest ones, and they are composed of either silicates or amorphous carbon
(Lequeux, 2005; Draine, 2011).

Before the advent of IR spectroscopy, interstellar grains were merely an annoyance
for astronomers because of the phenomenon called interstellar extinction, namely that
they efficiently absorb light within wavelengths from UltraViolet (UV) to the visible.
However, thanks to IR observations, the interstellar grains population appeared to be
a significant compound of astrophysical processes despite the fact that it represents
only 1% of the ISM mass. Indeed, the light absorbed by the grains is reemitted at IR
and sub-millimeter wavelength via the process called interstellar reddening, allowing
astrophysicists to study the grains’ role and properties in the ISM. The interstellar red-
dening phenomenon is illustrated in figure 1.3.

1.1.2.2.1 Thermal processes

Interstellar grains participate actively in the heating of the gas, especially in regions
prone to intense UV radiations. In fact, the incident UV photons tear electrons off the
grains surface via photoelectric effects. The freed electrons then furnish energy to the
surrounding gas via thermalization.

1.1.2.2.2 Surface chemistry

The grains also participate actively to the ISM chemistry, notably as a catalyst for
chemical reactions. As such, they allow the efficient formation of H2, the most abun-
dant molecule of the universe (Lequeux, 2005; Draine, 2011). Surface reactions happen
via the following process:

1. The adsorption of gas phase species onto the grains surface via physisorption,
ie via van der Walls interactions, which depends mainly on the collision rate be-
tween molecules and grains, and therefore the density of the medium,

2. The diffusion of the species on the grains surface, which depends mainly on the
grains temperature, the nature of its core, as well as its porosity,

3. The reaction of the species upon encounter with another one,

The product species can then either keep on diffusing on the surface, or desorb back
into the gas phase.
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Figure 1.3: Barnard 68 at different wavelengths (clockwise). This molecular cloud is
at a distance of 160 pc in the Ophiuchus constellation. At visible (0.4 to 0.8 µm) and
near-infrared (0.8 to 1.4 µm) wavelengths, it appears as a dark "hole" in the stellar
population around it. The hole vanishes at longer wavelength (≈2 µm) because of
interstellar reddening due to the presence of grains in the line of sight. Credits: ESO

Surface chemistry is especially efficient in dense regions of the ISM, where the tem-
perature is cold enough for adsorbed species to spend a significative time on the grains
surface. In such regions, the accumulation of adsorbed species on grains surface allows
numerous reactions, as well as the stack of layers of "ices", forming the grains bulk.
These "ices" are mainly a blend of water (H2O), carbon monoxide (CO), and carbon
dioxide (CO2). Species in the bulks are "trapped", since they have limited diffusivity
and cannot desorb back into the gas phase, but can still react upon encounter with sur-
rounding species. The complex chemistry of grains in these dense regions is notably
believed to be mainly responsible for the formation of complex organic molecules, ob-
served in star forming regions and which are of prime interest in the search for the
origin of Life.

As the extreme dimensions and physical conditions of the ISM forbid in situ exper-
imentations, the study of the aforementioned processes requires the use of chemical
modeling coupled with laboratory experiments.

32



1.1. REVISITING THE CHEMISTRY ...

1.1.2.3 Generalities on chemical modeling

For a gas phase reaction such as the following one:

X1 + X2 → X3 + X4 (1.1)

where X1 and X2 are the reactants, and X3 and X3 are the products, the reaction rate
can be expressed as, in part.cm−3.s−1:

v � −
dn(X1)

dt
� −

dn(X2)
dt

�
dn(X3)

dt
�

dn(X4)
dt

(1.2)

where n(Xi) is the concentration of species Xi , in part.cm−3. If the reaction is el-
ementary, ie happens directly without intermediaries, the reaction rate can be written
as:

v � kn(X1)n(X2) (1.3)

where k is the rate constant of the reaction, in cm3.s−1.

This approach can be generalized to model the evolution of the concentration n(Xi)
of a species Xi by taking into account all the processes that participate to the formation
and destruction of this species. The corresponding equation is a simple first order
differential equation:

dn(Xi)
dt

� Formation −Destruction (1.4)

Hence, for N species Xi , i � {1, ...,N }, the following system is obtained:

dn(X1)
dt

� f1(X1, ...,XN )

dn(X2)
dt

� f2(X1, ...,XN )

...

dn(XN )
dt

� fN (X1, ...,XN )

(1.5)

where fi depends on the rate constants k j , j � {1, ...,M} of the M chemical reac-
tions of the network as well as the concentrations n(Xi) of the N species considered.
The solution of this system of differential equations then gives the evolution of the
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concentration of the N species as a function of time.

1.1.2.4 A word about laboratory experiments

As seen in section 1.1.1, laboratory experiments play a significant role in the spec-
troscopy aspect of astrochemistry, namely by measuring the emission spectra of inter-
stellar species. Another paramount role of laboratory experiment is to measure and
calculate the parameters needed to correctly model chemical reactions. Equation (1.3)
shows for example the importance of a good determination of the rate constant k,
which mainly depends on parameters of the reactions that can only be measured in
laboratory, such as its activation energy.

1.1.3 The NAUTILUS chemical model

The NAUTILUS chemical model computes the evolution of chemical abundances by
solving a system of differential equations similar to (1.5). The model uses the "rate
equation" approach, which consists in considering that the system evolution is con-
tinuous and deterministic, ie the state of the system at any given time can be inferred
from its initial state. It can simulate a 3-phases chemistry including gas phase, grains
surface and grains bulk chemistry, along with the possible exchanges between the dif-
ferent phases (Ruaud et al., 2016). The processes taken into account in the model are
described in the following.

1.1.3.1 Gas phase chemistry

1.1.3.1.1 Bimolecular reactions

For a gas phase reaction between species i and j, the corresponding rate constant
ki j is calculated via the Arrhenius-Kooij law:

ki j � αi j
( Tgas

300K

)β
exp

(−EA,i j

Tgas

)
(1.6)

where αi j and β are constants of the reaction, Tgas is the gas temperature, in K, and
EA,i j is the activation energy of the reaction, in K. The latter is the energy that the sys-
tem needs for the reaction to overcome the barrier. Hence, only collisions that imply
a sufficient kinetic energy can overcome the barrier and result in a reaction. αi j , β,
and EA,i j are obtained by fitting laboratory measurements at different temperatures. In
several cases, equation (1.6) can be simplified because β � 0, or because, as it is the case
for most ion-neutral reactions, the reactions do not have a barrier, ie EA,i j � 0.
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1.1.3.1.2 Photodissociation and photoionization

The model takes into account the two main phenomenons responsible for the pho-
todissociation and photoionization of gas phase species:

• the direct interaction between species and cosmic rays (CR),

• the direct interaction with UV photons, either coming from the interstellar radia-
tion field or induced by CR (see Prasad and Tarafdar, 1983).

The efficiency of these phenomenons depends mainly on the CR ionization rate ζCR,
in s−1, and the visual extinction AV , in mag. The latter quantifies the absorption and
scattering of the electromagnetic field by the gas and the dust grains, ie it determines
the opacity of the considered medium to radiation.

1.1.3.2 Grains chemistry

Figure 1.4 displays the representation of an interstellar grain as modeled by the NAU-
TILUS chemical model. It considers grains with silicate cores and a radius of rg �

0.1µm. The adsorption of molecules on a bare grain forms mono-layers of ice, which
consequently pile up to form the total icy grain coverage. The total number of mono-
layer is NML � Nsurf + Nbulk where Nsurf is the number of surface mono-layers, ie the
outer ones which can interact with the gas phase, and Nbulk the number of mono-layers
in the bulk. The total maximum of mono-layers on the surface is set to Nsurf,max � 2.
On the outer mono-layers are considered sites called binding sites, which represents
the small areas on grains where species can adsorb and chemical reactions can happen.
A density of ds � 1.5 × 1015 sites per cm2 is considered in the model. In the following
is explained how grains chemistry is modeled in NAUTILUS, and all the processes de-
scribed are summarized in figure 1.5.

1.1.3.2.1 Accretion and diffusion

Accretion onto grains surface is implemented in the model from Hasegawa et al.
(1992). The corresponding accretion rate for a species depends mainly on the grains
density in the medium, their geometrical cross section as well as the sticking coeffi-
cient. The latter is taken equal to 1 for all species except H and H2, for which the
experimentally-derived formalism is taken from Chaabouni et al. (2012).

Regarding the diffusion of the species on the grains surface after their accretion, the
model takes into account thermal diffusion. This mechanism depends on the diffusion
energy of the species, which is the energy to bring to the species to hop from a grain site
to another. These energies are computed as a fraction of the species respective binding
energies, ie the energy needed by the species to desorb from the grains surface. For
the surface the value of this ratio is of 0.4 as suggested by experiments and theoretical
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Nbulk&
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Figure 1.4: Representation of an interstellar grain as modeled by the NAUTILUS chem-
ical model.

works made on H (see Ruaud et al., 2016, and the references therein), CO and CO2 (see
Karssemeijer and Cuppen, 2014). This value is then generalized to every species on the
surface.

Once a species enter the grains bulk, the model considers that its diffusion is con-
trolled by the diffusion of water ice as shown by the theoretical work of Ghesquière
et al. (2015). Hence, for species which have a diffusion energy ED < EH2O

D , their dif-
fusion energy in the bulk is taken to be equal to EH2O

D . Moreover, the ratio between
diffusion and binding energies is taken equal to 0.8 in the bulk (see also Ruaud et al.,
2016).

1.1.3.2.2 Grains surface reactions

The main mechanism considered in the model for grains surface reactions is the
Langmuir-Hinshelwood mechanism, which considers that a reaction between two species
happens through the following steps:

1. the adsorption of two reactants onto grains surface,

2. the diffusion of one (or both) reactant(s) on the surface,

3. the reaction between the two reactants upon encounter on the same grains site.

This mechanism depends mainly on the probability of the reaction between species
i and j, κi j . This coefficient is taken equal to 1 if the reaction between the two species is
without barrier, ie in that case, the species will always react upon encounter. However,
if the reaction has a barrier EA,i j > 0, then the competition between the reaction and the
diffusion (or desorption) of one of the reactants is considered, as suggested by Chang
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et al. (2007) and Garrod and Pauly (2011). In that case the reaction happens if the acti-
vation energy of the reaction is lower than the diffusion energy of both reactants.

In the grains bulk, reactions happen via the same mechanism. However, κi j is there
divided by the number of bulk layers, considering that the diffusion efficiency in the
bulk decrease with increasing ices thickness.

The other reaction mechanism considered is the Eley-Rideal mechanism which can
be decomposed as:

1. the adsorption of one of the reactants onto grains surface,

2. direct collision between a gas phase species (second reactant) and the adsorbed
one,

3. possible reaction between both reactants one the grain site where the collision
happened.

Note that this mechanism can only happen on grains surface (not in the bulk),
where adsorbed species are in direct contact with the gas phase. Moreover, it is less
frequent that the Langmuir-Hinshelwood one, but can still play an important role for
the formation of specific species when the adsorbed reactant is very abundant (see Ru-
aud et al., 2015).

1.1.3.2.3 Dissociation

As for the gas phase, the grain chemistry takes into account the standard direct
photodissociation by UV photons along with the photodissociation induced by sec-
ondary UV photons introduced by Prasad and Tarafdar (1983). These processes are
effective on the surface as well as in the bulk of the grains. Indeed, the probability of
absorption of each mono-layer of ice is low (Pabs ≈ 0.007 photons/mono-layer, Ander-
sson and van Dishoeck, 2008). Hence, this hypothesis is reasonable considering that
the average number of mono-layers of ice on the grains is of 100 mono-layers, and that
consequently only 0.7% of the photons colliding with the surface would be absorbed
before reaching the grains core.

1.1.3.2.4 Desorption

The desorption processes taken into account in the model are:

• the thermal desorption, ie evaporation, which depends on the temperature of the
grain and the binding energy of the species considered,
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• the CR desorption, which is due to the punctual heating of the grains by CR,
which induces thermal desorption. It depends on the fraction of time the grain
spend at the temperature due to the CR impact and the thermal desorption rate
at this temperature,

• the chemical desorption, which considers for exothermic grains surface reactions,
that part of the energy released can cause the desorption of their products. The
formalism used in the model for this process is the one depicted in Garrod et al.
(2007). They considered that the fraction of the products desorbed in the gas
phase depends on their binding energies, the enthalpy of the reaction, and the
fraction of the released energy that is lost to the surface. In the model used here,
the parameters are selected to result in approximately a 1% efficiency evaporation
for all species,

• the photodesorption, which is a non thermal process, and happens after the ab-
sorption of a UV photon by the surface. As recommended by Bertin et al. (2012)
a unique photodesorption rate is taken for all surface species.

All the processes described above are summarized in figure 1.5.

Nbulk&

Figure 1.5: Summary of the chemical processes taken into account in the NAUTILUS
3-phases chemical model (from Ruaud et al., 2016).
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1.2 ... OF STAR FORMATION

In addition to allow the formation of planets, liquid water, and Life, stars play a major
role in the Universe. This role consists in the formation, destruction and redistribution
of the interstellar matter through their lifecycle. Figure 1.6 illustrates this cycle of the
interstellar matter through stars formation, life and decay. In the following, each step
of this cycle is presented, with a special focus on star formation, which is the subject of
interest of this thesis.

Figure 1.6: The cycle of interstellar matter. Credits: Bill Saxton, NRAO/AUI/NSF.

1.2.1 From diffuse clouds to dense clouds

Diffuse clouds are defined as part of the ISM where the density is of nH ∈ [100 ; 500]
part.cm−3 and Tgas ∈ [30 ; 100] K (Snow and McCall, 2006). In these regions, the den-
sity is high enough to mitigate the interstellar radiation field (AV > 0.2) and H2 can
accumulate without being instantaneously photodissociated. Under dynamical effect,
such a diffuse cloud can condense into a dense cloud. These dense clouds are nearly
opaque to the interstellar radiation field (AV > 5), which allows carbon to stay un-
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der molecular form (preferentially CO). This opacity is due to their high dust grains
density, as illustrated in 1.3. Dense clouds are therefore characterized by high proton
densities (nH > 104 part.cm−3) which also implies low temperatures (Tgas ∈ [10 ; 50] K,
see Snow and McCall, 2006), . Note that the opacity of such clouds to visual light is the
reason they are also called dark clouds, as they will be named hereafter. As mentioned
in section 1.1.2, dark clouds are regions where gas and grains chemistries are particu-
larly efficient, allowing their chemical composition to evolve significantly during their
lifetime of a few million years.

1.2.2 Cloud collapse and star formation

The details of the star formation process are still poorly constrained because it involves
many different physical mechanisms over a huge range of spatial scales. However the
main steps of its progress are known. In terms of mass, two type of stars exist: low-
mass (≤ 10 M�) and high-mass (> 10 M�) stars. The formation process of high-mass
stars is still a puzzling issue:

• they could form from the same process as low-mass stars, except that it would
happen much faster because gravitational effects are much higher than for low-
mass ones,

• they could form from the merging of low-mass star forming cores, since high-
mass stars usually forms in dense clusters.

In the following and for the sake of clarity, only the formation process common to
the two types of stars is described.

Figure 1.7 presents a detailed view of the different steps of star formation. When
the prestellar cores that form within dark clouds become large enough to become grav-
itationally unstable, they start collapsing onto themselves. Typically, the density fluc-
tuations that initiate the collapse can be caused by highly energetic events such as the
collide of two dark clouds or even galaxies, or a nearby supernovae explosion that
sends shocked matter into the cloud at very high velocity.

These increases in density are initially optically thin and the prestellar core col-
lapses isothermally, with compressional heating evacuated through radiation. The ef-
ficiency of this radiative cooling drops as the density of the core increases at its center.
When it can no longer equilibrate with the compressive calefaction, the evolution of
the matter at the center of the core becomes adiabatic, and a hydrostatic core, known
as the first hydrostatic core (FHSC), or first Larson’s core (Larson, 1969), is formed at
the center. The protostar is born. During a short period of time (< 1000 years, see for
example Vaytet and Haugbolle, 2017), the FHSC will continue to accrete surrounding
material from its envelope, consequently increasing its mass, density and temperature.
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Figure 1.7: Steps of star formation. The figure can be seen as the detail of the right part
of the cycle in figure 1.6, between the dark cloud and the solar system phases. The
terms FHSC and SHSC mean respectively first and second hydrostatic core.

When its temperature exceeds ≈2000 K, the dissociation of H2 molecules inside the
core is triggered. Because of the endothermic nature of this process, a second phase of
collapse begins. When most of the H2 molecules have been split, the second collapse
ceases and a much more dense and compact core forms, called the second Larson’s core
(SHSC, Larson, 1969). The core continues to slowly accrete material for a few hundred
thousand years, until its temperature is high enough to trigger nuclear reactions and
the protostar becomes a young star.

During all this process, the material surrounding the protostar also evolves. When
the collapse begins, the material of the prestellar core progressively evolves into a ro-
tating accretion disk around the protostar (see figure 1.6). When the FHSC is formed,
the angular momentum of this disk is evacuated by the formation of bipolar jets that
creates shocks in the surrounding envelope, triggering an efficient high temperature
chemistry which products can fall back on the accretion disk. The latter looses most of
its matter through both collapses, until the young star is formed. Afterwards, the disk
is named protoplanetary disk, since it is within it that dust grains will sediment and
progressively swell up to finally form planets. The stellar system is born.
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1.2.3 The death of stars

Typically, stars die when they run out of fuel. When the core of a star runs out of hy-
drogen, it becomes unstable and contracts gravitationally. The radiative energy caused
by this collapse pushes the outer shell of the star to expand until the star reaches the
red giant phase. In the core of a red giant, helium fuses into carbon. Afterwards, the
destiny of the star depends on its mass:

• for low-mass stars, once all the helium has transformed into carbon, the core
collapses again and the outer layers of the stars are expelled via radiative effects.
A planetary nebula is formed by the expelled layers, and the core remains as a
white dwarf that will eventually cool to become a black dwarf.

• for high-mass stars, the red giant is still massive enough for the carbon in the core
to fuse into heavier elements until it turns into iron and can no longer burn. At
this stage, the star collapses again, causing the iron core to heat up and condense
and protons and neutrons merge into neutrons. In less than a second, the (ap-
proximately) Earth-sized iron core turns into a neutron core of a few kilometers.
The collapse makes the core heats up to billions of degrees and finally explode
into a supernovae, redistributing the matter into the ISM. The supernovae rem-
nant can then either be a neutron star or a black hole, depending on the star’s
initial mass.

The stars lifecycle is of particular interest for astrochemists because it regulates the
chemistry of the ISM. Indeed, the several physical processes and parameters that can
be found during this cycle are responsible for the creation, redistribution and destruc-
tion of all the molecules that compose the Universe. More specifically, the process of
star formation has a paramount role in this cycle, since it allows the formation of the
complex molecules such as COMs, which are believed to hold the keys to understand
how Life appeared on Earth.

1.3 OBJECTIVES AND ORGANIZATION OF THE THESIS

The objective of this thesis is to give a new look at the chemistry of star formation
using the recent enhancements of the NAUTILUS chemical model, such as the 3-phases
model or the process of competition between reaction and diffusion/desorption. More
particularly, I focus on the following points:

1. the problematic of sulphur depletion in dark clouds,

2. the revisit of sulphur chemistry in hot cores and corinos,

3. the development of a method to derive the initial parameters of collapsing prestel-
lar cores from protostars observations based on physico-chemical models.
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The 3 following chapters present respectively each of these studies and their results.
Note that the first two studies presented hereafter have been published (Vidal et al.,
2017; Vidal and Wakelam, 2018). The last chapter concludes this thesis.
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2.1. INTRODUCTION

2.1 INTRODUCTION

Since the first detection of a S-bearing molecule in the interstellar medium (CS, Penzias
et al., 1971), sulphur has become a subject of interest for many astrochemists. S-bearing
molecules are indeed often used to probe the physical structure of star-forming regions
(Lada et al., 1991; Plume et al., 1997; Viti et al., 2001; Sakai et al., 2014; Podio et al., 2015)
and have been proposed as chemical clocks for hot cores (Charnley, 1997; Hatchell
et al., 1998; Wakelam et al., 2004a). But sulphur chemistry in dense interstellar medium
has also been at the centre of a puzzling issue for many years, namely the sulphur
depletion problem (Ruffle et al., 1999).

2.1.1 The sulphur depletion problem

The sulphur depletion problem is a long lasting issue that originates from considera-
tions from both observations and chemical modeling:

• From an observational point of view, unlike most of the other elements in the
diffuse medium, the gas phase abundance of atomic sulphur is observed to be
constant with cloud density, around its cosmic value of a few 10−5 (see for in-
stance Jenkins, 2009). However, in dark clouds the total abundance of detected
S-bearing molecules (see 2.1 for a list of these species) only accounts for 0.1% of
the cosmic abundance of atomic sulphur (Tieftrunk et al., 1994; Charnley, 1997).
Therefore, the main reservoirs of sulphur in dark clouds are still unknown.

• From a chemical modeling point of view, assuming an elemental abundance of
sulphur in chemical models as high as its cosmic value produces predicted abun-
dances of observable S-bearing molecules much higher than the observed one.
Consequently, modelers usually assume that the elements (sulphur but other
heavy elements as well) are initially depleted compared to their cosmic refer-
ence values and use the so-called "depleted" abundance of sulphur of a few 10−8

(Wakelam and Herbst, 2008). The main issue of this assumption is that the consid-
ered "depleted" sulphur is in an unknown form and it is therefore not possible to
conclude on the possible reservoirs of sulphur in dark clouds from these models.
In this context, it seems that a review of the chemistry included in astrochemical
models is necessary.

Hence, a more complete sulphur network as well as a better understanding of grain
chemistry at low temperature are needed. They would indeed allow to run more re-
alistic models of dark clouds and therefore suggest new hints to solve the sulphur
depletion problem.
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Table 2.1: List of the sulphur bearing species firmly detected in dark clouds, in the gas
phase and in grain ices.

Species References
Gas phase

OCS 1
NS 1
H2S 1
CS 1

HCS+ 1
H2CS 1
C2S 1
C3S 1
SO 1
SO2 1

HNCS 2
HSCN 2

Grain ices
OCS 3
SO2 4

References: (1) Table 4 from Agúndez and Wakelam (2013), (2) Adande et al. (2010), (3)
Palumbo et al. (1997), (4) Boogert et al. (1997)

2.1.2 Current hypothesis on the reservoirs of sulphur in dark clouds

The main hypothesis to explain the missing sulphur in dark clouds is that it is de-
pleted onto interstellar grains. In cometary ices, which are thought to present chem-
ical similarities with the ices formed in dark clouds (Irvine et al., 2000), H2S is the
most abundant S-bearing molecule, at the level of 1.5% compared to water (Bockelée-
Morvan et al., 2000). More recently, Holdship et al. (2016) derived the abundance and
deuteration fraction of H2S in the low-mass protostar L1157-B1. By comparing the
observations to chemical models with different branching ratios for the freeze out of
S-bearing species into OCS and H2S, they found that a significant fraction of the sul-
phur is likely to be locked into the form of H2S on the grains. Chemical models also
predict that, in the dense interstellar medium, atomic sulphur would stick on grains
and be mostly hydrogenated to form H2S. To this day however only OCS (Palumbo
et al., 1997) and SO2 (Boogert et al., 1997) have been likely identified in icy grains bulk
in dense molecular clouds surrounding high-mass protostars, and their estimated total
abundance does not account for the missing sulphur. Upper limits of at most 3 × 1016

cm−2 for the column density of H2S in icy grains bulk have been derived by Smith
(1991), notably towards the line of sight of three late-type field stars lying behind the
Taurus molecular cloud, but they are also too low for H2S to be the reservoir of sulphur
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in dark clouds.
Laboratory experiments coupled with chemical models have recently brought new

insight into the problem by studying the irradiation of H2S interstellar ice analogs by
energetic protons and UV photons by Garozzo et al. (2010) and Jiménez-Escobar and
Muñoz Caro (2011). Both studies found that solid H2S was easily destroyed to form
other species such as OCS, SO2, CS2 and H2S2.

In the study presented hereafter, I propose an enhancement of the sulphur chem-
ical network for dark clouds models motivated by the recent observations of HNCS
and HSCN in TMC-1 (CP) (Adande et al., 2010) and of CH3SH in IRAS 16293-2422
(Majumdar et al., 2016). My network also includes the network proposed by Druard
and Wakelam (2012). I test the effect of the updated network on the outputs of the
NAUTILUS chemical model for dark cloud conditions using different sulphur elemen-
tal abundances. More particularly, I focus my study on the main sulphur reservoirs
as well as on the agreement between model predictions and the abundances observed
in the dark cloud TMC-1 (CP). The state of the NAUTILUS chemical model used is the
same as presented in section 1.1.3. In the following, I first detail the modifications of
the chemical network and describe the new modeling results, including a comparison
with the previous version of the network. Then I compare these results with obser-
vations towards the dark cloud TMC-1 (CP), to finally discuss and conclude on the
results.

2.2 PRESENTATION OF THE ENHANCED CHEMICAL NET-
WORK

2.2.1 Modification of the sulphur network

The set of reactions added and revisited was constructed by Jean-Christophe Loison, a
chemist from the Institute of Molecular Sciences (ISM) in Bordeaux. To update the sul-
phur chemical network, he first examined the existing KIDA network (kida.uva.2014,
Wakelam et al., 2015a) looking systematically at possible reactions between S and S+

with the most abundant species in dense molecular clouds (CO, CH4, C2H2, c-C3H2) as
well as the potential reactions between sulphur compounds and the most abundant re-
active species in molecular clouds (C, C+, H, N, O, OH, CN). He found out that various
neutral reactions were missing from KIDA (or other databases) such as C + H2S, C +
H2CS and S + l,c-C3H. When previous experimental or theoretical studies exist, he used
them to update the KIDA database when necessary. In order for the interested reader
to learn about the methodology used to develop this database of S-bearing species
chemical reactions, and especially because I did not conduct this part of the study, I
invite him/her to read section 2 of Vidal et al. (2017), and its appendixes.
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Table 2.2: Table of the 46 sulphur bearing species added to the network.

Neutrals
CS2 HNCS

H2S3* HSCN
S3* H2C3S
S4* HNCHS
S5* HSCHN
S6* HNCSH
S7* NH2CHS
S8* H2C2S

HC3S NH2CS
HC2S NH2CH2S
CH3S NH2CH2SH

CH3SH HSO
CH2SH HNCHSH
HCNS NH2CHSH

Ions
CS+

2 HSCN+

HCS+
2 H2CNS+

H2C2S+ H2NCS+

H2C3S+ H2SCN+

CH3S+ HCNSH+

CH3SH+ HNCSH+

CH3SH+
2 CH3CS+

HCNS+ NH2CHSH+

HNCS+ NH3CH2SH+

* These species are not allowed to evaporate in the gas phase (see text).

Overall, I added (or reviewed in the case of reactions) 46 S-bearing species to the
network along with 478 reactions in the gas phase, 305 reactions on the grains surface
and 147 reactions in the grains bulk (see the table in appendix A). The newly intro-
duced species are listed in Table 2.2. Note that, among these species, H2S3 and Sn (n
= 3 to 8) are only present on the grains, ie they are formed on the surfaces and not al-
lowed to evaporate (see also Druard and Wakelam, 2012). At 10 K, these species are not
efficiently formed so they can be neglected. It should also be noted that the enhanced
network includes the chemical schemes for carbon chains proposed in Wakelam et al.
(2015b), Loison et al. (2016), Hickson et al. (2016), and Loison et al. (2017).

All the models presented hereafter are in 0D and run under dark cloud constant
physical conditions, namely a gas and dust temperature of 10 K, a proton density of
2 × 104 cm−3, a cosmic ionization rate of 1.3 × 10−17 s−1, and a visual extinction of
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2.2. PRESENTATION OF THE ENHANCED CHEMICAL NETWORK

Table 2.3: Initial abundances. *a(b) stands for a × 10b

Element [X]ini* References
H2 0.5
He 0.09 1
N 6.2(-5) 2
O 2.4(-4) 3
C+ 1.7(-4) 2
S+ 8.0(-8) 4
Si+ 8.0(-9) 4
Fe+ 3.0(-9) 4
Na+ 2.0(-9) 4
Mg+ 7.0(-9) 4
P+ 2.0(-10) 4
Cl+ 1.0(-9) 4
F 6.7(-9) 5

(1) Wakelam and Herbst (2008), (2) Jenkins (2009), (3) Hincelin et al. (2011), (4) Low-
metal abundances from Graedel et al. (1982), (5) Depleted value from Neufeld et al.
(2005)

15 mag. Plus, the time used for the models is 107 years, which is believed to be the
maximal age a dark cloud can reach before undergoing gravitational collapse. Finally,
the set of initial abundances is presented in in table 2.3.

2.2.2 Effects of the new network on the chemical model of dark clouds

In this section I highlight the impact of the enhanced sulphur network on the outputs
of the Nautilus chemical model configured for dark clouds physical conditions. I first
present the abundance evolution of the most abundant sulphur-bearing species as well
as the newly implemented ones. Then I compare the outputs obtained with the new
network with those obtained with the nominal network for the same model configura-
tion.

2.2.2.1 The main sulphur bearing species

In the following, I study the abundance evolution of the main sulphur-bearing species
during 107 years in dark clouds conditions as obtained with the enhanced network,
both in the gas phase and on the grains. I selected these species since they contain
more than 5 % of the elemental sulphur at one point of the model.
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2. SULPHUR CHEMISTRY IN DARK CLOUDS

2.2.2.1.1 Gas-phase reservoirs: S, CS and SO
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Figure 2.1: Abundances relative to H of the main gas phase S-bearing species S, CS and
SO as a function of time for dark cloud physical conditions. The dotted line represents
the elemental abundance of sulphur (here, [S]ini � 8 × 10−8).

Figure 2.1 shows the time evolution of the main sulphur-bearing species in the gas
phase: atomic sulphur (S), carbon monosulfide (CS) and sulphur monoxide (SO). In the
model, sulphur is initially in the form of S+ and between 7.7×103 and 4.6×105 years, S
becomes the main sulphur reservoir (including species on grains). During this period,
its abundance reaches a maximum at 105 years where it contains up to 73% of the
elemental sulphur. The growth of the atomic S abundance up to this maximum seems
to be mainly caused by the electronic recombination mechanisms of S+, as well as of
CS+ and HCS+. The last two are related to S+ by the following reaction mechanism:

S+ CH
−−→ CS+ H2

−−→ HCS+ (2.1)

This mechanism is therefore very efficient because CH is rapidly formed by elec-
tronic recombination of CH+

2 which is itself formed by the ion-neutral reaction between
elemental species C+ and H2. Later, atomic sulphur is consumed by reactions with H+

3 ,
CH3, OH and O2, which efficiently produce SO, causing the peak in its abundance at
3.6 × 105 years. The CS abundance follows closely the atomic sulphur one, first grow-
ing from numerous reactions, including notably the electronic recombination of HCS+,
C2S+ and HC3S+ and destruction of C2S and by atomic carbon. It reaches a maximum
between 104 and 105 years, becoming the second main reservoir of sulphur, containing
up to 29% of the initial sulphur. However, CS does not accumulate in the gas phase be-
cause the hydrogenation of CS followed by dissociative recombination (DR) of HCS+
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produce much more S and CH than H and CS (Montaigne et al., 2005).

2.2.2.1.2 Reservoirs on grains : HS and H2S
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Figure 2.2: Abundances relative to H of the main S-bearing species on the grains HS
and H2S as a function of time for dark cloud physical conditions, on the surfaces (solid
line) and in the bulks (dashed line). The dotted line represents the elemental abun-
dance of sulphur (here, [S]ini � 8 × 10−8).

On the grains, it appears that the most abundant species are the hydrosulfide rad-
ical (HS) and hydrogen sulfide (H2S). The abundances of these species, both on the
surfaces (solid line) and in the bulks (dashed line), are depicted in Figure 2.2. At times
prior to 100 years, both species are formed on the surfaces by the successive hydro-
genation of atomic sulphur physisorbed on the grains. Once the species are formed,
they begin to sink into the bulk. After a hundred years, both species continue to form
on the surface and eventually enter into a loop created by the two following reactions:

s-HS + s-H → s-H2S (2.2)

s-H2S + s-H → s-H2 + s-HS (2.3)

Reaction (2.3) has a barrier and should not be efficient under dark cloud physi-
cal conditions. However, it becomes efficient in the model because of the reaction-
diffusion competition (see section 1.1.3.2) which main effect is to increase the rates of
reactions with activation barrier through tunneling (Ruaud et al., 2016). Hence, this cy-
cle, supplied in HS by the hydrogenation of S on the grains, keeps increasing at equal
rates the abundances of the two species during the remaining time of the model. As
HS and H2S keep on sinking into the bulks, their abundances in the latter eventually
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2. SULPHUR CHEMISTRY IN DARK CLOUDS

becomes higher than at the surfaces. At approximately 6 × 105 years, HS and H2S (in
the bulk) become the main reservoirs of sulphur, containing a total of more than 51%
of the total amount of sulphur, that reaches more than 80% at times ≥ 2.7×106 years, as
described in table 2.4. The table also shows that this shared reservoir presents a slight
preference for HS between 3 and 10% of the total amount of sulphur, depending on the
age of the cloud.

Table 2.4: Description of the total amount of sulphur contained in HS and H2S in the
grains bulk for times ≥ 6 × 105 years. The prefix "b-" is for the bulk species.

Species 6 × 105 yrs 2.7 × 106 yrs 107 yrs
b-HS 29% 44% 43%
b-H2S 22% 36% 40%

This unexpected result relies on the competition between reaction and diffusion,
which main parameter is the height of the reaction barrier. I have assumed for reaction
(2.3) a barrier of EA � 860 K (Kurylo et al., 1971), which was measured at low tem-
perature (in the 190-464 K range). However, the gas phase reaction H + H2S has been
measured in a wide range of temperature from 190 K up to 2237 K (Kurylo et al., 1971;
Peng et al., 1999; Yoshimura et al., 1992). The rate constant shows strong non-Arhenius
behavior at low temperature which is likely due to the importance of tunneling. Peng
et al. (1999) performed theoretical calculations of the barrier of the reaction equal to
1330 K at DFT level and 1930 K at QCISD(T) level. Considering these uncertainties, I
also tested both these higher values of the barrier but it did not change significantly
the results.

2.2.2.2 The newly implemented sulphur bearing species

Among the 45 new S-bearing species included in the network, I present below the re-
sults of the model for HNCS, the species around which most of the new network has
been built, and CH3SH, which was recently detected in the envelope of the low-mass
protostar IRAS 16293-2422 (Majumdar et al., 2016).

2.2.2.2.1 HNCS and HSCN

Isothiocyanic acid HNCS is the most stable among possible CHNS isomers. It has
been very well studied since its first detection in Sgr B2 (Frerking et al., 1979), and has
been detected in the dark cloud TMC-1 (CP) (Adande et al., 2010). In contrast, thio-
cyanic acid HSCN is highly unstable and is about a factor of 3 less abundant in Sgr B2
than HNCS (Halfen et al., 2009). It has also been detected in TMC-1 (CP) with a similar
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Figure 2.3: Abundances of HNCS (blue) and HSCN (red) relative to H as a function
of time for dark cloud physical conditions in the gas phase (solid line), on the grains
surface (dotted line) and in the grains bulk (dashed line).

abundance as compared to HNCS (Adande et al., 2010). It should be noted that the net-
work for HNCS and HSCN is an improved version of the one proposed in Gronowski
and Kolos (2014), which itself is a revised version of the network proposed in Adande
et al. (2010).

Figure 2.3 shows the time evolution of both species abundances in the three phases
of the model. It appears that both species are essentially produced at the surface of the
grains where their main formation reaction is:

s-N + s-HCS→ s-HNCS

→ s-HSCN
(2.4)

HNCS and HSCN abundances on the grains surface are also regulated by hydro-
genation loops similar to the one previously described for HS and H2S by reactions
(2.2) and (2.3). The reactions involve are for HNCS:

s-HNCS + s-H→ s-HNCSH

→ s-NH2CS
(2.5)

s-HNCSH + s-H → s-HNCS + s-H2 (2.6)

s-NH2CS + s-H → s-HNCS + s-H2 (2.7)

and for HSCN:
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s-HSCN + s-H→ s-HNCSH

→ s-HSCHN
(2.8)

s-HNCSH + s-H → s-HSCN + s-H2 (2.9)

s-HSCHN + s-H → s-HSCN + s-H2 (2.10)

At times > 2.8×105 years, as less and less atomic N is available, abundances of both
species decrease on the surface. For HNCS, this decrease happens through the chemi-
cal desorption of the products of its hydrogenation, HNCSH and NH2CS. For HSCN it
happens through alternative hydrogenation pathways of HNCSH and HSCHN. More-
over, as the chemistry of both species is not efficient in the bulk, the increase in their
abundances in this phase are primarily due to swapping with the surface.

In the gas phase, HNCS and HSCN abundances increase efficiently from chemi-
cal desorption from the grains following reaction (2.4), as well as from the following
reaction mechanism:

HCS+ + NH2 → H + H2NCS+ e-
−→ HNCS/HSCN + H (2.11)

Consequently, after 2.8 × 105 years, as reaction (2.4) is less efficient because there
is less N available, reaction (2.11) becomes the main formation pathway of HNCS and
HSCN in the gas phase. Both species are also efficiently destroyed by atomic C via:

C + HNCS→ HNC + CS

→ HCN + CS
(2.12)

C + HSCN→ HCN + CS (2.13)

The depletion of atomic C on grains after 105 years then explains the increase in the
gas phase abundance gradients for both species at this time.

2.2.2.2.2 CH3SH

Numerous previous detections of methyl mercaptan CH3SH in hot cores such as
Sgr B2 (Linke et al., 1979), G327.3-0.6 (Gibb et al., 2000) and Orion KL (Kolesniková
et al., 2014) suggest that this species initially forms in the ices and then evaporates in
hot cores. More recently, Majumdar et al. (2016) presented the detection of CH3SH in
IRAS 16293-2422 and proposed an associated chemical network to explain its observed
abundance. This work is included in the enhanced sulphur network and has been
completed, notably regarding grains chemistry. Figure 2.4 displays the time evolution
of the CH3SH abundance in the dark cloud model. As such, it appears from the results
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Figure 2.4: Abundances of CH3SH relative to H as a function of time for dark cloud
physical conditions in the gas phase (solid line), on the grains surface (dotted line) and
in the grains bulk (dashed line).

that CH3SH is mainly formed on the grains surface and is released into the gas phase
by chemical desorption. The main formation processes on the grains are:

s-H + s-CH3S → s-CH3SH (2.14)

s-H + s-CH2SH → s-CH3SH (2.15)

Moreover, similarly to HNCS, it seems that the chemistry of CH3SH in the grains
bulk is relatively inert and that its accumulation in this phase is mainly due to exchange
with the grains surface.
As for HNCS, CH3SH is consumed by atomic C at times < 2.8 × 105 years following:

C + CH3SH → CH3 + HCS (2.16)

However after this time, in contrast to HNCS, gas phase CH3SH is still produced
from grains surface chemistry and chemical desorption, which can be explained by
the fact that the CS abundance in the gas phase remains high, and gradually depletes
to form CH3SH through successive hydrogenations. Moreover, as the hydrogen atom
abundance remains relatively constant on the grains surface because of cosmic-ray in-
teractions with H2, this formation pathway of CH3SH keeps on being efficient through-
out the model.
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2. SULPHUR CHEMISTRY IN DARK CLOUDS

2.2.2.3 Comparison with the previous network

I now highlight the differences between the nominal model of dark cloud ran with the
previous version of the network (hereafter model A), and the model ran with the en-
hanced sulphur network (hereafter model B). It should be noted that model A already
includes the key parameter for sulphur chemistry studied in section 2.2.2.2, namely
the hydrogenation loop between HS and H2S enabled by the reaction-diffusion com-
petition mechanism. As the calculations show that numerous S-bearing species are
impacted by the changes I made to the network, I present here only a selection of these
species: C3S, H2CS, HCS, H2S, HS and SO. I selected these molecules because they
present a difference between models A and B of more than one order of magnitude in
the time period between 105 and 106 years and because their abundances rise above
10−12 during this period. Indeed, the estimated ages of well-studied dark clouds such
as TMC-1 or L134N are thought to correspond to this time period (see discussion in
Agúndez and Wakelam, 2013). Moreover, an abundance of 10−12 is considered as the
common detection limit for species in the gas phase.

2.2.2.3.1 C3S
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Figure 2.5: Comparison between models A (blue) and B (red) abundances of C3S rela-
tive to H as a function of time for dark cloud physical conditions in the gas phase (solid
line) and in the grains bulk (long-dashed line).

Figure 2.5 displays the comparison of the abundances of C3S calculated for models
A and B, both in the gas phase and in the grains bulk. It can be seen that the new net-
work induces differences for this species that can reach up to two orders of magnitude
in the gas phase and four orders of magnitude in the grains bulk at times around 105

years. In both models, C3S is mainly formed in the gas phase by the reaction:
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HC3S+ + e− → H + C3S (2.17)

HC3S+ being efficiently produced through reactions of atomic sulphur with c,l-
C3H+

2 and c,l-C3H+
3 . The decrease of C3S abundance in the grains bulk in model B

(as compared to model A) is a direct result of its decrease in the gas phase, which is
due to the following added reaction:

C + C3S→ C3 + CS (2.18)

This reaction becomes efficient in model B at times > 103 years when the abundance
of atomic C in the gas phase reaches 10−4. Finally, after 104 years, while in model A the
abundance of C3S continues to increase because of reaction (2.17), in model B the small
peak at 2.8 × 105 years is due to the reaction:

O + HC3S→ C3S + OH (2.19)

Reaction (2.19) becomes more efficient than reaction (2.18) at this time because deple-
tion is more efficient for atomic carbon (∼ 105 years) than for atomic oxygen (∼ 8 × 105

years). It should be noted that branching ratios for the DR of HC3S+ are unknown and
the network may overestimate C3S production and consequently its abundance.

2.2.2.3.2 H2CS

The abundance of H2CS in the gas phase presents a change similar to C3S in its
evolution between model A and B (see Figure 2.6). Its main reaction of formation in
both models is the electronic recombination of H3CS+:

H3CS+ + e− → H + H2CS (2.20)

H3CS+ being efficiently produced through S+ + CH4 reaction. H2CS is less effi-
ciently formed in model B after 103 years because, like C3S, it is consumed by atomic
C via the following reaction:

C + H2CS→ H + HC2S

→ CH2 + CS
(2.21)

This reaction induces differences in the H2CS abundance of more than two orders
of magnitude between 104 and 105 years. As atomic carbon is depleted onto the grains,
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Figure 2.6: Comparison between models A (blue) and B (red) abundances of H2CS
relative to H as a function of time for dark cloud physical conditions in the gas phase
(solid line) and on the grains surface (dotted line).

these reactions become less efficient after 105 years and the abundance of H2CS in-
creases again through reaction (2.20).

In contrast to C3S, H2CS is also efficiently formed on the grains surface in both
models by hydrogenation of HCS. However, in model B, two hydrogenation processes
of H2CS have been added, which cause its abundance on the grains surface to drop
compared to model A by more than two orders of magnitude. Those processes are:

s-H2CS + s-H→ s-CH2SH

→ s-CH3S
(2.22)

which ultimately lead to the formation of CH3SH (see section 2.2.2.2). Moreover,
as previously noted, the branching ratios for the DR of H3CS+ are unknown and may
in reality preferentially lead mainly to the breaking of the C-S bond, which would
strongly decrease H2CS abundance.

2.2.2.3.3 HCS

Figure 2.7 shows the time evolution of the HCS abundance in the gas phase in both
models A and B. The figure displays that the overall effect of the enhanced network on
this species is to increase its abundance in the gas phase above the detection level of
10−12. This potential observability of HCS in dark clouds will be discussed in section
2.4.3. In model A, HCS is mainly formed by the two following reactions:

60



2.2. PRESENTATION OF THE ENHANCED CHEMICAL NETWORK

101 102 103 104 105 106 107

Time (yr)

10-17

10-16

10-15

10-14

10-13

10-12

10-11

10-10

Ab
un

da
nc

es
 (/

H
)

Model A
Model B

HCS

Figure 2.7: Comparison between models A (blue) and B (red) abundances of HCS rela-
tive to H as a function of time for dark cloud physical conditions in the gas phase (solid
line) and on the grains surface (dotted line).

S + CH2 → H + HCS (2.23)

H2CS+ + e− → H + HCS (2.24)

However, in model B two new reactions show a higher HCS production efficiency.
Those reactions are:

H3CS+ + e− → H + H + HCS (2.25)

C + H2S → H + HCS (2.26)

It should be noted that HCS is also formed on the grains surface by the hydrogena-
tion of CS, and that its abundance in this phase is decreased in model B because of
numerous added reactions of HCS with atomic O and N, the latter forming the newly
implemented species HNCS on the grains.

2.2.2.3.4 HS, H2S and SO

I choose to describe the changes brought by the new model to HS, H2S and SO
chemistries together because they are linked, notably on the grains surface.

On the one hand, in the gas phase, among those three species, the only one that
presents a significant difference in model B (as compared to model A) is H2S (see figure
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Figure 2.8: Comparison between models A (blue) and B (red) abundances of HS rela-
tive to H as a function of time for dark cloud physical conditions in the gas phase (solid
line) and on the grains surface (dotted line).
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Figure 2.9: Comparison between models A (blue) and B (red) abundances of H2S rela-
tive to H as a function of time for dark cloud physical conditions in the gas phase (solid
line) and on the grains surface (dotted line).

2.9). This difference (that reaches more than one order of magnitude) appears between
5 × 103 and 3 × 105 years and is mainly due to the fact that reaction (2.26) slows down
the increase of H2S during this period of time. Besides this change, gas phase H2S is
efficiently formed in both models on the grains surface by the hydrogenation of HS
(reaction (2.2)) enabled by the reaction-diffusion competition, followed by desorption.

On the other hand, the modifications of the network bring about a new reaction
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Figure 2.10: Comparison between models A (blue) and B (red) abundances of SO rela-
tive to H as a function of time for dark cloud physical conditions in the gas phase (solid
line) and on the grains surface (dotted line).

mechanism on the grains surface which causes several changes to the abundances of
HS, H2S and SO:

s-S
s-H
−−→ s-HS (2.27)
s-O
−−→ s-SO

s-H
−−→ s-HSO

s-H
−−→ s-HS (2.28)

From model A to model B, the main effects of this reaction mechanism are:

• to globally increase the grains surface abundance of HS because of the added
path (2.27),

• to globally increase the grains surface abundance of H2S because of the loop de-
scribed in section 2.2.2.2, and therefore its abundance in the gas phase (except
during the time period described above),

• to globally decrease the grains surface abundance of SO which is, in the enhanced
network, successively hydrogenated to form HSO then HS (see reaction mecha-
nism (2.28)).

2.3 COMPARISON WITH OBSERVATIONS IN THE DARK CLOUD

TMC-1

I compare in this section the modeling results with observations of the well-studied
dark cloud TMC-1 (CP) for which numerous observational constraints are available.
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Indeed, more than 60 gas phase species have been detected in this source, and upper
limits on the abundance of 7 more are available (see a review of these species in Agún-
dez and Wakelam, 2013; Adande et al., 2010). For that purpose, I use the method of
the so-called distance of disagreement described in Wakelam et al. (2006), and which
is computed as follows:

D(t) �
1

Nobs

∑
i

| log([X]obs,i] − log[[X]i (t)] | (2.29)

where n(X)obs,i and n(X)i (t) are respectively the observed abundance (relative to
H) of species i and its modeled one at time t. Nobs is the total number of observed
species considered. The minimum of function D (hereafter noted Dmin) is then the min-
imum average difference (in magnitude) between modeled and observed abundances.
I call the time for which this minimum is obtained the best fit time (hereafter noted tBF).

I detail the observed abundances I use for S-bearing species in table 2.5. For the
other species, I use the abundances in Gratier et al. (2016) as well as Table 4 of Agúndez
and Wakelam (2013) and the references therein.

Table 2.5: Observed abundances of sulphur bearing species in TMC-1 (CP) . *a(b)
stands for a × 10b

Species [X]obs* References
OCS 1.1(-9) 1
NS 4.0(-10) 2
CS 6.5(-9) 3
HCS+ 2.5(-10) 3
H2CS 2.6(-9) 3
C2S 5.0(-9) 3
C3S 7.0(-10) 3
SO 1.0(-8) 4
SO2 1.5(-10) 5
HNCS 4.15(-12) 6
HSCN 6.3(-12) 6

References : (1) Matthews et al. (1987), (2) McGonagle et al. (1994), (3) Gratier et al.
(2016), (4) Lique et al. (2006), (5) Cernicharo et al. (2011), (6) Adande et al. (2010)

2.3.1 Comparison with models A and B

I first compare the results of both models A and B with the observations of TMC-1 (CP)
in order to assess the efficiency of the new network to reproduce observations in dark
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clouds.
For the calculation of the corresponding distance of disagreement for both models, I
take into account 58 of the 63 detected species because 5 of them are not implemented
in one or either of the two networks (nominal and enhanced), namely HNCS, HSCN,
HC3HO, CH2CCHCN and HC11N. Using equation (2.29), I find better agreement with
observations for model B with Dmin � 0.766 (against Dmin � 0.908 for model A), giving
a best fit time of 2.8 × 105 years, same as model A. At this time, and assuming that the
observed abundances are reproduced by the model when the difference between the
two is smaller than one order of magnitude, the fractions of reproduced molecules are
64% and 67% respectively for model A and model B. This different between the two
model can be explained by the fact that model A reproduces 3 species that model B
does not, namely CH3CCH, CH3C4H and C6H. However, model B reproduces 5 other
species than model A fails to reproduce, namely C2O, CH3CHO, l-C3H2, CH2CHCN
and HNC3. A summary of these results is shown in Table 2.6.

Table 2.6: Results of the comparison of models A and B with observations in the dark
cloud TMC-1 (CP)

Model Dmin tBF (yr) Fraction of reproduced molecules
A 0.908 2.8 × 105 64%
B 0.766 2.8 × 105 67%

For both models, 5 of the 9 S-bearing species taken into account in the comparison
are reproduced : OCS, CS, C3S, SO and SO2, and model B gives a slightly better agree-
ment than model A for these species. Moreover, model B reproduces only two more
species than model A among the 58 species considered, and these species are both car-
bon chains. The similarity of the results comes from the fact that model A also includes
the reaction-diffusion competition rendering the hydrogenation loop described in sec-
tion 2.2.2.2 efficient, which is a key parameter for sulphur chemistry. However, the
goal of this study is to evaluate the efficiency of the enhanced network (model B) to
reproduce S-bearing species abundances, which should be done by considering all the
species it takes into account. Therefore I hereafter choose to exclude model A from the
study and focus only on model B.

2.3.2 Variation of the elemental sulphur abundance

In order to assess the issue of sulphur depletion in chemical models of dark clouds with
the enhanced network, I run the model for 4 different values of the elemental sulphur
abundance and compare the results with observations to determine which one leads
to a better agreement with the observed species abundances. These values vary from
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the so-called depleted one (8 × 10−8), which is commonly used by chemical models to
reproduce observations and which I used previously in this study, to the cosmic one
(1.5 × 10−5). The different values of the sulphur elemental abundances used and the
labels of their associated models are summarized in Table 2.7. Apart from sulphur, the
other species elemental abundances I use are those reported in table 2.3.

Table 2.7: Set of elemental sulphur abundances. *a(b) stands for a × 10b

Model [S]ini*
1 8(−8)
2 5(−7)
3 5(−6)
4 1.5(−5)

In the following, I first compare for each model the calculated abundances of gas
phase species with those determined from observations of TMC-1 (CP). The only sulphur-
bearing species observed on the grains being OCS and SO2 in the molecular cloud sur-
rounding the deeply embedded protostar W33A, I then compare the modeled abun-
dances of these species on the grains with the observed ones.

2.3.2.1 Comparison with all observed gas phase species
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Figure 2.11: Distances of disagreement for models 1, 2, 3 and 4 considering 62 detected
species in TMC-1 (CP).

To assess the overall agreement of the enhanced network with observations, I com-
pute the distance of disagreement for models 1, 2, 3 and 4. For these calculations I take
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into account three more species than previously, because HNCS, HSCN and HC3HO
are taken into account in the new network, for a total of 61 species considered. Figure
2.11 displays these distances of disagreement between 105 and 107 years, the time pe-
riod when the minimum values are reached.

On the one hand, it first directly appears that model 1 is rejected since its mini-
mum of distance of disagreement does not go below 0.8 contrary to the other models.
This result hints that large depletion of the elemental sulphur is no longer needed to
reproduce the observations in dark clouds. Second, model 3 is the best model in that
it presents the distance of disagreement with the lowest minimum of D3(tBF) � 0.736
with tBF � 106 years which is still a reasonable estimated age for TMC-1 (CP). Moreover
at that time, 44 of the 61 species considered (72%) are reproduced by the model within
a factor of 10. This result means that the elemental sulphur abundance which the new
model theoretically needs to best reproduce the observations is around [S]ini � 5×10−6.
Model 2 is the second best model in terms of minimum of distance of disagreement,
with D2(tBF) � 0.744 with tBF � 2.8 × 105 years, where it reproduces 42 of the 61
species. However, in terms of number of species reproduced, model 4 is better than
model 2 since it reproduces 44 of the 61 species at its best fit time, but its minimum of
distance of disagreement is slightly higher than model 2 and 3 (0.772).

On the other hand, Figure 2.11 shows that the maximum difference between the
distances of disagreement of the four models is lower than 0.3. Hence, for a given time,
the average of the differences of abundances between two models (for a same species)
is lower than a factor of 2. The distance of disagreement is thus not very sensitive to
the elemental sulphur abundance. This result can be explained by the fact that among
the 61 observed species I consider for the calculations, only 11 of them are S-bearing
species.

2.3.2.2 Comparison with observed sulphur bearing gas phase species

Considering the low sensitivity of the distance of disagreement (with 61 observed
species) to the elemental sulphur abundance and because the improvement of the net-
work concerns mainly sulphur chemistry, I also assess the efficiency of the model by
checking its agreement with only the observations of the S-bearing species detected
in TMC-1 (CP). Figure 2.12 is the same as Figure 2.11 but considering only the 11 de-
tected S-bearing gas phase species in TMC-1 (CP). These species are OCS, NS, HCS+,
CS, H2CS, CCS, C3S, SO, SO2 (see Agúndez and Wakelam, 2013, for a review), HNCS,
and HSCN (Adande et al., 2010). First and as expected, the distances of disagreement
are much more sensitive to the elemental sulphur abundance than in the previous case,
with a maximum of differences between them of 1.6.

Second, the figure shows that the distance of disagreement for models 1 and 2
never goes down below 0.7 whereas the other two present their minima under 0.4.
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Figure 2.12: Distances of disagreement for models 1, 2, 3 and 4 considering only the 11
detected S-bearing species in TMC-1 (CP).

Hence, this result confirms the one obtained in section 2.3.2.1, namely that model 1
is the worst model. Especially, this means that the depleted elemental sulphur abun-
dances of 8 × 10−8 and 5 × 10−7 do not allow the model to reproduce the observations
of S-bearing species with the enhanced network.

Finally, at the times of their respective minima, models 3 and 4 reproduce all the
S-bearing molecules considered. Model 4 is the one that presents the distance of dis-
agreement with the lowest minimum of D4(tBF) � 0.371 with tBF � 1.3 × 106 years.
Furthermore, model 3 allows to obtain a minimum of the distance of disagreement that
is nearly equal to the one found for Model 4, namely D3(tBF) � 0.376 with tBF � 106

years. In both cases, the best fit time is in the acceptable range for the age of TMC-
1 (CP). These results suggest that the model is able to reproduce the observations of
S-bearing species in TMC-1 (CP) using the cosmic elemental abundance of sulphur
[S]ini � 1.5 × 10−5 or an abundance only 3 times lower.

2.3.2.3 The new species HNCS and HSCN

As the enhanced network was mainly built around HNCS and its isomers, it is impor-
tant to check that the modeling results correctly fit the observations of these species.
Adande et al. (2010) identified the 70,7 → 60,6 and 80,8 → 70,7 transitions of HNCS and
HSCN towards TMC-1 (CP) and were able to derive a corresponding ratio [HNCS]

[HSCN] �

1.4±0.7 and abundances for HNCS and HSCN of respectively 4.15×10−12 and 3×10−12.
Figure 2.13 shows the simulated abundances of HNCS and HSCN in the case of the cos-
mic elemental abundance for sulphur (model 4) as well as their observed abundances
in TMC-1 (CP) (horizontal dashed lines). At the best fit time of model 4 (tBF � 1.3× 106

years), I obtain a ratio of 1.68 which matches the observed value. Moreover, the figure
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Figure 2.13: Comparison of the simulated gas phase abundances of HNCS and HSCN
with the observed ones in TMC-1 (CP) (horizontal dashed lines).

shows that at this time, the differences between the observed and calculated abun-
dances of HNCS and HSCN are less than a factor 1.2 and 1.1, respectively. This result
confirms the efficiency of the network to model the chemistry of HNCS, especially us-
ing the cosmic elemental abundance of sulphur. It should be noted that model 3 also
allows to reproduce well the observed abundance of HNCS and HSCN at tBF � 106

years, with a corresponding ratio also equal to 1.68.

2.3.2.4 Sulphur bearing species on grains towards W33A

Only two solid S-bearing species have been detected in icy grains bulk : OCS (Palumbo
et al., 1997) and SO2 (Boogert et al., 1997). Both species have been detected towards the
deeply embedded protostar W33A and I can therefore use the results of the models in
the dark cloud configuration to compare with these observations. In order to do so, I
have to compare for a given species its observed abundance (7 × 10−8 and 6.2 × 10−7

for OCS and SO2, respectively) with the sum of its simulated abundances on the grains
surface and in the grains bulk. For both species, Figure 2.14 displays the comparison
between their total computed abundances in icy grains bulk for the four models and
their observed ones between 105 and 107 years. The age of the giant molecular cloud
W33 is indeed supposed to lie in that time frame (Messineo et al., 2015).

Figure 2.14 (a) shows that both models 3 and 4 reproduce the observed abundance
of OCS in icy grains bulk, at 7.74 × 105 and 2.15 × 106 years respectively. Moreover,
considering the fact that most of the young stellar objects detected in W33 have an
estimated age of a few million years (see for example Messineo et al., 2015), the most
favored model is Model 4. Regarding SO2, Figure 2.1 (b) shows that the model for
which its modeled abundance comes the closest to its observed one is model 4. Both
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Figure 2.14: Comparison of the computed abundances of solid OCS (a) and SO2 (b) for
models 1, 2, 3 and 4 (solid lines) with the observed one towards W33A (black dashed
lines).

comparisons suggest once again that the enhanced network needs an elemental sul-
phur abundance close to the cosmic one in order to best reproduce the observations.
Note that I assume here that the detections of OCS and SO2 ices are real although the
two species are not in the list of "firmly detected" species of Boogert et al. (2015).

2.3.3 Sulphur reservoirs in dark clouds

In section 2.2.2.1, I studied the chemistry of the main S-bearing species using the el-
emental abundances listed in table 2.3, more particularly the depleted abundance of
sulphur of [S]ini � 8 × 10−8. Now that I determined that in order to reproduce S-
bearing species observations in dark clouds the model needs an elemental abundance
of sulphur close to the cosmic one, I need to assess the impact of the use of such an
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Figure 2.15: Abundances of the sulphur reservoirs relative to H as a function of time
for dark cloud physical conditions : (a) in the gas phase, (b) on the grains surface (solid
line) and bulk (dashed line). The dotted line represents the elemental abundance of
sulphur (here, [S]ini � 1.5 × 10−5).

abundance on the reservoirs and their respective chemistries.

Figure 2.15 (a) and (b) are respectively the same as Figure 2.1 and 2.2, but for the
model ran with the cosmic elemental abundance of sulphur of [S]ini � 1.5× 10−5. What
appears is that the reservoirs are unchanged. Moreover, the differences are mainly
quantitative and their respective chemistries stay the same as described in section
2.2.2.1, with the exception of the two following points:

• Adsorption of atomic S on the grains is much more efficient when using the cos-
mic elemental abundance of sulphur, which causes its abundance to drop near
3 × 103 years, much sooner than when using the depleted one [S]ini � 8 × 10−8.
However, atomic S still stays the main reservoir of sulphur between 2.8×103 and
4.6 × 105 years, containing at its maximum 88% of the initial sulphur.
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• With [S]ini � 1.5×10−5, SO is no longer a main sulphur-bearing species as defined
in section 2.2.2.1. Indeed, at 3.6 × 105 years, time when its abundance peaks, it
now only contains less than 2% of the initial sulphur.
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Figure 2.16: Percentage of the total amount of sulphur contained in the reservoirs as a
function of time for dark cloud physical condition using a cosmic elemental abundance
of sulphur [S]ini � 1.5 × 10−5.

Figure 2.16 displays the percentage of the total amount of sulphur contained in the
reservoirs between 103 and 107 years using a cosmic elemental abundance of sulphur.
According to the figure and depending on the age of the cloud, the reservoirs are:

• S+ in the gas phase from the beginning of the model and until 2.8 × 103 years,
which is obvious since it is the initial form of sulphur,

• Neutral atomic sulphur in the gas phase between 2.8 × 103 and 4.6 × 105 years,
containing between 25 and 88% of the total amount of sulphur, depending on
the age of the cloud. During this period of time, CS also contains a significant
amount of sulphur, namely between 9 and 16%. It should be noted that these
repartition of the sulphur is a bit different from the one studied in section 2.2.2.1,
which is due to the change of the sulphur elemental abundance,

• HS and H2S in the grains bulk for older clouds, containing a total of more than
51% of the total amount of sulphur, that reaches more than 80% at times ≥ 2.7 ×
106 years, as described in table 2.4. This shared reservoir shows a slight prefer-
ence for HS between 3 and 10% of the total amount of sulphur, depending on the
age of the cloud.

The aforementioned results are also true when using an elemental abundance of
sulphur of [S]ini � 5 × 10−6 (3 times depleted), which also allows to reproduce obser-
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vations of S-bearing species in dark clouds. Indeed the percentages presented above
only differ from less than 2% of the total amount of sulphur.

2.4 DISCUSSIONS AND SUMMARY

2.4.1 About the elemental abundance of sulphur

The comparison of the enhanced model with the gas phase observations in TMC-1
(CP) (see section 2.3) favors the use of an elemental abundance of sulphur between
[S]ini � 5 × 10−6 and [S]ini � 1.5 × 10−5. As most of the estimations of the cosmic abun-
dance of sulphur lie between these two values (Federman et al., 1993; Sofia et al., 1994;
Tieftrunk et al., 1994; Ruffle et al., 1999; Shalabiea, 2001), the model does not require
additional depletion of sulphur. Moreover, the results on the comparison with the ob-
servations of OCS and SO2 in icy grains bulk towards W33A confirm that a cosmic
elemental abundance of sulphur is required from the model in order to reproduce the
observed abundances.

2.4.2 About the reservoirs of sulphur in dark clouds

Two main hypotheses exist to explain the observed depletion of sulphur in dark clouds:
either the sulphur is in a yet undiscovered form in the gas phase, which could be
atomic sulphur, or it could be locked in icy grains bulk. The latter hypothesis is sup-
ported by the observation of H2S as the most important S-bearing species in cometary
ices (Bockelée-Morvan et al., 2000), which are thought to present chemical similarities
with the ices processed during hot cores formation (Irvine et al., 2000). Moreover, as
hydrogenation is the most effective process in grains chemistry, models predict that
when sulphur atoms stick on the grains, they will consequently form H2S (Garrod
et al., 2007). However, H2S has never been detected in dark cloud ices. Additionally,
upper limits to its column density towards three high-mass protostars and three late
type stars lying behind TMC-1 (CP) have been derived from observations by Smith
(1991). These limits, despite large uncertainties, are believed to be too small to ac-
count for the missing sulphur in dark clouds and alternative hypotheses have recently
been proposed (Jiménez-Escobar and Muñoz Caro, 2011; Druard and Wakelam, 2012;
Martín-Doménech et al., 2016).

As seen in section 2.3.3, the results of the models with the enhanced sulphur net-
work seem to support both of the main hypotheses about the reservoirs of sulphur,
depending on the age of the observed dark cloud. Indeed, according to the results, if
the age of the cloud is less than 4.6 × 105 years then atomic sulphur in the gas phase
is the main reservoir of sulphur. However if the cloud is older, then the results show
that because of a hydrogenation cycle between HS and H2S, enabled by the reaction-
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diffusion competition and the accumulation of these species in the bulk, the reservoirs
of sulphur are nearly equally HS and H2S in the grains bulk. The upper limit on the
abundance of H2S in ices provided by the observations is between 3×10−7 and 3×10−6

(assuming an abundance of H2O in ices of 10−4 and based on Smith, 1991). It should
be noted that these upper limits are derived using the infrared transition strengths ob-
tained by Ferraro et al. (1980), which has been obtained in pure H2S ice. The intensity
strengths can be notably different in interstellar ice analogues. As the total abundances
of H2S on the grains in model 3 and 4 at the best fit time (106 years) are respectively
1.5 × 10−6 and 4.4 × 10−6, it appears that the enhanced network results are in agree-
ment with the upper limits of Smith (1991) and therefore in favor of a joint HS and H2S
sulphur reservoir in icy grains bulk in dark clouds. This result is in agreement with
the results depicted in appendix E of Furuya et al. (2015). Indeed, they also find that
HS and H2S are likely to be the main reservoirs of sulphur, notably due to the same
hydrogenation loop described by equations (2.2) and (2.3). Observational constraints
on the icy grains bulk abundance of HS would be useful to validate this hypothesis.
However, The v � 0 → v � 1 transition of HS lies around 2599 cm−1 in the gaz phase
(Bernath et al., 1983) and has never been observed in ice. The calculated IR strength
(at DFT or MP2 level using Gaussian) is 3 orders of magnitude less efficient than water
and 4 order of magnitude less efficient than OCS. Subsequently, even if solid HS is the
reservoir of sulphur in dark clouds, the lack of sensibility of IR detection may prevent
its observation.

2.4.3 About the observability of HCS

In order to assess the observability of HCS in the gas phase of TMC-1 (CP) (see section
2.2.2.3), we proceed using a local thermodynamic equilibrium calculation of the HCS
emission spectrum in the 3 and 2 mm atmospheric windows with Tex � 10 K, a column
density of HCS of 1 × 1012 cm−2 (corresponding to a gas phase abundance of HCS of
approximately 10−10 as obtained with model 4 in the time frame between 105 and 107

years), assuming a wide source (no beam dilution) and a linewidth of 1 km/s. We
estimate that the brightest line would be the one at 80553.516 MHz with a main beam
temperature of 2 mK. This result infers that for a 5σ detection of HCS in the gas phase,
it would take more than a thousand hours of observations with the IRAM 30m. We
therefore conclude that HCS is unlikely to be detected in the gas phase in dark clouds
even if its abundance grows notably above 10−12 in the models.

2.4.4 Summary

In this chapter I have presented a study of sulphur chemistry in dark clouds based on
the enhancement of the sulphur chemical network and the recent advancements in the
NAUTILUS chemical model regarding grain ices processes (Ruaud et al., 2016). In order
to study the effects of the new network on the modeling of sulphur chemistry in dark
clouds, I ran several 0D models with typical dark cloud physical conditions, namely
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a gas and dust temperature of 10 K, an atomic proton total density of 2 × 104 cm−3, a
cosmic ionization rate of 1.3 × 10−17 s−1, and a visual extinction of 15 mag. The time
I used for all models was 107 years, which is believed to be the maximal age a dark
cloud can reach before undergoing gravitational collapse.

As the main goal was to study the impact of the modifications of the sulphur net-
work on its chemistry in dark clouds, I first detailed the chemistry of the reservoirs of
sulphur and of the newly implemented species of interest: HNCS, HSCN and CH3SH.
Second, I have studied the S-bearing species the most affected by the network mod-
ifications, namely C3S, H2CS, HCS, H2S, HS and SO, and how their chemistries are
consequently modified.

The second part of my study was dedicated to evaluate the efficiency of the new
network to reproduce observations of dark clouds, and especially to assess if the new
model could infer new hints on the missing sulphur in these objects. For that pur-
pose, I compared the outputs of the model to observations in the dark clouds TMC-1
(CP) and towards the protostar W33A using four different elemental abundances of
sulphur, ranging from the commonly used "depleted" one ([S]ini � 8 × 10−8) to the cos-
mic one ([S]ini � 1.5 × 10−5). It appears from the results that the NAUTILUS chemical
model does not need a depleted elemental abundance of sulphur anymore in order to
reproduce dark clouds observations of S-bearing species. In fact the observations are
best reproduce using as elemental abundance of sulphur its cosmic one or a value three
times lower ([S]ini � 5 × 10−6). As most of the estimations of the cosmic abundance of
sulphur lie between these two values, the model does not require additional depletion
of sulphur.

This result then allows to give new hints on the sulphur reservoirs in dark clouds.
According to the model ran with the cosmic elemental abundance of sulphur, the reser-
voirs of sulphur in dark clouds are:

• S+ in the gas phase from the beginning of the model and until 2.8 × 103 years
(initial form of sulphur),

• Atomic sulphur in the gas phase between 2.8×103 and 4.6×105 years, containing
between 25 and 88% of the total amount of sulphur, depending on the age of
the cloud. During this period of time, CS also contains a significant amount of
sulphur, namely between 9 and 16%.

• HS and H2S in the grains bulk for older clouds, containing a total of more than
51% of the total amount of sulphur, that reaches more than 80% at times ≥ 2.7 ×
106 years. This shared reservoir shows a slight preference for HS between 3 and
10% of the total amount of sulphur, depending on the age of the cloud.
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It should be noted that the joint HS/H2S reservoirs is mainly due to a hydrogena-
tion cycle between HS and H2S, which is enable by the recently implemented competi-
tion between reaction and diffusion on grains surface. These results are also true when
using an elemental abundance of sulphur of [S]ini � 5 × 10−6 (3 times depleted), which
also allows to reproduce observations of S-bearing species in dark clouds. Moreover,
this repartition of the sulphur agrees with the common idea that the reservoirs of sul-
phur in dark clouds are either in a unobservable gas phase form (such as atomic S) or
trapped in grain ices under H2S form due to successive hydrogenations of atomic S
adsorbed on grains surface. Finally, these results are also in agreement with the ob-
servational upper limit on H2S in grain ices obtained by Smith (1991) as well as recent
studies (see Furuya et al., 2015; Holdship et al., 2016). Unfortunately, the reservoirs I
found are yet unobservable, especially because current instruments lack the IR sensi-
bility needed to observe HS and H2S in grain ices.

Overall, this study proves the importance of keeping on improving astrochemical
models, especially regarding the processes they take into account and their chemical
network. Moreover, being able to efficiently reproduce dark clouds sulphur chemistry
using as elemental abundance of sulphur the cosmic one paves the way for new studies
on sulphur chemistry during the following steps of star formation.
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3.1. INTRODUCTION

3.1 INTRODUCTION

As the process of star formation begins with the gravitational collapse of a dark cloud,
density and temperature increase at its center (see section 1.2.2). In this context, hot
cores are defined as the small (< 0.1 pc), dense (nH > 2 × 107 cm−3), and warm
(T > 100 K) region that consequently forms around the forming star. Because of their
high temperatures, these regions are characterized by the sublimation of icy mantles
of dust grains originated from the depletion of gas phase species in their parent dark
cloud. Therefore, because hydrogenation is the most effective chemical reaction in
ices, they present high abundances of hydrogenated molecules such as water (H2O),
hydrogen sulfide (H2S), or complex organic molecules such as methanol (CH3OH, see
Schöier et al., 2002, and the references therein). Once evaporated in the hot core, these
species undergo further gas phase chemical reactions (Wakelam et al., 2004a; Garrod
and Herbst, 2006; Herbst and van Dishoeck, 2009). Hot cores were originally defined
for high-mass stars (see for example Kurtz et al., 2000; van der Tak, 2004), but it is
now generally admitted that low-mass protostars present the same kind of physico-
chemical structure called "hot corinos" (Ceccarelli et al., 1996; Ivezic and Elitzur, 1997).
They differ from their high-mass counterparts mainly in size and consequently in in-
fall timescale, which could maybe impact the chemical composition. Our Sun being a
low-mass star, the chemistry that takes place in these "small" hot cores is important to
understand the history of the material from which planetary systems such as ours are
formed. In this chapter, I use the expression "hot core" as a generic term to designate
the hot and dense regions surrounding both high-mass and low-mass protostars.

To model the chemistry of hot cores, several types of models exist throughout the
literature (see for instance Charnley, 1997; Hatchell et al., 1998; Garrod and Herbst,
2006; Wakelam et al., 2011; Hincelin et al., 2016). Ranging from simple 0D static gas
phase models to complex 3D gas-grains ones, different assumptions are made for each
type of model, regarding for instance the age of the parent cloud or its free-fall time.
These numerous approaches to hot cores chemistry and the different hypotheses they
imply raise the question of the uniformity of the results obtained by these models.

In the previous chapter, I have showed the first chemical model able to reproduce
sulphur observations in dark clouds using as elemental abundance of sulphur the cos-
mic one. Thanks to this result, I was able to give new results on the sulphur chemistry
in dark clouds. Then, as hot cores form within dark clouds, and therefore from their
chemical compositions, it makes sense to study the modeling of sulphur chemistry in
the hot cores. Indeed, sulphur bearing species are often used to probe the evolution
of hot cores because their abundance is particularly sensitive to physical and chemical
variations. For example, the ratios SO2/SO, SO2/H2S and OCS/H2S have been pro-
posed as chemical clocks in these regions (Charnley, 1997; Hatchell et al., 1998; Wake-
lam et al., 2011), SO is often used to trace small scale heating processes such as shocked
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regions (Viti et al., 2001; Podio et al., 2015), or the centrifugal barrier (Sakai et al., 2014),
and OCS can efficiently trace the infalling-rotating envelope (Oya et al., 2016). How-
ever, observations of S-bearing species in hot cores is a puzzling issue, since a large
variety of sulphur compositions have been observed towards different hot cores and
therefore no global trend has yet been found (see figure 5 of Woods et al., 2015, and
the references therein). In parallel with this result, it appears that a given set of hot
cores can present similar sulphur composition (see for example Minh, 2016), which
would suggest similar evolutionary stages. The correct modeling of sulphur chemistry
in such hot and dense regions is therefore crucial for a better understanding of the star
formation process.

Taking into account the aforementioned issues, the goal of the following chapter
is to present a comprehensive study of the modeling of S-bearing species in hot cores
in the light of the results of the previous chapter. More particularly, since the sulphur
reservoirs are found to be highly dependent on the age of dark clouds (see section
2.3.3), I try to determine how the chemical composition of a dark cloud before its col-
lapse, ie the chemical history of the to-be-formed hot core (or pre-collapse chemical
composition), impacts the sulphur chemistry. In order to do so, I study the evolution
of the abundances of the main S-bearing species observed in hot cores as given by dif-
ferent types of models using several physico-chemical parameters. A secondary goal
of this chapter is to seize the opportunity of using different types of models to highlight
the differences that can appear between their respective results, and begin to tackle the
issue of the uniformity of the results obtained with different types of hot core chem-
ical models. The different types of models and their respective parameters I use are
presented in the first section. Then I present the results of these hot core models for
sulphur chemistry, to finally discuss these results in the light of the issues I want to
address in the last section.

3.2 MODELS PARAMETERS

For all the models presented hereafter, I use the same version of the time dependent
gas-grain NAUTILUS chemical model as in the previous chapter (see section 1.1.3 for
a complete description of the model), as well as the same chemical network. In the
following I first present the ad hoc formation mechanism of H2 I had to add to the
NAUTILUS chemical model as well as the issue of H2 formation at high temperatures
that it tackles. Then I describe the parameters of the parent dark cloud models I use
to get the same pre-collapse chemical compositions for all hot cores models, as well as
the parameters of the latter.
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3.2.1 H2 ad hoc formation mechanism

Despite the fact that H2 is the most abundant molecule in the universe, the modeling of
its formation remains one of the most important issue in astrochemistry (see Wakelam
et al., 2017, for a review), especially in the hot and dense regions of the ISM such as hot
cores. Indeed, H2 cannot be formed efficiently enough in the gas phase to explain its
abundance, and it is now well established that it forms mainly on the grain icy surfaces
(Hollenbach and Salpeter, 1971). However, in hot cores, where the temperature is high
enough for the grain ices to be evaporated, the grain are left bare, undermining the
usual formalism for H2 formation in ices. Nonetheless, Cazaux et al. (2005) shown that
H2 formation on bare grains could be efficient up to 1000 K, which implies the necessity
for chemical model to take into account an ad hoc formalism for the formation of H2 at
high temperatures. Hence, given the high temperature regimes encountered in this
study, I implemented into the NAUTILUS model the ad hoc formation mechanism for
H2 described in Harada et al. (2010). They consider that the formation rate of H2 can
be written as:

dn(H2)
dt

�
1
2

nH vH ngσgS(T)ε (3.1)

where nH is the total number density of protons and vH the thermal velocity of hy-
drogen atoms, respectively in part.cm−3 and cm.s−1, ng the number density of grains
in part.cm−3, σg the cross section of a grain in cm2, S the sticking coefficient for hydro-
gen atom as a function of temperature, and ε the recombination efficiency. I use for
the recombination efficiency the results from Cazaux et al. (2005), and for the sticking
coefficient the expression derived by Chaabouni et al. (2012).

3.2.2 Parent dark cloud parameters

In order to model the chemistry of a given hot core, one must consider as initial condi-
tion the chemical composition of its parent dark cloud before it collapses. Moreover, if
I want to be able to compare the outputs of the different types of models of hot cores
I run, it makes sense to use the same initial chemical composition. Hence, I begin by
running a model with the commonly used dark clouds physical parameters, namely
a gas and dust temperature of 10 K, a proton total density of 2 × 104 cm−3, a cosmic
ionization rate of 1.3 × 10−17 s−1, and a visual extinction of 15 mag. The set of initial
abundances is summarized in table 3.1. It is different from table 2.3 only in its sul-
phur elemental abundance. Indeed, as previously showed, the model does not require
additional depletion of sulphur from its cosmic value to reproduce dark clouds obser-
vations and I then choose to use it as initial abundance of sulphur.
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Table 3.1: Initial abundances. *a(b) stands for a × 10b .

Element [X]ini* References
H2 0.5
He 0.09 1
N 6.2(-5) 2
O 2.4(-4) 3
C+ 1.7(-4) 2
S+ 1.5(-5) 2
Si+ 8.0(-9) 4
Fe+ 3.0(-9) 4
Na+ 2.0(-9) 4
Mg+ 7.0(-9) 4
P+ 2.0(-10) 4
Cl+ 1.0(-9) 4
F 6.7(-9) 5

(1) Wakelam and Herbst (2008), (2) Jenkins (2009), (3) Hincelin et al. (2011), (4) Low-
metal abundances from Graedel et al. (1982), (5) Depleted value from Neufeld et al.
(2005)

Table 3.2: Oxygen and sulphur reservoirs in both LEDC and EDC cases. The prefix "b-"
is for the bulk species.

LEDC
Oxygen Sulphur
O (42%) S (61%)

CO (26%) CS (15%)
EDC

Oxygen Sulphur
b-H2O (53%) b-HS (35%)
b-H2CO (9%) b-H2S (26%)

I showed in section 2.3.3 that the evolution time of the parent cloud is critical for
the sulphur reservoirs and I observe the same kind of results for oxygen in the parent
cloud model. Hence, in order to study the importance of its chemical history on the
hot cores composition, I extract the outputs of the parent cloud model at two different
final times for all models: 105 and 106 years. Both these ages are acceptable for dark
clouds and allow to get two very different chemical compositions of the cloud before
it collapses (see table 3.2):

• In the case of the less evolved dark cloud (hereafter noted LEDC), most of the
oxygen and sulphur are still in the gas phase in atomic form (respectively 42 and
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61% of their total amount), or in the form of CO (26%) and CS (15%), respectively.
The remainder is, for both species, locked in icy grains bulk, mainly in the form
of H2O, HS and H2S.

• In the case of the evolved dark cloud (hereafter noted EDC), more than 95% of the
oxygen is locked in the ices mainly in the form of H2O (53%) and H2CO (9%). As
for sulphur, more than 90% is locked in the ices, mostly in the form of HS (35%)
and H2S (26%).

I then use both LEDC and EDC chemical compositions as initial abundances for the
different hot core models.

3.2.3 Hot core models parameters

In order to conduct a comprehensive study of the sulphur chemistry in hot cores, as
well as to highlight the discrepancies between the different models commonly used in
the literature, I use three types of hot cores models:

1. 0D static models for which I consider constant physical parameters throughout
the model time,

2. 1D static models for which each cell of the spatial grid evolves with constant
physical parameter as a 0D model,

3. 0D dynamic models for which each cell of the spatial grid evolves with time
dependant physical parameters.

In the following I present the densities and temperatures of these three types of hot
core models.

3.2.3.1 The 0D static model parameters

I begin to run 0D models with the main purpose of getting a comprehensive look at
sulphur chemistry in hot core. As Charnley (1997) showed the important role of tem-
perature on sulphur chemistry in such environments, I present calculations for a typ-
ical hot core density of 2 × 107 cm−3, and two temperature regimes of 100 and 300 K.
Hence I obtain four 0D models with different pre-evaporative compositions (EDC and
LEDC) and temperatures (100 and 300 K).

3.2.3.2 The 1D static model parameters

The 1D model follows the physical structure for the envelope of the low-mass proto-
star IRAS 16293-2422 from Crimier et al. (2010), which was constrained through multi-
wavelength dust and molecular observations. Indeed this protostar is believed to have
a hot core within the ∼ 150 AU around its centre (see Schöier et al., 2002). The den-
sity and temperature radial evolutions are shown in figure 3.1 (a) and (b), respectively
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Figure 3.1: Radial structure of the 1D static and 0D dynamic models at final time for:
(a) density, for which I plot the initial structure from Aikawa et al. (2008) as reference,
(b) temperature, for which I plot the limit of the hot core (T > 100 K) for the 1D static
(R1D

HC = 80 AU, solid black vertical line) and 0D dynamic (R0D
HC = 135 AU, dashed black

vertical line).

(solid blue lines). For this model, the spatial limit of the hot core (T > 100 K) is located
at R1D

HC = 80 AU (solid vertical black line on figure 3.1 (b)).

3.2.3.3 The 0D dynamic model parameters

The structure I use for the dynamic model is the modified structure of Aikawa et al.
(2008) used in Wakelam et al. (2014) and Majumdar et al. (2016), and was computed
from the radiation hydrodynamic (RHD) model from Masunaga and Inutsuka (2000).
It initially starts from a parent cloud with a central density of ∼ 6 × 104 cm−3, a radius
of 4 × 104 AU and a total mass of 3.852 M�. Then the model follows the collapse of the
prestellar core, which eventually forms a protostellar core after 2.5×105 yr. Finally, the
protostar grows by mass accretion from the envelope for 9.3 × 104 yr. As in Wakelam
et al. (2014), I have multiplied by 10 all the densities of the models in order for the final
physical structure of the dynamic model to be similar to the 1D structure of Crimier
et al. (2010). The consequence of this modification will be discussed in section 3.4.1 (see
also section 4.5 of Wakelam et al., 2014). Figure 3.1 (a) shows the resulting final density
radial evolution (dashed red line) as well as the previous one (dotted purple line), and
figure 3.1 (b) the final temperature radial evolution (dashed red line). For this model,
the spatial limit of the hot core (T > 100 K) is located at R0D

HC = 135 AU (dashed black
line on figure 3.1 (b)).

The designations and physical parameters of all the models presented in this paper
are summarized in table 3.3.
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Table 3.3: Summary of the models designations and physical parameters.

Simulations Physical parameters Pre-collapse evolution time
0D Static models

0DS100LEDC T = 100 K, nH = 2×107 cm−3 105 yrs
0DS300LEDC T = 300 K, nH = 2×107 cm−3 105 yrs
0DS100EDC T = 100 K, nH = 2×107 cm−3 106 yrs
0DS300EDC T = 300 K, nH = 2×107 cm−3 106 yrs

1D Static models
1DSLEDC Structure from Crimier et al. (2010) 105 yrs
1DSEDC Structure from Crimier et al. (2010) 106 yrs

0D Dynamic models
0DDLEDC Modified structure from Aikawa et al. (2008) 105 yrs
0DDEDC Modified structure from Aikawa et al. (2008) 106 yrs

3.3 HOT CORE CHEMISTRY

3.3.1 0D models

In this section, I aim to do a comprehensive study of sulphur chemistry in hot cores
environments. In particular, I study the importance of the temperature as well as the
pre-collapse chemical composition using the four 0D models defined in section 3.2.3.1.
Sulphur chemistry in the hot gas phase is known to be intertwined with the distri-
bution of reactive oxygen: O, O2, and OH (Charnley, 1997; Wakelam et al., 2004a;
Esplugues et al., 2014). Hence I begin with a description of the chemistry of these
species, then study the chemistry of the main S-bearing species observed towards hot
and dense objects: SO, SO2, H2S, OCS, CS, and H2CS.

3.3.1.1 Oxygen chemistry

The left, middle and right panels of figure 3.2 show the abundances of respectively O,
O2, and OH, for the LEDC (top) and EDC (bottom) pre-collapse compositions. I first
describe the chemistry of atomic oxygen, and then that of O2 and OH together because
they are strongly linked in the LEDC cases.

3.3.1.1.1 Atomic oxygen

For atomic oxygen in the 0DS100LEDC case (cf figure 3.2 (a)), the temperature is
not high enough for all the mantle of grains to evaporate and O reacts mainly with
the S-bearing species available in the gas phase. It initially reacts with CS which is
the second most abundant S-bearing species in the gas phase (see table 3.2), to form S
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Figure 3.2: Abundances of O, O2, and OH relative to H as a function of time for hot
core conditions: nH � 2× 107 cm−3 and T = 100 K (blue line) or 300 K (red line), and for
LEDC (top panel) and EDC (bottom panel) pre-collapse compositions.

and CO. As the abundance of CS consequently decreases, O is then mainly destroyed
through formation of SO and SO2:

O + S2 → S + SO (3.2)

O + SO → SO2 (3.3)

In the 0D300LEDC case (cf figure 3.2 (a)), the temperature of the core is high enough
for hydrocarbons (species of the form HxCn), formed and trapped on the grains during
the dark cloud phase, to evaporate. They participate in the consumption of O by form-
ing mainly CO, causing its abundance to decrease much faster than in the 0D100LEDC
case. However, the most efficient reaction at this temperature is:

O + H2 → H + OH (3.4)

Towards the end (t > 106 yrs), the abundance of atomic oxygen increases again
from the reaction:

CO + He+
→ He + O + C+ (3.5)

as well as photodissociation by secondary UV photons of SO and SO2.

With the pre-collapse composition of the EDC, contrary to the LEDC, most of the
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oxygen is trapped in grains bulk, mainly under the form of H2O, H2CO, and CO (see
table 3.2). Hence, few atomic oxygen is available in the gas phase even after sublima-
tion of the grains bulk, which explains that its initial abundance in both EDC cases is
lower by two orders of magnitude compared to LEDC ones. In the 0DS100EDC case
(cf figure 3.2 (d)), the temperature of the core is hot enough to sublimate light species,
especially HS and NS, which are two of the sulphur reservoirs in the pre-collapse com-
position. These species react rapidly with O to form SO and NO for 104 years. After
this time, it is HCNS which reacts mainly with atomic oxygen through the following
reactions:

O + HCNS→ HCN + SO

→ HCO + NS
(3.6)

The global increase of abundance of O at the end of the model is due to reaction
(3.5).

In the 0D300EDC case (cf figure 3.2 (d)), most of the sublimated hydrocarbons effi-
ciently form CH3, which consumes O in the first hundred years following:

O + CH3 → H + CO + H2

→ H + H2CO
(3.7)

Afterwards, O abundance increases slowly, mainly from the reaction:

NH + NO → H + O + N2 (3.8)

3.3.1.1.2 O2 and OH

In both 0DS100LEDC and 0DS300LEDC models, dioxygen chemistry is strongly
linked to S and OH chemistry via:

S + O2 → O + SO (3.9)

O + OH → H + O2 (3.10)

At 100 K (cf figure 3.2 (b)), atomic carbon initially destroys O2 faster than it is cre-
ated by reaction (3.10) through:
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C + O2 → O + CO (3.11)

Then, atomic sulphur consumes both O2 and OH (cf figure 3.2 (c)) within a timescale
of a thousand years, respectively via reaction (3.9) and:

S + OH → H + SO (3.12)

Afterwards, both species chemistries are linked by reaction (3.10). The short in-
crease of both abundances near 106 years is mainly due to the formation of OH via
electronic recombination of HOCS+ and HSO+

2 .

At 300 K however (cf figure 3.2 (b)), atomic carbon is initially rapidly consumed
by the two evaporated hydrocarbons C4H2 and C2H2, and does not destroy O2 as ef-
ficiently as at 100 K. Instead, OH is formed rapidly via reaction (3.4) (cf figure 3.2 (c)),
which causes the O2 abundance to increase through reaction (3.10) in the first hun-
dred years. Then O2 and OH are consumed in a few thousands years respectively by
reaction (3.9) and:

H2 + OH → H + H2O (3.13)

It should be noted that the increase in O2 abundance near 105 years is due to the
following ion-neutral reactions:

S + O+
2 → O2 + S+ (3.14)

SO2 + He+
→ He + O2 + S+ (3.15)

In the EDC cases, atomic oxygen is not abundant enough in the gas phase for
reaction (3.10) to be efficient. Hence, there is no evident link between O2 and OH
chemistries as in the LEDC cases. For the 0D100EDC model (cf figure 3.2 (e)), the
abundance of dioxygen first slowly grow for a few hundred years from the reaction:

HCO + O2H → O2 + H2CO (3.16)

O2H is also destroyed by H to form OH, and when there is not enough O2H left in
the gas phase, HCO then reacts with O2 causing its abundance to decrease after a few
thousands years. Moreover, reaction (3.9) also becomes efficient after 104 years and
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O2 abundance starts to drop at this time. The increase near 105 years is manly due to
reaction (3.15).

In the 0D300EDC (cf figure 3.2 (e)), the CH3 formed from the evaporated hydrocar-
bon destroys efficiently O2 for a few thousands years via:

O2 + CH3 → H2O + HCO (3.17)

Afterwards, the abundance of O2 globally increases from the following reactions:

O3 + S → SO + O2 (3.18)

O2H + CH3 → CH4 + O2 (3.19)

OH abundance generally decreases in both EDC models. For the 0D100EDC case
(cf figure 3.2 (f)), this decrease is mainly due to:

CS + OH → H + OCS (3.20)

H2CO + OH → H2O + HCO (3.21)

As for the 0D300EDC (cf figure 3.2 (f)), it is mainly due to reaction (3.13) and (3.21).

3.3.1.2 Sulphur chemistry

In the following, I take a comprehensive look at the chemistry of the main neutral S-
bearing species detected in hot cores namely SO, SO2, OCS, H2S, H2CS and CS.

3.3.1.2.1 SO, SO2, and OCS in the LEDC case

Figure 3.3 displays the abundances of SO, SO2, and OCS in both LEDC (top panel)
and EDC (bottom panel) cases. In the 0DS100LEDC case, these three species are ini-
tially destroyed by atomic carbon explaining their respective drops in the first 10 years
of the model:

SO + C→ S + CO

→ O + CS
(3.22)

SO2 + C → SO + CO (3.23)

OCS + C → CS + CO (3.24)

SO abundance then grows first mainly from reaction (3.12), then reactions (3.2) and
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Figure 3.3: Abundances of SO, SO2, and OCS relative to H as a function of time for hot
core conditions: nH � 2× 107 cm−3 and T = 100 K (blue line) or 300 K (red line), and for
LEDC (top panel) and EDC (bottom panel) pre-collapse compositions.

(3.9) (cf figure 3.3 (a)). After 106 years, as only a small amount of reactive oxygen
remains in the gas phase, SO is no longer efficiently produced. It is instead mainly
destroyed by CH through:

SO + CH→ H + OCS

→ CO + HS
(3.25)

SO2 is linked with SO mainly by reaction (3.3), as well as:

SO + OH → H + SO2 (3.26)

which is only efficient when OH is abundant enough in the gas phase (i.e. at the
early beginning of the model, cf figure 3.2 (c)). Hence, SO2 abundance grows from 10
to a few 105 years from these reactions (cf figure 3.3 (b)). Afterwards, SO2 is destroyed
by H+

3 and C+ following:

SO2 + H+
3 → H2 + HSO+

2 (3.27)

SO2 + C+
→ CO + SO+ (3.28)

After its consumption by atomic carbon, OCS is also efficiently formed until 105

years from HCO and HCS (cf figure 3.3 (c)):
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O + HCS → H + OCS (3.29)

S + HCO → H + OCS (3.30)

For the remainder of the model, HCO+ is formed efficiently from the reaction of H+
3

with CO, and reacts with OCS:

OCS + HCO+
→ CO + HOCS+ (3.31)

OCS abundance remains however stable at this time because of reaction (3.25).

In the 0DS300LEDC case, as seen in the previous oxygen study, C4H2 and C2H2

thermally desorb from grains bulk. Both these species react initially with atomic car-
bon with reaction rates higher by more than two orders of magnitude than those of
reactions (3.22), (3.23) and (3.24) preventing SO, SO2 and OCS from abrupt initial con-
sumptions. Therefore SO and SO2 form rapidly from reactions (3.9), (3.12) and (3.26)
(cf figure 3.3 (a) and (b)). When the abundance of reactive oxygen drops around 103

years, their abundances will undergo only small variations. Indeed as the main reac-
tions ruling SO chemistry are no longer efficient because of the lack of reactive oxygen
in the gas phase, reactions that recycle SO via HSO+ allow its abundances to reach a
quasi-static regime until the end of the model. For instance, due to the high temper-
ature, high abundance of evaporated H2O and CO render efficient the two following
reactions:

H2O + HSO+
→ H3O+ + SO (3.32)

CO + HSO+
→ HCO+ + SO (3.33)

The SO thus formed is then put back in HSO+:

SO + H+
3 → H2 + HSO+ (3.34)

As a result, SO2 abundances shows only a small increase during the final part of the
model, mainly due to reaction (3.26).

OCS abundance does not vary much in the 0DS300LEDC case (cf figure 3.3 (c)).
When atomic oxygen is still abundant in the gas phase, OCS is mainly formed through
reaction (3.29). Afterwards it is destroyed by secondary UV photons to form S and CO,
and by H+

3 through:
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OCS + H+
3 → CO + HOCS+ (3.35)

HOCS+ then recombines electronically to form either CS and OCS, which explains
why the latter abundance decreases slowly.

3.3.1.2.2 SO, SO2, and OCS in the EDC case

The bottom panel of figure 3.3 displays the abundances of SO, SO2, and OCS in
both EDC cases. On the one hand, it appears that the chemistry of these species does
not depend as much on the temperature as in the LEDC cases. This can be explained
by the poor abundance of reactive oxygen, especially atomic oxygen, in the gas phase
in the EDC cases as compared with the LEDC cases. Table 3.4 displays the amount
of reactive oxygen (relative to that of total oxygen) in the gas phase at the first time
step of each hot core model. It shows that in the LEDC cases at least 33% of the total
amount of oxygen is under reactive form in the gas phase, against at most 0.1% in the
EDC cases.

Table 3.4: Description of the reactive oxygen composition in the gas phase at the first
time step of the hot core models (post-collapse composition). The values display the
percentage relative to the total abundance of oxygen.

LEDC
100 K 300 K
41% 33%

EDC
100 K 300 K
0.1% < 0.09%

On the other hand the chemistry of SO, SO2, and OCS looks relatively inert, except
for the last part of the model (t > 105 years). Indeed, in the 0DS100EDC case, SO
and SO2 (cf figure 3.3 (d) and (e)) are at first slowly formed through reactions (3.12)
and (3.26), respectively. As the abundance of HCNS grows from the evaporated NS
through:

NS + CH2 → HCNS + H (3.36)

the abundance of SO grows steeper from 104 years thanks to reaction (3.6). Finally,
after 106 years, SO is consumed by CH through reactions (3.25). The strong link of SO2

with SO via reaction (3.26), coupled with reaction (3.27), makes its abundance drops
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at the same time. Regarding OCS (cf figure 3.3 (f)), its abundance increases at first
in the 0DS100EDC case from reaction (3.20), then from reaction (3.30) after 104 years.
Towards the end of the model, as for SO and SO2, OCS is destroyed by CH via:

OCS + CH → H + CO + CS (3.37)

In the 0DS300EDC case, the chemistry of SO, SO2 and OCS differs from the 0DS100EDC
case from two main points: first, the abundance of OH decreases much faster in the
0DS300EDC case (cf figure 3.2 (f)), diminishing even more the quantity of reactive oxy-
gen in the gas phase, causing the abundances of SO, SO2, and OCS to stay relatively
constant during at least the first 105 years of the model. Secondly, CH is much less
abundant at 300 K (by two to three orders of magnitude) because it is effectively de-
stroyed by evaporated H2O and C2H2:

CH + H2O → H + H2CO (3.38)

CH + C2H2 → H + c-C3H2 (3.39)

Hence, SO and SO2 abundances keep on increasing at the end of the model (cf fig-
ure 3.3 (d) and (e)) and do not decrease as in the 0DS100EDC case. However, the lack
of CH do not prevent the late-time decrease of OCS (cf figure 3.3 (f)), which is ruled
by the same reactions as in the 0DS300LEDC case, namely its photodissociation by sec-
ondary UV photon and reaction (3.31).

3.3.1.2.3 H2S, H2CS, and CS in the LEDC case

Figure 3.4 is the same as figure 3.3 but for H2S, H2CS, and CS. In the 0DS100LEDC
case, as for SO, SO2, and OCS, H2S and H2CS (cf figure 3.4 (a) and (b)) are both initially
destroyed by atomic carbon via the following reactions:

H2S + C → H + HCS (3.40)

H2CS + C→ H + HC2S

→ CS + CH2
(3.41)

The following increase in H2S abundance is mainly due to two coupled reactions:
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Figure 3.4: Abundances of H2S, H2CS, and CS relative to H as a function of time for
hot core conditions: nH � 2×107 cm−3 and T = 100 K (blue line) or 300 K (red line), and
for LEDC (top panel) and EDC (bottom panel) pre-collapse compositions.

CH2SH + N → H2S + HCN (3.42)

HCN + H3S+
→ H2S + HCNH+ (3.43)

Indeed, CH2SH evaporates slowly from grains surface in the physical conditions
of the model. Reacting with atomic nitrogen via reaction (3.42), it forms both H2S and
HCN. The latter then also forms H2S. The combination of these two reactions explains
the steep increase in H2S abundance between 10 and 105 years. Afterwards, it decreases
from the following ion-neutral reactions:

H2S + HCO+
→ CO + H3S+ (3.44)

H2S + SO+
→ H2O + S+

2 (3.45)

Towards the end of the model, H2S is efficiently produced by the electronic recom-
bination of H3S+

2 , provided by the following reaction mechanism:

S + HS→ S2
HCO+

−−−−→ HS+
2

H2
−−→ H3S+

2 (3.46)

This mechanism is made efficient by the increase of the abundance of HS during
this period of time.

H2CS gas phase chemistry at 100 K (in both LEDC and EDC cases, cf figure 3.4 (b)
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and (e), respectively) is intertwined with its grain chemistry because the temperature
is not high enough for its complete thermal desorption from grain ices. Hence, after its
destruction by atomic carbon, H2CS grows from:

S + CH3 → H2CS + H (3.47)

Then its abundance decreases because of its destruction by HCNH+ in the gas
phase, as well as by hydrogenation in the grains bulk. Indeed the latter contributes
to the depletion of H2CS from the gas phase at this time because the chemistry has
reached adsorption/desorption equilibrium. The reactions in question are respec-
tively:

H2CS + HCNH+
→ H3CS+ + HCN (3.48)

b-H2CS + b-H → b-CH2SH (3.49)

where the prefix "b-" is for the bulk species. Afterwards, H2CS abundance increases
again, mainly from the electronic recombination of H3CS+ and reaction (3.47).

Contrary to the other S-bearing species studied in this paper, CS is not destroyed
by atomic carbon during the early phase of the model (cf figure 3.4 (c)). It is instead
destroyed during a longer period of time (approximately 104 years) by atomic oxygen,
contributing efficiently to lock gas phase oxygen into CO via:

CS + O → S + CO (3.50)

CS abundance then grows mainly from reaction (3.22) as well as from the following
reaction mechanism:

S + CH2 → HCS
S
−→ CS2

H
−→ CS (3.51)

As previously observed, atomic carbon is preferentially consumed by evaporated
hydrocarbon in the 0DS300LEDC case and therefore has a limited impact on sulphur
chemistry compared to the 0DS100LEDC case. Hence, H2S (cf figure 3.4 (a)) is first
destroyed by atomic hydrogen and oxygen for 103 years via:
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H2S + H → H2 + HS (3.52)

H2S + O → H2 + OH (3.53)

H2S is after formed by the electronic recombination of H3S+
2 provided by a similar

reaction mechanism than (3.46), except that instead of HCO+, it is the H3O+ ion which
mainly reacts with S2 to form HS+

2 . Indeed H3O+ is much more abundant in the gas
phase at 300 K than at 100 K because it comes mainly from H2O which is totally evap-
orated from grain at this temperature. Furthermore, it is H3O+ which destroys H2S at
the end of the model:

H2S + H3O+
→ H2O + H3S+ (3.54)

At 300 K, H2CS is fully depleted from grains surface and bulk and is affected only
by gas phase chemistry (cf figure 3.4 (b)). Partially consumed by atomic carbon during
the first 10 years, it is then formed mainly through reaction (3.47) and destroyed by
reaction (3.48).

In the 0DS300LEDC case, CS is also initially destroyed by atomic oxygen via reac-
tion (3.50) (cf figure 3.4 (c)), but for a shorter time than in the 0DS100LEDC case. The
increase in its abundance at 103 years is mostly due to a reaction mechanism starting
from the evaporated C4H2:

C4H2 + S+
→ HC4S+ e−

−→ C3S
O
−→ CCS

S,N
−−→ CS (3.55)

Then CS is mainly destroyed by HCNH+ via:

CS + HCNH+
→ HCN + HCS+ (3.56)

Finally, the last increase in its abundance is due to the reaction mechanism (3.51).

3.3.1.2.4 H2S, H2CS, and CS in the EDC case

In the EDC cases and prior to collapse, H2S in icy grains bulk is the second reservoir
of sulphur, containing 26% of the total amount of sulphur (see table 3.2). Hence its
abundance in both EDC cases is generally higher than in the LEDC ones. Moreover, in
the 0DS100EDC case (cf figure 3.4 (d)), H2S initially forms efficiently from its abundant
reservoirs counterpart HS via:
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HS + HS → S + H2S (3.57)

It is also produced during most of the model from the slow evaporation of methanol,
which is the fourth reservoir of oxygen in the EDC case, and through the following re-
action mechanism:

CH3OH + CN→ CH2OH
S
−→ H2CO

H3S+

−−−→ H2S (3.58)

Towards the end, H2S is destroyed via reaction (3.44).

In the 0DS100EDC case (cf figure 3.4 (e)), H2CS is first formed via reaction (3.47) as
well as from methanol slow depletion with the following reaction mechanism, similar
to (3.58):

CH3OH + CN→ CH2OH
S
−→ H2CS (3.59)

As in the 0DS100LEDC case, H2CS chemistry is afterwards linked with its grain
chemistry via reactions (3.48) and (3.49), making its abundance drop at 105 years. At
the end of the model H2CS abundance increases again from reaction (3.47) and elec-
tronic recombination of H3CS+.

Due to the small amount of reactive oxygen in the EDC cases compared to the LEDC
cases (see table 3.4), CS is not destroyed by atomic oxygen at the beginning of the model
(cf figure 3.4 (e)). At 100 K, it is instead formed rapidly via:

HCS + H → CS + H2 (3.60)

with HCS coming from the small fraction of H2S destroyed by reaction (3.40). Af-
terward, CS is destroyed for a few 105 years by OH and HS via reaction 3.20 and:

CS + HS → CS2 + H (3.61)

When CS2 abundance is high enough, it is hydrogenated back into CS, causing the
abundance of the latter to grow again at the end of the model.

In the 0DS300EDC case, all the methanol is directly depleted in the gas phase and
rapidly forms CH3 through many different reactions. Hence, as CH3 abundance is
rapidly much higher than in the 0DS100EDC case, H2S is mainly destroyed at 300 K
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via (cf figure 3.4 (d)):

H2S + CH3 → HS + CH4 (3.62)

This high abundance of CH3 in the gas phase also causes H2CS to be efficiently
formed for a few 105 years by reaction (3.47) (cf figure 3.4 (e)). Afterwards, as in the
0DS300LEDC case, the steep decrease of its abundance is mainly due to reaction (3.48).

Finally, CS chemistry in the 0DS300EDC case is similar to the 0DS100EDC case,
except for the fact that OH abundance at 300 K is much lower than at 100 K (cf figure
3.4 (f)). Hence, CS is mainly destroyed by reaction (3.61). Moreover, as CS2 abundance
grows faster at 300 K than at 100 K, the peak in CS abundance happens sooner in the
0DS300LEDC case. At the end, CS is destroyed like H2CS, by HCNH+ via reaction
(3.56).

3.3.1.3 Comparisons to observations

The species studied in this section have been detected in many hot cores and corinos,
and their respective observed abundances present differences among sources that can
go as high as three orders of magnitude (see for example table 5 of Wakelam et al.,
2004b, and reference therein). These variations are often explained by differences
among the ages of the sources, or among the temperatures of their respectives hot
cores or corinos (see discussion in Herpin et al., 2009). Therefore, it would be complex,
as well as out of the scope of the present study, to quantitatively compare my results
to observations. Qualitatively however, I can raise the two following points:

1. The total amount of sulfur observed in massive hot cores generally accounts only
for a small part of its cosmic abundance (around 0.1%, see Hatchell et al., 1998;
van der Tak, 2004; Wakelam et al., 2004b; Herpin et al., 2009), which contrasts
with my modeling results where most of the sulphur appears to be under the
form of gas phase SO, SO2, H2S, and OCS at the ages that are expected for such
objects. Uncertainties on massive hot cores observations due to the fact they
are mostly very distant sources, therefore not spatially resolved, as well as un-
certainties on the high temperature network could explain these discrepancies.
However, among this type of sources, the hot core of Orion KL presents a high
abundance of H2S of 2.5× 10−6, accounting for more than 15% of the total mount
of sulphur (Minh et al., 1990), as well as higher abundances of SO and SO2 than
in other massive hot cores (Sutton et al., 1995). It appears that, even if the models
fail to reproduce the observed abundances of these molecules for most massive
hot cores observations, both the EDC case models can reproduce the Orion KL
abundances of H2S, SO, and SO2 within one order of magnitude in a range of

98



3.3. HOT CORE CHEMISTRY

time acceptable for this structure, between 104 and 106 years. However in this
range of time, the models tend to overestimate the abundances of OCS, CS and
H2CS, which suggests that work still has to be done regarding the modeling of
the chemistry of these species, or their observations.

2. The only hot corinos towards which all the S-bearing species studied in this paper
have been observed is IRAS 16293-2422. The abundances derived from observa-
tions of SO, SO2, OCS, H2CS and H2S in the dense inner part of its envelope
(≤ 150 AU, see table 7 of Schöier et al., 2002) can be reproduced within one order
of magnitude only by the 0DS100LEDC case model in a range of time compatible
with one derive by Schöier et al. (2002), between a few 103 and a few 104 years.
This result would imply that IRAS 16293-2422 has formed in a parent cloud that
would have collapsed at an age of approximately 105 years.

These results suggest that, following the results of the previous chapter, the NAU-
TILUS chemical model can reproduce observations of S-bearing molecules in H2S-rich
hot cores and in hot corinos using as initial abundance of sulphur its cosmic one. How-
ever it appears that work still has to be conducted regarding the high temperature
network, especially for OCS, H2CS, and CS.

3.3.2 1D static models
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Figure 3.5: Abundances of SO, SO2, and OCS (top panel) and H2S, H2CS, and CS (bot-
tom panel), relative to H as a function of the radius to the star IRAS 16293-2422 accord-
ing to the 1D structure of Crimier et al. (2010), for the LEDC (blue line) and EDC (red
line) pre-collapse compositions. Both models were run for a period of 3.5×105 years so
the results would be comparable to those of the 0D dynamic models. The black dotted
line represent the hot core spatial limit RRHCHC = 80 AU, T > 100 K.
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In this section I study the results of the two 1D static models whose parameters
are described in section 3.2.3.2 and table 3.3. The goal is to evaluate the impact of the
pre-collapse chemical composition of the parent cloud on the computed abundances
of the main S-bearing species SO, SO2, OCS, H2S, H2CS, and CS. Both LEDC and EDC
models were run for a period of 3.5× 105 years so as to make the results comparable to
those of the 0D dynamic models presented in section 3.3.3.

Figure 3.5 displays the abundances of each of these species for both 1DSLEDC (blue
lines) and 1DSEDC (red lines) pre-collapse compositions. On the one hand, for a radius
greater than 300 AU, which corresponds to the outermost and coldest (T < 50 K) part
of the envelope of the protostar, most considered species present only small local dif-
ferences in their abundances between the LEDC and EDC cases, lower than one order
of magnitude. Only SO and SO2 presents significant differences that can go to more
than two orders of magnitude (cf figure 3.5 (b)). This makes sense since, even at these
cold temperatures, their gas phase chemistries are highly dependent on the abundance
of reactive oxygen available in the gas phase, especially compared to the other species
considered (see section 3.3.1).

On the other hand, in the inner part of the envelope (R < 300 AU) where the tem-
perature goes from 50 to 200 K (see right panel of figure 3.1), all species abundances
show significative differences between the LEDC and EDC pre-collapse compositions.
These differences can go from two to more than six orders of magnitude. Within the
hot core limits (delimited by a black dotted line in figure 3.5 at R1D

HC < 80 AU, T > 100
K), the species which are the most sensitive to the pre-collapse composition appear
to be H2S, H2CS, and CS with differences of more than three orders of magnitude (cf
figure 3.5 (d), (e) and (f), respectively). For H2S, these differences are explained by its
dependance on the parent cloud evolution time. Indeed, in the EDC case, H2S in icy
grains bulk is the second reservoirs of sulphur in the pre-collapse composition, con-
taining 26% of the total amount of sulphur, whereas in the LEDC case, it only contains
5% (see table 3.2). Hence, in the inner part of the envelope and the hot core, where the
temperature is high enough for H2S thermal desorption, its abundance is much higher
in the EDC case. Moreover, figure 3.4 shows that in that case, H2S is not efficiently de-
stroyed in the gas phase. Regarding H2CS, it efficiently forms at high temperature in
the gas phase from CH3 (via reaction (3.47)), which is much more abundant in the EDC
case because of evaporated methanol and hydrocarbons accumulated on grain during
the parent cloud evolution. Finally, in the EDC case, CS is not as efficiently destroyed
in the gas phase as in the LEDC case (see figure 3.4) because of the low abundance of
reactive oxygen (see table 3.4).

I can finally highlight that the 1D static models show that the pre-collapse compo-
sition of the parent cloud appears to be critical for the sulphur bearing species in hot
core physical conditions. Indeed, we can see from figure 3.5 that a hot core that formed
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from a young parent cloud will be poor in H2S and rich in SO2, whereas a hot core
formed from a more evolved parent cloud would be rich in H2S and H2CS.

3.3.3 0D dynamic models
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Figure 3.6: Abundances of SO, SO2, and OCS (top panel) and H2S, H2CS, and CS (bot-
tom panel), relative to H as a function of the radius to the star IRAS 16293-2422 accord-
ing to the modified structure of Aikawa et al. (2008), for the LEDC (blue line) and EDC
(red dashed line) pre-collapse compositions. The vertical black dashed line represents
the hot core spatial limit RHC = 135 AU, T > 100 K.

In this section, I carry out the same study as in the previous section but for the 0D
dynamic models 0DDLEDC and 0DDEDC described in section 3.2.3.3 and table 3.3.

Figure 3.6 is the same as figure 3.5 but for the 0D dynamic models. What strikes
directly on this figure is that the pre-collapse chemical composition of the parent cloud
appears to have little or no effect on the abundances of the considered S-bearing species.
Only SO presents significative difference in the hot core (delimited by a vertical black
dashed line in figure 3.6 at RHC < 135 AU, T > 100 K), and even this difference is not of
more than a factor seven (cf figure 3.6 (a)). A possible explanation of this lack of dif-
ferences would be that the free-fall time considered in these models is long enough for
both models to evolve towards the same chemical composition. Indeed, if the initial
pre-collapse chemical composition has enough time to evolve in an environment cold
enough for species not to evaporate, it will tend towards a state similar to the EDC
case, ie with an evolved grains surface and bulk chemistry, notably with most of the
sulphur transformed into HS, H2S, and OCS on the grains. Hence, the hot core chemi-
cal composition of both 0DDLEDC and 0DDEDC would be very similar.
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Moreover, the global increase I made on the density profile of the model would
tend to accelerate the chemistry and adsorption of species on the grains and therefore
reduce the chemical timescale. I expect that by using the original model of Aikawa
et al. (2008) I would get more differences and thus a more important impact of the
pre-collapse chemical composition on the hot core chemistry.

3.4 DISCUSSIONS AND SUMMARY

3.4.1 About the modification of the density profile of the dynamic
model
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Figure 3.7: Abundances of SO, SO2, and OCS (top panel) and H2S, H2CS, and CS (bot-
tom panel), relative to H as a function of the radius to the star IRAS 16293-2422 accord-
ing to the original structure of Aikawa et al. (2008), for the LEDC (blue line) and EDC
(red dashed line) pre-collapse compositions. The vertical black dashed line represents
the hot core spatial limit RHC = 135 AU, T > 100 K.

In order to evaluate the impact of the modification of the density radial profile for
the 0D dynamic model on sulphur chemistry, I ran 0DDLEDC and 0DDEDC cases,
but using this time the original physical structure of Aikawa et al. (2008). Figure 3.7
is therefore the same as figure 3.6, but for the models ran with the original density
profile of Aikawa et al. (2008). As expected, the results display larger differences be-
tween the LEDC and EDC pre-collapse compositions cases which can be explained by
a slower chemistry due to lower densities. Moreover, as discussed in Wakelam et al.
(2014), lower densities tend to decrease adsorption of species on grains (and conse-
quently depletion), and therefore stimulates gas phase chemistry at low temperature,
which explains why the abundances of the studied species are higher in the envelope
in the original structure case. However the resulting abundances in the hot core do not
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change drastically (at most a bit more than one order of magnitude) and are even the
same for OCS and H2S (cf figure 3.7 (c) and (d), respectively). As discussed in section
3.3.3, this could be explained by a long free-fall time which would let the chemistry
enough time for H2S and OCS to accumulate on the grains before thermal depletion
in the hot core. More complete studies of the effect of density and free-fall time on
the chemistry of a collapsing envelopes and hot cores appears to be needed in order to
fully understand such comparisons.

3.4.2 About H2S and the initial abundance of sulphur

The present study was conducted under the light of the results of the previous chap-
ter regarding sulphur reservoirs in dark clouds, namely that depending on the age of
the cloud, the reservoirs of sulphur could either be atomic sulphur in the gas phase
(LEDC case) or H2S and HS in icy grains bulk nearly equally sharing more than 51%
of the total amount of sulphur (EDC case). Another result was that the NAUTILUS

model could reproduce the S-bearing observations in the dark cloud TMC-1 using as
initial abundance of sulphur its cosmic one, or three times depleted. Hence, through-
out all this chapter I present results obtained using the cosmic abundance of sulphur of
1.5 × 10−5 (Jenkins, 2009). With this initial abundance of sulphur, the H2S abundances
obtained in the hot core in the dynamic model with the modified as well as the original
structure from Aikawa et al. (2008) is as high as 10−5. Such a high abundance of H2S
is not consistent with the abundance derived from the observation of IRAS 16293-2422
(2.7 × 10−7, see Wakelam et al., 2004b).

On the one hand, to understand why the model overestimates the H2S abundance,
I ran all the models presented in this paper with an initial abundance of 5 × 10−6. It
first should be noted that it only changes the presented results quantitatively, linearly
diminishing the abundances of the studied species by approximately a factor three.
Regarding H2S in the dynamical case, this initial depletion of sulphur allows an es-
timation of its abundance in the hot core slightly overestimated around 3 × 10−6, but
which could be considered in accordance with the observations (within a one order of
magnitude margin).

On the other hand, the overestimation of H2S I find could be due to the efficient for-
mation paths due to slowly evaporating CH2SH and CH3OH at 100 K studied in sec-
tion 3.3.1 (reactions (3.42) and (3.43)). This is in contradiction with previous theoretical
and laboratory studies that predict that in high temperature gas phase, the H2S evap-
orated from grain ices is preferentially destroyed to form SO and SO2, or molecules
with two S atoms such as H2S2 or HS2 (Charnley, 1997; Wakelam et al., 2004a; Druard
and Wakelam, 2012; Esplugues et al., 2014; Martín-Doménech et al., 2016). Hence, this
result could be a hint to missing efficient destruction gas phase reactions in the H2S
chemistry in the current network.
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3.4.3 About the sensitivity to the type of model

Table 3.5: Comparison of the abundances obtained in the LEDC case for the 1D static
and 0D dynamic models. a(b) stands for a × 10b

Species [X]1DSLEDC [X]0DDLEDC
R = 50 AU (Hot core)

SO 5.7(-8) 9.0(-10)
SO2 1.4(-5) 9.5(-9)
OCS 3.0(-7) 1.2(-6)
H2S 1.2(-11) 9.5(-6)

H2CS 7.4(-10) 7.6(-9)
CS 1.2(-12) 3.3(-9)

R = 500 AU (Envelope)
SO 2.3(-14) 1.6(-10)
SO2 1.2(-13) 4.7(-12)
OCS 2.2(-12) 5.8(-8)
H2S 1.1(-13) 1.7(-10)

H2CS 2.7(-14) 1.4(-10)
CS 1.2(-13) 1.7(-10)

One goal of this study was to highlight the differences between static and dynamic
model of hot core. In order to do so I used a 1D static model and a 0D dynamic model
of IRAS 16293-2422. The results show that the 1D model favors a hot core sulphur
chemistry dominated by SO2 and SO in the LEDC case and H2S in the EDC case while
the 0D dynamic model displays in both cases high abundances of H2S and OCS and
low abundances of SO2 and SO. Table 3.5 displays the abundances obtained for both
types of models in the LEDC case, at 50 AU (in the hot core) and 500 AU (in the enve-
lope). In the light of the difference in abundance that exists for a given species between
the two type of models, one can easily conclude on the sensitivity to the type of model
to use to compute the chemistry of a hot core and its collapsing envelope. Especially in
the hot core, these differences can reach as much as six orders of magnitude, rendering
critical the choice of the model used to compare results with possible observations or
related works.

3.4.4 About the importance of the pre-collapse chemical composition

The observations of S-bearing species in hot cores are still a puzzling issue, since a
large variety of sulphur compositions have been observed towards different hot cores
and therefore no global trend has been found yet (see figure 5 of Woods et al., 2015, and
the references therein). However, a given set of hot cores can present similar sulphur
compositions (see for example Minh, 2016), which would suggest similar evolution-
ary stages. In this chapter, I investigated the importance of the pre-collapse chemical
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composition on the hot core chemistry of S-bearing species. My results on 0D and
1D models (section 3.3.1 and 3.3.2) support that, given the fast evolution of sulphur
chemistry in the parent cold clouds, the pre-collapse chemical composition is a critical
parameter for hot core models. This could partially explain the absence of a global
trend for sulphur compositions in observed hot cores from different parent clouds, as
well as supports the fact that for parent clouds collapsing at similar ages and physical
environments, hot cores can have similar sulphur compositions. However, the study
of the dynamic model (section 3.3.3) raises the question of the role of the free-fall time
on sulphur evolution, which would also explains similar composition for different hot
cores, especially those where H2S and OCS are found more abundant than the other
species (see for example Herpin et al., 2009).

3.4.5 Summary

In this chapter, I aimed to take a comprehensive look at the chemistry of sulphur in
hot cores. In order to do so, I first conducted an extensive study with simple 0D mod-
els of the chemistry of the main S-bearing species observed towards hot cores, namely
SO, SO2, OCS, H2S, H2CS, and CS. Then I presented and compared the results from
two types of models (1D static and 0D dynamic), in order to highlight the sensitivity of
chemistry to the choice of model used in astrochemical studies, especially for hot cores.

First, my 0D extensive study highlighted five main results:

1. The total amount of reactive oxygen in the gas phase is critically depending on
the pre-collapse composition of the hot core (cf table 3.4) as well as the hot core
temperature;

2. Sulphur chemistry in hot and dense gas depends also highly on the pre-collapse
composition, mainly because of its impact on reactive atomic oxygen, carbon and
hydrogen, which all participate actively in most of the sulphur chemistry in such
environment;

3. Sulphur chemistry in hot and dense gas depends highly on the temperature,
partly because it is directly and indirectly linked with hydrocarbon evaporated
from grain ices, and their main destruction products CH2 and CH3;

4. I found efficient paths of formation of gas phase H2S that could be responsible for
its overestimation in most of the hot core results. Studies of the gas phase chem-
istry of this species need to be continued to ensure the relevance of the network.

5. I found agreement between at least one of the models and observations in the
hot core of Orion KL as well as the hot corino of IRAS 16293-2422. These results
suggests that using as elemental abundance of sulphur the cosmic one, the NAU-
TILUS chemical model can not only reproduce dark clouds observations but can
also reproduce hot cores and corinos observations.
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Second, my study of the 1D static and 0D dynamic models led to the following
conclusions:

1. The pre-collapse chemical composition of the parent cloud is a key parameter for
1D static models of sulphur chemistry in hot cores. Indeed, the computed abun-
dances showed that it can imply differences up to six orders of magnitude for a
given species in the hot core. However, the pre-collapse composition appears to
only have a small impact on the chemical composition of the envelope. Finally
the 1D model shows that a hot core that was formed from a young parent cloud
will be poor in H2S and rich in SO2, while a hot core formed from a more evolved
parent cloud would be rich in H2S and H2CS.

2. The 0D dynamic models conducted in this work revealed only small differences
between the results of the less evolved and the evolved pre-collapse chemical
composition, showing only a weak dependence of the hot core sulphur chem-
istry on the pre-collapse composition. Indeed, for both cases the model predicts
high abundances of H2S and OCS and low abundances of SO2 and SO. However,
this result is thought to be due to the rather long free-fall time used in the model,
which would let enough time for sulphur to be adsorbed on grains and to form
mainly H2S and OCS in the envelope before thermal depletion. It is expected
that for a shorter free-fall time the differences between the two pre-collapse com-
position cases would be larger. Future work should focus on this importance of
the free-fall time, since it could, along with the pre-collapse chemical composi-
tion, explain the large variety of abundances of S-bearing species observed in hot
cores.

Finally, the comparison between the 1D static and 0D dynamic models displayed
large differences on the computed abundances that can go as high as six orders of mag-
nitude in the hot core. This result highlights the sensitivity to the choice of models in
astrochemical study, especially when comparing results with observations, or with re-
sults from other papers.

Overall, the study presented in this chapter has raised the importance of investi-
gating different physico-chemical conditions of formation of protostars using chemical
modeling. Indeed, it appears that parameters such as hot core temperatures and pre-
collapse chemical composition could be key elements to explain the variety of observed
S-bearing species abundances values in hot core and corinos.
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4.1. INTRODUCTION

4.1 INTRODUCTION

The work presented in this chapter was initially motivated by the recent release of
a database of 143 radiation hydrodynamical (RHD) low-mass star formation models
by Vaytet and Haugbolle (2017). Each model simulates the 1D collapse of a spherical
prestellar core described by a given set of initial physical parameters, and stops shortly
after the formation of the second Larson’s core (see section 1.2.2), when the collapse is
believed to cease. Therefore, the outputs of a given model give for each cell of the initial
grid and for each time step the corresponding 1D physical structure of the collapsing
core. Hence, the application of a chemical model on these outputs would result in a
large set of chemical data from which information can be retrieve thanks to statistical
methods.

Therefore, the study presented hereafter is based on the idea of using statistical
methods to derive useful information on the chemistry of low-mass star formation us-
ing the dataset of Vaytet and Haugbolle (2017) coupled with the NAUTILUS chemical
model. More particularly, it aims to challenge the possibility of putting constraints on
the initial parameters of collapse of low-mass star using chemical modeling. In the
first section, I detail the dataset of Vaytet and Haugbolle (2017) and how I selected the
data to be compatible with NAUTILUS, as well as the resulting chemical models. From
this newly-formed chemical dataset, I highlight species that could be possible tracers
of initial physical parameters of collapse (hereafter IPPC). Additionally, I developed
a simple method to find constraints on the IPPC of observed low-mass Class 0 proto-
stars. These results are presented in the second section. I will then discuss these results
to finally conclude.

It should be noted that this part of my work is somewhat independent of the previ-
ous chapters, as it does not focus only on sulphur chemistry in star formation.

4.2 RHD CHEMICAL COLLAPSE MODELS OF LOW-MASS

STAR FORMATION

4.2.1 The database

For this study I used the dataset of 1D low-mass star formation models from Vaytet and
Haugbolle (2017). This database was developed in order to be used for astrochemical
studies, and especially designed for statistical studies. It is composed of 143 models
that follows the formation of a protostar (see section 1.2.2), from the initial isothermal
collapse to the first hydrostatic core (FHSC, or first Larson’s core), and then to the
second collapse and the formation of the second Larson’s core. Each of the models
consider the initial parent core as a Bonnor-Ebert (BE) sphere (Bonnor, 1956; Ebert,
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1955), which is a common representation of an prestellar core. To solve the equation of
RHD for each model, Vaytet and Haugbolle (2017) used a 1D fully implicit Godunov
Lagrangian code. In the following, I will focus on the description of the initial setup of
the BE sphere physical parameters as well as the Lagrangian grid used in the models
and its interest for the chemical modeling. For more details on the RHD model I invite
the reader to study its description in Vaytet et al. (2012) and Vaytet et al. (2013).

4.2.1.1 Bonnor-Ebert spheres

A BE sphere is defined as a solution of the Emden equation of equilibrium between
pressure and gravitational force within an isothermal prestellar core. Considering that
the equation of state of the gas contained in the sphere is that of an ideal gas, the Emden
equation can be written as:

1
r2

d
dr

( r2dρ
ρdr

)
� −

4πG
c2

s
ρ (4.1)

where r is the radius and ρ the density of the sphere, G the gravitational constant,
and cs the isothermal sound speed. The BE solution of this differential equation con-
sists in fixing the boundary conditions such as:

ρ(0) � ρc , (4.2)
dρ
dr

���0 � 0, (4.3)

P0 � c2
sρ(R0) (4.4)

where ρc is the density at the center of the sphere, P0 the external pressure of the
core and R0 the outer radius of the sphere. The two first equations (4.2) and (4.3) can
be interpreted as imposing a finite density ρc , as well as a continuous density gradient
at the center of the sphere. The last equation (4.4) states that the core is bound by an
external pressure P0 equal to the internal pressure of the core. This is equivalent to
state that the outer radius of the sphere is the radius for which the internal density is
equal to the outer density of the ambiant gas.

By working on the BE sphere problem, one commonly defines the density contrast
γD �

ρ
ρc

and the dimensionless radius ξ �
r
rc

, where rc is the characteristic radius
defined as:

rc �
cs√

4πGρc
(4.5)

110



4.2. RHD CHEMICAL COLLAPSE MODELS OF LOW-MASS STAR FORMATION

These variables allow the simplification of the Emden equation so that by setting
the variable change u � ln(γD) we get:

1
ξ2

d
dξ

(
ξ2 du

dξ

)
� −eu (4.6)

Consequently, the boundary conditions (4.2) and (4.3) become:

u(0) � 0, (4.7)
du
dξ

���0 � 0 (4.8)

Figure 4.1: Example of a typical density profile of Bonnor-Ebert sphere.

Figure 4.1 displays an example of a typical initial density profile obtained with
the BE solution. Regarding the temperature, since the Emden equation concerns only
isothermal cores, the BE spheres are therefore isothermal. For each prestellar core of
the dataset, once the physical parameters of the core fixed, the resulting density profile
is used as inputs for the RHD model.

4.2.1.2 The Lagrangian grid

In order to follow the evolution of the material within a given prestellar core during its
collapse, the RHD model considers a one-dimensional Lagrangian mesh of 4096 cells,
representing successive parcels of the core along its radius. Figure 4.2 displays for a
given core a representation of the mesh used in the model and its evolution throughout
the collapse. In the initial state (t � 0, top panel), the mesh is superimposed on the
radius of the core. Hence the outer radius of the outermost cell is equal to the radius R0
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Figure 4.2: Representation of the one-dimensional Lagrangian grid used in the RHD
models.

of the initial BE sphere, and the inner radius of the innermost cell is Rc � 0. Moreover,
in order to obtain a higher resolution towards the center of collapse C (black cercle),
the cell sizes are decreased progressively with decreasing radius such as:

∆Ri � (1 + α)∆Ri+1 (4.9)

where ∆Ri is the width of cell i and α � 8 × 10−4. During the collapse (t, middle
panel), the mesh moves toward the center of the core, each of the cells enclosing the
mass of the parcel of material it was initially matched with, notably by decreasing in
size. Indeed, since the mass of each cell stays constant during the collapse, their respec-
tive densities can increase only if their sizes decrease. In the following, I will therefore
use the term "cell" to refer to its corresponding parcel of material.

The particular interest of using a Lagrangian mesh is that there are no mass ex-
changes between the cells. Regarding the chemical modeling, it means that the final
chemical composition of each cell depends only on its initial chemical composition and
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the evolution of its physical parameters. Therefore, 0D dynamic chemical models can
be run independently for each of the cells. Hence, as the radius of a given cell is known
at each time, the chemical modeling allows to trace the global evolution of the chemical
composition of the prestellar core during its collapse.

In the following, I describe how the initial setups of the collapse models were cho-
sen.

4.2.1.3 Initial setup of the collapse models

For all models, the common used value for the density contrast is γD � 14.1, which is
the maximal value to obtain an unstable sphere, and which corresponds to a dimen-
sionless radius ξ � 6.45. In order to fully define the gas density of each initial BE
sphere, fixed values for its temperature T0 and radius R0 were chosen. For these pa-
rameters, the central density and mass of the corresponding critical BE sphere, ie which
defines a stable prestellar core, can be found via:

ρc �

( ξ
R0

)2 kBT0

4πµmHG
(4.10)

MBE � 2.4
c2

s

G
R0 (4.11)

where kB is the Boltzmann’s constant, µ the mean atomic weight (=2.31) and mH

the hydrogen atom mass. The initial core mass M0 is then chosen for the ratio εM �
MBE
M0

to have values below 1, corresponding to a core that would undergo gravitational
collapse. The central density of the core can now be expressed as:

ρc � 5.78M0

(4π
3

R3
0

)−1
(4.12)

And its corresponding free-fall time as:

tff �

√
3π

32Gρc
(4.13)

The initial parameter space (cf Fig. 1 of Vaytet and Haugbolle (2017)) was chosen
for εM to cover a wide range of values between 0 and 1 while using a set of different
initial core masses, temperatures and radii, respectively ranging from 0.2 to 8 M�, 5 to
30 K and 3000 to 30000 AU. Such a wide parameter space allows to work with models
covering a large diversity of prestellar cores in which low-mass protostars can form.
The second column of table 4.1 (labelled "Original dataset") summarizes the range of
values for each IPPC of interest in the present study. For the sake of clarity, it should
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be noted that I include the free-fall time in the term "IPPC", even if it is not a physical
parameters.

Table 4.1: Initial physical parameters ranges for the original dataset and the reference
dataset for chemical modeling

IPPC Original dataset Reference dataset
M0 (M�) [0.2 , 8] [0.5 , 8]
T0 (K) [5 , 30] [10 , 30]
R0 (AU) [3000 , 30000] [3000 , 30000]
ρ0 (part.cm−3) [2.98×104 , 1.20×108] [5.98×104 , 1.20×108]
tff (kyrs) [4.31 , 272.83] [4.31 , 192.92]

The initial RHD parameters are set such as:

• The radiation temperature is initially in equilibrium with the gas temperature;

• The radiative flux is set to zero everywhere;

• At the center of the grid, the boundary conditions are reflexive;

• At the edge of the sphere, the hydrodynamical variables have a null gradient
boundary condition, and the radiative variables are set to their initial values in-
side the ghost cell, which is a virtual cell outside the core representing its direct
vicinity.

These values have been chosen so that the numerical RHD computations could con-
verge, and that the vicinity of the core does not affect its evolution during the collapse.

4.2.2 Chemical modeling

4.2.2.1 Selection of the reference dataset for chemical modeling

The outputs dataset gives the physical parameters of the 4096 cells of the Lagrangian
grid at every time step of the RHD models. Given the NAUTILUS temperature validity
domain ([10 K - 800 K]), I first had to rule out the models with an initial temperature
T0 < 10 K. With this first selection, 110 models out of 143 are useable for the chemical
model application. For each remaining model, and in order to respect the maximal
temperature limit, I then ruled out all the cells which temperatures rise above 800 K
during the collapse. Finally, for the computing time of NAUTILUS to be acceptable, I
selected a number of 16 cells per RHD model that I chose to be equally spaced between
the outermost cell of the grid and the last inner cell which temperatures stay below
800 K. As such the reference dataset for chemical modeling includes 110 RHD models,
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each of them comprising 16 cells.

In the third column of table 4.1 (labeled "Reference dataset") are displayed the re-
sulting ranges for the studied IPPC. By comparing them with those of the original
dataset, we can see that the selection process has only a small impact on the ranges of
the IPPC. Indeed, with the exception of the obvious difference of ranges for T0 between
the two datasets, the differences of range for ρ0 and tff are due to only two models (#113
and #132) that are ruled out because of their initial temperatures. Hence, the reference
dataset still accounts for a significant range of possible IPPC. A table summarizing the
models of the reference dataset and their IPPC of interest can be found in appendix B.

4.2.2.2 Parameters of the chemical modeling

After the selection of a reference dataset suitable for the application of the NAUTILUS

chemical model, the idea is now to run for each cell of the selected prestellar cores a
0D dynamic chemical model while separately saving its radius at each time step.

As dark clouds are believed to evolve during a period of time which is not neg-
ligible for the chemistry before they can become gravitationally unstable (see section
1.2.1), I first had to consider the chemical evolution of each prestellar core before its
collapse to obtain chemical inputs data for the corresponding chemical model. To that
effect, a standard 0D model of a dark cloud was run for each of the 110 selected prestel-
lar cores, using as temperature their respective initial temperatures T0 and as proton
total density the initial external density of the collapsing core (nH � ρ0). The choice to
use the initial external density and not the central density can be justified by the fact
that, given the selection of cells explained in the previous section, most of the selected
cells have a initial density closer to the external density of their respective prestellar
cores. Moreover, all the initial BE sphere density profiles used show a difference be-
tween central and external density of at most one order of magnitude (cf figure 4.1),
which also justifies to suppose an uniform density for the dark cloud runs.

Other parameters of interest for the chemical modeling such as visual extinction
and cosmic ionization rate were set to their commonly used values for dark cloud
models, respectively 15 mag and 1.3 × 10−17. The same set of initial abundances (see
table 3.1) and network as the previous chapter were used for all dark cloud models.
The resulting models were run for 106 years, and their computed chemical composi-
tions used as inputs for the 0D dynamic chemical modeling of the corresponding cells
of collapsing prestellar cores. It should be noted that I use the same formalism of H2 ad
hoc formation than introduced in section 3.2.1 for the collapsing core runs, since some
of the selected cells obviously evolve in high temperature regimes.
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4.3 POST-TREATMENT OF THE CHEMICAL OUTPUTS AND

RESULTS

In the following, I treat all the selected cells independently from each other. Hence, the
outputs of the chemical modeling of the collapsing prestellar cores describe for each
of the 110 × 16 � 1760 cells and each time step the abundances of the species included
in the chemical network. Moreover, because most of the youngest low-mass stellar
objects studied in the literature are Class 0 protostars, and because I want my results
to be applicable to real case studies, I focus my study of these outputs on the final time
step of the chemical models, when both Larson’s cores are formed, and the object is
therefore a Class 0 protostar.

4.3.1 Search for tracers of initial physical parameters of collapse

The initial idea of this study is to search for possible species that could trace the IPPC.
In order to do so, I first wanted to study the correlation between the abundance distri-
bution of each species at final time (when the protostar is formed) and the IPPC M0,
T0, R0, ρ0 and tff.

Figure 4.3 displays as an example the distribution of the abundances of gaseous
water (H2O) as a function of the initial densities. As such, a quick look at the figure
shows that the expected correlations would be very low. However, I can expect to
find interesting correlations by studying separately the two groups of cells (yellow
and blue) that seem to appear. In order to do so, a better understanding of this clear
separation of the cells is needed.

4.3.1.1 Definition of the regions of study

When the abundances of H2O are plotted with respect to their corresponding final
temperatures (cf figure 4.3), it appears that the jump in abundances between 10−8 and
10−4 is linked to the temperature of the cells, and three temperature intervals that can
be chemically explained appear:

1. The first interval between 10 and approximately 100 K (blue dots in figure 4.3)
corresponds to cells within a temperature regime where water molecules are
scarce in the gas phase because most of them are adsorbed on grains surface,
and the temperature in not high enough for them to thermally desorb,

2. The second interval between 100 and 145 K (green dots in figure 4.3) corresponds
to cells where water molecules on the grains surface have begun to desorb in the
gas phase, but the physical conditions are such that it prevents complete water
desorption,
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Figure 4.3: Distribution of the abundances of H2O relative to H at the final time of the
collapse as a function of the initial densities of the collapsing prestellar cores. The color
coding represents the final temperatures of the cells.

3. The third interval for temperatures above 145 K (yellow dots in figure 4.3) corre-
sponds to cells which have stayed in a high temperature regime (> 100 K) long
enough for all the water to desorb in the gas phase and reach its hot corino com-
mon abundance of approximately 10−4.

In order to better visualize these temperature intervals, I plot in figure 4.4 the abun-
dance of water for all cells as a function of their final temperatures and radii. Here
the temperature intervals appear clearly as expected. Furthermore, supplementary in-
formation brought by the radii allow to confirm that cells within the first temperature
interval are located in the outer part of the cores (further than a few tenths of AU), ie
their envelopes, while cells within the two remaining intervals are located in the inner
part of the cores, ie their hot corinos. I can thus define regions corresponding to each
temperature range:

1. An Envelopes Region (ER), which corresponds to the temperature interval of 10
to 100 K and contains 1590 cells,
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Figure 4.4: Distribution of the abundances of H2O relative to H at the final time of the
collapse as a function of the final temperatures. The color coding represents the final
radii of the cells. The blue and red vertical bars delimit the three temperature intervals
defined above.

2. A Transitional Region (TR), which corresponds to the temperature interval of 100
to 145 K and contains 33 cells,

3. A Hot Corinos Region (HCR), which corresponds to the temperature interval
above 145 K and contains 137 cells.

It should be noted that the separation of the cells regarding final temperatures stud-
ied here for water is common to most of the species of the chemical network. How-
ever, for the remaining species, the defined temperature intervals will not necessarily
fit their abundance distributions. Indeed, TPD experiments on more volatile species
(ED < EH2O

D ) show that they begin to desorb in the gas phase before water, but have
their main desorption peak at the water desorption temperature (see Fayolle et al.,
2011; Ruaud et al., 2016). Plus, more refractory species (ED > EH2O

D ) partly co-desorb
with water, but are expected to desorb mainly at temperature higher than water (see
for example Chaabouni et al., 2018). However, as the defined intervals would be con-
sistent in first approximation with more volatile species, and because more refractory
species only account for less than 15% of the total number of species in the chemical
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network, I choose to apply the region differentiation as defined above to all species
regardless of their desorption energies. For the following correlation study, I decide
to ignore the 33 points from the TR because they represent less than 2% of the total
number of cells. Hence, the resulting loss of information is negligible.

I then study the correlations between species abundances and IPPC using the Spear-
man’s correlation coefficient (ρS). It assesses how well the relationship between two
variables can be described using a monotonic function. Hence, it is more suitable to
this study than the commonly used Pearson’s coefficient, which evaluates the linear
relationship between two variables. Indeed, at the sight of the corresponding figures
(see for example figure 4.3), I do not expect to often find linear relationship between
the abundance of a given species and the IPPC. Finally I restrain my study to observed
or observable species, since the aim of my study is to find possible tracers of IPPC.

In the ER, the results of correlations are inconclusive since the majority of the re-
sulting correlation coefficients are too low (< 0.2 in absolute value) or concern unob-
servable species. Hence I only present here my correlation results for the HCR.

4.3.1.2 Correlations in the Hot Corinos Region

Table 4.2: Summary of the calculated Spearman’s coefficients between the abundances
at final time of the 482 gaseous species of the chemical network and the IPPC.

Initial physical parameters |ρS |max Number of species with |ρS | > 0.6
M0 0.389 0
T0 0.978 137
R0 0.909 88
ρ0 0.983 117
tff 0.983 117

Table 4.2 summarizes the calculated Spearman’s coefficient (for a extensive descrip-
tion, see appendix C). In the HCR, it appears that numerous correlations can be found
between species abundances and IPPC, except for M0 for which I find only low Spear-
man coefficients ( < 0.4 in absolute value).

Among the species linked with one of the IPPC (|ρS | > 0.6), 11 are detected toward
the well studied Class 0 protostar IRAS 16293-2422. Here I present the results of the
correlation for 4 of these species, for which the abundances of the HCR cells spread
over more than 3 orders of magnitude: CH3CN, H2CS, NS and OCS. For the other
species for which the abundances spread over a smaller range of values, the results
would be difficult to compare with observations. In that case, the variation of abun-
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dances would indeed not be significant enough for the corresponding species to be
clear tracers, especially given the common uncertainties on observed abundances.

Figures 4.5, 4.6, 4.7 and 4.8 display the respective abundances of the 4 selected
species as a function of their respective best correlated IPPC. Note that H2CS is best
correlated with the free-fall time and the density of the collapsing cores, when CH3CN,
NS and OCS are best correlated with the initial temperature. Here I try to understand
how these correlations can be explained with chemistry.

4.3.1.2.1 CH3CN
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Figure 4.5: Distribution of the abundances of CH3CN relative to H at the final time of
the collapse as a function of the initial temperature.

Figure 4.5 shows that the abundance of acetonitrile (CH3CN) in the HCR is pos-
itively correlated with the initial temperature of the collapsing prestellar cores with
a Spearman’s coefficient of 0.713. This means that the more CH3CN is abundant in
a hot corino, the higher the initial temperature of its parent core is. More precisely,
an observer that would detect CH3CN in a hot corino with an observed abundance
[CH3CN]obs could interpret this correlation such as:
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• If [CH3CN]obs ≤ 10−8, then the initial temperature of the parent core of the hot
corino would be T0 ≤ 20 K,

• If 10−8
≤ [CH3CN]obs < 10−6, then the initial temperature would be around 25 K,

• If [CH3CN]obs ≥ 10−6, then the initial temperature would be T0 ≥ 30 K.

Indeed, in the chemical model, CH3CN is known to efficiently form on the grains
surface during the dark cloud lifetime (see Andron et al., submitted to MNRAS) through
the hydrogenation of adsorbed H2CCN, the latter being preferentially formed in the
gas phase following:

CN + CH3 → H + H2CCN (4.14)

At the end of the initial cloud runs, CH3CN abundance reaches higher values when
the temperature of the cloud is higher. This increase can go up to 2 orders of magnitude
in the interval of initial temperatures considered, which would explain the shape of the
abundances distribution of CH3CN seen on figure 4.4, and the resulting correlation.
This appears to be due to photodissociation by CR induced UV photons of HCN and
CH3OH the grains surface, which is efficient for all initial temperatures and forms
respectively CN and CH3. Since the diffusivity of the molecules in grain ices increases
with temperature, the CN and CH3 thus produced can efficiently diffuse on the grains
surface at higher temperature, resulting in the increase in CH3CN abundance via the
grains surface reaction:

s-CN + s-CH3 → s-CH3CN (4.15)

Afterwards during the collapse, CH3CN thermally desorbs in the gas phase where
its abundance remains stable because its main destruction reaction is:

CH3CN + H3O+
→ H2O + CH3CNH+ (4.16)

and its product CH3CNH+ forms CH3CN again via electronic recombination.

4.3.1.2.2 H2CS

Figure 4.6 shows that the abundance of thioformaldehyde (H2CS) in the HCR is
positively correlated with the free-fall time with a Spearman’s coefficient of 0.633 (left
panel), as well as anti-correlated with the initial density with a Spearman’s coefficient
of -0.630 (right panel). In order to understand these correlations and their correspond-
ing abundance distributions, one must first realize that free-fall time and initial density
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Figure 4.6: Distribution of the abundances of H2CS relative to H at the final time of
the collapse as a function of the free-fall time (left panel) and the initial density (right
panel).

are perfectly anti-correlated because of equation (4.13). Hence, parent prestellar cores
with a low initial density have long free-fall time and conversely, those with a high
initial density have short free-fall time. This explains why the distributions in figure
4.6 appears as the mirror of each other, as well as why the Spearman’s coefficient are
nearly equal in absolute value. Hence, given an observed abundance [H2CS]obs in a
hot corino, an observer could interpret this correlation such as:

• If [H2CS]obs is close to 10−7, then the free-fall time of the parent core of the hot
corino would be rather long, around 102 kyrs. Respectively, the initial density
would be around 105 part.cm−3,

• If [H2CS]obs < 10−9, then the free-fall time would be rather short, below 50 kyrs.
Respectively, the initial density would be above 106 part.cm−3

I find that in parent dark clouds with high density, H2CS forms rapidly on the
grains surface through hydrogenation of HCS, but is ultimately hydrogenated in ei-
ther CH2SH or CH3S (see section 3.3.1.2). In low density clouds however, H2CS is
formed much slower on grains surface, which prevents its efficient hydrogenation.
Hence at the end of the initial cloud runs, the differences in H2CS abundances be-
tween a slow and a fast collapsing parent core can reach up to 2 orders of magnitude.
These differences can afterwards variate during the collapse, since fast collapsing cells
will reach high temperatures faster than slow collapsing cells. Indeed, once thermally
desorbed in the gas phase at high temperatures, H2CS abundance can endure signifi-
cant variations (see section 3.3.1.2), which could explain the range of abundances that
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corresponds to fast collapsing cells (tff < 50 kyrs) in figure 4.6. For slow collapsing
cells, H2CS can continue to form on grains surface at low density before its thermal
desorption. At that time however, the reactants of its main formation and destruction
reactions at high temperature regime, such as atomic sulphur and CH3, are scarce in
the gas phase, which could explain the smaller range of abundances for slow collaps-
ing cells (tff > 50 kyrs).

4.3.1.2.3 NS
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Figure 4.7: Distribution of the abundances of NS relative to H at the final time of the
collapse as a function of the initial temperature.

Figure 4.7 displays the abundance distribution in the HCR of mononitrogen mono-
sulfide (NS) and its good anti-correlation with the initial temperature of the collapsing
prestellar cores with a Spearman’s coefficient of -0.835. The corresponding Pearson’s
correlation coefficient is even lower (-0.843), which implies a nearly linear relationship
between this two set of parameters. As such, this relationship defines NS as a precise
tracer of the initial temperature of parent cores. Hence, for an observed value of NS in
a hot corino [NS]obs, one could deduce the following:

• If [NS]obs is close to 10−6, then the initial temperature of the parent core of the hot
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corino would be T0 ≤ 15 K,

• If 10−8 < [NS]obs ≤ 10−7, then the initial temperature would be around 20 K,

• If 10−9 < [NS]obs ≤ 10−8, then the initial temperature would be around 25 K,

• If [NS]obs < 10−10, then the initial temperature would be T0 ≥ 30 K.

Indeed, in the chemical model, NS is at first efficiently formed in the initial cloud
runs on the grains surface from the main reservoir of sulphur HS (see section 2.3.3) via:

s-N + s-HS→ s-NS + s-H (4.17)

This reaction is efficient in all the initial runs, regardless of the initial temperature,
and the NS formed on the surfaces tends to sink in the grains bulk. However, it appears
that the higher the temperature of the cloud, the more atomic oxygen can diffuse in the
grains bulk. This has for main effect to destroy NS in the bulk via:

b-O + b-NS→ b-NO + b-S (4.18)

This destruction of NS is therefore more efficient at high temperatures, which re-
sults in a difference between its abundance in initial clouds at 10 K and 30 K that can
go up to four orders of magnitude. Moreover, once NS thermally desorbs in the hot
gas, it is consumed by the following reaction:

CH2 + NS→ H + HCNS (4.19)

Where the CH2 comes from gas phase photodissociation by secondary UV photons
of CH4, which itself forms from the CH3 produced by the destruction of thermally des-
orbed methanol (CH3OH) and methyl formate (HCOOCH3). This reaction is believed
to be more efficient for cells that spend more time in a high temperature regime, which
explains why those coming from parent cores with T0 � 30 K have such a low NS abun-
dances compared to those coming from parents cores with T0 � 10 K.
However, this result should be taken with caution since work still has to be done to
complete the NS chemical network, as discussed in Vidal et al. (2017).

4.3.1.2.4 OCS

Figure 4.8 displays the abundances distribution in the HCR of carbonyl sulfide
(OCS), which is similar to the NS one. Indeed, as for NS, OCS abundances in the HCR
are well anti-correlated with the initial temperature of the collapsing prestellar cores,
with a Spearman’s coefficient of -0.869. Hence, OCS appears to be a very good tracer
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Figure 4.8: Distribution of the abundances of OCS relative to H at the final time of the
collapse as a function of the initial temperatures.

of the initial temperature. For an observed value of OCS in a hot corino [OCS]obs, one
could deduce the following:

• If [OCS]obs is close to 10−6, then the initial temperature of the parent core of the
hot corino would be T0 ≤ 20 K,

• If [OCS]obs is close to 10−7, then the initial temperature would be around 25 K,

• If [OCS]obs < 10−9, then the initial temperature would be T0 ≥ 30 K.

It should be noted that this characterization is less precise than the one deduced
from NS correlation, however I am much more confident in the completeness of the
OCS chemical network than in the NS one, and therefore more confident about OCS
correlation results.
From a chemical point of view, as for the previous species, the difference in OCS abun-
dance as a function of the initial temperature can be explained with the chemistry of
the initial cloud runs. Indeed, in all of them OCS is at first mainly produced in the gas
phase via:
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CS + OH→ H + OCS (4.20)

It is also produced on the grains surface via:

s-S + s-CO→ s-OCS (4.21)

However, the higher the temperature of the initial cloud is, the less OCS is formed
on the grains surface. Indeed, at low temperature, reaction (4.21) stays efficient until
the end of the parent cloud model because CO remains abundant on the grains surface.
When the temperature rises however, the surface OH originated from the photodisso-
ciation by CR induced UV photons of water and methanol, which are both abundant
on the grains surface, seems to efficiently consume the remaining CO through:

s-OH + s-CO→ s-CO2 + s-H

→ s-HOCO
(4.22)

This reaction is believed to become efficient at high temperatures because of the in-
crease diffusivity of OH on grains surface. Indeed, this mechanism causes differences
between OCS abundances in initial clouds at 10 K and 30 K that can go up to five or-
ders of magnitude, which would explain the corresponding correlation plot in figure
4.8. After thermal depletion during the collapse, as seen in section 3.3.1.2, OCS abun-
dance in the gas phase should not vary more than one order of magnitude.

In the following section, I present the main part of my work, which focuses on the
ER dataset. Indeed, because the correlations between species abundances and IPPC
in this region are not conclusive, I decided to exploit this part of the dataset in an-
other way. Hence, I developed a simple method to efficiently constrain the IPPC from
observations of Class 0 protostar envelopes.

4.3.2 Constraints on the envelope of Class 0 protostars

As aforementioned, this section presents the main part of my work on the collaps-
ing prestellar cores dataset. After concluded that no interesting correlations would be
found with the ER data, I decided to try and simply compare them to sets of abun-
dances observed in various Class 0 protostars envelopes, with the aim to find possible
constraints on their respectives IPPC. In the following, I first describe the method and
the observational dataset, then continue on the presentation of a comprehensive ex-
emple of the application of the method to the envelope of IRAS 16293-2422. Finally, I
present the summary of the method applied to a sample of 12 sources.
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4.3.2.1 Presentation of the method
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Figure 4.9: Example of the 3 possible cases of constraints that can be derived from
the method with the distribution of the abundances of H2CO relative to H at the final
time of the collapse as a function of the free-fall time. The blue line represents the
TH case, the red one the case when constraints can be derived, and the green one the
inconclusive case.

Given a dataset of observed species and their respective abundances in a Class 0
protostellar envelope, the principle of the method is to compare for each species its
observed abundance to its corresponding abundance distributions in the ER for each
of the IPPC considered in this study: M0, T0, R0, ρ0 and tff. As showed in figure 4.9,
the results of such comparison can then either be one of the following:

• The observed abundance is higher than all the abundances in the ER distribution,
and no constraints can be found. I note this case TH (Too High),

• The observed abundance intersects its respective ER distributions such as only a
part of the studied IPPC range is compatible with the observations. Hence, the
resulting constraint on the IPPC values will either be a single value, an interval,
an upper limit or a lower limit. It should be noted that the latter are in fact also
intervals since they are only defined within the studied IPPC range of values (see
Reference Dataset column in table 4.1).
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• The observed abundance intersects its respective ER distributions such as all the
studied IPPC values are compatible, which means that no constraints on the IPPC
can be found within its considered range of values. I note this case IC (InConclu-
sive) in the following.

I do not characterize the case when the observed abundance is lower than all the
abundances in the ER distribution. Indeed, for a species to be observable in the gas
phase of the envelope, its abundance should be at least higher than 10−12, and most
of species ER distribution covers a range of abundances that nearly always goes well
below this limit. Hence, for each species not in the TH case, the method returns an
interval of possible values for each IPPC. The final possible intervals for the source
are then obtained for each IPPC as the intersection of all the corresponding intervals
obtained with each species.

Table 4.3: Summary of the observational dataset used for the method. Nobs is the num-
ber of observed species used.

Sources Nobs Observed species used References
IRAS 16293-2422 19 CO, HCO+, CN,

HCN, HNC, HC3N,
CH3CN, CCH, c-C3H2,
CH3CCH, H2CO,
CH3OH, CS, SO, SO2,
OCS, HCS+, H2CS,
N2H+

Schöier et al. (2002)

N1333-I2 12 CO, CS, SO, HCO+,
N2H+, HCN, HNC,
CN, HC3N, H2CO,
CH3OH, CH3CN

Jørgensen et al. (2004, 2005)

N1333-I4A,
N1333-I4B,
L1448-C,
VLA1623

11 CO, CS, SO, HCO+,
N2H+, HCN, HNC,
CN, HC3N, H2CO,
CH3OH

Jørgensen et al. (2004, 2005)

L1527, L483,
L723, L1157

10 CO, CS, SO, HCO+,
N2H+, HCN, HNC,
CN, HC3N, H2CO

Jørgensen et al. (2004, 2005)

L1448-I2 9 CO, CS, SO, HCO+,
N2H+, HCN, HNC,
CN, HC3N

Jørgensen et al. (2004)

L1551-I5 7 CO, CS, SO, HCO+,
N2H+, HNC, HC3N

Jørgensen et al. (2004)

The set of observational data used for the application of the method includes 12
Class 0 protostar envelopes toward which had been observed between 7 and 19 species
included in the chemical network. This set is summarized in table 4.3. To quantify
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the uncertainty on the observed abundance of a given species, one usually use the χ2

statistics:

χ2
�

NL∑
i�1

[ Fmod,i − Fobs,i

σi

]2
(4.23)

where Fmod,i and Fobs,i are respectively the modeled and observed integrated line
intensities and σi the uncertainty in observation i (in K.km.s−1), and NL is the number
of lines. Hence, In order to ensure consistency while taking into account uncertainties
on observed abundances, I define a systematic procedure to cope with the fact that
χ2 data on calculated abundances are not available for all observations and species.
Hence, for each species I proceed as follows:

• If the corresponding χ2 value is available, I use an error margin of a factor of 3
on the observed abundance if χ2 < 10, and of a factor of 10 if χ2

≥ 10,

• If the corresponding χ2 value is unavailable, I use the number of lines NL as a
criteria for the error margin definition, and use an error margin of a factor of 3 if
NL > 1, and of a factor of 10 otherwise.

In figure 4.10, I display a comprehensive example of the application of the method
to one species. I consider here SO2 in IRAS 16293-2422, which has an observed abun-
dance of 2.25 × 10−10, and search for constraints on the initial density of the parent
prestellar core. An error margin of a factor 3 is used because the χ2 value is 0.5 (cal-
culated with NL � 10). The figure shows that the observed abundance can only be
compatible with an initial density of the parent core between 1.20 × 105 and 8.96 × 107

part.cm−3.

4.3.2.2 Results on the envelope of IRAS 16293-2422

Table 4.4 shows the results of the application of the method to Schöier et al. (2002)’s
observations of IRAS 16293-2422. This source is an ideal example because the high
number of species considered allows to display all the interesting features that can be
found when applying the method to the other sources. Indeed, all the possible types
of constraint defined in section 4.3.2.1 are found. For example, the constraint on T0

given by CO is a single value (15 K) compatible with the upper limits given by HCO+,
SO and OCS, when the ρ0 and tff constraints given by CH3CCH and SO2 are intervals.
However, as for the other sources, it appears that the main type of constraints stays
lower or upper limits.

The result which is by far the most interesting, is that only one species gives con-
tradictory results. In the present case it is HCO+ that shows contradictory constraints
on R0, ρ0 and tff. However its high corresponding χ2 value indicates that the HCO+
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Figure 4.10: Comprehensive example of the application of the method on observed
SO2 in IRAS 16293-2422. The horizontal red line represents the observed abundance
relative to H of 2.25×10−10 and the dashed ones its uncertainty factor of 3. The light and
dark green horizontal lines respectively represent the minimal and maximal values of
the initial density ρ0 that are constrained by the observed abundance.

abundance derived from the observations is not trustworthy. Furthermore, Quénard
et al. (2018a) used 3D modeling of HCO+ and its isotopologues emission in IRAS 16293-
2422 to show that the contribution of the envelope of to the HCO+ emission is negli-
gible compared to the contribution of the outflows. Consequently, the observed abun-
dance of HCO+ is not suitable to trace the physico-chemical parameters of the enve-
lope. Moreover, if I slightly increase the uncertainty factor used for this species, the
resulting constraints agrees with the others. Table 4.5 displays the constraints obtained
with HCO+ with an uncertainty factors of 12, 13 and 15. It shows that if I use an uncer-
tainty factor of 12 or 13, the constraints on ρ0 and tff would agree with those given by
the other species, but will considerably reduce the constrained intervals for the three
IPPC considered. However, for an uncertainty factor of 15, which would still be accept-
able given the HCO+ χ2 value, the results do not change the final constraints obtained
with the other species. As it would be contradictory to increase the constraints on the
IPPC using a species for which the abundance is the least constrained, I choose to use
a uncertainty factor of 15 for HCO+.
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Table 4.4: Summary of the application of the method to Schöier et al. (2002)’s observa-
tions of IRAS 16293-2422. IC stands for InConclusive and ND means that no data were
available. Upper and lower limits are only defined within their corresponding IPPC
range of values (see table 4.1). In red are contradictory results, and in blue the final
constraints on the IPPC of the source. e is the uncertainty factor.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC 15 IC ≥ 8.96E + 04 ≤ 157.52 0.2 3 3

HCO+
≥ 2 ≤ 20 ≥ 20000 ≤2.02E+05 ≥ 105.01 10.9 3 10

CN IC IC IC IC IC 1.2 4 3
HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 2.3 3 3
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 0.2 3 3
HC3N IC IC IC ≤ 2.99E+07 ≥ 8.63 0.1 3 3

CH3CN ≥ 2 IC IC ≤ 8.96E+07 ≥ 4.98 0.9 7 3
CCH IC IC IC IC IC 0.3 4 3

c-C3H2 IC IC IC IC IC 5.7 6 3
CH3CCH ≥ 1 IC IC [1.20E+05 ; 8.96E+07] [4.98 ; 136.41] 1.7 6 3

H2CO IC IC IC ≤ 8.96E+07 ≥ 4.98 1.9 7 3
CH3OH IC IC IC IC IC 1.2 23 3

CS IC IC ≥ 5000 ≤ 3.82E+06 ≥ 24.11 0.5 3 3
SO ≥ 1 ≤ 25 IC ≤ 8.96E+07 ≥ 4.98 1.8 9 3
SO2 ≥ 1 IC IC [1.20E+05 ; 8.96E+07] [4.98 ; 136.41] 0.5 10 3
OCS IC ≤ 25 IC IC IC 1.5 7 3

HCS+ IC IC ≥ 5000 ≤ 3.23E+06 ≥ 26.25 7.0 2 3
H2CS IC IC IC ≤ 5.97E+07 ≥ 6.10 1.4 6,4 3
N2H+

≥ 1 IC IC IC IC ND 1 10
Constraints [2 ; 8] 15 [5000 ; 30000] [1.20E+05 ; 3.23E+06] [26.25 ; 136.41]

Table 4.5: Constraints given by HCO+ with slightly increased uncertainty factors (com-
pared to the one used in table 4.4).

e M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs)
12 ≥ 2 ≤ 25 ≥ 20000 ≤ 3.02E+05 ≥ 85.74
13 ≥ 2 ≤ 25 ≥ 12000 ≤ 4.67E+05 ≥ 69.02
15 IC ≤ 25 IC ≤ 7.46E+06 ≥ 17.26

It appears that the method allows to successfully give constraints on the IPPC of the
prestellar core in which IRAS 16293-2422 has formed (in blue in table 4.4). Moreover,
the fact that 94% (18/19) of the species-specific constraints agree with each other gives
confidence in this result. From an astrochemical point of view, these results, and in
particular those regarding initial density and temperature, force to reconsider the value
commonly used in chemical models to simulate the initial core in which IRAS 16293-
2422 had formed. Indeed, to this time, the common set of values used were usually
≤ 10 K for the initial temperature and a few 104 part.cm−3 for the initial density (see
for example Majumdar et al., 2017; Quénard et al., 2018b; Vidal and Wakelam, 2018).
My study reveals however that the values astrochemist should use are slightly higher,
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namely an initial density within the interval [1.20×105 ; 3.23×106] part.cm−3 and an
initial temperature of 15 K.

4.3.2.3 Summary of the results on the source sample

4.3.2.3.1 Summary per source

Table 4.6: Summary of the constraints on the IPPC obtained with the method on the 12
studied sources. The percentage of agreement (noted PA) displayed in the last column
represents the number of species agreeing with the final constraints.

Sources M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) PA
IRAS 16293 [2 ; 8] 15 [5000 ; 30000] [1.20E+05 ; 3.23E+06] [26.25 ; 136.41] 94.0%
L1448-I2 [1 ; 8] [10 ; 20] [3000 ; 30000] [8.96E+04 ; 2.58E+07] [9.28 ; 157.52] 88.9%
L1448-C [1 ; 8] 15 [5000 ; 30000] [8.96E+04 ; 5.74E+06] [19.69 ; 157.52] 90.9%
N1333-I2 4 10 30000 5.98E+04 192.92 91.7%
N1333-I4A [2 ; 8] 10 [20000 ; 30000] [5.98E+04 ; 2.01E+05] [105.01 ; 192.92] 90.9%
N1333-I4B 2 10 20000 1.01E+05 148.51 90.9%
L1527 [2 ; 8] [10 ; 15] [20000 ; 30000] [8.96E+04 ; 1.20E+05] [136.41 ; 157.52] 100%
VLA1623 [1 ; 8] 15 [5000 ; 20000] [3.02E+05 ; 7.65E+06] [17.05 ; 85.74] 90.9%
L483 [2 ; 4] 10 [20000 ; 30000] [5.98E+04 ; 1.01E+05] [148.51 ; 192.92] 90.0%
L723 4 10 30000 5.98E+04 192.92 90.0%
L1157 [2 ; 8] [10 ; 20] [20000 ; 30000] [8.96E+04 ; 1.20E+05] [136.41 ; 157.52] 90.0%
L1551-I5 [2 ; 4] 10 [20000 ; 30000] [8.96E+04 ; 1.01E+05] [148.51 ; 157.52] 85.7%

Table 4.6 presents a summary of the IPPC constraints I find for each source listed
in table 4.3 using my method (for a more comprehensive description of the results, see
appendix D). As the table shows, the main result of this study is that the method allows
to derive constraints on all the IPPC for all sources, except for R0 in the case of L1448-
I2. The latter is due to the fact that for 7 of the 9 species considered for this source
I applied an uncertainty factor of 10 because of the low quality of the corresponding
observations (see table D.1 in appendix D), making it the least constrained source of
the study.

The most unexpected result however, is that at most one species per source gives
contradictory constraints except for L1527 for which the percentage of agreement, ie the
percentage of species giving results that agree with the final constraint, is of a 100%.
Hence, the percentage of agreement for the sources considered is always higher than
85%, which confirms the effectiveness of the method to derive constraints on IPPC
from the ER. Furthermore, except in the case of IRAS 16293-2422 (see the previous
section), the species that gives contradictory constraints for the concerned sources is
always N2H+. Indeed, as can be seen in figure 4.11, N2H+ abundances distribution in
the ER as a function of T0 is such that either its observed abundance is too high and
corresponds to T0 ≥ 20 K, either it is too low, which is the case for L1527, and the re-
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sult is inconclusive. In the first case, the resulting constraint on T0 is for all concerned
sources contradictory with at least one other species constraint. This issue appears in
10 of the 11 sources from Jørgensen et al. (2004), and is believed to be mainly due to an
overestimation of N2H+ abundances because only one of its line had been observed in
all of these sources. Additionally, most protostars are believed to form in cold prestel-
lar cores which temperatures are rarely higher than 20 K (see for example Agúndez
and Wakelam, 2013, and the references therein). Therefore, I decided to ignore the con-
straint of N2H+ on T0 in my study.
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Figure 4.11: Abundances distribution of N2H+ relative to H in the ER as a function of
T0.

Table 4.6 also displays that for N1333-I2, N1333-I4B and L723, all IPPC are con-
strained to single values. These results are the direct consequence of constraints due
to one species for each source. For N1333-I4B (see table D.5 in appendix D), the con-
cerned species is CH3OH, which corresponding χ2 value is high (χ2 � 11.4), and the
results could therefore be discussed. However, the constraints of the 9 other species
agree with these values. Plus, because the source constraints obtained without CH3OH
would only be slightly larger, this result remains acceptable. For L723 and N1333-I2,
the species that gives the single value constraints is HCO+, which in both sources has a
well constrained observed abundance (respectively χ2 � 0.61 and χ2 � 0.59 with 4 and
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3 lines observed, see tables D.9 and D.3 in appendix D). Moreover, in the case of L723,
these constraints agree with those given by the 9 other species considered. In the case
of N1333-I2, the ρ0 and tff strict constraints given by HCO+ only conflict with those of
N2H+. However, as discussed above, the observed abundance of N2H+ is not well con-
strained compare to the HCO+. Furthermore because the constraints given by HCO+

agree with those of the 10 remaining species considered, I decided to solve the conflict
by ignoring the N2H+ constraints on ρ0 and tff. Overall, these single values constraints
should however be taken with caution, since this kind of results is model-dependent,
ie the direct consequences of the discretization of the parameters space in the collapse
models database.

Another interesting feature of table 4.6 is that M0 is the least constrained IPPC.
Coupled with the results found on correlation in the HCR in section 4.3.1 (see table
4.2), this result hints the complexity of obtaining constraints on the initial mass of the
parent core of forming star using chemistry. On the contrary, T0 and ρ0 (and conse-
quently tff) appear to be easily constrainable with chemistry, which makes sense since
temperature and density variation throughout star formation are two of the main pa-
rameters affecting the chemistry. Finally, regarding R0, it appears that I am able to
derive relatively precise constraints on its values which could seem puzzling at first
since the link between the chemistry of a source and the initial radius of its parent core
is not easy to apprehend. However, when studying the correlation figure between R0

and ρ0 (see figure 4.12), the anti-correlation between the two parameters is striking.
Indeed, the corresponding Spearman coefficient is very close to -1. The link between
the two IPPC is due to equation (4.10) which links the R0 to the central density ρc . This
explains the efficiency of the method on deriving constraints on R0.

Finally it seems interesting to figure out wether these constraints obtained with the
1590 cells of the ER allow to find collapse models in the reference dataset that corre-
spond to each of the sources. Table 4.7 references all the collapse models corresponding
to their respective sources, as well as the sources respective parent molecular clouds.
Note that L483, L723 and L1157 are isolated sources, ie they do not lie in a giant molec-
ular clouds.

At the first sight it looks evident that L1448-I2 is the least constrained source since
the constraints obtained on its IPPC can correspond to half of the models of the ref-
erence dataset (55/110). For the other sources however, the corresponding number of
collapse models is much lower. Indeed, for L1448-C and VLA1623, which constrained
intervals for M0, ρ0 and tff are slightly larger than other sources, I find respectively
13 and 11 corresponding collapse models, 9 of them being common between the two
sources. Among these 9 are the 8 models corresponding to IRAS 16293-2422, which
hints that these 3 sources could have formed in similar physical environments. This
similarity of the results for IRAS 16293-2422 and VLA1623 is supported by the fact that
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Figure 4.12: Correlation figure between R0 and ρ0.

both these sources originate from the ρ-Ophiuchi molecular cloud, and are therefore
likely to have form in similar environment. I also find similar results for N1333-I4A,
L1527 and L1157 which also have at least 3 corresponding models in common among
their respective 5, 5 and 7 ones, despite the fact they do not originate from the same
parent cloud. Finally, the five remaining sources only correspond respectively to one
of the collapse models of the reference dataset, and these models are either number
115 or 134. For L483 and L1551-I5, this result is rather surprising since their respec-
tive IPPC constraints are not single values as found for N1333-I2, N1333-I4B and L723,
and shows the effectiveness of the method on constraining initial physical condition
of collapse. Moreover, models 115 and 134 only differ in their initial masses and radii,
which keeps hinting the fact that low-mass protostars are formed in prestellar cores
with similar physical parameters, regardless of their respective parent clouds. Overall,
the results displays in table 4.7 could be of great interest for future chemical modeling
of the considered sources, since it gives a catalog of possible physical models of col-
lapse corresponding to these sources.

4.3.2.3.2 Summary per IPPC

In order to study the repartition of the source constraints for each IPPC, I plot for
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Table 4.7: Summary of the corresponding collapse models for each source within the
reference dataset, as well as their respective parent molecular clouds (noted PMC,
when relevant).
Sources PMC RHD model number Total number
IRAS 16293-2422 ρ-Ophiuchi 70,75,94,97,103,109,122,128 8
L1448-I2 Perseus 6-8,38-40,42-44,48-50,54-56,60-62,

67,69-71,74-76,80-82,86-88,93-94,96-
98,102-104,108-110,115,117-119,
121-123,127-129,136-138,140-142

55

L1448-C Perseus 39,70,75,81,94,97,103,109,118,122,128,137,141 13
N1333-I2 Perseus 134 1
N1333-I4A Perseus 115,117,134,136,140 5
N1333-I4B Perseus 115 1
L1527 Taurus 115,136,137,140,141 5
VLA1623 ρ-Ophiuchi 39,43,70,75,81,87,94,103,109,122,128 11
L483 - 134 1
L723 - 134 1
L1157 - 115,136-138,140-142 7
L1551-I5 Taurus 115 1

Figure 4.13: Probability mass function on the sample of 12 sources obtained for M0.

each of them their respective probability mass functions on the sample of sources.
Hence the probability of finding a low-mass protostar with a particular value of the
IPPC is calculated via:
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P(yi) �
1

Ns

Ns∑
s�1

δis
1

Ny (s)
(4.24)

where Y � {yi }i∈[1,N tot
y ] is the distribution of possible values of the IPPC considered,

Ns � 12 is the total number of sources considered, δis is the Dirac function assessing
the match between the source s and the IPPC value yi , and Ny (s) is the number of
IPPC values constrained for the source s. The corresponding plots also display in color
the contribution of each of the sources to the mass function. Consequently, in the fol-
lowing, I express the results in terms of probabilities for the sake of clarity. However,
it should be noted that these probabilities are defined for a relatively small sample of
sources (12). Therefore, the probabilities presented hereafter are likely to change for a
larger sample.

Figure 4.13 displays the results for M0 which is, as stated previously, the least con-
strained of the IPPC considered. Nevertheless, it appears that tendencies can still be
inferred from these constraints. First, the probability of finding sources with M0 < 1
M� is null, and of only of 5% for a parent prestellar core of mass M0 � 1 M�. Second,
parent cores of mass M0 � 2 M� and M0 � 4 M� corresponds to a total probability
of respectively 68%. Finally, higher mass parent cores also agree with a significant
fraction of the sources, but with a much lower probability than for the previous val-
ues, namely 26%. This repartition of the source constraints hints that low-mass stars
are born mostly from prestellar cores of masses higher than 1 M�. Furthermore, it
highlights that a large fraction of low-mass stars should form from prestellar cores of
masses within the interval [2 ; 4] M�.

Figure 4.14 shows the results obtained for R0. As discussed previously, R0 appears
relatively well constrained by the method, since only two of its possible values agree
with more than 4 of the sources with probabilities higher than 35%. These values cor-
respond to the largest parent prestellar cores considered (R0 ≥ 20000 AU), which sug-
gests that low-mass stars have a total 77% probability to be born from such large cores.
The probability for low-mass stars to form from cores with radii within the interval
[5000 ; 20000] AU is rather low (0.07×3 � 21%) compared to the previous values. How-
ever, IRAS 16293-2422 and VLA 1623 are constrained within this interval, which hints
that these sources represents particular cases of low-mass star formation. It should fi-
nally be noted that the probability to find sources corresponding to the smallest parent
prestellar core (R0 = 3000 AU) is close to 0.

The results regarding ρ0 and tff are displayed in figure 4.15. As both these param-
eters are perfectly anti-correlated, the top figure appears as the mirror of the bottom
one. One of the most interesting results regarding these IPPC is that prestellar cores
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Figure 4.14: Probability mass function on the sample of 12 sources obtained for R0.

of density > 107 part.cm−3 (respectively of tff < 17 kyrs) appear to be ruled out of the
possible parent cores of low-mass stars. Indeed, the probability of finding such sources
is only of 0.8%. Moreover, as the initial density increases (respectively tff decreases),
the probabilities decrease. Another interesting result is that 8 of the 12 sources are con-
strained within the interval [5.97×104 ; 2.02×105] part.cm−3 (respectively tff ∈ [105.01 ;
192.92] kyrs) indicating that approximately 70% of low-mass stars are born in prestellar
cores with relatively low densities and high free-fall times. However, as found for R0,
VLA 1623 and IRAS 16293-2422 appear to represent a particular type of low-mass pro-
tostars since they are incompatible with these small values and would preferentially
have formed in core with higher density between 3.02 × 105 and 3.23 × 106 part.cm−3

(respectively tff ∈ [26.25; 85.74] kyrs), interval which corresponds to a rather low prob-
ability compared to the previous one, namely 21%. This result hints that low-mass
stars can form from prestellar cores with densities (respectively free-fall times) within
a rather large range of values.

Finally, figure 4.16 displays the results for T0. This IPPC is the best constrained one,
which results in a clearer repartition of the mass function. First, temperatures above 20
K appear to be ruled out of the possible values since none of the sources agreed with
them. Second, all sources match with an initial temperature of either 10 or 15 K, corre-
sponding to a total probability of 94%. This shows a common trend among low-mass
stars to form from a low temperature parent prestellar core, and particularly cores with
T0 = 10 K. Finally, the two sources corresponding to T0 � 20 K (L1448-I2 and L1157)
are both the least constrained sources regarding initial temperature. Since the resulting
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Figure 4.15: Probability mass function on the sample of 12 sources obtained for ρ0 and
tff.

probability is only of 6%, it appears low-mass stars have a really small probability to
form in cores with temperatures as high as 20 K.

4.4 DISCUSSIONS AND SUMMARY

In the following, I discuss the dependence of my results on the models used. Another
aspect that I discuss below is the applicability of the method used in the ER to the HCR
dataset.
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Figure 4.16: Probability mass function on the sample of 12 sources obtained forT0.

4.4.1 About the modeling bias

Since I used the combination of two (physical and chemical) models, all the aforemen-
tioned results are model dependent. On the one hand, regarding the physical model,
the completeness of the chemical abundances distribution over the range of the IPPC is
limited by the discretization of the parameter space, especially for M0 and R0. A more
complete representation of these parameters could affect the results by modifying the
abundance distribution of the species considered. Future similar study would there-
fore benefit of such a completion of the parameter space. However, the fact that I can
find possible scenarii for each of the 12 sources considered in the ER study imply con-
fidence on the fact that the limits of the parameters space are large enough to represent
a significant majority of existing low-mass protostars.

On the other hand, the temperature validity domain of the NAUTILUS chemical
model, especially its lower limit of 10 K forces limitations on my study. Indeed, as
colder prestellar cores can also theoretically form low-mass protostars, the chemical
evolution of these cores (available in the original dataset of Vaytet and Haugbolle
(2017)) could also fit the sources considered in my ER study and therefore enlarge
the range of possible T0 I found. To solve this issue, complementary studies on the
modeling of the chemistry in such low-temperature regimes are still needed. Further-
more, as work remains to be conducted on the chemical network, especially for NS,
the results on the NS correlation with T0 are susceptible to change in the future. How-
ever the chemical network for CH3CN, H2CS and OCS have been completed recently
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(Vidal et al., 2017, Andron et al., submitted to MNRAS), which gives confidence in the
correlation results presented for these species.

Finally, the most important modeling bias is due to the fact that I used 1D models.
Indeed, compared to more comprehensive 2D or 3D collapse models, 1D models do not
allow to access as much detailed information, especially regarding physical structure
that form towards the center during collapse such as outflows or the centrifugal barrier
(Sakai et al., 2014). However 2D and 3D models require long computation times and
imply large amount of output data, which would not have been compatible with the
number of models and sources used in this chapter.

4.4.2 About the applicability of the method on the HCR dataset

For the sake of completeness, I also tried to apply the method developed for the ER
data on the joined TR and HCR data. Both sets were taken into account in order to
ensure an optimal fit with the observed data. Indeed, the cells of the TR are located
at radii smaller or of the same order of magnitude (tens of AU, see figure 4.4) as the
spatial resolution of the observations of hot corinos I used. These observations are the
data from Schöier et al. (2002) on the hot corinos of the binary IRAS 16293-2422 ob-
tained with their jump model, PILS data on the hot corino within IRAS 16293-2422B
(Jørgensen et al., 2016; Coutens et al., 2016; Lykke et al., 2017; Drozdovskaya et al.,
2018) and Taquet et al. (2015) COMs observations of the hot corinos N1333-I2 and I4B.
The number of species considered for each source was respectively 11, 9, 7 and 7.

Unfortunately for all sources, at least two species gave contradictory constraints on
at least two IPPC, and I was unable to derive satisfactory constraints. This failure of the
method on the TR+HCR dataset could be mostly explained by the following factors:

• An incompleteness of the gas phase high temperature network for some of the
species considered, especially COMs. Moreover, a lack of understanding of high
temperature chemical mechanism such as the formation of H2 (see Wakelam
et al., 2017, for a review on the subject) could also put uncertainties on the ob-
tained chemical abundances in this region.

• Uncertainties on the observed abundances, notably regarding beam dilution, since
the sizes of the lobe obtained with the observations are bigger or of the same or-
der of magnitude than the scale considered in the HCR. Moreover, at the consid-
ered scale, the envelopes and outflows could also alter the quality of the obser-
vations.

• The use of 1D models, since they do not allow to represent the complex physical
structures that appear during the collapse at its center, such as outflows and the
centrifugal barrier. Hence a lack of precision is expected regarding the modeling
of the inner part of the collapsing core, and consequently the HCR.
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Nevertheless, the fact that the application of the method to the TR+HCR dataset
was inconclusive does not contradict the results obtained for the ER one. In fact, I am
confident in the completeness of the NAUTILUS chemical network for the species con-
sidered in the temperatures and densities regimes of the ER. Furthermore, the spatial
scales considered in this region limit the uncertainties due to beam dilution. Finally,
the one study I found that tried to constrained IPPC was that of Jaber Al-Edhari et al.
(2017), who inferred from cyanopolyynes observations and chemical modeling that
IRAS 16293-2422 underwent a collapse with a tff ≤ 100 kyrs. By agreeing with my
own, this result is a first confirmation of the ability of constraining IPPC from chemical
study based on a large set of physical model of collapsing prestellar cores.

4.4.3 Summary

In this chapter I have presented a large scale chemical study of Class 0 protostars for-
mation, focusing on the constraint of five initial physical parameters of collapse (IPPC)
of interest: M0, T0, R0, ρ0 and tff. The study was based on a dataset of 110 1D physical
models of collapsing prestellar cores through the formation of the first and second Lar-
son’s core. From this dataset I extracted the outputs of 16 parcel of material per model,
accordingly to the validity domain of the NAUTILUS chemical model, that I treated in-
dependently from each other for statistical purposes. I then ran 0D dynamic chemical
models on each of the 1760 resulting cells.

As the initial idea of my study was to use such a large dataset to infer statistical
results, I first tried to find possible tracers of the IPPC by studying their respective cor-
relations with each of the abundance distribution of the species present in the chemical
network. In order to do so, I defined two physical regions in the protostellar envelope
from the water abundance distribution: the Envelope Region (ER) corresponding to
the 1590 cells within the outer part of the protostellar envelope (T < 100 K) and the Hot
Corino Region (HCR) corresponding to 138 cells within the hot corino (T>145 K). As
the correlation obtained for the ER were mostly inconclusive, I focused my study on
the correlation within the HCR. Despite the fact that I found no satisfactory correlations
with M0, my study shows for the four remaining IPPC T0, R0, ρ0 and tff that numerous
possible tracers were good candidates, with maximal Spearman coefficient up to more
than 0.9 in absolute value for all four. I presented the results on four of the tracer candi-
dates observed in IRAS 16293-2422 in the light of their respective chemistries: CH3CN,
H2CS, NS and OCS. H2CS was found to be a possible tracer for the free-fall time and
the initial density, while the three remaining species are found to be possible tracers of
the initial temperature of the parent prestellar core.

In order to work on the ER dataset, I also developed a simple method of compar-
ison of the abundance distributions with the observations. From this method I was
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able to derive the IPPC for 12 Class 0 protostars from observations of 7 to 19 species
towards their envelopes. Moreover, all the constraints are obtained with the percent-
age of agreement between species of more than 85%, which implies confidence in the
method and its results. The specific result obtained for each source could be of great
interest for the future modeling of their chemistry (see table 4.7). Looking at the results
for each IPPC, I was also able to derive the following probabilities for low-mass pro-
tostars. It should be noted that these probabilities are defined within the sample of 12
sources I used, and could therefore evolve using a larger sample of sources:

• The probability for them to form from parent cores with masses ≤ 1 M� appears
to be of only 5%, while the favored interval [2 ; 4] M� reaches a probability of 68%.
The outermost interval [6 ; 8] M� corresponds to a total probability of 26% and
could therefore correspond to a non-negligible number of low-mass protostars,

• The initial temperatures, which are the most constrained IPPC, are efficiently con-
strained between 10 and 15 K, with all sources agreeing with either or both val-
ues. Hence, the total probability for low-mass sources to form in prestellar cores
with such temperatures reaches 94%. This result hints that, even if it is theoret-
ically possible, low-mass star would tend not to form from hotter parent cores
(T0 ≥ 20 K),

• The initial radii are also well constrained with the method because of their corre-
lation with initial densities. The result shows that low-mass stars form preferen-
tially in vast parent prestellar cores of R0 ≥ 20000 AU, with a probability of 77%.
This limit is however very model dependent since the chosen value for R0 in the
original dataset are highly spaced when higher than 7500 AU,

• Finally, the most interesting result regarding the initial densities and the free-fall
times is that low-mass stars appear to have a ridiculously low probability (0.8%)
to form in parent prestellar cores of density higher than 107 part.cm−3 (tff < 17
kyrs). Moreover, 70% of low-mass stars appear to be born in cores with densities
within the interval [5.97×104 ; 2.02×105] part.cm−3 (respectively tff ∈ [105.01 ;
192.92] kyrs). Finally the fact that the possible values obtained for all sources
span between a few 104 and 106 part.cm−3 (20 to 192 kyrs for the free-fall time)
hints that low-mass stars can form in parent cores with various possible densities
(or free-fall times).

Another interesting results of this study is that two sources (IRAS 16293-2422 and
VLA1623) have constraints on R0, ρ0 and tff within intervals which are not the favored
ones, hinting that they could be representatives of a specific type of protostars which
forms from medium-sized prestellar cores with higher densities (respectively smaller
free-fall time) than the majority of low-mass protostars. In order to confirm this dual
trend, a similar study with a higher number of sources should be conducted.
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4. CONSTRAINING THE IPPC OF COLLAPSING PRESTELLAR CORES

Overall, the presented study gives hints on the potential of such large scale chem-
ical modeling study, notably the ability to put new constraints on the modeling of the
formation of low-mass stars, as well as finding chemical tracers of physical parameters.
Moreover, I only used here the data at the final time of the physico-chemical model,
and other results could be found using data at different timesteps. For example, one
could search chemical tracers of the elusive FHSC stage, which would help to confirm
the various observations of possible candidates for FHSC (see for example Gerin et al.,
2015; Maureira et al., 2017), and therefore suggest new hints on their physico-chemical
parameters. Finally, the constant improve of chemical models and observations should
allow to build larger datasets and precise the presented results.

144



5 CONCLUSIONS AND

PERSPECTIVES

Astrochemical studies of star formation are of particular interest because they provide
a better understanding of how the chemical composition of the Universe has evolved,
from the diffuse interstellar medium to the formation of stellar systems and the life
they can shelter. Recent advances in chemical modeling, and particularly a better un-
derstanding of grains chemistry, now allow to bring new hints on the chemistry of the
star formation process, as well as the structures it involves.

The objective of this thesis was to give a new look at the chemistry of star formation
using the recent enhancements of the NAUTILUS chemical model, such as the 3-phases
model or the process of competition between reaction and diffusion/desorption. To
that aim, I first focused on the sulphur chemistry throughout star formation, from its
evolution in dark clouds to hot cores and corinos. Afterwards, I decided to develop a
method for the derivation of the initial parameters of collapse of dark clouds via the use
of a physico-chemical database of collapse models, and comparison to observations of
Class 0 protostars.

RECONCILING SULPHUR CHEMISTRY WITH ITS ELEMEN-
TAL ABUNDANCE IN DARK CLOUDS

The first study of my thesis consisted in a review of the sulphur chemical network and
the assessment of its effect on sulphur modeling in dark clouds. In order to do so, I
added (or reviewed in the case of reactions) 46 S-bearing species to the network along
with 478 reactions in the gas phase, 305 reactions on the grains surface and 147 reac-
tions in the grains bulk. I then ran several 0D models with typical dark cloud physical
conditions. Then, I first detailed the chemistry of the reservoirs of sulphur and of the
newly implemented species of interest. Second, I studied the S-bearing species that are
the most affected by the network modifications and how their chemistries are conse-
quently modified.

In a second part, I evaluated the efficiency of the new network to reproduce ob-
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servations of dark clouds, and especially to assess if the new model could infer new
hints on the sulphur depletion problem in such objects. For that purpose, I compared
the outputs of the model to observations in the dark clouds TMC-1 (CP) and in grains
ices towards the protostar W33A using four different elemental abundances of sulphur,
ranging from the commonly used "depleted" one ([S]ini � 8 × 10−8) to the cosmic one
([S]ini � 1.5 × 10−5). It appeared from the results that the NAUTILUS chemical model
does not need a depleted elemental abundance of sulphur anymore in order to repro-
duce dark clouds observations of S-bearing species. In fact the observations are best
reproduce using as elemental abundance of sulphur its cosmic one or a value three
times lower ([S]ini � 5 × 10−6). As most of the estimations of the cosmic abundance of
sulphur lie between these two values, the NAUTILUS chemical model becomes the first
one that does not require additional depletion of sulphur. This result then allowed me
to derive new hints on the sulphur reservoirs in dark clouds. According to the model
ran with the cosmic elemental abundance of sulphur, the reservoirs of sulphur in dark
clouds are:

• S+ in the gas phase from the beginning of the model and until 2.8 × 103 years
(initial form of sulphur),

• Atomic sulphur in the gas phase between 2.8×103 and 4.6×105 years, containing
between 25 and 88% of the total amount of sulphur, depending on the age of
the cloud. During this period of time, CS also contains a significant amount of
sulphur, namely between 9 and 16%,

• HS and H2S in the grains bulk for older clouds, containing a total of more than
51% of the total amount of sulphur, that reaches more than 80% at times ≥ 2.7 ×
106 years. This shared reservoir shows a slight preference for HS between 3 and
10% of the total amount of sulphur, depending on the age of the cloud. This
result is in accordance with the upper limit on the abundance of H2S derived
from observations in grains ices.

The above results are also true when using an elemental abundance of sulphur of
[S]ini � 5 × 10−6 (3 times depleted), which also allows to reproduce observations of
S-bearing species in dark clouds. Moreover, this repartition of the sulphur aligns with
the common idea that the reservoirs of sulphur in dark clouds are either in a unobserv-
able gas phase form (such as atomic S) or trapped in grain ices under H2S form due to
successive hydrogenations of atomic S adsorbed on grains surface. Unfortunately, the
reservoirs I found are yet unobservable, especially because current instruments lack
the InfraRed sensibility needed to observe HS and H2S in grain ices.

Perspectives: The ability to reproduce observations of sulphur bearing species in
dark clouds using as elemental abundance its cosmic one paves the way to numer-
ous possible sulphur studies in star forming regions. However, to confirm my results,
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better observational constraints on H2S in grains ices is necessary. As an example, re-
garding the possible reservoirs, as the solid H2S should be released in the gas phase
during star formation, observations could be conducted in regions such as shocks or
protoplanetary disks to confirm H2S’s role of sulphur reservoir. The future launch of
the James Webb Space Telescope (JWST) should allow such a better characterization of
the sulphur reservoirs in dark clouds. More importantly, the effects of the enhance-
ment of the model as well as its sulphur network proves the importance of keeping on
updating chemical models and networks to ensure correct astrochemical modeling.

A NEW LOOK AT SULPHUR CHEMISTRY IN HOT CORES AND

CORINOS

During the second part of my thesis, I aimed to take a comprehensive look at the chem-
istry of sulphur in hot cores in the light of the results obtained in dark clouds. A
secondary objective was to assess the consequences of the geometrical and dynamical
simplification commonly used to model such complex objects. In order to do so, I first
conducted an extensive study with simple 0D models of the chemistry of the main S-
bearing species observed towards hot cores, using two pre-collapse compositions: an
evolved and a less evolved dark clouds. Then I presented and compared the results
from two types of models (1D static and 0D dynamic), in order to highlight the sensi-
tivity of chemistry to the choice of model used in astrochemical studies, especially for
hot cores.

First, my 0D extensive study highlighted five main results:

1. The total amount of reactive oxygen in the gas phase is critically depending on
the pre-collapse composition of the hot core (cf table 3.4) as well as the hot core
temperature;

2. Sulphur chemistry in hot and dense gas depends also highly on the pre-collapse
composition, mainly because of its impact on reactive atomic oxygen, carbon and
hydrogen, which all participate actively in most of the sulphur chemistry in such
environment;

3. Sulphur chemistry in hot and dense gas depends highly on the temperature,
partly because it is directly and indirectly linked with hydrocarbon evaporated
from grain ices, and their main destruction products CH2 and CH3;

4. I found efficient paths of formation of gas phase H2S that could be responsible for
its overestimation in most of the hot core results. Studies of the gas phase chem-
istry of this species need to be continued to ensure the relevance of the network.

5. I found agreement between the models ran with an evolved pre-collapse compo-
sition and the observations in Orion KL, as well as with one of the model ran with
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the less evolved pre-collapse composition and observations in the hot corino of
IRAS 16293-2422. These results suggests that using as elemental abundance of
sulphur the cosmic one, the NAUTILUS chemical model can not only reproduce
dark clouds observations but can also reproduce hot cores and corinos observa-
tions.

Second, my study of the 1D static and 0D dynamic models led to the following
conclusions:

1. The pre-collapse chemical composition of the parent cloud is a key parameter for
1D static models of sulphur chemistry in hot cores. Indeed, the computed abun-
dances showed that it can imply differences up to six orders of magnitude for a
given species in the hot core. However, the pre-collapse composition appears to
only have a small impact on the chemical composition of the envelope. Finally
the 1D model shows that a hot core that was formed from a young parent cloud
will be poor in H2S and rich in SO2, while a hot core formed from a more evolved
parent cloud would be rich in H2S and H2CS.

2. The 0D dynamic models conducted in this work revealed only small differences
between the results of the less evolved and the evolved pre-collapse chemical
composition, showing only a weak dependence of the hot core sulphur chem-
istry on the pre-collapse compositions. Indeed, for both cases the model predicts
high abundances of H2S and OCS and low abundances of SO2 and SO. However,
this result is thought to be due to the rather long free-fall time used in the model,
which would let enough time for sulphur to be adsorbed on grains and to form
mainly H2S and OCS in the envelope before thermal depletion. It is expected that
for a shorter free-fall time the differences between the two pre-collapse composi-
tion cases would be larger.

Finally, the comparison between the 1D static and 0D dynamic models displayed
large differences on the computed abundances that can go as high as six orders of mag-
nitude in the hot core. This result highlights the sensitivity to the choice of models in
astrochemical studies, especially when comparing results with observations, or with
results from other papers.

Perspectives: The extensive study of the main sulphur bearing species in hot cores
and corinos can be used as a reference for the future modeling of sulphur chemistry
in these regions. The variations of the chemical compositions with the pre-collapse
composition and the physical parameters give hints on the reasons for the differences
found in hot cores and corinos observations, and should be investigated further. More-
over, future work should focus on the importance of the free-fall time, since it could
also explain the large variety of abundances of S-bearing species observed in hot cores.

148



CONSTRAINING THE INITIAL PHYSICAL PARAMETERS OF

COLLAPSING PRESTELLAR CORES

For the final part of my thesis, I have worked on chemical study of Class 0 protostars
formation, with the aim of developing a method to constraint their initial physical
parameters of collapse (IPPC). The study was based on a dataset of 110 radiation hy-
drodynamical 1D physical models of collapsing prestellar cores through the formation
of the first and second Larson’s core. From this dataset I extracted the outputs of 16
parcels of material per model, accordingly to the validity domain of the NAUTILUS

chemical model, that I treated independently from each other for statistical purposes.
I then ran 0D dynamical chemical models on each of the 1760 resulting cells.

As the initial idea of my study was to use such a large dataset to infer statistical
results, I first tried to find possible tracers of the IPPC by studying their respective cor-
relations with each of the abundance distribution of the species present in the chemical
network. In order to do so, I defined two physical regions in the protostellar envelope
from the water abundance distribution: the Envelope Region (ER) and the Hot Corino
Region (HCR). As the correlation obtained for the ER were mostly inconclusive, I fo-
cused my study on the correlation within the HCR. Despite the fact that I found no
satisfactory correlations with M0, my study shows for the four remaining IPPC T0, R0,
ρ0 and tff that numerous possible tracers were good candidates. I presented the results
on four of the tracer candidates observed in IRAS 16293-2422 at the light of their re-
spective chemistries: CH3CN, H2CS, NS, and OCS. H2CS was found to be a possible
tracer for the free-fall time and the initial density, while the three remaining species are
found to be possible tracers of the initial temperature of the parent prestellar core.

In order to work on the ER dataset, I also developed a simple method of comparison
of the abundance distributions with the observations. From this method I was able to
derive the IPPC for 12 Class 0 protostars from observations of 7 to 19 species towards
their envelopes. Moreover, all the constraints were obtained with the percentage of
agreement between species of more than 85%, which implies confidence in the method
and its results. The specific result obtained for each source could be of great interest for
the future modeling of their chemistry. Looking at the results for each IPPC, I was also
able to derive the following probabilities for low-mass protostars. It should be noted
that these probabilities are defined within the sample of 12 sources I used, and could
therefore evolve using a larger sample of sources:

• The probability for them to form from parent prestellar cores with masses ≤ 1 M�
appears to be of only 5%, while the favored interval [2 ; 4] M� reaches a proba-
bility of 68%. The outermost interval [6 ; 8] M� corresponds to a total probability
of 26% and could therefore correspond to a non-negligible number of low-mass
protostars,
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• The initial temperatures, which are the most constrained IPPC, are efficiently con-
strained between 10 and 15 K, with all sources agreeing with either or both val-
ues. Hence, the total probability for low-mass sources to form in prestellar cores
with such temperatures reaches 94%. This result hints that, even if it is theoret-
ically possible, low-mass star would tend not to form from hotter parent cores
(T0 ≥ 20 K),

• The initial radii are also well constrained with the method because of their corre-
lation with initial densities. The result shows that low-mass stars form preferen-
tially in vast parent prestellar cores of R0 ≥ 20000 AU, with a probability of 77%.
This limit is however very model dependent since the chosen value for R0 in the
original dataset are highly spaced when higher than 7500 AU,

• Finally, the most interesting result regarding the initial densities and the free-fall
times is that low-mass stars appear to have a ridiculously low probability (0.8%)
to form in parent prestellar cores of density higher than 107 part.cm−3 (tff < 17
kyrs). Moreover, 70% of low-mass stars appear to be born in cores with densities
within the interval [5.97×104 ; 2.02×105] part.cm−3 (respectively tff ∈ [105.01 ;
192.92] kyrs). Finally the fact that the possible values obtained for all sources
span between a few 104 and 106 part.cm−3 (20 to 192 kyrs for the free-fall time)
hints that low-mass stars can form in parent cores with various possible densities.

Another interesting results of this study is that two sources (IRAS 16293-2422 and
VLA1623) have constraints on R0, ρ0 and tff within intervals which are not the favored
ones, hinting that they could be representatives of a specific type of protostars which
forms from medium-sized prestellar cores with higher densities (respectively smaller
free-fall time) than the majority of low-mass protostars considered in my sample.

Perspectives: This last study proves the potential of such large scale chemical mod-
eling study, notably the ability to put new constraints on the modeling of the formation
of low-mass stars, as well as finding chemical tracers of physical parameters. Regard-
ing the tracers of IPPC I found, simultaneous observations of CH3CN, NS and OCS
in protostellar envelopes at high angular resolution could allow to derive their respec-
tive initial temperatures of collapse T0. Moreover, I only used here the data at the final
time of the physico-chemical model, and other results could be found using data at dif-
ferent timesteps. For example, one could search chemical tracers of the elusive FHSC
stage, which would help to confirm the various observations of possible candidates for
FHSC, and therefore suggest new hints on their physico-chemical parameters. To that
purpose, I submitted a proposal of observations with the Plateau de Bure Interferome-
ter which is currently observed. Plus, as more and more observations of protostars are
conducted, studies should be conducted to enlarge the sample of sources I used and
therefore refine the probabilities. Finally, the constant improve of chemical models and
observations should allow to build larger datasets and precise the presented results.
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A SUMMARY OF SULPHUR

COMPOUNDS REACTIONS

REVIEW

In the following I present the table of reactions added or reviewed in the enhanced net-
work which results are presented in chapter 2. α, β, and γ are the coefficient used to
compute the Arrhenius-Kooij reaction rate k(T) � α(T/300)β × exp(−γ/T). Note that
in that case γ � EA. In some specific cases described below, they are used in another
formulation of the reaction rate.

For reactions between ions and neutral species with a dipole moment (indicated
by the mention "Ionpol1-2" in the comments section of the table), the reaction rate co-
efficients are computed using the Su-Chesnavich capture approach (see discussions in
Woon and Herbst, 2009; Wakelam et al., 2010). In that case the reaction rate is expressed
using two formulas, one for lower and one for higher temperatures. The temperature
at which we change formula is computed by the relation:

Tm �
µ2

D

(8αp kB)
(A.1)

where µD is the dipole moment (in statC.cm) , αp the dipole polarizability (in cm3)
and kB the Boltzmann constant (in erg.K−1). Hence the reaction rate (in cm3.molecule−1.s−1)
is computed following:

kT≤Tm � αβ(0.62 + 0.4767γ(300/T)0.5) (A.2)

kT>Tm � αβ(1 + 0.0967γ(300/T)0.5

+(γ2/10.526) (̇300/T)) (A.3)

All of these formalisms are described in Wakelam et al. (2012).



A. SUMMARY OF SULPHUR COMPOUNDS REACTIONS REVIEW

Table A.1: Table of the sulphur compounds reactions added or
reviewed in the network studied in chapter 2

N◦ Reaction α β γ References / Comments

GAS PHASE REACTIONS
1. He+ + HNCS → HNCS+ + He 0.1 3.0E-9 2.92 KIDA, Ionpol1-2 (Tm = 638 K),

→ HNC + S+ + He 0.30 3.0E-9 2.92 (Gronowski and Kolos, 2014)
→ HCN + S+ + He 0.20 3.0E-9 2.92
→ H + CN + S+ + He 0.30 3.0E-9 2.92
→ NH+ + CS + He 0.10 3.0E-9 2.92

2. He+ + HSCN → HSCN+ + He 0.20 2.8E-9 5.17 KIDA, Ionpol1-2 (Tm = 2005 K),
→ SH+ + CN + He 0.40 2.8E-9 5.17 (Gronowski and Kolos, 2014)
→ H + NCS+ + He 0.40 2.8E-9 5.17

3. He+ + HCNS → HCNS+ + He 0.10 2.7E-9 5.45 Capture rate theory,
→ HCN + S+ + He 0.30 2.7E-9 5.45 Ionpol1-2 (Tm = 2075 K)
→ HNC + S+ + He 0.20 2.7E-9 5.45
→ H + CN + S+ + He 0.20 2.7E-9 5.45
→ CH+ + NS + He 0.20 2.7E-9 5.45

4. H+ + H2S → H2S+ + H 0.85 4.51E-9 1.77 KIDA, Ionpol1-2 (Tm = 233 K),
→ HS+ + H2 0.15 4.51E-9 1.77 (Smith et al., 1992)

5. H+ + CS → CS+ + H 1.0 4.89E-9 3.28 KIDA, Ionpol1-2 (Tm = 800 K)
6. H+ + C2S → C2S+ + H 1.0 6.2E-9 4.12 KIDA, Ionpol1-2 (Tm = 800 K)
7. H+ + C3S → C3S+ + H 1.0 7.33E-9 4.39 KIDA, Ionpol1-2 (Tm = 800 K)
8. H+ + SO → SO+ + H 1.0 4.38E-9 2.93 KIDA, Ionpol1-2 (Tm = 800 K)
9. H+ + SO2 → SO+

2 + H 0.5 4.2E-9 3.1 Capture rate theory,
→ SO+ + OH 0.5 4.2E-9 3.1 Ionpol1-2 (Tm = 654 K)

10. H+ + H2CS → H2CS+ + H 0.25 5.3E-9 2.61 (Sen et al., 1992)
→ HCS+ + H2 0.50 5.3E-9 2.61
→ CS+ + H + H2 0.25 5.3E-9 2.61

11. H+ + CH3SH → CH3S+ + H2 0.50 5.5E-9 2.3 (Anicich, 2003)
→ CH+

3 + H2S 0.25 5.5E-9 2.3
→ HCS+ + H2 + H2 0.25 5.5E-9 2.3

12. H+ + HNCS → HNCS+ + H 0.40 5.9E-9 2.92 Ionpol1-2 (Tm = 638 K),
→ HNC + SH+ 0.30 5.9E-9 2.92 (Gronowski and Kolos, 2014)
→ NH + HCS+ 0.20 5.9E-9 2.92
→ H2 + NCS+ 0.10 5.9E-9 2.92

13. H+ + HSCN → HSCN+ + H 0.40 5.46E-9 5.17 Capture rate theory,
→ HCN + SH+ 0.30 5.46E-9 5.17 Ionpol1-2 (Tm = 2005 K)
→ HNC + SH+ 0.20 5.46E-9 5.17
→ H2 + NCS+ 0.10 5.46E-9 5.17

14. H+ + HCNS → HCNS+ + H 0.20 5.3E9 5.45 Capture rate theory,
→ CH+

2 + NS 0.30 5.3E-9 5.45 Ionpol1-2 (Tm = 2075 K)
→ SH+ + HCN 0.50 5.3E-9 5.45

15. H+ + NH2CHS → NH3 + HCS+ 5.0E-9 0 0 (Anicich, 2003)
→ NH2CHS+ + H 0

16. H+ + NH2CH2SH → NH3 + H3CS+ 5.0E-9 0 0 (Anicich, 2003)
→ NH2CH2SH+ + H 0
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Table A.1 – continued from previous page

N◦ Reaction α β γ Comments

17. H + SH → H2 + S 2.5E-11 0 0 (Cupitt and Glass, 1975; Peng
et al., 1999; Maiti et al., 2004;
Nicholas et al., 1979; Tiee et al.,
1981; Bradley et al., 1973).

18. H + H2S → H2 + HS 1.50E-11 0 860 (Kurylo et al., 1971; Peng et al.,
1999)

19. H + HS+
→ H2 + S+ 1.1E-10 0 0 (Millar et al., 1986)

20. H + H2S+
→ H2 + HS+ 2.2E-10 0 0 (Millar et al., 1986)

21. H + H3S+
→ H2 + H2S+ 6.0E-11 0 0 (Millar et al., 1986)

22. H + H2C2S+
→ HC2S+ + H2 1.0E-10 0 0 Capture rate theory

23. H + C2S → CH + CS 0 No exothermic bimolecular
→ S + C2H 0 exit channel leading to negli-

gible rate constant at low tem-
perature.

24. H + HCS → H2 + CS 1.5E-10 0 0 Capture rate theory
→ H2CS 0

25. H + CH3S → H2 + H2CS 3.0E-11 0 0 Capture rate theory
→ CH3 + SH 3.0E-12 0 0

26. H + CH2SH → H2 + H2CS 1.0E-11 0 0 Capture rate theory
→ CH3 + SH 1.6E-10 0 0

27. H + HC3S → H2 + C3S 1.0E-11 0 0 Capture rate theory.
→ C2H2 + CS 3.0E-11 0 0

28. H + HSO+
→ SO+ + H2 2.0E-10 0 0 By comparison with H + H2S+

→ O + H2S+ 0
→ HS+ + OH 0
→ S + H2O+ 0
→ S+ + H2O 0

29. H2 + S+
→ H + HS+ 8.0E-11 0 9860 (Millar et al., 1986),
→ H2S+ + hν 1.0E-17 -0.2 0 The H2S+ + hν rate constant is

from KIDA.
30. H2 + HS+

→ H + H2S+ 7.0E-11 0 6380 (Millar et al., 1986),
→ H3S+ + hν 1.4E-16 -0.6 0 The H3S+ + ν rate constant is

from KIDA.
31. H2 + H2S+

→ H + H3S+ 5.0E-12 0 2900 (Millar et al., 1986)
32. H2 + CS+

→ H + HCS+ 4.3E-10 0 0 (Anicich, 2003)
33. H2 + C2S+

→ H + HC2S+ 4.3E-10 0 0 Same as CS+ + H2

34. H2 + C3S+
→ H + HC3S+ 4.3E-10 0 0 Same as CS+ + H2

35. C+ + S → S+ + C 1.3E-9 0 0 KIDA
36. C+ + H2S → H2S+ + C 0.252 1.49E-9 1.77 KIDA, Ionpol1-2 (Tm = 253 K),

→ HCS+ + H 0.748 1.49E-9 1.77 (Anicich, 2003)
37. C+ + SO → CO + S+ 0.25 1.4E-9 2.93 KIDA, Ionpol1-2 (Tm = 643 K).

→ CO+ + S 0.25 1.4E-9 2.93
→ CS+ + O 0.25 1.4E-9 2.93
→ C + SO+ 0.25 1.4E-9 2.93

38. C+ + SO2 → SO+ + CO 1 1.44E-9 2.96 KIDA, Ionpol1-2 (Tm = 654
K),(Anicich, 2003)

39. C+ + CH3SH → CH+
3 + HCS 0.80 1.75E-9 2.33 Capture rate theory,
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Table A.1 – continued from previous page

N◦ Reaction α β γ Comments

→ CH3S+ + CH 0.20 1.75E-9 2.33 Ionpol1-2 (Tm = 407 K) (Ani-
cich, 2003)

40. C+ + HNCS → HNCS+ + C 0.20 1.85E-9 2.92 Ionpol1-2 (Tm = 638 K),
→ HNC+ + CS 0.80 1.85E-9 2.92 (Gronowski and Kolos, 2014)
→ CH+ + NCS 0

41. C+ + HSCN → HSCN+ + C 0.20 1.71E-9 5.17 Ionpol1-2 (Tm = 2005 K)
→ HCS+ + CN 0.80 1.71E-9 5.17 (Gronowski and Kolos, 2014)

42. C+ + HCNS → HCNS+ + C 0.20 1.6E-9 5.45 Capture rate theory,
→ HCN+ + CS 0.20 1 .6E-9 5.45 Ionpol1-2 (Tm = 2075 K)
→ HCN + CS+ 0.60 1.6E-9 5.45

43. C+ + NH2CHS → H + HCN + HCS+ 1.0 2.0E-9 5.6 Capture rate theory, Ionpol1-2
(Tm = 2000 K).

44. C+ + NH2CH2SH → CH2NH2 + HCS+ 1.0 2.0E-9 1.3 Capture rate theory, Ionpol1-2
(Tm = 142 K).

45. C+ + C2S → C2S+ + C 0.2 1.95E-9 4.12 KIDA, Ionpol1-2 (Tm = 800 K).
→ C3 + S+ 0.7 1.95E-9 4.12
→ C+

3 + S 0
→ CS + C+

2 0.1 1.95E-9 4.12
46. C+ + C3S → C3S+ + C 0.25 2.28E-9 4.39 KIDA, Ionpol1-2 (Tm = 800 K)

→ C+
4 + S 0.25 2.28E-9 4.39 (Gingerich et al., 1994)

→ C+
3 + CS 0.25 2.28E-9 4.39 (Belau et al., 2007)

→ C3 + CS+ 0.25 2.28E-9 4.39 (Hochlaf et al., 2007)
→ C+

2 + C2S 0 (Nicolas et al., 2006)
47. C + HS+

→ H + CS+ 9.9E-10 0 0 KIDA
→ S + CH+

→ CH + S+

→ HS + C+

48. C + HS → H + CS 2.0E-10 0 0 Capture rate theory
49. C + H2S+

→ H + HCS+ 1.0E-9 0 0 KIDA
50. C + H2S → HCS + H 2.5E-10 0 0 (Deeyamulla and Husain,

2006; Galland et al., 2001)
51. C + SO → CO + S 1.0E-10 0 0 Capture rate theory

→ CS + O 1.0E-10 0 0
52. C + NS → CN + S 2.0E-10 0 0 Capture rate theory
53. C + NS+

→ CN + S+ 6.0E-10 0 0 Capture rate theory
→ N + CS+ 0

54. C + SO+
→ CO + S+ 6.0E-10 0 0 Capture rate theory
→ CS + O+ 0
→ C+ + SO 0

55. C + HCO → C2O + H 2.0E-11 0 0 Capture rate theory
→ CO + CH 1.8E-10 0 0

56. C + HCS → H + C2S 2.0E-10 0 0 Capture rate theory
→ S + C2H 1.0E-10 0 0
→ CS + CH 0

57. C + H2CS → CH2 + CS 1.0E-10 0 0 (Husain and Ioannou, 1999)
→ H + HCCS 2.0E-10 0 0

58. C + CH3S → CH3 + CS 3.0E-10 0 0 Capture rate theory
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59. C + CH2SH → CH3 + CS 3.0E-10 0 0 Capture rate theory
60. C + CH3SH → CH3 + HCS 3.0E-10 0 0 (Shannon et al., 2014)
61. C + SO2 → CO + SO 8.0E-11 0 0 (Dorthe et al., 1991; Deeya-

mulla and Husain, 2006)
62. C + OCS → CS + CO 1.0E-10 0 0 (Dorthe et al., 1991; Deeya-

mulla and Husain, 2006)
63. C + HNCS → HNC + CS 1.0E-10 0 0 Capture rate theory

→ HCN + CS 1.0E-10 0 0
64. C + HSCN → HCN + CS 2.0E-10 0 0 Capture rate theory
65. C + HCNS → HCN + CS 2.0E-10 0 0 Capture rate theory
66. C + C2O → C2 + CO 2.0E-10 0 0 Capture rate theory

→ C3 + O 0
67. C + C2S → C2 + CS 2.0E-10 0 0 Capture rate theory
68. C + HCCS → H + C3S 1.0E-10 0 0 Capture rate theory

→ C2H + CS 1.0E-10 0 0
69. C + H2CCS → C2H2 + CS 3.0E-10 0 0 Capture rate theory
70. C + NH2CHS → CH2NH + CS 3.0E-10 0 0 Capture rate theory
71. C + NH2CHO → CH2NH + CO 3.0E-10 0 0 Capture rate theory
72. C + NH2CH2SH → CH3NH2 + CS 3.0E-10 0 0 Capture rate theory
73. C + C3S → C3 + CS 3.0E-10 0 0 Capture rate theory
74. C + HC3S → C2H + C2S 0 0 0 Capture rate theory

→ H + C4S 5.0E-11 0 0
→ l-C3H + CS 5.0E-11 0 0
→ c-C3H + CS 5.0E-11 0 0

75. C + C4S → C4 + CS 2.0E-10 0 0 Capture rate theory
76. CH + CS → C2S + H 1.5E-10 0 0 (Le Picard and Canosa, 1998)

→ C2H + S 5.0E-11 0 0
77. CH + C3S → H + C4S 1.0E-10 0 0 By comparison with

→ CS + l-C3H 1.0E-10 0 0 CH + alkenes, alkynes
78. CH2 + NS → HCNS + H 4.0E-11 0 0 (Fikri et al., 2002; Eshchenko

et al., 2002)
79. CH+

3 + CS → CH3CS+ + hν 1.0E-13 -1.0 0 By comparison with CH+
3 + CO

80. CH+
3 + H2S → CH3S+(CH2SH+) + H2 1.00 2.48E-10 1.77 Ionpol1-2 (Tm = 253 K) (Ani-

cich, 2003)
81. C2H + CS → C3S + H 2.0E-10 0 0 (Lander et al., 1990; Petrie,

1996)
82. C2H + C3S → H + C5S 1.0E-10 0 0 By comparison with

→ CS + C4H 1.0E-10 0 0 CH + alkenes, alkynes
83. C2H + CH3SH → C2H2 + CH3S 1.0E-10 0 0 By comparison with CN +

→ C2H2 + CH2SH 3.0E-11 0 0 CH3SH and C2H + CH3OH
84. C2H3 + CS → H + H2C3S 3.0E-12 0 300 See appendix A of Vidal et al.

(2017)
85. CN + CH3SH → HCN + CH3S 2.0E-10 0 0 (Decker and Macdonald, 2001)

→ HCN + CH2SH 7.0E-11 0 0
86. N + HS+

→ H + NS+ 7.4E-10 0 0 KIDA
→ S + NH+ 0
→ S+ + NH 0
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87. N + HS → H + NS 1.0E-10 0 0 KIDA
88. N + H2S+

→ H2 + NS+ 7.90E-10 0 0 KIDA
→ NH + HS+ 0
→ NH+ + HS 0

89. N + NS → N2 + S 4.0E-11 -0.2 20 Equal to N + NO rate constant
90. N + NS+

→ N2 + S+ 6.0E-10 0 0 Capture rate theory
91. N + SO+

→ NO+ + S 0
→ NO + S+ 0
→ O + NS+ 5.0E-11 0 0 (Fehsenfeld and Ferguson,

1973)
92. N + HCS → HCN + S 1.0E-10 0.17 0 Capture rate theory
93. N + CH3S → CH3 + NS 6.00E-11 0 0 Capture rate theory
94. N + CH2SH → HCN + H2S 6.00E-11 0 0 Capture rate theory
95. N + HCCS → HCN + CS 8.0E-11 0 0 Capture rate theory
96. N + C2S → CN + CS 3.0-11 0.17 0 Capture rate theory
97. N + HC3S → HCN + C2S 1.0E-10 0 0 Capture rate theory
98. N + C4S → CN + C3S 1.5E-11 0.17 0 Capture rate theory

→ C3N + CS 1.5E-11 0.17 0
99. NH + CS → HNC + S 1.0E-11 0 1200 See appendix A of Vidal et al.

(2017)
100. NH + HCS → HNCS + H 5.0E-11 0 0 Capture rate theory
101. NH + HCS+

→ HNCS+ + H 1.0 7.2E-10 5.1 Capture rate theory, Ionpol1-2
(Tm = 1729 K).

102. NH + CCS → HCN + CS 2.0E-11 0 0 Capture rate theory
→ HNC + CS 2.0E-11 0 0

103. NH+
2 + CS → H2NCS+ + hν 2.4E-11 -1.0 0 (Adams et al., 1980)

104. NH2 + CS → HNCS + H 1.0E-12 0 600 See appendix A of Vidal et al.
(2017)

105. NH2 + HCS+
→ H2NCS+ + H 0.998 9.0E-10 4.7 KIDA, Ionpol1-2 (Tm = 1648 K)
→ HNCSH+ + H 0.002 9.0E-10 4.7 (Gronowski and Kolos, 2014)

106. NH+
3 + CS → H2NCS+ + H 1.0E-9 -0.4 0 Capture rate theory

107. NH3 + HCS+
→ CS + NH+

4 1.0 9.5E-10 3.8 KIDA, Ionpol1-2 (Tm = 1068 K)
(Gronowski and Kolos, 2014)

108. O + HS+
→ OH + S+ 2.9E-10 0 0 KIDA
→ H + SO+ 2.9E-10 0 0

109. O + HS → H + SO 1.60E-10 0.17 0 KIDA (Cupitt and Glass, 1975).
110. O + H2S+

→ OH + HS+ 3.1E-10 0 0 KIDA
→ H2 + SO+ 3.1E-10 0 0

111. O + NS → NO + S 3.0E-11 0 0 Equal to high pressure rate
→ SO + N 0.0 constant from the

O + NO→ NO2 reaction
112. O + NS+

→ NO+ + S 6.1E-10 0 0 KIDA
→ NO + S+ 0

113. O + CH+
3 → H2 + HCO+ 2.05E-10 0 0 (Anicich, 2003)

→ H2 + HOC+ 2.05E-10 0 0 (Scott et al., 2000)
→ H2CO+ + H 1.0E-15 0 0
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114. O + CS → CO + S 2.61E-10 0 758 (Lilenfeld and Richardson,
1977)

115. O + CS+
→ CO + S+ 0 KIDA
→ CO+ + S 6.0E-11 0 0

116. O + HCS → H + OCS 1.0E-10 0 0 (Rice et al., 1993)
→ HS + CO 0 0 0 (Rice and Chabalowski, 1994)
→ OH + CS 0
→ S + HCO 0

117. O + CH3S → CH3 + SO 4.0E-11 0 0 (Ewig et al., 1987)
118. O + CH2SH → H2CO + HS 4.0E-11 0 0 (Grotheer et al., 1989)

→ H2CS + OH 4.0E-11 0 0
119. O + C2H+

3 → H2 + HC2O+ 0 0 0 (Scott et al., 2000)
→ H + H2C2O+ 8.5E-11 0 0
→ CH+

3 + CO 5.0E-12 0 0
120. O + HCNS → HCO + NS 5.0E-10 0 0 See appendix A of

→ HCN + SO 5.0E-10 0 0 Vidal et al. (2017)
121. O + HCCS → HCO + CS 1.6E-10 0 0 Capture rate theory
122. O + C2S → CS + CO 9.0E-11 0 0 (Shackleford et al., 1972; Bauer

et al., 1985)
123. O + C3S → CO + C2S 1.94E-11 0 231 KIDA.
124. O + HC3S → OH + C3S 5.0E-11 0 0 Capture rate theory

→ HCO + C2S 5.0E-11 0 0
125. O + C4S → C3S + CO 9.0E-11 0 0 Capture rate theory

→ CS + C3O 1.0E-11 0 0
126. OH + CS → OCS + H 1.7E-10 0 0 (Adriaens et al., 2010)

→ SH + CO 3.0E-11 0 0 (Rice et al., 1993)
127. OH + SO → SO2 + H 8.2E-11 0 0 (Blitz et al., 2000; Jourdain

et al., 1979)
128. OH + H2S → H2O + HS 4.0E-12 -0.2 0 (Lin et al., 1985; Mousavipour

et al., 2003; Ellingson and Truh-
lar, 2007)

129. OH + CH3SH → H2O + CH3S 8.0E-12 -0.4 0 (Hynes and Wine, 1987)
→ H2O + CH2SH 2.5E-11 -0.4 0 (Butkovskaya and Setser, 1999)

130. OH + C3S → CO + HCCS 2.0E-10 0 0 Capture rate theory
→ H + SC3O 0

131. S+ + CH → H + CS+ 1.0 1.12E-9 3.33 KIDA, Ionpol1-2 (Tm = 800 K)
132. S+ + CH2 → H + HCS+ 1.0 1.09E-9 1.41 KIDA, Ionpol1-2 (Tm = 149 K)
133. S+ + CH3 → H + H2CS+ 3.0E-10 0 0 Similar to S+ + CH4

134. S+ + CH4 → H + H3CS+ 3.0E-10 0 0 (Anicich, 2003)
→ HCS+ + H2 + H 2.0E-11 0 0

135. S+ + C2 → C + CS+ 8.1E-10 0 0 KIDA
136. S+ + C2H → H + C2S+ 1.0 1.34E-9 1.34 KIDA, Ionpol1-2 (Tm = 133 K)
137. S+ + C2H2 → H + HC2S+ 9.7E-10 0 0 (Anicich, 2003)
138. S+ + C2H4 → HCS+ + CH3 7.0E-10 0 0 (Anicich, 2003)

→ CH3CS+ + H 3.0E-10 0 0
139. S+ + c-C3H2 → H + HC3S+ 1.0 1.2E-9 5.54 Capture rate theory, Ionpol1-2

(Tm = 800 K)
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140. S+ + l-C3H2 → H + HC3S+ 1.0 1.33E-9 6.11 Capture rate theory, Ionpol1-2
(Tm = 800 K)

141. S+ + C4H → H + C4S+ 0.5 1.42E-9 1.13 KIDA, Ionpol1-2 (Tm = 94 K).
→ C3H+ + CS 0.5 1.42E-9 1.13

142. S+ + C4H2 → c-C3H+
2 + CS 1.2E-10 0 0 KIDA

→ l-C3H+
2 + CS 0 0 0

→ C4H+ + HS 0 0 0
→ H + HC4S+ 4.8E-10 0 0
→ S + C4H+

2 7.2E-10 0 0
143. S+ + NH3 → S + NH+

3 1.0 6.4E-10 3.65 Ionpol1-2 (Tm = 800 K) (Ani-
cich, 2003)

144. S+ + O2 → SO+ + O 1.8E-11 0 0 (Anicich, 2003)
145. S+ + NO → S + NO+ 1.0 4.0E-10 0.411 Ionpol1-2 (Tm = 12 K) (Anicich,

2003)
146. S+ + H2S → S+

2 + H2 0.75 8.2E-10 1.77 Ionpol1-2 (Tm = 233 K)
→ S2H + + H 0.25 8.2E-10 1.77 (Anicich, 2003)
→ H2S + + S 0

147. S + H+
3 → HS+ + H2 2.0E-9 0 0 (Milligan and McEwan, 2000)

→ H + H2S+ 0.4E-9 0 0
148. S + HCO+

→ HS+ + CO 3.30E-10 0 0 KIDA
149. S + N2H+

→ HS+ + N2 1.1E-9 0 0 KIDA
150. S + CH+

→ H + CS+ 4.7E-10 0 0 KIDA
→ C + HS+ 4.7E-10 0 0
→ CH + S+ 4.7E-10 0 0

151. S + CH+
3 → H2 + HCS+ 1.40E-9 0 0 KIDA

→ H2CS+ + H 0
152. S + CH+

5 → HS+ + CH4 1.30E-9 0 0 KIDA
153. S + C2H+

2 → S+ + C2H2 5.0E-10 0 0 Capture rate theory
→ H + HC2S+ 5.0E-10 0 0

154. S + C2H+
3 → H2 + HC2S+ 0 Capture rate theory

→ H + H2C2S+ 1.0E-9 0 0
→ CH+

3 + CS 0
155. S + C2H+

4 → H + H2 + HC2S+ 0 (Anicich, 2003)
→ CH3 + HCS+ 1.0E-10 0 0
→ CH+

3 + HCS 0
→ C2H+

3 + HS 0
→ H + CH3CS+ 1.0E-10 0 0
→ H2 + H2C2S+ 1.0E-10 0 0

156. S + c-C3H+
2 → H + HC3S+ 1.0E-9 0 0 KIDA

→ C2H + HCS+ 0
157. S + l-C3H+

2 → H + HC3S+ 1.0E-9 0 0 KIDA
→ C2H + HCS+ 0

158. S + t-C3H+
2 → H + HC3S+ 1.0E-9 0 0 KIDA

→ C2H + HCS+ 0
159. S + c-C3H+

3 → H2 + HC3S+ 1.0E-10 0 0 See appendix A of
→ H + H2C3S+ 0 Vidal et al. (2017)
→ CS + C2H+

3 0
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→ HCS+ + C2H2 4.0E-10 0 0
160. S + l-C3H+

3 → H2 + HC3S+ 1.0E-10 0 0 See appendix A of
→ H + H2C3S+ 2.0E-10 0 0 Vidal et al. (2017)
→ CS + C2H+

3 0
→ HCS+ + C2H2 2.0E-10 0 0

161. S + CH → CS + H 1.4E-10 0 0 Capture rate theory
162. S + CH2 → HCS + H 1.4E-10 0 0 (Zhang et al., 2004)

→ CS + H2 0
163. S + CH3 → H2CS + H 1.4E-10 0 0 KIDA
164. S + C2 → CS + C 2.0E-10 0 0 Capture rate theory
165. S + C2H → C2S + H 1.0E-10 0 0 Capture rate theory

→ CS + CH
166. S + C2H3 → H + H2CCS 6.0E-11 0 0 Capture rate theory

→ CH3 + CS 4.0E-11 0 0
→ SH + C2H2 1.0E-11 0 0

167. S + l-C3H → CS + C2H 7.0E-11 0 0 (Flores et al., 2001, 2002)
→ C3S + H 3.0E-11 0 0

168. S + c-C3H → CS + C2H 5.0E-11 0 0 (Flores et al., 2002)
→ C3S + H 5.0E-11 0 0

169. S + l,t-C3H2 → C2H2 + CS 1.0E-10 0 0 Capture rate theory
→ C2H2 + CS 0 0 0
→ HC3S + H 1.0E-10 0 0

170. S + c-C3H2 → C2H2 + CS 1.0E-10 0 0 See appendix A of
→ C2H2 + CS 0 Vidal et al. (2017)
→ HC3S + H 1.0E-10 0 0

171. S + C4 → C3 + CS 1.0E-10 0 0 Capture rate theory
172. S + C4H → CS + l-C3H 5.0E-11 0 0 Capture rate theory

→ C4S + H 5.0E-11 0 0
173. S + C6 → C5 + CS 1.0E-10 0 0 Capture rate theory
174. S + C2N → CS + CN 7.0E-11 0.17 0 Capture rate theory
175. S + H2CN → SH + HCN 3.0E-11 0 0 Radical-radical reaction

→ SH + HNC 0 0 0 leading to direct H atom
→ H + HCNS 3.0E-11 0 0 abstraction and H + HCNS

through H2CNS formation
176. S + C3N → CS + C2N 1.0E-10 0 0 Capture rate theory

→ C2S + CN 0
177. S + C4N → CS + C3N 7.0E-11 0.17 0 Capture rate theory
178. S + C2S → CS + CS 1.0E-10 0 0 Capture rate theory
179. S + NH → NS + H 1.0E-10 0 0 Capture rate theory
180. S + NH2 → NS + H2 0 HNS + H exit channel may be

→ HNS + H endothermic and NS + H2

may involve high exit transi-
tion state. Back dissociation of
the H2NS complex, first step of
the reaction, is then likely fa-
vored and we neglect this reac-
tion
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181. S + OH → SO + H 6.6E-11 0 0 (Jourdain et al., 1979)
182. S + H2O+

→ SO+ + H2 4.0E-10 0 0 Capture rate theory
→ O + H2S+ 0 0 0
→ HS+ + OH 4.0E-10 0 0
→ H + HSO+ 0 0 0
→ S+ + H2O 2.0E-10 0 0

183. S + O2 → SO + O 2.0E-12 -0.6 0 (Lu et al., 2004).
184. S + CO+

→ CO + S+ 1.1E-9 0 0 KIDA
185. S + HCO → H + OCS 8.0E-11 0 0 (Loison et al., 2012)

→ SH + CO 4.0E-11 0 0
186. S + CCO → CO + CS 1.0E-10 0 0 (Loison et al., 2012)

→ C + OCS 0
187. S + C4S → C3S + CS 1.0E-10 0 0 Capture rate theory
188. S + CH3O → CH3 + SO 4.0E-11 0 0 (Ewig et al., 1987)
189. S + CH2OH → H2CO + HS 4.0E-11 0 0 (Grotheer et al., 1989)

→ H2CS + OH 4.0E-11 0 0
190. HS+ + H2O → S + H3O+ 1 8.5E-10 5.41 KIDA
191. HS+ + HNC → HNCS+ + H 0.1 1.04E-9 6.41 Capture rate theory,

→ HSCN+ + H 0 1.04E-9 6.41 Ionpol1-2 (Tm = 800 K)
→ HCNH+ + S 0.9 1.04E-9 6.41

192. HS+ + HCN → HNCS+ + H 0 Capture rate theory,
→ HCNH+ + S 1.0 9.53E-10 6.62 Ionpol1-2 (Tm = 800 K)

193. H2S+ + HNC → HNCSH+ + H 0.1 9.97E-10 6.41 Capture rate theory,
→ HCNH+ + SH 0.9 9.97E-10 6.41 Ionpol1-2 (Tm = 800 K)
→ H3S+ + CN 0

194. H2S+ + HCN → HCNH+ + SH 1.0 9.46E-10 6.62 Capture rate theory, Ionpol1-2
(Tm = 800 K).

195. H2S + H+
3 → H2 + H3S+ 1 2.67E-9 1.77 KIDA

196. H2S + H3O+
→ H2O + H3S+ 1 1.27E-9 1.77 KIDA

197. H2S + HCO+
→ CO + H3S+ 1 1.12E-9 1.77 KIDA

198. CO + HSO+
→ SO + HCO+ 1.0E-9 0 0 (Hunter and Lias, 1998; Cheng

et al., 1997)
199. H2O + HSO+

→ SO + H3O+ 2.0E-9 0 0 Capture rate theory
200. SO + H+

3 → H2 + HSO+ 1.0 2.58E-9 2.93 KIDA
201. SO + HCO+

→ CO + HSO+ 1.0E-9 0 1500 (Hunter and Lias, 1998; Cheng
et al., 1997)

202. C3S + H+
3 → HC3S+ + H2 1.0 4.29E-9 4.39 Capture rate theory, Ionpol1-2

(Tm = 800 K).
203. C3S + H3O+

→ HC3S+ + H2O 1.0 1.88E-9 4.39 Capture rate theory, Ionpol1-2
(Tm = 800 K).

204. C3S + HCO+
→ HC3S+ + CO 1.0 1.61E-9 4.39 Capture rate theory, Ionpol1-2

(Tm = 800 K).
205. CH3SH + H+

3 → H2 + CH3SH+
2 1 3.2E-9 2.3 Capture rate theory, Ionpol1-2

(Tm = 407 K).
206. CH3SH + H3O+

→ H2O + CH3SH+
2 1 1.5E-9 2.3 Capture rate theory, Ionpol1-2

(Tm = 407 K).
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207. CH3SH + HCO+
→ CO + CH3SH+

2 1 1.3E-9 2.3 Capture rate theory, Ionpol1-2
(Tm = 407 K).

208. HNCS + H+
3 → H2NCS+ + H2 0.50 3.47E-9 2.92 KIDA, Ionpol1-2 (Tm = 638 K),

→ HNCSH+ + H2 0.50 3.47E-9 2.92 (Gronowski and Kolos, 2014)
209. HSCN + H+

3 → H2SCN+ + H2 0.50 3.20E-9 5.17 KIDA, Ionpol1-2 (Tm = 2005 K),
→ HNCSH+ + H2 0.50 3.20E-9 5.17 (Gronowski and Kolos, 2014)

210. HCNS + H+
3 → H2CNS+ + H2 0.50 3.10E-9 5.45 Capture rate theory,

→ HCNSH+ + H2 0.50 3.10E-9 5.45 Ionpol1-2 (Tm = 2075 K)
211. HNCS + HCO+

→ H2NCS+ + CO 0.50 1.32E-9 2.92 KIDA, Ionpol1-2 (Tm = 638 K),
→ HNCSH+ + CO 0.50 1.32E-9 2.92 (Gronowski and Kolos, 2014)

212. HSCN + HCO+
→ H2SCN+ + CO 0 1.18E-9 5.17 KIDA, Ionpol1-2 (Tm = 2005 K),
→ HNCSH+ + CO 1.00 1.18E-9 5.17 (Gronowski and Kolos, 2014)

213. HCNS + HCO+
→ H2CNS+ + CO 0.50 1.22E-9 5.45 Capture rate theory,
→ HCNSH+ + CO 0.50 1.22E-9 5.45 Ionpol1-2 (Tm = 2075 K)

214. H2CCS + H+
3 → CH3CS+ + H2 1.0 2.90E-9 2.39 Capture rate theory, Ionpol1-2

(Tm = 145 K).
215. H2CCS + HCO+

→ CH3CS+ + CO 1.0 1.17E-9 2.39 Capture rate theory, Ionpol1-2
(Tm = 145 K).

216. NH2CHS + H+
3 → NH2CHSH+ + H2 1.0 3.68E-9 5.6 Capture rate theory,

→ NH3CHS+ + H2 0 Ionpol1-2 (Tm = 2075 K)
→ NH+

3 HCS+ + H2 0
217. NH2CHS + HCO+

→ NH2CHSH+ + CO 1.0 1.40E-9 5.6 Capture rate theory, Ionpol1-2
(Tm = 2075 K).

218. NH2CH2SH + H+
3 → NH3CH2SH+ + H2 1.0 3.66E-9 1.4 Capture rate theory, Ionpol1-2

(Tm = 142 K).
219. NH2CH2SH + HCO+

→ NH3CH2SH+ + CO 1.0 1.39E-9 1.4 Capture rate theory, Ionpol1-2
(Tm = 142 K).

220. S+ + e− → S + hν 3.9E-12 -0.63 0 KIDA
221. HS+ + e− → H + S 2.0E-7 -0.5 0 KIDA
222. H2S+ + e− → H + HS 1.5E-7 -0.5 0 KIDA

→ H + H + S 1.5E-7 -0.5 0
→ H2S + hν 1.1E-10 -0.7 0

223. H3S+ + e− → H + H2S 4.8E-8 -0.86 0 (Kamińska et al., 2008)
→ H2 + HS 4.2E-8 -0.86 0
→ H + H + HS 1.6E-7 -0.86 0
→ H + H2 + S 2.8E-8 -0.86 0

224. HSO+ + e− → H + SO 1.0E-7 -0.5 0 Capture rate theory
→ HS + O 5.0E-8 -0.5 0
→ H + S + O 5.0E-8 -0.5 0

225. HCS+ + e− → S + CH 7.86E-7 -0.57 0 (Montaigne et al., 2005)
→ H + CS 1.84E-7 -0.57 0
→ H + C + S 0

226. H3CS+ + e− → H + H2CS 2.2E-7 -0.78 0 (Hamberg et al., 2007)
→ H + H + HCS 2.2E-7 -0.78 0
→ H + H2 + CS 2.2E-7 -0.78 0
→ CH2 + SH 3.8E-8 -0.78 0
→ H2S + CH 1.5E-8 -0.78 0

227. CH3SH+
2 + e− → CH3 + H2S 8.0E-8 -0.59 0 (Geppert et al., 2006)
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→ CH3 + SH + H 4.5E-7 -0.59 0
→ CH2 + H + H2S 1.9E-7 -0.59 0
→ CH3SH + H 2.7E-8 -0.59 0
→ CH3S + H2 5.3E-8 -0.59 0
→ H2CS + H2 + H 5.9E-8 -0.59 0

228. HC2S+ + e− → H + C2S 1.5E-7 -0.5 0 See appendix A of
→ CH + CS 7.5E-8 -0.5 0 Vidal et al. (2017)
→ C2H + S 7.5E-8 -0.5 0

229. H2C2S+ + e− → H + HCCS 1.5E-7 -0.5 0 See appendix A of
→ H + H + C2S 1.0E-8 -0.5 0 Vidal et al. (2017)
→ CH2 + CS 1.5E-7 -0.5 0

230. CH3CS+ + e− → H + H2CCS 1.5E-7 -0.5 0 See appendix A of
→ CH3 + CS 1.5E-7 -0.5 0 Vidal et al. (2017)

231. NH3CHS+ + e− → NH3 + CS + H 2.0E-7 -0.5 0 See appendix A of
→ H + NH2CHS 1.0E-7 -0.5 0 Vidal et al. (2017)
→ H2S + HCN + H 1.0E-7 -0.5 0

232. HC3S+ + e− → H + C3S 1.0E-7 -0.5 0 See appendix A of
→ C2H + CS 1.0E-7 -0.5 0 Vidal et al. (2017)
→ CH + C2S 1.0E-7 -0.5 0

233. H2C3S+ + e− → H + HC3S 1.0E-7 -0.5 0 See appendix A of
→ CH2 + C2S 1.0E-7 -0.5 0 Vidal et al. (2017)
→ C2H2 + CS 1.0E-7 -0.5 0

234. HC4S+ + e− → H + C4S 1.0E-7 -0.5 0 See appendix A of
→ CH + C3S 1.0E-7 -0.5 0 Vidal et al. (2017)
→ C2H + C2S 1.0E-7 -0.5 0
→ l-C3H + CS 1.0E-7 -0.5 0
→ C4H + S 1.0E-7 -0.5 0

235. HNCS+ + e− → HNC + S 1.0E-7 -0.5 0 See appendix A of
→ HCN + S 5.0E-7 -0.5 0 Vidal et al. (2017)
→ NH + CS 1.5E-7 -0.5 0

236. HCNS+ + e− → S + HCN 1.5E-7 -0.5 0 See appendix A of
→ CH + NS 1.5E-7 -0.5 0 Vidal et al. (2017)

237. HSCN+ + e− → HS + CN 1.5E-7 -0.5 0 See appendix A of
→ S + HCN 1.5E-7 -0.5 0 Vidal et al. (2017)

238. H2NCS+ + e− → HNCS + H 1.7E-7 -0.5 0 See appendix A of
→ HSCN + H 1.3E-7 -0.5 0 Vidal et al. (2017)
→ NH2 + CS 3.0E-7 -0.5 0

239. HNCSH+ + e− → HNCS + H 1.5E-7 -0.5 0 Similar reasons than for
→ HSCN + H 1.5E-7 -0.5 0 H2NCS+ + e−

→ HNC + SH 1.5E-7 -0.5 0
→ HCN + SH 1.5E-7 -0.5 0

240. H2SCN+ + e− → HSCN + H 1.6E-7 -0.5 0 Similar reasons than for
→ HNCS + H 1.4E-7 -0.5 0 H2NCS+ + e−

→ H2S + CN 2.0E-7 -0.5 0
→ H + SH + CN 2.0E-7 -0.5 0

241. H2CNS+ + e− → HCNS + H 1.0E-7 -0.5 0 See appendix A of
→ CH2 + NS 3.0E-7 -0.5 0 Vidal et al. (2017)
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→ H + HCN + S 2.0E-7 -0.5 0
242. HCNSH+ + e− → HCNS + H 1.0E-7 -0.5 0 See appendix A of

→ HCN + SH 3.0E-7 -0.5 0 Vidal et al. (2017)
→ H + CN + SH 2.0E-7 -0.5 0

243. NH2CHSH+ + e− → NH2CHS + H 1.5E-7 -0.5 0 See appendix A of
→ NH2 + H2CS 1.5E-7 -0.5 0 Vidal et al. (2017)
→ NH3 + HCS 1.5E-7 -0.5 0
→ NH3 + H + CS 1.5E-7 -0.5 0

244. NH3CH2SH+ + e− → NH2CH2SH + H 1.0E-7 -0.5 0 See appendix A of
→ NH3 + CH2SH 1.0E-7 -0.5 0 Vidal et al. (2017)
→ NH3 + H2CS + H 4.0E-7 -0.5 0

GRAIN SURFACE REACTIONS
245. C + s-H2S → s-H2CS 1.0 0 0 (Ruaud et al., 2015)
246. s-H + s-S → s-HS 1.0 0 0 See appendix A of Vidal et al.

(2017)
247. s-H + s-HS → s-H2S 1.0 0 0 See appendix A of Vidal et al.

(2017)
248. s-H + s-H2S → s-H2 + s-HS 1.0 0 860 (Kurylo et al., 1971; Peng et al.,

1999).
249. s-H + s-CS → s-HCS 1.0 0 1000 See appendix A of Vidal et al.

(2017)
250. s-H + s-HCS → s-H2CS 1.0 0 0 See appendix A of

→ s-H2 + s-CS 0 Vidal et al. (2017)
251. s-H + s-H2CS → s-CH3S 0.5 0 1200 See appendix A of

→ s-CH2SH 0.5 0 800 Vidal et al. (2017)
→ s-H2 + s-HCS 0

252. s-H + s-CH3S → s-CH3SH 1.0 0 0 See appendix A of Vidal et al.
(2017)

253. s-H + s-CH2SH → s-CH3SH 1.0 0 0 See appendix A of Vidal et al.
(2017)

254. s-H + s-CH3SH → s-CH2SH + s-H2 0 (Kerr et al., 2015)
→ s-CH3S + s-H2 0.5 0 800 (Martin et al., 1988)
→ s-CH3 + s-H2S 0.5 0 1600

255. s-H + s-HNCS → s-NH2CS 0.4 0 3600 See appendix A of
→ s-HNCSH 0.4 0 2600 Vidal et al. (2017)
→ s-HNCHS 0.2 0 5400
→ s-HNC + s-SH 0 0 2600

256. s-H + s-HSCN → s-HSCHN 0.3 0 4000 See appendix A of
→ s-HNCSH 0.5 0 4000 Vidal et al. (2017)
→ s-HCN + s-SH 0.2 0 4000
→ s-HNC + s-SH 0 0 4000
→ s-H2S + s-CN 0

257. s-H + s-NH2CS → s-NH2CHS 0.6 0 0 See appendix A of
→ s-H2 + s-HNCS 0.4 0 0 Vidal et al. (2017)

258. s-H + s-HNCSH → s-HNCHSH 0.6 0 0 See appendix A of
→ s-HNCS + s-H2 0.3 0 0 Vidal et al. (2017)
→ s-HSCN + s-H2 0.1 0 0

259. s-H + s-HNCHS → s-NH2CHS 0.3 0 0 See appendix A of
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→ s-HNCHSH 0.3 0 0 Vidal et al. (2017)
→ s-HNCS + s-H2 0.4 0 0

260. s-H + s-HSCHN → s-HNCHSH 0.6 0 0 See appendix A of
→ s-HSCN + s-H2 0.4 0 0 Vidal et al. (2017)

261. s-H + s-NH2CHS → s-NH2CH2S 1 0 1000 Same as H + H2CS reaction
262. s-H + s-HNCHSH → s-NH2CHSH 1 0 1000 Same as H + H2CS reaction
263. s-H + s-NH2CH2S → s-NH2CH2SH 1 0 0 See appendix A of Vidal et al.

(2017)
264. s-H + s-NH2CHSH → s-NH2CH2SH 1 0 0 See appendix A of Vidal et al.

(2017)
265. s-H + s-SO → s-HSO 1 0 0 We supposed no barrier for H

addition by comparison with
H + O2 reaction.

266. s-H + s-HSO → s-HSOH 0 See appendix A of
→ s-H2SO 0 Vidal et al. (2017)
→ s-HS + s-OH 1.0 0 0
→ s-H2 + s-SO 0
→ s-HS + s-H2O 0
→ s-O + s-H2S 0

267. s-H + s-C2S → s-HCCS 1.0 0 0 See appendix A of Vidal et al.
(2017)

268. s-H + s-HCCS → s-H2CCS 1.0 0 0 See appendix A of Vidal et al.
(2017)

269. s-H + s-C3S → s-HC3S 1.0 0 800 See appendix A of Vidal et al.
(2017)

270. s-H + s-HC3S → s-H2C3S 1.0 0 0 See appendix A of Vidal et al.
(2017)

271. s-N + s-HS → s-H + s-NS 1.0 0 0 See appendix A of Vidal et al.
(2017)

272. s-N + s-NS → s-S + s-N2 1.0 0 0 See appendix A of Vidal et al.
(2017)

273. s-N + s-HCS → s-HNCS 0.5 0 0 See appendix A of
→ s-HSCN 0.5 0 0 Vidal et al. (2017)

274. s-NH + s-CS → s-HNCS 1.0 0 1200 See appendix A of Vidal et al.
(2017)

275. s-NH + s-HCS → s-NHCHS 1.0 0 0
276. s-NH2 + s-CS → s-NH2CS 1.0 0 800 See appendix A of Vidal et al.

(2017)
277. s-NH2 + s-HCS → s-NH2CHS 1.0 0 0 See appendix A of Vidal et al.

(2017)
278. s-O + s-HS → s-HSO 1.0 0 0 See appendix A of Vidal et al.

(2017)
279. s-O + s-SO → s-SO2 1.0 0 0 See appendix A of Vidal et al.

(2017)
280. s-O + s-HCS → s-H + s-OCS 0.6 0 0 See appendix A of

→ s-HS + s-CO 0.4 0 0 Vidal et al. (2017)
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281. s-O + s-NS → s-S + s-NO 1.0 0 0 See appendix A of Vidal et al.
(2017)

282. s-S + s-HCO → s-H + s-OCS 0.6 0 0 (Rice et al., 1993)
→ s-HS + s-CO 0.4 0 0 (Rice and Chabalowski, 1994)

283. s-OH + s-CH3SH → s-CH2SH + s-H2O 0 (Atkinson et al., 2004)
→ s-CH3S + s-H2O 1.0 0 0
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B INITIAL PARAMETERS OF THE

RADIATION HYDRODYNAMIC

MODELS

In this appendix, I present a summary of the dataset of RHD models from Vaytet and
Haugbolle (2017) that I use in chapter 4. In table A.1 ,the models of the reference dataset
that I obtained in section 4.2.2.1 are displayed in black font, while the discarded models
(T0 = 5K) are displayed in red. For each model, the table gives the five initial physical
parameters of collapse (IPPC) of interest: M0, T0, R0, ρ0 and tff.

Table B.1: Summary of the dataset of RHD models and
their respective IPPC.

Model n◦ M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs)
1 0.2 5 3000 2.99E+06 27.26
2 0.5 5 3000 7.46E+06 17.26
3 0.5 10 3000 7.46E+06 17.26
4 0.5 15 3000 7.46E+06 17.26
5 1.0 5 3000 1.49E+07 12.20
6 1.0 10 3000 1.49E+07 12.20
7 1.0 15 3000 1.49E+07 12.20
8 1.0 20 3000 1.49E+07 12.20
9 1.0 25 3000 1.49E+07 12.20
10 1.0 30 3000 1.49E+07 12.20
11 2.0 5 3000 2.99E+07 8.63
12 2.0 10 3000 2.99E+07 8.63
13 2.0 15 3000 2.99E+07 8.63
14 2.0 20 3000 2.99E+07 8.63
15 2.0 25 3000 2.99E+07 8.63
16 2.0 30 3000 2.99E+07 8.63
17 4.0 5 3000 5.97E+07 6.10
18 4.0 10 3000 5.97E+07 6.10
19 4.0 15 3000 5.97E+07 6.10
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Model n◦ M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs)
20 4.0 20 3000 5.97E+07 6.10
21 4.0 25 3000 5.97E+07 6.10
22 4.0 30 3000 5.97E+07 6.10
23 6.0 5 3000 8.96E+07 4.98
24 6.0 10 3000 8.96E+07 4.98
25 6.0 15 3000 8.96E+07 4.98
26 6.0 20 3000 8.96E+07 4.98
27 6.0 25 3000 8.96E+07 4.98
28 6.0 30 3000 8.96E+07 4.98
29 8.0 5 3000 1.19E+08 4.31
30 8.0 10 3000 1.19E+08 4.31
31 8.0 15 3000 1.19E+08 4.31
32 8.0 20 3000 1.19E+08 4.31
33 8.0 25 3000 1.19E+08 4.31
34 8.0 30 3000 1.19E+08 4.31
35 0.5 5 5000 1.61E+06 37.13
36 0.5 10 5000 1.61E+06 37.13
37 1.0 5 5000 3.23E+06 26.25
38 1.0 10 5000 3.23E+06 26.25
39 1.0 15 5000 3.23E+06 26.25
40 1.0 20 5000 3.23E+06 26.25
41 2.0 5 5000 6.45E+06 18.56
42 2.0 10 5000 6.45E+06 18.56
43 2.0 15 5000 6.45E+06 18.56
44 2.0 20 5000 6.45E+06 18.56
45 2.0 25 5000 6.45E+06 18.56
46 2.0 30 5000 6.45E+06 18.56
47 4.0 5 5000 1.29E+07 13.13
48 4.0 10 5000 1.29E+07 13.13
49 4.0 15 5000 1.29E+07 13.13
50 4.0 20 5000 1.29E+07 13.13
51 4.0 25 5000 1.29E+07 13.13
52 4.0 30 5000 1.29E+07 13.13
53 6.0 5 5000 1.94E+07 10.72
54 6.0 10 5000 1.94E+07 10.72
55 6.0 15 5000 1.94E+07 10.72
56 6.0 20 5000 1.94E+07 10.72
57 6.0 25 5000 1.94E+07 10.72
58 6.0 30 5000 1.94E+07 10.72
59 8.0 5 5000 2.58E+07 9.28
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60 8.0 10 5000 2.58E+07 9.28
61 8.0 15 5000 2.58E+07 9.28
62 8.0 20 5000 2.58E+07 9.28
63 8.0 25 5000 2.58E+07 9.28
64 8.0 30 5000 2.58E+07 9.28
65 0.5 5 7500 4.78E+05 68.20
66 1.0 5 7500 9.56E+05 48.23
67 1.0 10 7500 9.56E+05 48.23
68 2.0 5 7500 1.91E+06 34.10
69 2.0 10 7500 1.91E+06 34.10
70 2.0 15 7500 1.91E+06 34.10
71 2.0 20 7500 1.91E+06 34.10
72 2.0 25 7500 1.91E+06 34.10
73 4.0 5 7500 3.82E+06 24.11
74 4.0 10 7500 3.82E+06 24.11
75 4.0 15 7500 3.82E+06 24.11
76 4.0 20 7500 3.82E+06 24.11
77 4.0 25 7500 3.82E+06 24.11
78 4.0 30 7500 3.82E+06 24.11
79 6.0 5 7500 5.74E+06 19.69
80 6.0 10 7500 5.74E+06 19.69
81 6.0 15 7500 5.74E+06 19.69
82 6.0 20 7500 5.74E+06 19.69
83 6.0 25 7500 5.74E+06 19.69
84 6.0 30 7500 5.74E+06 19.69
85 8.0 5 7500 7.65E+06 17.05
86 8.0 10 7500 7.65E+06 17.05
87 8.0 15 7500 7.65E+06 17.05
88 8.0 20 7500 7.65E+06 17.05
89 8.0 25 7500 7.65E+06 17.05
90 8.0 30 7500 7.65E+06 17.05
91 1.0 5 12000 2.33E+05 97.61
92 2.0 5 12000 4.67E+05 69.02
93 2.0 10 12000 4.67E+05 69.02
94 2.0 15 12000 4.67E+05 69.02
95 4.0 5 12000 9.34E+05 48.80
96 4.0 10 12000 9.34E+05 48.80
97 4.0 15 12000 9.34E+05 48.80
98 4.0 20 12000 9.34E+05 48.80
99 4.0 25 12000 9.34E+05 48.80
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100 4.0 30 12000 9.34E+05 48.80
101 6.0 5 12000 1.40E+06 39.85
102 6.0 10 12000 1.40E+06 39.85
103 6.0 15 12000 1.40E+06 39.85
104 6.0 20 12000 1.40E+06 39.85
105 6.0 25 12000 1.40E+06 39.85
106 6.0 30 12000 1.40E+06 39.85
107 8.0 5 12000 1.87E+06 34.51
108 8.0 10 12000 1.87E+06 34.51
109 8.0 15 12000 1.87E+06 34.51
110 8.0 20 12000 1.87E+06 34.51
111 8.0 25 12000 1.87E+06 34.51
112 8.0 30 12000 1.87E+06 34.51
113 1.0 5 20000 5.04E+04 209.00
114 2.0 5 20000 1.01E+05 148.51
115 2.0 10 20000 1.01E+05 148.51
116 4.0 5 20000 2.02E+05 105.01
117 4.0 10 20000 2.02E+05 105.01
118 4.0 15 20000 2.02E+05 105.01
119 4.0 20 20000 2.02E+05 105.01
120 6.0 5 20000 3.03E+05 85.74
121 6.0 10 20000 3.02E+05 85.74
122 6.0 15 20000 3.02E+05 85.74
123 6.0 20 20000 3.02E+05 85.74
124 6.0 25 20000 3.02E+05 85.74
125 6.0 30 20000 3.02E+05 85.74
126 8.0 5 20000 4.03E+05 74.25
127 8.0 10 20000 4.03E+05 74.25
128 8.0 15 20000 4.03E+05 74.25
129 8.0 20 20000 4.03E+05 74.25
130 8.0 25 20000 4.03E+05 74.25
131 8.0 30 20000 4.03E+05 74.25
132 2.0 5 30000 2.98E+04 272.83
133 4.0 5 30000 5.97E+04 192.92
134 4.0 10 30000 5.97E+04 192.92
135 6.0 5 30000 8.96E+04 157.52
136 6.0 10 30000 8.96E+04 157.52
137 6.0 15 30000 8.96E+04 157.52
138 6.0 20 30000 8.96E+04 157.52
139 8.0 5 30000 1.19E+05 136.41
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140 8.0 10 30000 1.19E+05 136.41
141 8.0 15 30000 1.19E+05 136.41
142 8.0 20 30000 1.19E+05 136.41
143 8.0 25 30000 1.19E+05 136.41
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C CORRELATIONS IN THE HOT

CORE REGION

Hereafter I present an extensive description of the correlations between the species of
the network and the initial physical parameters of collapse (IPPC) in the Hot Corino
Region (HCR) defined in section 4.3.1.2. Table C.1 displays the species which are best
correlated with the IPPC T0, R0, ρ0 and tff, ie with a Spearman’s coefficient of |ρS | > 0.6.
I do not display the results for M0 since no significant correlations were found (see
section 4.3.1.2).

Table C.1: Summary of the species in the HCR which are best cor-
related with the IPPC T0, R0, ρ0 and tff, ie with a Spearman’s coef-
ficient of |ρS | > 0.6.

T0 R0 ρ0 tff

Species ρS Species ρS Species ρS Species ρS

HCOOH 0.953 H2CCS 0.910 e− 0.830 H2CCS 0.983
NH2CHO 0.940 HC4N 0.891 HCl 0.809 c−H2C3O 0.953
C3H6OH+ 0.939 c−H2C3O 0.887 Si 0.793 CH3CHS 0.95
CH3NH2

+ 0.924 H2C3S 0.878 OH− 0.782 CCl 0.95
CH3NH2 0.919 CH3CHS 0.866 CH3

+ 0.776 HC4N 0.948
NH2CH2O+ 0.915 HC6N 0.861 NH3

+ 0.769 H2C3S 0.937
H2NC+ 0.913 C3S 0.858 OH+ 0.737 HCCS 0.933

PH2 0.912 CCl 0.850 NH2
+ 0.737 HC6N 0.924

HCOOH+ 0.896 H2C2S+ 0.849 H 0.737 C4S 0.918
CH3OCH3 0.893 c−H2C3OH+ 0.847 H2

+ 0.729 C3S 0.917
H3C4NH+ 0.888 CH3C6H 0.847 Cl 0.719 H2C2S+ 0.907
CH3O2

+ 0.875 HCCS 0.846 H2O+ 0.710 c−H2C3OH+ 0.906
C2H6CO+ 0.874 HC8N 0.843 OH 0.709 CH3C6H 0.902

CH3COCH3 0.874 C5O 0.841 PH3
+ 0.691 CH2NH 0.9

CH3C3N 0.861 CH3CS+ 0.838 C10
− 0.687 C6H6 0.899

SiH4 0.857 C6H6 0.833 FeH 0.683 H2CSiCH 0.895
C2H6 0.856 C4S 0.833 F 0.657 CH3CHSH+ 0.894

H2CCO 0.847 H2C3O 0.831 HC3NH+ 0.657 HC8N 0.893
C7O 0.843 CH2CHCHCH2 0.831 C5N 0.656 CH3CS+ 0.887

C2H6
+ 0.840 CH3CHSH+ 0.824 CH3OH2

+ 0.653 H2C3O 0.886
CH3OCH3

+ 0.838 HCCNC 0.823 CH3 0.651 CH2CHCHCH2 0.884
C4H3

+ 0.836 C2H3CO+ 0.816 l−C3H3
+ 0.647 HCSi 0.875

HCN 0.835 H2CSiCH 0.812 H+ 0.646 C5O 0.874
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T0 R0 ρ0 tff

Species ρS Species ρS Species ρS Species ρS

C2O+ 0.834 C5H2 0.811 C3H8 0.629 C5H3 0.867
CH3CN+ 0.833 CH3C4H 0.801 C3H4

+ 0.625 C2H3CO+ 0.867
CH2CN+ 0.814 C5H3 0.799 SiO 0.620 c−HCCHSi 0.867

HCCP 0.812 C4H2 0.798 He+ 0.605 C5H2 0.864
HNSi 0.808 C5H4 0.795 NH2 0.603 C4H2 0.862

C2HO+ 0.808 c−HCCHSi 0.789 H3
+ 0.602 HCCNC 0.862

PH 0.806 CH2NH 0.781 - - GRAIN0 0.846
GRAIN− 0.805 HC4S+ 0.778 - - HC4S+ 0.845

CCP 0.795 C4N 0.776 - - C6H3 0.842
CH3NH3

+ 0.793 HCSi 0.776 - - CH3C4H 0.836
CCO 0.790 CH2CHC2H 0.772 - - SiS 0.822

HC7O+ 0.772 C6H3 0.768 - - C8H3 0.818
H2SiO 0.769 C3

− 0.761 - - C4S+ 0.816
FeH 0.764 HCNCC 0.758 - - CH2CHC2H 0.816

H2NCO+ 0.759 HNC 0.757 - - NaH2O+ 0.813
PCH2

+ 0.747 C4S+ 0.753 - - HONC 0.802
CCN 0.742 GRAIN0 0.753 - - C5H4 0.791
CP 0.742 CCS 0.749 - - C7H3 0.789

HCCO 0.739 C8H3 0.748 - - C4N 0.788
C2H5OH2

+ 0.738 HC5N 0.747 - - l−SiC3 0.783
HCP 0.738 CH2CHCN 0.746 - - HCCCHS 0.779

C2H5OH+ 0.727 HCCCHS 0.744 - - C6H2 0.778
CH3CO+ 0.723 Na+ 0.744 - - HCNCC 0.778

CH3CH2OH 0.721 C6H2 0.740 - - HNC 0.773
C9O 0.718 SiS 0.739 - - C9H3 0.773

CH3CN 0.713 NaH2O+ 0.738 - - c−SiC2 0.773
C4H7

+ 0.712 c−SiC2 0.728 - - CH2CHCN 0.772
CH3OCH4

+ 0.697 C7H2 0.722 - - CCS 0.769
CO2 0.689 C8H2 0.721 - - HC3S 0.767

C3H9
+ 0.687 C7H3 0.713 - - C3

− 0.767
OCN 0.682 HC3S+ 0.712 - - Na+ 0.763
H2S2

+ 0.681 C9H3 0.712 - - SiC3H 0.76
HNCO 0.681 H2C5N+ 0.712 - - t−C3H2 0.759

SiN 0.680 SiC 0.710 - - C3H7 0.752
H2 0.679 HCCSi 0.706 - - SiC 0.752

CH3CNH+ 0.677 HC3S 0.706 - - C7H2 0.751
H3S3

+ 0.674 t−C3H2 0.703 - - HC5N 0.75
C9H4

+ 0.673 HONC 0.698 - - C8H2 0.75
HCN+ 0.669 C3H3N+ 0.698 - - HCNOH+ 0.729
HCS2

+ 0.663 l−SiC3 0.697 - - H2CNO+ 0.726
CH 0.651 C3H3NH+ 0.687 - - HC3S+ 0.722
O2

+ 0.650 SiC3H 0.681 - - C3H5 0.714
HNC+ 0.650 C6H4 0.672 - - C3H3N+ 0.713

HCNH+ 0.646 C9N 0.671 - - Na 0.713
HC2NCH+ 0.644 HCCCHSH+ 0.670 - - HCCSi 0.709

CN 0.640 C8H4
+ 0.669 - - H2C5N+ 0.7

C2H3
+ 0.638 C9H2 0.654 - - C3H3NH+ 0.699
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Table C.1 – continued from previous page

T0 R0 ρ0 tff

Species ρS Species ρS Species ρS Species ρS

NH+ 0.637 HC7N 0.651 - - HC3O 0.694
C 0.636 HC3O 0.651 - - C9N 0.688

H2CCO+ 0.636 HCNOH+ 0.644 - - C8H4
+ 0.687

HSO2
+ 0.635 H2CNO+ 0.642 - - MgH 0.686

HNCS+ 0.635 C8H4 0.638 - - Fe 0.684
C6N 0.632 HC9N 0.636 - - HCCCHSH+ 0.679
CS2 0.631 Na 0.635 - - C9H2 0.664

c−C3H2
+ 0.629 NC4N 0.616 - - HCNO 0.655

C2H2
+ 0.629 C3H5 0.614 - - SiH 0.637

H3C6NH+ 0.627 C3H7 0.606 - - SiH2 0.636
MgH2 0.625 - - - - NH2CH2O 0.633

SO2 0.624 - - - - H2CS 0.633
HNCOH+ 0.620 - - - - C6H4 0.624
CH2NH2 0.617 - - - - N2O 0.624

C3P 0.617 - - - - HC7N 0.614
HSS 0.608 - - - - SiC2CH3 0.611

H2CO+ 0.607 - - - - CH2SH 0.607
C2H4

+ 0.606 - - - - HC9N 0.602
C10 0.606 - - - - - -

H2C6N+ 0.604 - - - - - -
H2CCN 0.602 - - - - - -

- - - - HC9N -0.603 - -
- - - - CH2SH -0.606 - -
- - - - SiC2CH3 -0.611 - -
- - - - HC7N -0.615 - -
- - - - N2O -0.624 - -
- - - - C6H4 -0.625 - -
- - - - H2CS -0.630 - -
- - - - NH2CH2O -0.633 - -
- - - - SiH2 -0.635 - -
- - - - SiH -0.636 - -
- - - - HCNO -0.654 - -
- - - - C9H2 -0.664 - -
- - - - HCCCHSH+ -0.677 - -
- - - - Fe -0.683 - -
- - - - MgH -0.685 - -
- - - - C8H4

+ -0.687 - -
- - - - C9N -0.688 - -
- - - - HC3O -0.692 - -
- - - - C3H3NH+ -0.700 - -
- - - - H2C5N+ -0.700 - -
- - - - HCCSi -0.711 - -
- - - - C3H5 -0.712 - -
- - - - Na -0.712 - -
- - - - C3H3N+ -0.714 - -
- - - - HC3S+ -0.720 - -
- - - - H2CNO+ -0.725 - -
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C. CORRELATIONS IN THE HOT CORE REGION

Table C.1 – continued from previous page

T0 R0 ρ0 tff

Species ρS Species ρS Species ρS Species ρS

- - - - HCNOH+ -0.728 - -
- - - - C7H2 -0.749 - -
- - - - C8H2 -0.749 - -
- - - - HC5N -0.751 - -
- - - - C3H7 -0.751 - -
- - - - SiC -0.754 - -
- - - - t−C3H2 -0.759 - -
- - - - SiC3H -0.761 - -
- - - - Na+ -0.763 - -
- - - - HC3S -0.765 - -
- - - - C3

− -0.767 - -
- - - - CCS -0.768 - -
- - - - CH2CHCN -0.773 - -
- - - - C9H3 -0.773 - -
- - - - HNC -0.773 - -
- - - - c−SiC2 -0.775 - -
- - - - C6H2 -0.777 - -
- - - - HCCCHS -0.777 - -

H2CS -0.605 - - HCNCC -0.779 - -
HNO -0.608 - - l−SiC3 -0.784 - -
OCS+ -0.612 - - C7H3 -0.789 - -

SiC2CH3 -0.613 - - C4N -0.789 - -
SiH -0.621 - - C5H4 -0.792 - -

H3CS+ -0.626 - - HONC -0.801 - -
HONC -0.634 - - NaH2O+ -0.814 - -
H2CO -0.635 - - C4S+ -0.816 - -
NaOH -0.661 - - CH2CHC2H -0.817 - -
HOCS+ -0.670 - - C8H3 -0.818 - -

H2O -0.676 - - SiS -0.821 - -
HCNO -0.697 - - CH3C4H -0.837 - -
SiC3H5 -0.705 - - C6H3 -0.842 - -
PCH3

+ -0.713 - - HC4S+ -0.845 - -
H2S -0.717 - - GRAIN0 -0.846 - -

CH3O -0.736 - - C4H2 -0.862 H3
+ -0.602

CH3CHO -0.756 - - HCCNC -0.862 NH2 -0.604
CH3OH -0.760 - - C5H2 -0.863 He+ -0.605

MgH -0.762 - - c−HCCHSi -0.867 SiO -0.618
Fe -0.764 - - C2H3CO+ -0.867 C3H4

+ -0.624
H2CNS+ -0.791 - - C5H3 -0.867 C3H8 -0.631
HCNSH+ -0.791 - - HCSi -0.874 H+ -0.646

HOCN -0.801 - - C5O -0.875 l−C3H3
+ -0.646

NHCHO -0.801 - - CH2CHCHCH2 -0.885 CH3 -0.651
CO -0.802 - - H2C3O -0.886 CH3OH2

+ -0.653
CH5

+ -0.806 - - CH3CS+ -0.887 C5N -0.656
CH2SH -0.810 - - CH3CHSH+ -0.892 HC3NH+ -0.656

SiH2 -0.810 - - HC8N -0.893 F -0.657
CH4

+ -0.812 - - H2CSiCH -0.895 FeH -0.684
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Table C.1 – continued from previous page

T0 R0 ρ0 tff

Species ρS Species ρS Species ρS Species ρS

HSCN -0.823 - - C6H6 -0.899 C10
− -0.687

HSCHN -0.823 - - CH2NH -0.900 PH3
+ -0.692

NS -0.835 - - CH3C6H -0.903 OH -0.709
NS+ -0.840 - - H2C2S+ -0.907 H2O+ -0.711

P -0.841 - - c−H2C3OH+ -0.907 Cl -0.718
HNS+ -0.841 - - C4S -0.917 H2

+ -0.729
HOCHN -0.849 PH3

+ -0.600 C3S -0.917 H -0.737
OCS -0.869 CH3

+ -0.616 HC6N -0.924 NH2
+ -0.737

SiH3 -0.872 C5N -0.617 HCCS -0.933 OH+ -0.737
SiCH3 -0.878 SiO -0.617 H2C3S -0.937 NH3

+ -0.769
HCNS -0.890 HC3NH+ -0.618 HC4N -0.948 CH3

+ -0.776
NH3 -0.902 OH− -0.640 CH3CHS -0.949 OH− -0.781

HSSH -0.943 e− -0.711 CCl -0.950 Si -0.793
CH4 -0.970 Si -0.733 c−H2C3O -0.954 HCl -0.809

CH2OH -0.978 HCl -0.736 H2CCS -0.983 e− -0.83
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D CONSTRAINTS ON THE IPPC
FOR EACH SOURCES

In this appendix, I display the detailed results of the application of the method de-
scribed in section 4.3.2.1 to all the sources considered in table 4.2 with the exception of
IRAS 16293-2422, which results are displayed in table 4.4. Hence, the following tables
are the same as table 4.4 but for respectively L1448-I2, L1448-C, N1333-I2, N1333-I4A,
N1333-I4B, L1527, VLA1623, L483, L723, L1157, and L1551-I5. In these table, IC stands
for InConclusive and ND means that no data were available. Upper and lower limits
are only defined within their corresponding IPPC range of values (see table 4.1). In red
are contradictory results, and in blue the final constraints on the IPPC of the source. e
is the uncertainty factor.

Table D.1: Summary of the application of the method to Jørgensen et al. (2004)’s obser-
vations of L1448-I2.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 20 IC IC IC ND 4 3
CS IC IC IC IC IC ND 3 10
SO IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10

HCO+ IC IC IC ≤2.58E+07 ≥ 9.28 ND 1 10
N2H+

≥1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
HNC IC IC IC IC IC ND 2 3
CN IC IC IC ≤ 5.97E+07 ≥ 6.10 0.13 4 3

HC3N IC IC IC ≤ 5.97E+07 ≥ 6.10 ND 1 10
Constraints [1 ; 8] [10 ; 20] [3000 ; 30000] [8.96E+04 ; 2.58E+07] [9.28 ; 157.52]



D. CONSTRAINTS ON THE IPPC FOR EACH SOURCES

Table D.2: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of L1448-C.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC 15 IC ≥ 8.96E+04 ≤ 157.52 2.1 4 3
CS IC IC ≥ 5000 ≤ 5.74E+06 ≥ 19.69 2.6 2 3
SO IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10

HCO+ IC IC IC IC IC 0.21 4 3
N2H+ IC ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HCN ≥ 1 IC IC ≤ 8.96E+07 ≥ 4.98 2.5 3 3
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 1.94E+07 ≥ 10.72 2.4 4 3

HC3N IC IC IC ≤ 5.97E+07 ≥ 6.10 ND 1 10
H2CO IC IC ≥ 5000 ≤ 7.65E+06 ≥ 17.05 1.2 3 3

CH3OH IC IC IC IC IC ND 1 10
Constraints [1 ; 8] 15 [5000 ; 30000] [8.96E+04 ; 5.74E+06] [19.69 ; 157.52]

Table D.3: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of N1333-I2.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 15 IC IC IC 3.9 4 3
CS IC IC ≥ 5000 ≤ 3.82E+06 ≥ 24.11 0.91 2 3
SO ≥ 1 ≤ 25 IC ≤ 8.96E+07 ≥ 4.98 1.3 2 3

HCO+ 4 10 30000 5.98E+04 192.92 0.59 4 3
N2H+

≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 7.1 3 3
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 5.97E+07 ≥ 6.10 2.3 4 3

HC3N IC IC IC ≤ 2.98E+07 ≥ 8.63 ND 1 10
H2CO IC IC IC ≤ 8.96E+07 ≥ 4.98 0.63 3 3

CH3OH IC IC IC IC IC 20.4 8 10
CH3CN ≥ 2 IC IC ≤ 8.96E+07 ≥ 4.98 8.5 4 3

Constraints 4 10 30000 5.98E+04 192.92

Table D.4: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of N1333-I4A.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 20 IC IC IC 0.7 4 3
CS IC IC IC ≤ 5.97E+07 ≥ 6.10 0.019 2 3
SO ≥ 1 ≤ 25 IC ≤ 8.96E+07 ≥ 4.98 0.66 2 3

HCO+
≥ 2 ≤ 20 ≥ 20000 ≤ 2.01E+05 ≥ 105.01 1.2 3 3

N2H+
≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10

HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 18 3 10
HNC IC IC IC IC IC ND 2 3
CN IC IC IC IC IC 1.4 4 3

HC3N IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
H2CO IC IC IC ≤ 8.96E+07 ≥ 4.98 0.59 3 3

CH3OH ≥ 2 10 ≥ 5000 ≤ 2.58E+07 ≥ 9.28 4.5 7 3
Constraints [2 ; 8] 10 [20000 ; 30000] [5.98E+04 ; 2.01E+05] [105.01 ; 192.92]
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Table D.5: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of N1333-I4B.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 20 IC IC IC 0.3 4 3
CS IC IC IC ≤ 5.97E+07 ≥ 6.10 1.1 2 3
SO ≥ 1 ≤ 25 IC ≤ 8.96E+07 ≥ 4.98 0.82 2 3

HCO+
≥ 2 ≤ 20 ≥ 20000 ≤ 1.20E+05 ≥ 136.41 2.7 2 3

N2H+
≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10

HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 1.9 3 3
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 8.96E+07 ≥ 4.98 1.5 4 3

HC3N IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
H2CO ≥ 1 IC ≥ 7500 ≤ 9.56E+05 ≥ 48.23 6.2 3 3

CH3OH 2 10 20000 1.01E+05 148.51 11.4 7 10
Constraints 2 10 20000 1.01E+05 148.51

Table D.6: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of L1527.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 15 IC ≥ 8.96E+04 ≤ 157.52 1.0 4 3
CS IC IC IC ≤ 8.96E+07 ≥ 4.98 2.9 4 3
SO IC IC IC ≤ 8.96E+07 ≥ 4.98 1.4 2 3

HCO+
≥ 2 ≤ 20 ≥ 20000 ≤ 1.20E+05 ≥ 136.41 0.41 5 3

N2H+
≥ 1 IC IC IC IC ND 1 10

HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 1.94E+07 ≥ 10.72 0.93 4 3

HC3N ≥ 1 IC IC ≤ 2.99E+07 ≥ 8.62 ND 1 10
H2CO IC IC ≥ 5000 ≤ 7.65E+06 ≥ 17.05 7.7 3 3

Constraints [2 ; 8] [10 ; 15] [20000 ; 30000] [8.96E+04 ; 1.20E+05] [136.41;157.52]

Table D.7: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of VLA1623.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC 15 IC ≥ 8.96E+04 ≤ 157.52 0.01 4 3
CS IC IC ≥ 5000 ≤ 3.82E+06 ≥ 24.11 2.6 2 3
SO ≥ 1 ≤ 25 ≤ 20000 [3.02E+05 ; 8.96E+07] [4.98 ; 85.74] 1.6 3 3

HCO+ IC IC IC IC IC 2.0 3 3
N2H+

≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 2.98E+07 ≥ 8.62 2.0 4 3

HC3N IC IC IC ≤ 2.98E+07 ≥ 8.62 ND 1 10
H2CO IC IC ≥ 5000 ≤ 7.65E+06 ≥ 17.05 0.061 3 3

CH3OH IC IC IC IC IC ND 1 10
Constraints [1 ; 8] 15 [5000 ; 20000] [3.02E+05 ; 7.65E+06] [17.05 ; 85.74]
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D. CONSTRAINTS ON THE IPPC FOR EACH SOURCES

Table D.8: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of L483.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 20 IC IC IC 1.1 4 3
CS IC IC IC ≤ 8.96E+07 ≥ 4.98 1.7 2 3
SO IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10

HCO+ [2 ; 4] 10 ≥ 20000 ≤ 1.01E+05 ≥ 148.51 0.63 4 3
N2H+

≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 1.0 3 3
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 2.99E+07 ≥ 8.63 2.3 4 3

HC3N IC IC IC ≤ 5.97E+07 ≥ 6.10 ND 1 10
H2CO IC IC ≥ 5000 ≤ 1.61E+06 ≥ 37.13 ND 1 10

Constraints [2 ; 4] 10 [20000 ; 30000] [5.98E+04 ; 1.01E+05] [148.51 ; 192.92]

Table D.9: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of L723.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 20 IC IC IC 2.5 4 3
CS IC IC IC ≤ 8.96E+07 ≥ 4.98 13 2 10
SO ≥ 1 IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10

HCO+ 4 10 30000 5.98E+04 192.92 0.61 3 3
N2H+

≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HCN IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
CN IC IC IC ≤ 2.99E+07 ≥ 8.63 1.8 4 3

HC3N ≥ 1 IC IC ≤ 2.99E+07 ≥ 8.63 ND 1 10
H2CO IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10

Constraints 4 10 30000 5.98E+04 192.92

Table D.10: Summary of the application of the method to Jørgensen et al. (2004, 2005)’s
observations of L1157.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 20 IC IC IC 3.3 4 3
CS IC IC IC IC IC ND 1 10
SO ≥ 1 IC IC ≤ 8.96E+07 ≥ 4.98 0.25 3 3

HCO+
≥ 2 ≤ 20 ≥ 20000 ≤ 1.20E+05 ≥ 136.41 0.29 2 3

N2H+
≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10

HCN IC IC IC IC IC ND 1 10
HNC IC IC IC IC IC ND 2 3
CN IC IC IC IC IC 1.1 4 3

HC3N IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 1 10
H2CO IC IC IC IC IC 3.9 3 3

Constraints [2 ; 8] [10 ; 20] [20000 ; 30000] [8.96E+04 ; 1.20E+05] [136.41 ; 157.52]
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Table D.11: Summary of the application of the method to Jørgensen et al. (2004)’s ob-
servations of L1551-I5.

Species M0 (M�) T0 (K) R0 (AU) ρ0 (part.cm−3) tff (kyrs) χ2 NL e
CO IC ≤ 15 IC IC IC 1.3 4 3
CS IC IC IC ≤ 8.96E+07 ≥ 4.98 0.64 4 3
SO ≥ 1 IC IC ≤ 8.96E+07 ≥ 4.98 0.95 2 3

HCO+ [2 ; 4] 10 ≥ 20000 ≤ 1.01E+05 ≥ 148.51 1.3 2 3
N2H+

≥ 1 ≥ 20 IC ≥ 8.96E+04 ≤ 157.52 ND 1 10
HNC IC IC IC ≤ 8.96E+07 ≥ 4.98 ND 2 3
HC3N IC IC IC ≤ 5.97E+07 ≥ 6.10 ND 1 10

Constraints [2 ; 4] 10 [20000 ; 30000] [8.96E+04 ; 1.01E+05] [148.51 ; 157.52]
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E ACRONYMS AND SYMBOLS

Table E.1: Table of acronyms

Acronyms Definition

BE Bonnor-Ebert
COMs Complex Organic Molecules
CR Cosmic Ray
DFT Density Functional Theory
DR Dissociative Recombination
EDC Evolved Dark Cloud
ER Envelope Region
FHSC First HydroStatic Core
HCR Hot Core Region
IC InConclusive
IPPC Initial Physical Parameters of Collapse
IR InfraRed
IRAM Institut de RadioAstronomie Millimétrique
ISM InterStellar Medium
KIDA KInetic Database for Astrochemistry
LEDC Low Evolved Dark Cloud
MP2 2nd order Møller-Plesset method
ND No Data
PMC Parent Molecular Cloud
PA Percentage of Agreement
QCISD Quadratic Configuration Interaction Calculation with Single and

Double excitations and a triples excitation contribution
RHD Radiation HydroDynamical
SHSC Second HydroStatic Core
TH Too High
TR Transitional Region
UV Ultra Violet



E. ACRONYMS AND SYMBOLS

Table E.2: Table of symbols

Symbols Definitions Units (when relevant)

α Pre-exponential factor of the Arrhenius law cm3.s−1

αp Dipole polarizability cm3

β Factor for the Arrhenius-Kooij law -
γ Factor for the Arrhenius-Kooij law (=EA in

that case) or the Su-Chesnavich capture ap-
proach rate constant expressions

-

γD Density contrast -
δis Dirac function assessing the match be-

tween source s and IPPC value yi

-

ε Recombination efficiency -
εM Mass ratio -
ζCR CR ionization rate s−1

κi j Efficiency of the reaction between species i
and j

-

µ Mean atomic weight -
µD Dipole moment statC.cm
ξ Dimensionless radius of the BE sphere -
ρ Density of the BE sphere g.cm−3

ρ0 Initial external density of the BE sphere g.cm−3 or part.cm−3

ρc Initial central density of the BE sphere g.cm−3

ρS Spearman’s correlation coefficient -
σg Cross section of a grain cm2

σi Uncertainty in observation i K.km.s−1

χ2 χ2 statistic -
AV Visual extinction mag
b-X Species X in the grains bulk -
cs Isothermal sound speed m.s−1

D Distance of disagreement -
Dmin Minimum of distance of disagreement -
ds Density of chemisorption sites on a grain sites.cm−2

e Uncertainty factor -
e− Electron -
EA Activation energy/barrier K
ED Diffusion energy K
Fmod Modeled integrated line intensity K.km.s−1

Fobs Observed integrated line intensity K.km.s−1

G Gravitational constant m3.kg−1.s−2

k Rate constant cm3.s−1
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Symbols Definitions Units (when relevant)

kB Boltzmann constant m2.kg.s−2.K−1

mH Hydrogen atom mass g
M0 Initial prestellar core mass M�
MBE Mass of the critical BE sphere M�
n(X) Concentration of species X part.cm−3

ng Number density of grains part.cm−3

nH Total proton density part.cm−3

Nbulk Number of bulk mono-layer -
NL Number of observed lines -
NML Total number of mono-layer on grains -
Nsurf Number of surface mono-layer -
Nobs Number of observed species -
Ns Number of sources -
Ny (s) Number of IPPC values constrained for

source s
-

Pabs Probability of absorption of each mono-
layer of ice

-

P0 External pressure of the prestellar core -
r Radius AU
rc Characteristic radius AU
rg Grains core radius µm
R0 Initial radius of the BE sphere AU
Rc Radius of the innermost cell of the La-

grangian grid
AU

RHC Hot core radius AU
s Source -
S Sticking coefficient -
s-X Species X on the grains surface -
t Time kyrs
tBF Best-fit time kyrs
t f Final time of collapse kyrs
tff Free-fall time kyrs
T Temperature K
T0 Initial temperature of the BE sphere K
Tgas Gas temperature K
Tm Transitional temperature for the expres-

sions ionpol1-2
K

v Reaction rate part.cm−3.s−1

vH Thermal velocity of hydrogen atoms cm.s−1

X Species -
[X] Abundance of species X -
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E. ACRONYMS AND SYMBOLS

Symbols Definitions Units (when relevant)

[X]ini Elemental abundance of species X -
[X]obs Observed abundance of species X -

188



F INTRODUCTION

F.1 REVISITER LA CHIMIE ...

F.1.1 Généralités

L’espace n’est pas vide. Même le milieu le moins dense de la galaxie, qui remplit
l’espace entre les étoiles, appelé milieu interstellaire (ci-après MIS), est en réalité com-
posé de gaz et de poussières, dont les fractions massiques représentent respectivement
99% et 1% de la masse totale du MIS (Lequeux, 2005; Draine, 2011). Le gaz interstel-
laire est sous forme ionique, atomique et moléculaire et est principalement composé
des éléments les plus légers de l’Univers, à savoir l’hydrogène (H) et l’hélium (He),
représentant respectivement 70% et 28% de la masse totale du MIS. Les éléments plus
lourds tels que le carbone (C), l’azote (N), l’oxygène (O), le soufre (S), le magnésium
(Mg), le fer (Fe), le silicium (Si) ou l’argon (Ar) ne représentent que 2% de la masse
totale du MIS (voir la figure F.1). La poussière interstellaire est quant à elle princi-
palement composée de silicates, de carbone amorphe et de glaces. Cette composition
évolue au travers de différentes phases caractérisées par l’état de sa matière constitu-
tive. La discipline dédiée à l’étude de cette évolution chimique du MIS est appelée
l’astrochimie.

L’astrochimie est l’une des nombreuses branches de l’astrophysique. Elle consiste
en l’étude des éléments chimiques qui composent l’Univers, au carrefour de l’astronomie
et de la chimie. En particulier, elle se concentre sur la formation et la destruction
des molécules, ainsi que leurs interactions avec les radiations, les grains de poussière
interstellaires et entre elles. L’astrochimie s’inscrit dans le contexte plus général de
l’astrobiologie, qui étudie l’origine des composants moléculaires nécessaires à la Vie
dans les environnements extraterrestres. Dans ce contexte, les études astrochimiques
se concentrent principalement sur les différentes structures du processus de formation
des systèmes stellaires, en utilisant trois domaines principaux de la recherche: la spec-
troscopie, la chimie expérimentale et la modélisation chimique.

F.1.2 Le modèle de chimie NAUTILUS

Le modèle chimique NAUTILUS calcule l’évolution temporelle des abondances chim-
iques dans des conditions physiques données en résolvant un système d’équations
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Figure F.1: Le "tableau périodique de l’astronome" (McCall, 2001)

différentielles. Le modèle utilise l’approche «rate equations», qui consiste à considérer
que l’évolution du système est continue et déterministe, c’est-à-dire que l’état du sys-
tème à un instant donné peut être déduit de son état initial. Le modèle peut simuler
une chimie à 3 phases comprenant la chimie en phase gazeuse, à la surface des grains
et dans le manteau des grains, ainsi que les échanges possibles entre ces différentes
phases (Ruaud et al., 2016). Les processus pris en compte dans le modèle sont décrits
ci-après.

F.1.2.1 Chimie en phase gazeuse

F.1.2.1.1 Reactions bimoléculaires

Pour une réaction en phase gazeuse entre les espèces i et j, la constante de vitesse
correspondante ki j est calculée en utilisant la loi d’Arrhenius-Kooij:

ki j � αi j
( Tgas

300K

)β
exp

(−EA,i j

Tgas

)
(F.1)

où αi j et β sont des constantes de la réaction, Tgas est la température du gaz, en
K, et EA,i j est l’énergie d’activation de la réaction, en K. Cette dernière est l’énergie
nécessaire au système pour surmonter la barrière d’activation de la réaction. Par con-
séquent, seules les collisions impliquant une énergie cinétique suffisante peuvent sur-
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monter cette barrière et entraîner une réaction. αi j , β et EA,i j sont obtenus en ajustant
des mesures de laboratoire à différentes températures. Dans plusieurs cas, l’équation
(F.1) peut être simplifiée car β � 0 ou, comme c’est le cas pour la plupart des réactions
ion-neutre, les réactions ne comportent pas de barrière d’activation, ie EA,i j � 0.

F.1.2.1.2 Photodissociation et photoionisation

Le modèle prend en compte les deux principaux phénomènes responsables de la
photodissociation et de la photoionisation des espèces en phase gazeuse :

• l’interaction directe entre les espèces et les rayons cosmiques (RC),

• l’interaction directe avec les photons UV, provenant du champ de rayonnement
interstellaire ou induit par les RC (voir Prasad and Tarafdar, 1983).

L’efficacité de ces phénomènes dépend principalement du taux d’ionisation par les
RC ζRC, en s−1, et de l’extinction visuelle AV , en mag, qui quantifie l’absorption et la
diffusion du champ électromagnétique par le gaz et les grains de poussière, ie déter-
mine l’opacité du milieu considéré au rayonnement.

F.1.2.2 Chimie sur les grains

Le modèle NAUTIUS considère des grains avec des noyaux de silicate et un rayon
rg � 0.1µm. L’adsorption de molécules sur un grain nu forme des mono-couches
de glace qui s’empilent successivement. Le nombre total de monocouches est NML �

Nsurf+Nbulk où Nsurf est le nombre de mono-couches de surface, c’est-à-dire les couches
externes pouvant interagir avec la phase gazeuse, et Nbulk est le nombre de mono-
couches du manteau. Le maximum total de mono-couches sur la surface est défini par
Nsurf,max � 2. Sur les mono-couches externes, sont considérés des sites qui représentent
les petites zones sur lesquelles les espèces peuvent être adsorbées et où des réactions
chimiques peuvent se produire. Une densité de ds � 1.5×1015 sites par cm2 est prise en
compte dans le modèle. Ci-dessous est décrite la modélisation de la chimie des grains
dans le modèle 3 phases de NAUTILUS. Tous les processus décrits sont résumés à la
figure F.2.

F.1.2.2.1 Accrétion et diffusion

Le mécanisme d’accrétion des espèces chimiques sur la surface des grains est celui
décrit dans Hasegawa et al. (1992). Le taux d’accrétion d’une espèce dépend princi-
palement de la densité de grains dans le milieu, de leur section géométrique trans-
verse, ainsi que du coefficient de collage. Ce dernier est pris égal à 1 pour toutes les
espèces sauf H et H2, pour lesquelles le formalisme est celui dérivé expérimentalement
par Chaabouni et al. (2012).
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Concernant la diffusion des espèces à la surface des grains après leur accrétion, le
modèle prend en compte la diffusion thermique. Ce mécanisme dépend de l’énergie
de diffusion de l’espèce, c’est-à-dire l’énergie qu’il faut apporter à l’espèce pour passer
d’un site à un autre. Ces énergies sont calculées en tant que fraction des énergies de
liaison respectives des espèces, c’est-à-dire l’énergie nécessaire à ces espèces pour dé-
sorber de la surface des grains. Pour la surface, la valeur de ce rapport est de 0,4,
comme le suggèrent les expériences et les travaux théoriques réalisés sur H (voir Ru-
aud et al., 2016), CO et CO2 (voir Karssemeijer and Cuppen, 2014). Cette valeur est
ensuite généralisée à toutes les espèces à la surface des grains.

Une fois qu’une espèce entre dans le manteau des grains, le modèle considère que
sa diffusion est contrôlée par la diffusion de la glace d’eau, comme le montre le travail
théorique de Ghesquière et al. (2015). Ainsi, pour les espèces qui ont une énergie de
diffusion ED < EH2O

D , leurs énergies de diffusion dans le manteu est prise égale à EH2O
D .

De plus, le rapport entre les énergies de diffusion et de liaison est pris égal à 0,8 dans
la manteau (voir Ruaud et al., 2016).

F.1.2.2.2 Réactions à la surface des grains

Le mécanisme principal considéré dans le modèle pour les réactions à la surface des
grains est le mécanisme Langmuir-Hinshelwood, qui considère qu’une réaction entre
deux espèces se produit selon les étapes suivantes :

1. l’adsorption des deux réactifs à la surface des grains,

2. la diffusion d’un (ou des deux) réactif(s) sur la surface,

3. la réaction entre les deux réactifs lors de leur rencontre sur un même site de
grains.

Ce mécanisme dépend principalement de la probabilité de réaction entre les es-
pèces i et j, κi j . Ce coefficient est pris égal à 1 si la réaction entre les deux espèces est
sans barrière, ainsi, dans ce cas, les espèces réagiront toujours lors de leur rencontre.
Cependant, si la réaction a une barrière d’activation EA,i j > 0, alors la concurrence
entre réaction et diffusion (ou désorption) de l’un des réactifs est envisagée, comme le
suggèrent Chang et al. (2007) et Garrod and Pauly (2011). Dans ce cas, la réaction se
produit si l’énergie d’activation de la réaction est inférieure aux énergies de diffusion
des deux réactifs.

Dans le manteau des grains, les réactions se produisent via le même mécanisme.
Cependant, κi j est divisé par le nombre de mono-couches constituant le manteau, en
considérant que l’efficacité de la diffusion dans la manteau diminue lorsque l’épaisseur
de celui-ci augmente.

192



F.1. REVISITER LA CHIMIE ...

L’autre mécanisme de réaction considéré est le mécanisme Eley-Rideal qui peut être
décomposé en :

1. l’adsorption d’un des réactifs à la surface des grains,

2. la collision directe entre une espèce en phase gazeuse (deuxième réactif) et celle
adsorbée,

3. la réaction possible entre les deux réactifs sur le site des grains où la collision s’est
produite.

On peut noter que ce mécanisme ne peut se produire qu’à la surface des grains (pas
dans le manteau), où les espèces adsorbées sont en contact direct avec la phase gazeuse.
De plus, ce mécanisme est moins fréquent que le mécanisme Langmuir-Hinshelwood,
mais peut toujours jouer un rôle important dans la formation d’espèces spécifiques
lorsque le réactif adsorbé est très abondant (voir Ruaud et al., 2015).

F.1.2.2.3 Dissociation

Comme pour la phase gazeuse, la chimie des grains prend en compte la photodis-
sociation directe par photons UV ainsi que la photodissociation induite par les photons
UV secondaires introduits par Prasad and Tarafdar (1983). Ces processus sont efficaces
à la surface et dans le manteau des grains. En effet, la probabilité d’absorption de
chaque mono-couche de glace est faible (Pabs ≈ 0.007 photons/mono-couches, Ander-
sson and van Dishoeck, 2008). Cette hypothèse est donc raisonnable étant donné que
le nombre moyen de mono-couches de glace sur les grains est de 100 mono-couches et
que, par conséquent, seulement 0,7% des photons entrant en collision avec la surface
seraient absorbés avant d’atteindre le noyau des grains.

F.1.2.2.4 Désorption

Les processus de désorption pris en compte dans le modèle sont :

• la désorption thermique, ie l’évaporation, qui dépend de la température des grains
et de l’énergie de liaison des espèces considérées,

• la désorption due au chauffage ponctuel des grains par les RC, qui induit une
désorption thermique. Ce mécanisme dépend de la fraction de temps que le grain
passe à la température due à l’impact des RC, et du taux de désorption thermique
à cette température,

• la désorption chimique, qui prend en compte pour les réactions exothermiques
qu’une partie de l’énergie libérée peut provoquer la désorption de leurs produits.
Le formalisme utilisé dans le modèle pour ce processus est celui décrit dans Gar-
rod et al. (2007). Ils ont estimé que la fraction des produits désorbés en phase
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gazeuse dépend de leurs énergies de liaison, de l’enthalpie de la réaction et de
la fraction de l’énergie libérée perdue à la surface. Dans le modèle utilisé ici, les
paramètres sont sélectionnés pour donner une efficacité d’évaporation d’environ
1% pour toutes les espèces,

• la photodésorption, qui est un processus non thermique qui se produit après
l’absorption d’un photon UV par la surface. Comme recommandé par Bertin
et al. (2012), un taux de photodésorption unique est utilisé pour toutes les espèces
de la surface.

Tous les processus décrits ci-dessus sont résumés sur la figure F.2.

Nbulk&

Figure F.2: Résumé des processus chimiques pris en compte dans le modèle 3 phases
NAUTILUS (Ruaud et al., 2016).

F.2 ...DE LA FORMATION STELLAIRE

En plus de permettre la formation de planètes, d’eau liquide et de le Vie, les étoiles
jouent un rôle majeur dans l’Univers. Ce rôle consiste à former, détruire et redistribuer
la matière interstellaire tout au long de leur cycle de vie. La figure F.3 illustre ce cycle
de la matière interstellaire à travers la formation, la vie et la mort des étoiles. Dans
ce qui suit, chaque étape de ce cycle est présentée, avec un accent particulier sur la
formation des étoiles, sujet d’intérêt de cette thèse.
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Figure F.3: Le cycle de la matière interstellaire. Credits: Bill Saxton, NRAO/AUI/NSF.

F.2.1 Des nuages diffus aux nuages denses

Les nuages diffus sont définis comme des objets du MIS où la densité est de nH ∈ [100
; 500] part.cm−3 et Tgas ∈ [30 ; 100] K (Snow and McCall, 2006). Dans ces régions, la
densité est suffisamment élevée pour atténuer le champ de rayonnement interstellaire
(AV > 0, 2) et H2 peut s’accumuler sans être instantanément photodissocié. Sous effets
dynamiques, un tel nuage diffus peut se condenser en un nuage dense. Ces nuages
denses sont presque opaques au champ de rayonnement interstellaire (AV > 5), ce qui
permet au carbone de rester sous forme moléculaire (préférentiellement sous forme
de CO). Cette opacité est due à la forte densité de grains de poussière. Les nuages
denses sont donc caractérisés par de fortes densités de protons (nH > 104 part.cm−3),
ce qui implique également des températures basses (Tgas ∈ [10 ; 50] K, voir Snow and
McCall, 2006). On peut noter que l’opacité de tels nuages à la lumière visuelle est
la raison pour laquelle ils sont également appelés nuages sombres, comme ils seront
nommés ci-après. De part leurs conditions physiques propices à la chimie, les nuages
sombres sont des régions où la chimie du gaz et des grains est particulièrement efficace,
permettant à leur composition chimique d’évoluer de manière significative au cours de
leur vie, dont la durée est de quelques millions d’années.
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F.2.2 Effondrement et formation stellaire

Les détails du processus de formation des étoiles sont encore mal contraints, car ils im-
pliquent de nombreux mécanismes physiques différents sur une vaste gamme d’échelles
spatiales. Cependant, les principales étapes de sa progression sont connues. En termes
de masse, il existe deux types d’étoiles: les étoiles de faible masse (≤ 10 M�) et celles
de grande masse (> 10 M�). Le processus de formation des étoiles de grande masse
reste une question ouverte :

• elles pourraient se former à partir du même processus que les étoiles de faible
masse, sauf que cela se produirait beaucoup plus rapidement, car les effets grav-
itationnels sont beaucoup plus importants que pour les étoiles de faible masse,

• elles pourraient se former à partir de la fusion de coeurs d’étoiles de faible masse
en formation, car les étoiles de grande masse se forment généralement en groupes
denses.

Dans ce qui suit et pour des raisons de clarté, seul le processus de formation com-
mun aux deux types d’étoiles est décrit.

Dark	
  cloud	
  collapse	
  

Protostar	
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  the	
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and	
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  system	
   Protoplanetary	
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  dust	
  grains	
  
sediment	
  and	
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  up	
  

to	
  form	
  planets	
  

Figure F.4: Les étapes de la formation stellaire.
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La figure F.4 présente une vue détaillée des différentes étapes de la formation stel-
laires. Lorsque les coeurs prestellaires qui se forment dans les nuages sombres devi-
ennent suffisamment grands pour devenir gravitationnellement instables, ils commen-
cent à s’effondrer sur eux-mêmes. Généralement, ces effondrements sont causées par
des événements très énergiques, tels que la collision de deux nuages sombres ou même
de galaxies, ou une explosion de supernovae à proximité qui envoie de la matière
choquée dans le nuage à très grande vitesse.

Les coeurs prestellaires sont initialement optiquement minces et le nuage s’effondre
isothermiquement, l’énergie issue de la compression étant évacué par rayonnement.
L’efficacité de ce refroidissement radiatif diminue lorsque la densité du nuage aug-
mente en son centre. Lorsqu’il ne peut plus s’équilibrer avec la caléfaction compres-
sive, l’évolution de la matière au centre du nuage devient adiabatique et un coeur
hydrostatique, appelé premier coeur hydrostatique, ou premier coeur de Larson (Lar-
son, 1969), est formé au centre. La proto-étoile est née. Pendant une courte période
(<1000 ans, voir par exemple Vaytet and Haugbolle, 2017), le premier coeur continuera
à accréter le matériel de son enveloppe, augmentant ainsi sa masse, sa densité et sa
température. Lorsque sa température atteint ≈2000 K, la dissociation des molécules
H2 à l’intérieur du coeur est déclenchée. En raison de la nature endothermique de ce
processus, une deuxième phase d’effondrement commence. Lorsque la plupart des
molécules H2 sont scindées, le deuxième effondrement cesse et un coeur beaucoup
plus dense et compact, appelé le deuxième coeur de Larson (Larson, 1969) apparait.
Ce coeur continue d’accréter lentement de la matière pendant quelques centaines de
milliers d’années, jusqu’à ce que sa température soit suffisamment élevée pour dé-
clencher les réactions nucléaires et que la proto-étoile devienne une jeune étoile.

Au cours de tout ce processus, le matériel entourant la proto-étoile évolue égale-
ment. Lorsque l’effondrement commence, le nuage se transforme progressivement en
un disque d’accrétion en rotation autour de la proto-étoile (voir figure F.4). Lorsque le
premier coeur de Larson est formé, le moment angulaire de ce disque est évacué par la
formation de jets bipolaires qui forment des chocs dans l’enveloppe environnante. Les
hautes températures de ces régions de chocs sont très propices à la chimie en phase
gazeuse dont les produits peuvent retomber sur le disque d’accrétion. Ce dernier perd
l’essentiel de sa masse lors des deux effondrements, jusqu’à la formation de la jeune
étoile. Ensuite, le disque est nommé disque proto-planétaire, car c’est dans celui-ci que
les grains de poussière et le gaz vont sédimenter et grossir progressivement pour fi-
nalement former des planètes. Le système stellaire est alors né.

Le cycle de vie des étoiles présente un intérêt particulier pour les astrochimistes car
il régule la chimie du MIS. En effet, les nombreux processus et conditions physiques
qui peuvent être trouvés au cours de ce cycle sont responsables de la création, de la
redistribution et de la destruction de toutes les molécules qui composent l’Univers.
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Plus précisément, le processus de formation des étoiles joue un rôle primordial dans
ce cycle, dans la mesure où il permet la formation de molécules complexes telles que les
molécules complexes organiques (MCO), censées être la clé pour comprendre comment
la vie est apparue sur Terre.

F.3 OBJECTIFS ET ORGANISATION DE LA THÈSE

L’objectif de cette thèse est d’apporter un regard nouveau sur la chimie de la for-
mation stellaire à l’aide des améliorations récentes du modèle chimique NAUTILUS,
telles que le modèle à 3 phases ou le processus de compétition entre réaction et diffu-
sion/désorption. Plus particulièrement, je me concentre sur les points suivants :

1. la problématique de déplétion du soufre dans les nuages sombres,

2. la chimie du soufre dans les coeurs chauds,

3. contraindre les paramètres physiques initiaux des coeurs prestellaires de faibles
masse à partir d’une base de donnée de modèles physico-chimiques.

Les 3 prochains chapitres présentent respectivement chacune de ces études et leurs
résultats. Notez que les deux premières études présentées ci-après ont été publiées
(Vidal et al., 2017; Vidal and Wakelam, 2018). Le dernier chapitre conclut cette thèse.
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PERSPECTIVES

Les études astrochimiques de la formation stellaire présentent un intérêt particulier
car elles permettent de mieux comprendre l’évolution de la composition chimique de
l’Univers, du milieu interstellaire diffus à la formation de systèmes stellaires et à la
vie qu’ils peuvent abriter. Les progrès récents en matière de modélisation chimique, et
en particulier une meilleure compréhension de la chimie des grains, permettent main-
tenant d’apporter de nouvelles contraintes sur la chimie de la formation stellaire.

L’objectif de cette thèse était de d’apporter un regard neuf sur la chimie de la for-
mation stellaire en utilisant les améliorations récentes du modèle chimique NAUTILUS,
comme le modèle à 3 phases ou le processus de compétition entre réaction et diffu-
sion/désorption. Dans ce but, je me suis d’abord concentré sur la chimie du soufre
durant différentes étapes de la formation stellaire, de son évolution dans les nuages
sombres aux coeurs chauds. J’ai ensuite décidé de développer une méthode permet-
tant de dériver les paramètres physiques initiaux de l’effondrement de coeurs prestel-
laires, en utilisant une base de données de modèles physico-chimiques d’effondrement
comparés à des observations de proto-étoiles de Classe 0.

SOUFRE DANS LES NUAGES SOMBRES

La première étude de ma thèse consistait en une revision du réseau chimique soufré
et une évaluation de son effet sur la modélisation du soufre dans les nuages sombres.
Pour ce faire, j’ai ajouté (ou révisé dans le cas de réactions) 46 espèces soufrées au
réseau chimique, ainsi que 478 réactions en phase gazeuse, 305 réactions à la surface
des grains et 147 réactions dans le manteau des grains. J’ai ensuite effectué plusieurs
modèles 0D avec des conditions physiques typiques des nuages sombres. Les résultats
de ces modèles m’ont permis d’étudier la chimie des réservoirs de soufre et des espèces
soufrées nouvellement implémentées. J’ai également étudié les espèces soufrés dont la
chimie était la plus sensible aux modifications du réseau.

Dans une deuxième partie, j’ai évalué l’efficacité du nouveau réseau soufré à re-
produire les observations de nuages sombres, en particulier pour déterminer si le nou-
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veau modèle pourrait inférer de nouvelles indications sur le problème de déplétion du
soufre ces objets. Pour ce faire, j’ai comparé les résultats du modèle aux observations
effectuées dans le nuage sombre TMC-1 (CP) et dans les glaces autour de la proto-
étoile W33A en utilisant quatre abondances élémentaires de soufre différentes, allant
de sa valeur "déplétée" couramment utilisée ([S]ini � 8 × 10−8) à sa valeur cosmique
([S]ini � 1.5 × 10−5). Les résultats ont montrés que le modèle chimique NAUTILUS ne
nécessitait plus de déplétion de l’abondance élémentaire de soufre pour reproduire les
observations d’espèces soufrées dans les nuages sombres. En particulier, les observa-
tions peuvent être reproduites en utilisant comme abondance élémentaire de soufre sa
valeur cosmique ou une valeur trois fois plus faible ([S]ini � 5×10−6). Comme la plupart
des estimations de l’abondance cosmique de soufre se situent entre ces deux valeurs,
le modèle chimique NAUTILUS devient le premier modèle chimique à ne pas néces-
siter de déplétion supplémentaire en soufre. Ce résultat m’a ensuite permis d’apporter
de nouvelles réponses sur les réservoirs de soufre dans les nuages sombres. Au vue
des résultats du modèle utilisé avec l’abondance élémentaire cosmique de soufre, les
réservoirs de soufre dans les nuages sombres sont:

• S+ en phase gazeuse du début de la simulation jusqu’à 2.8 × 103 ans (forme élé-
mentaire du soufre),

• Le soufre atomique en phase gazeuse entre 2.8 × 103 et 4.6 × 105 ans, contenant
entre 25 et 88% de la quantité totale de soufre, en fonction de l’âge du nuage. Du-
rant cette période, le CS contient également une quantité importante de soufre,
entre 9 et 16%.

• HS et H2S dans le manteau des grains pour les nuages plus vieux, contenant au
total plus de 51% de la quantité totale de soufre, atteignant plus de 80% à des
périodes ≥ 2.7× 106 ans. Ce réservoir partagé montre une légère préférence pour
HS entre 3 et 10% de la quantité totale de soufre, en fonction de l’âge du nuage.
Ce résultat est conforme à la limite supérieure sur l’abondance de H2S dans les
glaces dérivée des observations.

Les résultats ci-dessus sont également vrais pour une abondance élémentaire de
soufre de [S]ini � 5 × 10−6 (3 fois déplétée), qui permet également de reproduire les
observations des espèces soufrés dans les nuages sombres. De plus, ces réservoirs de
soufre sont en accord avec l’hypothèse communément admise que les réservoirs de
soufre dans les nuages sombres sont soit sous forme gazeuse non observable (telle que
le soufre atomique), soit piégés dans les glaces des grains sous forme de H2S en rai-
son de l’hydrogénation successive du soufre atomique adsorbé à la surface des grains.
Cependant, les réservoirs que j’ai trouvés ne sont pas encore observables, notamment
parce que les instruments actuels ne possèdent pas la sensibilité nécessaire pour ob-
server le HS et le H2S dans les glaces des grains.
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Perspectives : La possibilité de reproduire les observations d’espèces soufrées dans
les nuages sombres en utilisant comme abondance élémentaire son abondance cos-
mique ouvre la voie à de nombreuses études possibles sur le soufre dans les régions de
formation stellaire. Cependant, pour confirmer mes résultats, de meilleures contraintes
observationnelles sur H2S dans les glaces sont nécessaires. Par exemple, étant donné
que le H2S solide devrait être libéré en phase gazeuse lors des étapes suivantes de la
formation stellaire, des observations pourraient être effectuées dans des régions telles
que les chocs ou les disques protoplanétaires pour confirmer le rôle de H2S comme
réservoir de soufre. Le futur lancement du James Webb Space Telescope (JWST) de-
vrait permettre une meilleure caractérisation des réservoirs de soufre dans les nuages
sombres. Plus important encore, les effets de l’amélioration du modèle ainsi que de
son réseau de soufre prouvent l’importance de continuer à actualiser les modèles et les
réseaux chimiques afin d’assurer une modélisation astrochimique correcte.

SOUFRE DANS LES COEURS CHAUDS

Au cours de la deuxième partie de ma thèse, j’ai effectué une étude de la chimie du
soufre dans les coeurs chauds à la lumière des résultats obtenus dans des nuages
sombres. Un objectif secondaire était d’évaluer les conséquences des simplifications
géométriques et dynamiques couramment utilisée pour modéliser de tels objets. Pour
ce faire, j’ai d’abord mené une étude approfondie de la chimie des principales espèces
soufrées observées dans les coeurs chauds avec des modèles 0D. J’ai utilisé deux com-
positions pré-effondrement : un nuage sombre évolué et un moins évolué. Ensuite,
j’ai présenté et comparé les résultats de deux types de modèles (1D statique et 0D dy-
namique), afin de mettre en évidence la sensibilité de la chimie au choix du modèle
utilisé dans les études astrochimiques, en particulier pour les coeurs chauds.

Dans un premier temps, mon étude approfondie des espèces soufrées a mis en
avant cinq résultats principaux :

1. La quantité totale d’oxygène réactif dans la phase gazeuse dépend de manière
critique de la composition pré-effondrement (cf. tableau 3.4), ainsi que de la tem-
pérature du coeur chaud;

2. La composition chimique en soufre dans les coeurs chauds dépend également
grandement de la composition pré-effondrement, principalement en raison de
son lien avec celle de l’oxygène, du carbone et de l’hydrogène, qui participent
tous activement à à la chimie du soufre dans un tel environnement;

3. La composition chimique en soufre dans les coeurs chauds dépend beaucoup de
la température, en partie parce qu’elle est directement et indirectement liée aux
hydrocarbures évaporés des glaces et à leurs principaux produits de destruction
CH2 et CH3;
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4. J’ai trouvé des chemins efficaces de formation de H2S en phase gazeuse qui pour-
raient être responsables de sa surestimation dans la plupart des modèles de coeurs
chauds effectués. Les études sur la chimie en phase gazeuse de cette espèce
doivent être poursuivies pour assurer la pertinence du réseau.

5. J’ai trouvé un accord entre les modèles avec une composition pré-effondrement
évoluée et les observations dans Orion KL, ainsi qu’avec l’un des modèles avec
une composition pré-effondrement moins évoluée et les observations dans le
coeur chaud d’IRAS 16293-2422. Ces résultats suggèrent qu’en utilisant comme
abondance élémentaire de soufre son abondance cosmique, le modèle chimique
NAUTILUS peut non seulement reproduire les observations dans les nuages som-
bres, mais également dans les coeurs chauds.

Dans un deuxième temps, mon études des modèles 1D statiques et 0D dynamiques
a conduit aux résultats suivants:

1. La composition chimique du nuage parent est un paramètre clé pour les modèles
1D statiques de la chimie du soufre dans les coeurs chauds. En effet, les abon-
dances calculées montrent qu’elle peut impliquer des différences allant jusqu’à
six ordres de grandeur pour une espèce donnée dans le coeur chaud. Cependant,
la composition pré-effondrement ne semble avoir que peu d’impact sur la compo-
sition chimique de l’enveloppe. Enfin, le modèle 1D montre qu’un coeur chaud
formé à partir d’un nuage parent jeune serait pauvre en H2S et riche en SO2, tan-
dis qu’un coeur chaud formé à partir d’un nuage parent plus évolué serait riche
en H2S et H2CS.

2. Les modèles dynamiques 0D étudié dans cette étude n’ont révélé que de faibles
différences entre les résultats des compositions chimiques pré-effondrement moins
évoluées et évoluées, avec une faible dépendance de la chimie du soufre dans les
coeur chaud à la composition pré-effondrement. En effet, dans les deux cas, le
modèle prédit des abondances élevées de H2S et OCS et de faibles abondances
de SO2 et de SO. Toutefois, ce résultat pourrait être dû à un temps d’effondrement
assez long dans le modèle, qui laisserait suffisamment de temps pour que le
soufre soit adsorbé sur les grains pour former principalement ces espèces avant
leur évaporation. On s’attend à ce que, pour un temps d’effondrement plus court,
les différences entre les deux cas de composition pré-effondrement soient plus
grandes.

Enfin, la comparaison entre les modèles 1D statiques et 0D dynamiques a montré
de grandes différences entre les abondances calculées, pouvant aller jusqu’à six ordres
de grandeur dans le coeur chaud. Ce résultat met en évidence la sensibilité au choix
des modèles dans les études astrochimiques, en particulier lorsque l’on compare les
résultats avec les observations, ou avec les résultats d’autres articles. Je recommande à
l’avenir l’utilisation de modèles dynamiques pour la modélisation d’objets tel que les
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coeurs chauds, ces modèles étant plus réalistes que les modèles statiques.

Perspectives : Mon étude approfondie des principales espèces soufrées dans les
coeur chauds peut servir de référence pour les futures modélisations de la chimie du
soufre dans ces régions. Les variations des compositions chimiques avec la compo-
sition pré-effondrement et la température donnent des éléments de réponses sur les
raisons des différentes compositions chimiques en molécules soufrées observées dans
les coeurs chauds, et devraient faire l’objet de futures études. De plus, les travaux fu-
turs devraient mettre l’accent sur l’importance du temps d’effondrement, car il pour-
rait également expliquer la grande variété d’abondances d’espèces soufrées observées
dans les coeurs chauds.

CONTRAINTES SUR LES PARAMÈTRES PHYSIQUES INITI-
AUX DES COEURS PRESTELLAIRE DE FAIBLES MASSES

Pour la dernière partie de ma thèse, j’ai travaillé sur l’étude chimique de la formation
de proto-étoiles de Classe 0, avec pour but de contraindre leurs paramètres physiques
initiaux d’effondrement (PPIE). L’étude était basée sur une base de donnée de 110 mod-
èles physiques 1D hydrodynamiques et radiatifs de l’effondrement de coeur prestel-
laire de faibles masses, au travers de la formation du premier et du second coeur
de Larson. À partir de cette base de donnée, j’ai extrait les résultats de 16 cellules
de matériel par modèle, conformément au domaine de validité du modèle chimique
NAUTILUS, que j’ai traitées indépendamment les unes des autres à des fins statistiques.
J’ai ensuite effectué des modèles chimiques dynamiques 0D sur chacune des 1760 cel-
lules ainsi sélectionnées.

L’idée initiale de mon étude étant d’utiliser un ensemble de données aussi vo-
lumineux pour déduire des résultats statistiques, j’ai d’abord essayé de trouver des
traceurs possibles des PPIE en étudiant leurs corrélations respectives avec chacune
des distributions d’abondance des espèces présentes dans le réseau chimique. Pour ce
faire, j’ai défini deux régions physiques dans l’enveloppe protostellaire à partir de la
distribution d’abondance de l’eau: la Région Enveloppe (RE) et la Région Coeur Chaud
(RCC). Comme les corrélations obtenues dans la RE étaient peu concluantes, j’ai axé
mon étude sur les corrélations dans la RCC. Malgré le fait que je n’ai trouvé aucune
corrélation satisfaisante avec M0, mon étude montre que, pour les quatre PPIE T0, R0,
ρ0 et tff, de nombreuses espèces sont candidates. J’ai présenté les résultats de quatre de
ces candidats traceurs des PPIE observés dans IRAS 16293-2422 à la lumière de leurs
chimie respective: CH3CN, H2CS, NS et OCS. H2CS s’est avéré être un traceur possible
pour le temps d’effondrement et la densité initiale, tandis que les trois autres espèces
sont des traceurs possibles de la température initiale du coeur prestellaire parent.
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Pour la RE, j’ai développé une méthode simple de comparaison des distributions
d’abondance avec les observations. De cette méthode, j’ai pu contraindre les PPIE
pour 12 proto-étoiles de Classe 0 à partir de l’observation de 7 à 19 espèces dans leurs
enveloppes respectives. De plus, toutes les contraintes ont été obtenues avec un pour-
centage d’accord entre espèces supérieur à 85%, ce qui inspire confiance dans la méth-
ode et ses résultats. Les résultats spécifiques obtenus pour chaque source pourraient
être d’un grand intérêt pour la modélisation future de leur chimie respective. En étudi-
ant les résultats pour chaque PPIE, j’ai également pu déduire les probabilités suivantes
pour les proto-étoiles de faibles masses. Il convient de noter que ces probabilités sont
définies à partir de l’échantillon de 12 sources que j’ai utilisé et pourraient donc évoluer
en utilisant un plus grand échantillon:

• La probabilité pour qu’une proto-étoile de faible masse se forme à partir de coeurs
prestellaires de masses ≤ 1 M� semble être de seulement 5%, alors que l’intervalle
privilégié [2; 4] M� atteint une probabilité de 68%. L’intervalle le plus externe [6;
8] M� correspond à une probabilité totale de 26% et pourrait donc correspondre
à un nombre non négligeable de proto-étoiles de faibles masses,

• Les températures initiales, qui sont les PPIE les mieux contraintes, sont efficace-
ment contraintes entre 10 et 15 K, toutes les sources concordant avec l’une ou
ces deux valeurs. Par conséquent, la probabilité totale que des sources de faibles
masses se forment dans des coeur prestellaire avec de telles températures atteint
94%. Ce résultat suggère que, même si cela est théoriquement possible, une étoile
de faible masse aurait tendance à ne pas se former à partir de coeurs prestellaires
plus chauds (T0 ≥ 20 K),

• Les rayons initiaux sont également bien contraints avec la méthode en raison
de leur corrélation avec les densités initiales. Le résultat montre que les étoiles
de faible masse se forment préférentiellement dans de vastes coeurs prestellaires
de R0 ≥ 20000 AU, avec une probabilité de 77%. Cette limite est toutefois très
dépendante du modèle car les valeurs choisies pour R0 dans la base de données
d’origine sont très espacée lorsqu’elles sont supérieures à 7500 AU,

• Enfin, le résultat le plus intéressant concernant les densités initiales et les temps
d’effondrement est que les étoiles de faible masse semblent avoir une proba-
bilité très faible (0,8%) de se former dans des coeurs prestellaires de densités
supérieures à 107 part.cm−3 (tff < 17 kans). De plus, 70% des étoiles de faible
masse semblent naître dans des coeurs prestellaires dont la densité est comprise
dans l’intervalle [5.97×104 ; 2.02×105] part.cm−3 (respectivement tff ∈ [105.01 ;
192.92] kans). Enfin, le fait que les valeurs possibles obtenues pour toutes les
sources s’étendent entre quelques 104 et 106 part.cm−3 (20 à 192 kans pour le
temps d’effondrement) laisse à penser que les étoiles de faible masse peuvent se
former dans des coeurs prestellaires avec des densités différentes.
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Un autre résultat intéressant de cette étude est que deux des sources (IRAS 16293-
2422 et VLA1623) ont des contraintes sur R0, ρ0 et tff dans des intervalles qui ne sont
pas favorisé par la méthode, suggérant qu’elles pourraient être des représentantes d’un
type spécifique de proto-étoiles se formant à partir de coeurs prestellaires de tailles
moyennes ayant des densités plus élevées (respectivement un temps d’effondrement
plus petit) que la majorité des proto-étoiles de faible masse considérés dans mon échan-
tillon.

Perspectives : Cette dernière étude démontre le potentiel de modélisations chim-
iques à grande échelle, notamment la possibilité d’apporter de nouvelles contraintes à
la formation d’étoiles de faible masse, ainsi que de déterminer de nouveaux traceurs
chimiques de paramètres physiques. En ce qui concerne les traceurs des PPIE trou-
vés, l’observation simultanée à haute résolution angulaire de CH3CN, NS et OCS dans
des enveloppes protostellaires pourrait permettre de déduire leurs températures ini-
tiales respectives d’effondrement T0. De plus, j’ai utilisé ici uniquement les données au
temps final du modèle physico-chimique, et d’autres résultats pourraient être trouvés
en utilisant les données à des temps différents. Par exemple, on pourrait rechercher des
traceurs chimiques du stade de premier coeur de Larson, ce qui aiderait à confirmer
les diverses observations de candidats possibles pour ces objets, et donc d’apporter de
nouvelles contraintes sur leurs paramètres physico-chimiques. Dans ce but, j’ai soumis
un projet d’observations avec l’interféromètre du Plateau de Bure qui est actuellement
observé. De plus, à mesure que de plus en plus d’observations de proto-étoiles sont ef-
fectuées, des études devraient être menées pour élargir l’échantillon de sources que j’ai
utilisées et ainsi affiner les probabilités. Enfin, l’amélioration constante des modèles et
des observations chimiques devrait permettre de constituer des bases de données plus
volumineuses et de préciser les résultats présentés.
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ABSTRACT
Sulphur-bearing species are often used to probe the evolution of hot cores because their abun-
dances are particularly sensitive to physical and chemical variations. However, the chemistry
of sulphur is not well understood in these regions, notably because observations of several
hot cores have displayed a large variety of sulphur compositions, and because the reservoir of
sulphur in dense clouds, in which hot cores form, is still poorly constrained. In order to help
disentangle its complexity, we present a fresh comprehensive review of sulphur chemistry in
hot cores along with a study of sulphur’s sensibility to temperature and pre-collapse chemical
composition. In parallel, we analyse the discrepencies that result from the use of two different
types of models (static and dynamic) in order to highlight the sensitivity to the choice of
model to be used in astrochemical studies. Our results show that the pre-collapse chemical
composition is a critical parameter for sulphur chemistry in hot cores and that it could explain
the different sulphur compositions observed. We also report that differences in abundances for
a given species between the static and dynamic models can reach six orders of magnitude in
the hot core, which reveals the key role of the choice of model in astrochemical studies.

Key words: astrochemistry – methods: numerical – stars: abundances – stars: formation –
stars: protostars – ISM: molecules.

1 IN T RO D U C T I O N

Hot cores have been defined as small (<0.1 pc), dense
(nH > 2 × 107 cm−3) and warm (T > 100 K) regions surround-
ing high-mass protostars in their early phase of formation (see for
example, Kurtz et al. 2000; van der Tak 2004). Because of their high
temperatures, these regions are characterized by the sublimation of
icy mantles of dust grain. Therefore, they present high abundances
of hydrogenated molecules, such as water (H2O), hydrogen sulfide
(H2S) or complex organic molecules such as methanol (CH3OH;
see Schöier et al. 2002, and references therein). These molecules
are originally synthesized on dust grains in the cold dense cloud
from which the protostar has formed. Once evaporated in the hot
core, they undergo further gas-phase chemical reactions (Wakelam
et al. 2004b; Garrod & Herbst 2006; Herbst & van Dishoeck 2009).
It is now generally admitted that low-mass protostars present the
same kind of physico-chemical structure called ‘hot corinos’ (Cec-
carelli, Hollenbach & Tielens 1996; Ivezic & Elitzur 1997). They
differ from their high-mass counterparts mainly in size and, conse-
quently, in infall time-scale, which could perhaps affect the chemical
composition. Because our Sun is a low-mass star, the chemistry that
takes place in these ‘small’ hot cores is important for understanding
the history of the material from which planetary systems such as
ours are formed. In this paper, we use the expression ‘hot core’ as
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a generic term to designate the hot and dense regions surrounding
both high-mass and low-mass protostars.

To model the chemistry of hot cores, several types of simu-
lations exist in the literature (see for instance, Charnley 1997;
Hatchell et al. 1998; Garrod & Herbst 2006; Wakelam, Hersant
& Herpin 2011; Hincelin et al. 2016). Ranging from simple zero-
dimensional static gas-phase models to complex three-dimensional
gas-grain models, different assumptions are made for each type of
model, regarding for instance the age of the parent cloud or its free-
fall time. These numerous approaches to hot core chemistry and the
different hypotheses they imply raise the question of the uniformity
of the results obtained by these models.

Sulphur-bearing species are often used to probe the evolution
of hot cores because their abundance is particularly sensitive to
physical and chemical variations. For example, the ratios SO2/SO,
SO2/H2S and OCS/H2S have been proposed as chemical clocks
in these regions (Charnley 1997; Hatchell et al. 1998; Wakelam
et al. 2011), SO is often used to trace small-scale heating process,
such as shocked regions (Viti et al. 2001; Podio et al. 2015) or the
centrifugal barrier (Sakai et al. 2014), and OCS can efficiently trace
the infalling-rotating envelope (Oya et al. 2016).

Hence, the modelling of sulphur chemistry in such hot and dense
regions is crucial for a better understanding of the star formation
process. Moreover, such models can uncover new information on
the main form of sulphur in dense clouds. Indeed, the gas-phase
abundance of atomic sulphur in the diffuse medium is observed to
be constant with cloud density, around its cosmic value of 10−5
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(see for instance, Jenkins 2009). However, in dense clouds, the to-
tal abundance of detected S-bearing molecules only accounts for
0.1 per cent of the cosmic abundance of atomic sulphur (Tieftrunk
et al. 1994; Charnley 1997). Furthermore, for most chemical mod-
els, assuming an initial abundance of sulphur as high as its cos-
mic value results in predicted abundances of observable S-bearing
species much higher than the observed abundances. Consequently,
modellers usually assume a depleted abundance of sulphur com-
pared to its cosmic value. Therefore, the main reservoirs of sulphur
in dense clouds, and consequently in hot cores, are still uncertain.

Let us add to these uncertainties the fact that the observation of S-
bearing species in hot cores is also a puzzling issue, as a large variety
of sulphur compositions have been observed towards different hot
cores and therefore no global trend has yet been found (see fig. 5 of
Woods et al. 2015, and references therein). However, a given set of
hot cores can present similar sulphur composition (see for example,
Minh 2016), which would suggest similar evolutionary stages.

Recent studies have put forward evidence in favour of the long-
lasting idea that because hydrogenation is the most effective chem-
ical process in icy grain mantles, H2S could be the sought-for main
reservoir of sulphur in dense clouds (see Minh et al. 1990; Charn-
ley 1997). Holdship et al. (2016) studied the properties of H2S in the
low-mass protostar L1157-B1 and showed that a significant frac-
tion of the sulphur is likely to be locked into the form of H2S prior
to evaporation of the grain mantles in the hot corino. Moreover,
we reported the first chemical model able to reproduce observed
abundances of S-bearing species in dense clouds, using as an initial
abundance of sulphur its cosmic abundance (or three times depleted;
see Vidal et al. 2017). In this previous paper, we showed that the
main form of sulphur in dense clouds critically depends on the age
of the cloud. We proposed that this reservoir could be atomic sul-
phur for clouds of ages <5 × 105 yr, or a shared reservoir between
HS and H2S in the grain mantles for older clouds.

In this current paper, we aim to present a comprehensive study
of the modelling of S-bearing species in hot cores. In particular,
we try to determine how the history (i.e. the pre-collapsing chem-
ical composition) of a hot core affects sulphur chemistry, and how
important is the choice of the type of model used for hot cores
studies. Hence, we study the evolution of the abundances of the
main S-bearing species observed in a hot core, as given by different
types of simulations using several physico-chemical parameters. In
Section 2, we present the gas grain model as well as the different
types of simulations we run. In Section 3, we present the results of
our hot core simulations for sulphur chemistry. We discuss these
results regarding the issues we want to address in the final section.

2 MO D E L D E S C R I P T I O N

In order to conduct a comprehensive study of the sulphur chemistry
in hot cores, as well as highlighting the discrepancies between the
different models commonly used in the literature, we use three types
of simulations:

(i) zero-dimensional simulations for which we consider constant
physical parameters throughout the simulation time;

(ii) one-dimensional static simulations for which each cell of the
spatial grid evolves with constant physical parameter as a zero-
dimensional model;

(iii) zero-dimensional dynamic simulations for which each cell
of the spatial grid evolves with time-dependant physical parameters.

For all the simulations, we use the latest version of the
time-dependent gas-grain NAUTILUS V-1.1 chemical model (Ruaud,

Wakelam & Hersant 2016). In the following, we describe the chem-
ical model, and then we give the parameters of the parent cloud
model we use to obtain the same pre-collapsing chemical composi-
tion for all hot cores models. Afterwards, we describe the different
parameters we use for each simulation.

2.1 Chemical model

The NAUTILUS chemical model computes the evolution of chemical
abundances for a given set of physical and chemical parameters.
It can simulate a three-phase chemistry including gas-phase, grain-
surface and grain-bulk chemistry, along with the possible exchanges
between the different phases (Ruaud et al. 2016). These exchanges
are: the adsorption of gas-phase species on to grain surfaces, the
thermal and non-thermal desorption of species from the grain sur-
face into the gas phase, and the surface–bulk and bulk–surface
exchange of species. The chemical desorption process used in the
model is the one depicted in Garrod, Wakelam & Herbst (2007).
They considered that for each surface reaction leading to a single
product, a part of the energy released by the reaction can contribute
to the desorption of the product in the gas phase using the Rice–
Ramsperger–Kessel theory. The fraction of the product desorbed in
the gas phase depends on the binding energy of the product to the
surface, the enthalpy of the reaction, and the fraction of the released
energy that is lost to the surface. In our case, we use an a parame-
ter of 0.001, which produces approximately a 1 per cent efficiency
evaporation for all species. Moreover, the grain chemistry takes into
account the standard direct photodissociation by photons along with
the photodissociation induced by secondary UV photons introduced
by Prasad & Tarafdar (1983). These processes are effective on the
surface as well as in the bulk of the grains. The model also takes into
account the newly implemented competition between reaction, dif-
fusion and evaporation, as suggested by Chang, Cuppen & Herbst
(2007) and Garrod & Pauly (2011). The diffusion energies of each
species are computed as a fraction of their binding energies. We take
for the surface a value of this ratio of 0.4 as suggested by experi-
ments and theoretical work made on H (see Ruaud et al. 2016, and
reference therein), CO and CO2 (see Karssemeijer & Cuppen 2014).
This value is then extrapolated to every species on the surface. For
the bulk, we take a value of 0.8 (see also Ruaud et al. 2016).

Given the high-temperature regimes encountered in this study, we
use the ad hoc formation mechanism for H2 described in Harada,
Herbst & Wakelam (2010). They consider that the formation rate of
H2 can be written as

dn(H2)

dt
= 1

2
nHvHngσgS(T )ε, (1)

where nH and vH are the number density and thermal velocity of
hydrogen atoms, respectively, in part cm−3 and cm s−1, ng is the
number density of grains in part cm−3, σ g is the cross-section of a
grain in cm2, S is the sticking coefficient for a hydrogen atom as a
function of temperature and ε is the recombination efficiency. For
our study, we use for the recombination efficiency the results from
Cazaux et al. (2005), and for the sticking coefficient the expression
derived by Chaabouni et al. (2012).

The reference chemical networks are kida.uva.2014 (see Wake-
lam et al. 2015a) for the gas phase and that described in Ruaud et al.
(2016) for the grains. To this we added the sulphur network detailed
in Vidal et al. (2017) (including the reactions given in Druard &
Wakelam 2012), as well as the chemical schemes for carbon chains
proposed in Wakelam et al. (2015b), Loison et al. (2016, 2017) and
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Table 1. Initial abundances. In the ni/nH column, a(b)
stands for a × 10b. References are: 1, Wakelam & Herbst
(2008); 2, Jenkins (2009); 3, Hincelin et al. (2011); 4,
low-metal abundances from Graedel, Langer & Frerk-
ing (1982); 5, depleted value from Neufeld, Wolfire &
Schilke (2005).

Element ni/nH References

H2 0.5
He 0.09 1
N 6.2(−5) 2
O 2.4(−4) 3
C+ 1.7(−4) 2
S+ 1.5(−5) 2
Si+ 8.0(−9) 4
Fe+ 3.0(−9) 4
Na+ 2.0(−9) 4
Mg+ 7.0(−9) 4
P+ 2.0(−10) 4
Cl+ 1.0(−9) 4
F 6.7(−9) 5

Hickson, Wakelam & Loison (2016). Note that all abundances in
this paper are expressed with respect to the total H density.

2.2 Parent cloud parameters

In order to model the chemistry of a given hot core, one must
consider as an initial condition the chemical composition of its
parent cloud before it collapses. Moreover, if we want to be able
to compare the outputs of our different types of simulations, it
makes sense to use the same initial chemical composition. Hence,
we begin to run a simulation with the commonly used dark cloud
physical parameters: a gas and dust temperature of 10 K, an atomic
hydrogen total density of 2 × 104 cm−3, a cosmic ionization rate of
1.3 × 10−17 s−1 and a visual extinction of 15 mag. Our set of initial
abundances is summarized in Table 1. We start with all species
in their atomic (or ionized) form, except for hydrogen, which is
assumed to be entirely in its molecular form. As our model does
not require additional depletion of sulphur from its cosmic value to
reproduce dark cloud observations (Vidal et al. 2017), we choose to
use it as an initial abundance of sulphur.

We show that the evolution time of the parent cloud is critical
for the sulphur reservoirs (Vidal et al. 2017) and the same kind of
results is observed for oxygen in our simulations. Hence, in order
to study the importance of the chemical history of the parent cloud
on the hot core composition, we use the outputs of the parent cloud
simulation at two different final times for all our simulations: 105

and 106 yr. Both these ages are acceptable for dark clouds and allow
us to obtain two very different chemical compositions of the cloud
before it collapses. On the one hand, in the case of the less evolved
dark cloud (hereafter LEDC), most of the oxygen and sulphur are
still in the gas phase in atomic form (42 and 61 per cent of their
total amount, respectively), or in the form of CO (26 per cent) and
CS (15 per cent), respectively. The remainder is, for both species,
locked in icy grain bulks, mainly in the form of H2O, HS and H2S.
On the other hand, in the case of the evolved dark cloud (hereafter
EDC), more than 95 per cent of the oxygen is locked in the ices
mainly in the form of H2O (53 per cent) and H2CO (9 per cent). As
for sulphur, more than 90 per cent is locked in the ices, including
its main reservoirs HS (35 per cent) and H2S (26 per cent). The
two pre-collapse cloud compositions are summarized in Table 2.
For more details on the time evolution of the abundances of the

Table 2. Description of the pre-collapse dark cloud oxy-
gen and sulphur composition. The prefix ’b-’ denotes the
bulk species.

LEDC
Oxygen Sulphur
O (42 per cent) S (61 per cent)
CO (26 per cent) CS (15 per cent)
b-H2O (22 per cent) b-HS (6 per cent)
b-O (1 per cent) b-H2S (5 per cent)

EDC
Oxygen Sulphur
b-H2O (53 per cent) b-HS (35 per cent)
b-H2CO (9 per cent) b-H2S (26 per cent)
b-CO (8 per cent) b-NS (17 per cent)
b-CH3OH (7 per cent) b-S (8 per cent)

101 102 103

Radius (AU)

105

106

107

108

109

1010

1011

D
en

si
ty

 (
pa

rt
/c

m
3 )

Crimier et al. (2010)
Wakelam et al. (2014)
Aikawa et al. (2008)

101 102 103

Radius (AU)

0

50

100

150

200

250

300

350

T
em

pe
ra

tu
re

 (
K

)

Crimier et al. (2010)
Wakelam et al. (2014)

)b()a(

Figure 1. Radial structure of the one-dimensional static and zero-
dimensional dynamic models at the final time for (a) density, for which
we plot the initial structure from Aikawa et al. (2008) as reference, and (b)
temperature, for which we plot the limit of the hot core (T > 100 K) for
the one-dimensional static (RHC = 80 au, solid grey vertical line) and zero-
dimensional dynamic (RHC = 135 au, dashed grey vertical line) models.

main S-bearing species in the parent cloud, see fig. 1 of Vidal
et al. (2017).

2.3 Zero-dimensional simulation parameters

For this study, we begin to run zero-dimensional simulations with
the main purpose of obtaining a comprehensive look at sulphur
chemistry in hot cores. As Charnley (1997) showed the important
role of temperature on sulphur chemistry in such environments, we
present calculations for a typical hot core density of 2 × 107 cm−3,
and two temperature regimes of 100 and 300 K. Hence, we obtain
four zero-dimensional simulations with different pre-evaporative
compositions (EDC and LEDC) and temperatures (100 and 300 K).

2.4 One-dimensional static simulation parameters

The one-dimensional model used in this paper follows the physical
structure for the envelope of the low-mass protostar IRAS 16293–
2422 from Crimier et al. (2010), which was constrained through
multiwavelength dust and molecular observations. Indeed, this pro-
tostar is believed to have a hot core within ∼150 au around its centre
(see Schöier et al. 2002). The density and temperature radial evolu-
tions are shown in Figs 1(a) and (b), respectively (solid lines). For
this model, the spatial limit of the hot core (T > 100 K) is located
at RHC = 80 au (solid grey line in Fig. 1b).
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Table 3. Summary of the simulations designations and physical parameters.

Simulation Physical parameter Pre-collapse evolution time

Zero-dimensional static models
0DS100LEDC T = 100 K, nH = 2 × 107 cm−3 105 yr
0DS300LEDC T = 300 K, nH = 2 × 107 cm−3 105 yr
0DS100EDC T = 100 K, nH = 2 × 107 cm−3 106 yr
0DS300EDC T = 300 K, nH = 2 × 107 cm−3 106 yr

One-dimensional static models
1DSLEDC Structure from Crimier et al. (2010) 105 yr
1DSEDC Structure from Crimier et al. (2010) 106 yr

Zero-dimensional dynamic models
0DDLEDC Modified structure from Aikawa et al. (2008) 105 yr
0DDEDC Modified structure from Aikawa et al. (2008) 106 yr

2.5 Zero-dimensional dynamic simulation parameters

The structure we use for our dynamic simulation is the same as
in Aikawa et al. (2008), Wakelam et al. (2014) and Majumdar
et al. (2016), and it was computed from the radiation hydrodynamic
(RHD) model of Masunaga & Inutsuka (2000). It initially starts
from a parent cloud with a central density of ∼6 × 104 cm−3, a
radius of 4 × 104 au and a total mass of 3.852 M�. Then the model
follows the collapse of the pre-stellar core, which eventually forms
a protostellar core after 2.5 × 105 yr. Finally, the protostar grows by
mass accretion from the envelope for 9.3 × 104 yr. As in Wakelam
et al. (2014), we have multiplied by 10 all the densities of the
simulations in order for the final physical structure of the dynamic
model to be similar to the one-dimensional structure of Crimier
et al. (2010). The consequence of this modification is discussed in
Section 4.1 (see also section 4.5 of Wakelam et al. 2014). Fig. 1(a)
shows the resulting final density radial evolution (dashed line) as
well as the previous one (dotted line), and Fig. 1(b) shows the
final temperature radial evolution (dashed line). For this model, the
spatial limit of the hot core (T > 100 K) is located at RHC = 135 au
(dashed grey line in Fig. 1b).

The designations and physical parameters of all the simulations
presented in this paper are summarized in Table 3.

3 R E SULTS

3.1 Zero-dimensional models

In this section, we aim to perform a comprehensive study of sul-
phur chemistry in environments such as hot cores. In particular, we
want to address the importance of the temperature as well as the
pre-collapse chemical composition using the four zero-dimensional
simulations defined in Section 2.3. Sulphur chemistry in the hot
gas phase is known to be intertwined with the distribution of reac-
tive oxygen: O, O2 and OH (Charnley 1997; Esplugues et al. 2014;
Wakelam et al. 2004b). Hence, we begin with a description of the
chemistry of these species, and then we study the chemistry of the
main S-bearing species observed towards hot and dense objects:
SO, SO2, H2S, OCS, CS and H2CS.

3.1.1 Oxygen chemistry

The left, middle and right panels of Fig. 2 show the abundances of
O, O2 and OH, respectively, for the LEDC (top) and EDC (bottom)
pre-collapse compositions. For atomic oxygen in the 0DS100LEDC
case (see Fig. 2a), the temperature is not high enough for all the

mantle of grain to evaporate and O reacts mainly with the S-bearing
species available in the gas phase. It initially reacts with CS, which
is the second most abundant S-bearing species in the gas phase, to
form S and CO. As the abundance of CS consequently decreases,
O is then mainly destroyed through formation of SO and SO2:

O + S2 → S + SO (2)

O + SO → SO2. (3)

In the 0D300LEDC case (see Fig. 2a), the temperature of the core
is high enough for mantle hydrocarbons (HxCn) to evaporate. They
participate in the consumption of O by forming mainly CO, causing
the O abundance to decrease much faster than in the 0D100LEDC
case. However, the most efficient reaction at this temperature is

O + H2 → H + OH. (4)

Towards the end (t > 106 yr), the abundance of atomic oxygen
increases again from the reaction

CO + He+ → He + O + C+, (5)

as well as photodissociation by secondary UV photons of SO and
SO2.

With the pre-collapse composition of the EDC, contrary to the
LEDC, most of the oxygen is trapped in grain mantle, mainly under
the form of H2O, H2CO and CO (see Table 2). Hence, little atomic
oxygen is available in the gas phase even after sublimation of the
grain mantle, which explains the fact that its initial abundance in
both EDC cases is lower by two orders of magnitude compared to
LEDC cases. In the 0DS100EDC case (see Fig. 2d), the temperature
of the corino is hot enough to sublimate light species, especially HS
and NS, which are two of the sulphur reservoirs in the pre-collapse
composition. These species react rapidly with O to form SO and
NO for 104 yr. After this time, it is HCNS that reacts mainly with
atomic oxygen through the following reactions:

O + HCNS → HCN + SO (6)

→ HCO + NS. (7)

The global increase of abundance of O at the end of the simulation
is due to reaction (5).
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Figure 2. Abundances of O, O2 and OH relative to H as a function of time for hot core conditions: nH = 2 × 107 cm−3 and T = 100 K (solid line) or 300 K
(dashed line), and for LEDC (top panel) and EDC (bottom panel) pre-collapse compositions.

In the 0D300EDC case (see Fig. 2d), most of the sublimated
hydrocarbons efficiently form CH3, which consumes O in the first
100 yr following

O + CH3 → H + CO + H2 (8)

→ H + H2CO. (9)

Afterwards, O abundance increases slowly, mainly from the reac-
tion

NH + NO → H + O + N2. (10)

In both 0DS100LEDC and 0DS300LEDC models, dioxygen chem-
istry is strongly linked with S and OH chemistry via

S + O2 → O + SO (11)

O + OH → H + O2. (12)

At 100 K (see Fig. 2b), atomic carbon initially destroys O2 faster
than it is created by reaction (12) through

C + O2 → O + CO. (13)

Then, atomic sulphur consumes both O2 and OH (see Fig. 2c) within
a time-scale of 1000 yr, respectively via reaction (11) and

S + OH → H + SO. (14)

Afterwards, the chemistries of both species are linked by reaction
(12). The short increase of both abundances near 106 yr is mainly
due to the formation of OH via electronic recombination of HOCS+

and HSO+
2 .

At 300 K however (see Fig. 2b), atomic carbon is initially rapidly
consumed by the two evaporated hydrocarbons C4H2 and C2H2,
and does not destroy O2 as efficiently as at 100 K. Instead, OH is
formed rapidly via reaction (4) (see Fig. 2c), which causes the O2

abundance to increase through reaction (12) in the first 100 yr. Then,
O2 and OH are consumed in a few 1000 yr, respectively, by reaction
(11) and

H2 + OH → H + H2O. (15)

It should be noted that the increase in O2 abundance near 105 yr is
due to the following ion-neutral reactions:

S + O+
2 → O2 + S+ (16)

SO2 + He+ → He + O2 + S+. (17)

In the EDC cases, atomic oxygen is not abundant enough in the gas
phase for reaction (12) to be efficient. Hence, there is no evident
link between O2 and OH chemistries as in the LEDC cases. For the
0D100EDC model (see Fig. 2e), the abundance of dioxygen first
slowly grows for a few 100 yr from the reaction:

HCO + O2H → O2 + H2CO. (18)

O2H is also destroyed by H to form OH, and when there is not
enough left in the gas phase, HCO then reacts with O2 causing its
abundance to decrease after a few 1000 yr. Moreover, reaction (11)
also becomes efficient after 104 yr and O2 abundance starts to drop
at this time. The increase near 105 yr is manly due to reaction (17).

In the 0D300EDC case (see Fig. 2e), the CH3 formed from the
evaporated hydrocarbon destroys efficiently O2 for a few 1000 yr
via

O2 + CH3 → H2O + HCO. (19)

Afterwards, the abundance of O2 globally increases from the fol-
lowing reactions:

O3 + S → SO + O2 (20)

O2H + CH3 → CH4 + O2. (21)

OH abundance generally decreases in both EDC models. For the
0D100EDC case (see Fig. 2f), this decrease is mainly due to

CS + OH → H + OCS (22)

H2CO + OH → H2O + HCO. (23)

As for the 0D300EDC case (see Fig. 2f), it is mainly due to reactions
(15) and (23).
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Figure 3. Abundances of SO, SO2 and OCS relative to H as a function of time for hot core conditions: nH = 2 × 107 cm−3 and T = 100 K (solid line) and
300 K (dashed line), and for LEDC (top panel) and EDC (bottom panel) pre-collapse compositions.

3.1.2 Sulphur chemistry

In the following, we take a comprehensive look at the chemistry
of the main neutral S-bearing species detected in hot cores, namely
SO, SO2, OCS, H2S, H2CS and CS.

SO, SO2 and OCS in the LEDC cases

Fig. 3 displays the abundances of SO, SO2 and OCS in both
the LEDC (top panels) and EDC (bottom panels) cases. In the
0DS100LEDC case, these three species are initially destroyed by
atomic carbon, which explains their respective drops in the first
10 yr of the simulation:

SO + C → S + CO (24)

→ O + CS (25)

SO2 + C → SO + CO (26)

OCS + C → CS + CO. (27)

SO abundance then grows, first mainly from reaction (14), then
reactions (2) and (11) (see Fig. 3a). After 106 yr, as only a small
mount of reactive oxygen remains in the gas phase, SO is no longer
efficiently produced. It is instead mainly destroyed by CH through

SO + CH → H + OCS (28)

→ CO + HS. (29)

SO2 is linked with SO mainly by reaction (3), as well as

SO + OH → H + SO2, (30)

which is only efficient when OH is abundant enough in the gas
phase (i.e. at the very beginning of the simulation; see Fig. 2c).
Hence, SO2 abundance grows from 10 yr to a few 105 yr from these

reactions (see Fig. 3b). Afterwards, SO2 is destroyed by H+
3 and C+

following

SO2 + H+
3 → H2 + HSO+

2 (31)

SO2 + C+ → CO + SO+. (32)

After its consumption by atomic carbon, OCS is also efficiently
formed until 105 yr from HCO and HCS (see Fig. 3c):

O + HCS → H + OCS (33)

S + HCO → H + OCS. (34)

For the remainder of the simulation, HCO+ is formed efficiently
from reaction of H+

3 with CO, and reacts with OCS:

OCS + HCO+ → CO + HOCS+. (35)

However, OCS abundance remains stable at this time because of
reaction (28).

In the 0DS300LEDC case, C4H2 and C2H2 thermally desorb from
the grain mantle. Both these species react initially with atomic car-
bon with reaction rates higher of more than two orders of magnitude
than those of reactions (24), (25), (26) and (27) preventing SO, SO2

and OCS from abrupt initial consumptions. Therefore, SO and SO2

form rapidly from reactions (11), (14) and (30) (see Figs 3a and b).
When the abundance of reactive oxygen drops around 103 yr, their
abundances will undergo only small variations. Indeed, as the main
reactions ruling SO chemistry are no longer efficient because of the
lack of reactive oxygen in the gas phase, reactions that recycle SO
via HSO+ allow its abundances to reach a quasi-static regime until
the end of the simulation. For instance, because of the high tem-
perature, the high abundances of evaporated H2O and CO render
efficient the two following reactions:

H2O + HSO+ → H3O+ + SO (36)

CO + HSO+ → HCO+ + SO. (37)
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Table 4. Description of the reactive
oxygen composition in the gas phase
at the first time-step of the hot core
simulations (post-collapse). The val-
ues display the percentage relative to
the total abundance of oxygen.

LEDC
100 K 300 K
41 per cent 33 per cent

EDC
100 K 300 K
0.1 per cent <0.09 per cent

The SO thus formed is then put back in HSO+:

SO + H+
3 → H2 + HSO+. (38)

As a result, the SO2 abundance shows only a small increase during
the final part of the simulation, mainly due to reaction (30).

The OCS abundance does not vary much in the 0DS300LEDC
case (see Fig. 3c). When atomic oxygen is still abundant in the gas
phase, OCS is mainly formed through reaction (33). Afterwards
OCS is destroyed by secondary UV photons to form S and CO, and
by H+

3 through

OCS + H+
3 → H2 + HOCS+. (39)

HOCS+ then recombines electronically to form either CS and OCS,
which explains why the latter abundance decreases slowly.

SO, SO2 and OCS in the EDC cases

The bottom panel of Fig. 3 displays the abundances of SO, SO2

and OCS in both EDC cases. On the one hand, it appears that
the chemistry of these species does not depend as much on the
temperature as in the LEDC cases. This can be explained by the
poor abundance of reactive oxygen, especially atomic oxygen, in
the gas phase in the EDC cases compared with the LEDC cases.
Table 4 displays the amount of reactive oxygen (relative to that of
total oxygen) in the gas phase at the first time-step of each hot core
simulation. It shows that in the LEDC cases at least 33 per cent of
the total amount of oxygen is under reactive form in the gas phase,
against at most 0.1 per cent in the EDC cases.

On the other hand, the chemistry of SO, SO2 and OCS looks
relatively inert, except for the last part of the simulation (t > 105

yr). Indeed, in the 0DS100EDC case, SO and SO2 (see Figs 3d
and e) are at first slowly formed through reactions (14) and (30),
respectively. As the abundance of HCNS grows from the evaporated
NS (accumulated on the grain during the dense parent cloud phase;
see Table 2) through

NS + CH2 → HCNS + H, (40)

the abundance of SO grows steeper from 104 yr because of reaction
(6). Finally, after 106 yr, SO is consumed by CH through reactions
(28) and (29). The strong link of SO2 with SO via reaction (30),
coupled with reaction (31), makes its abundance drop at the same
time. Regarding OCS (see Fig. 3f), its abundance grows at first in
the 0DS100EDC case from reaction (22), then from reaction (34)
after 104 yr. Towards the end of the simulation, as for SO and SO2,
OCS is destroyed by CH via

OCS + CH → H + CO + CS. (41)

In the 0DS300EDC case, the chemistry of SO, SO2 and OCS differs
from the 0DS100EDC case in two main ways. First, the abundance

of OH decreases much faster in the 0DS300EDC case (see Fig. 2f),
diminishing even more the quantity of reactive oxygen in the gas
phase, causing the abundances of SO, SO2 and OCS to remain
relatively constant during at least the first 105 yr of the simulation.
Secondly, CH is much less abundant at 300 K (by two to three orders
of magnitude) because it is effectively destroyed by evaporated H2O
and C2H2:

CH + H2O → H + H2CO (42)

CH + C2H2 → H + c − C3H2. (43)

Hence, SO and SO2 abundances continue to increase at the end of
the simulation (see Figs 3d and e) and do not decrease as in the
0DS100EDC case. However, the lack of CH does not prevent the
late-time decrease of OCS (see Fig. 3f), which is ruled by the same
reactions as in the 0DS300LEDC case, namely its photodissociation
by secondary UV photon and reaction (39).

H2S, H2CS and CS in the LEDC cases

Fig. 4 is the same as Fig. 3 but for H2S, H2CS and CS. In the
0DS100LEDC case, as for SO, SO2 and OCS, H2S and H2CS (see
Figs 4a and b) are both initially destroyed by atomic carbon via the
following reactions:

H2S + C → H + HCS (44)

H2CS + C → H + HC2S (45)

→ CS + CH2. (46)

The following increase in H2S abundance is mainly due to two
coupled reactions:

CH2SH + N → H2S + HCN (47)

HCN + H3S+ → H2S + HCNH+. (48)

Indeed, CH2SH evaporates slowly from the grain surface in the
physical conditions of the simulation. Reacting with atomic nitrogen
via reaction (47), it forms both H2S and HCN. The latter then also
forms H2S. The combination of these two reactions explains the
steep increase in H2S abundance between 10 and 105 yr. Afterwards,
it decreases from the following ion-neutral reactions:

H2S + HCO+ → CO + H3S+ (49)

H2S + SO+ → H2O + S+
2 . (50)

Towards the end of the simulation, H2S is efficiently produced by
the electronic recombination of H3S+

2 , provided by the following
reaction mechanism:

S + HS → S2
HCO+→ HS+

2
H2→ H3S+

2 . (51)

This mechanism is made efficient by the increase of the abundance
of HS during this period of time.

H2CS gas-phase chemistry at 100 K (in both LEDC and EDC
cases; see Figs 4b and e, respectively) is intertwined with its grain
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Figure 4. Abundances of H2S, H2CS and CS relative to H as a function of time for hot core conditions: nH = 2 × 107 cm−3 and T = 100 K (solid line) and
300 K (dashed line), and for LEDC (top panel) and EDC (bottom panel) pre-collapse compositions.

chemistry because the temperature is not high enough for its com-
plete thermal desorption from grain ices. Hence, after its destruction
by atomic carbon, H2CS grows from

S + CH3 → H2CS + H. (52)

Then its abundance decreases from destruction by HCNH+ in the
gas phase, as well as by hydrogenation in the grain bulk. Indeed,
the latter contributes to the depletion of H2CS from the gas phase at
this time because the chemistry has reached adsorption/desorption
equilibrium. The reactions in question are, respectively,

H2CS + HCNH+ → H3CS+ + HCN (53)

b − H2CS + b − H → b − CH2SH, (54)

where the prefix ‘b-’ denotes the bulk species. Afterwards, H2CS
abundance increases again, mainly from the electronic recombina-
tion of H3CS+ and reaction (52).

Contrary to the other S-bearing species studied in this paper, CS
is not destroyed by atomic carbon during the early phase of the
simulation (see Fig. 4c). It is instead destroyed during a longer pe-
riod of time (approximately 104 yr) by atomic oxygen, contributing
efficiently to lock gas-phase oxygen into CO via

CS + O → S + CO. (55)

CS abundance then grows mainly from reaction (25) as well as from
the following reaction mechanism:

S + CH2 → HCS
S→ CS2

H→ CS. (56)

As previously observed, atomic carbon is preferentially consumed
by evaporated hydrocarbon in the 0DS300LEDC case and there-
fore has a limited impact on sulphur chemistry compared to the
0DS100LEDC case. Hence, H2S (see Fig. 4a) is first destroyed by
atomic hydrogen and oxygen for 103 yr via

H2S + H → H2 + HS (57)

H2S + O → H2 + OH. (58)

H2S is after formed by the electronic recombination of H3S+
2 pro-

vided by a similar reaction mechanism as (51), except that instead
of HCO+, it is the H3O+ ion that mainly reacts with S2 to form
HS+

2 . Indeed, H3O+ is much more abundant in the gas phase at
300 K than at 100 K because it comes mainly from H2O, which is
totally evaporated from grain at this temperature. Furthermore, it is
H3O+ that destroys H2S at the end of the simulation:

H2S + H3O+ → H2O + H3S+. (59)

At 300 K, H2CS is fully depleted from the grain surface and bulk
and is affected only by gas-phase chemistry (see Fig. 4b). Partially
consumed by atomic carbon during the first 10 yr, it is then formed
mainly through reaction (52) and destroyed by reaction (53).

In the 0DS300LEDC case, CS is also initially destroyed by atomic
oxygen via reaction (55) (see Fig. 4c), but for a shorter time than
in the 0DS100LEDC case. The increase in its abundance at 103 yr
is mostly due to a reaction mechanism starting from the evaporated
C4H2:

C4H2 + S+ → HC4S+ e−→ C3S
O→ CCS

S,N→ CS. (60)

Then CS is mainly destroyed by HCNH+ via

CS + HCNH+ → HCN + HCS+. (61)

Finally, the last increase in its abundance is due to the reaction
mechanism (56).

H2S, H2CS and CS in the EDC cases

In the EDC cases and prior to collapse, H2S in icy grain bulk is
the second reservoir of sulphur, containing 26 per cent of the total
amount of sulphur (see Table 2). Hence, its abundance in both EDC
cases is generally higher than in the LEDC cases. Moreover, in the
0DS100EDC case (see Fig. 4d), H2S initially forms efficiently from
its abundant reservoirs counterpart HS via

HS + HS → S + H2S. (62)

It is also produced during most of the simulation from the slow
evaporation of methanol, which is the fourth reservoir of oxygen
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in the EDC case (see Table 2), and through the following reaction
mechanism:

CH3OH + CN → CH2OH
S→ H2CO

H3S+
→ H2S. (63)

Towards the end, H2S is destroyed via reaction (49).
In the 0DS100EDC case (see Fig. 4e), H2CS is first formed via

reaction (52) as well as from methanol slow depletion with the
following reaction mechanism, similar to reaction (63):

CH3OH + CN → CH2OH
S→ H2CS. (64)

As in the 0DS100LEDC case, H2CS chemistry is afterwards linked
with its grain chemistry via reactions (53) and (54), making its abun-
dance drop at 105 yr. At the end of the simulation, H2CS abundance
increases again from reaction (52) and electronic recombination of
H3CS+.

Because of the small amount of reactive oxygen in the EDC cases
compared to the LEDC cases (see Table 4), CS is not destroyed by
atomic oxygen at the beginning of the simulation (see Fig. 4e). At
100 K, it is instead formed rapidly via

HCS + H → CS + H2, (65)

with HCS coming from the small fraction of H2S destroyed by
reaction (44). Afterwards, CS is destroyed for a few 105 yr by OH
and HS via reaction 22 and

CS + HS → CS2 + H. (66)

When CS2 abundance is high enough, it is hydrogenated back into
CS, causing the abundance of the latter to grow again at the end of
the simulation.

In the 0DS300EDC case, all the methanol is directly depleted
in the gas phase and rapidly forms CH3 through many different
reactions. Hence, as CH3 abundance is rapidly much higher than in
the 0DS100EDC case, H2S is mainly destroyed at 300 K via (see
Fig. 4d)

H2S + CH3 → HS + CH4. (67)

This high abundance of CH3 in the gas phase also causes H2CS to
be efficiently formed for a few 105 yr by reaction (52) (see Fig. 4e).
Afterwards, as in the 0DS300LEDC case, the steep decrease of its
abundance is mainly due to reaction (53).

Finally, CS chemistry in the 0DS300EDC case is similar to the
0DS100EDC case, except for the fact that OH abundance at 300 K
is much lower than at 100 K (see Fig. 4f). Hence, CS is mainly
destroyed by reaction (66). Moreover, as CS2 abundance grows
faster at 300 K than at 100 K, the peak in CS abundance happens
sooner in the 0DS300LEDC case. At the end, CS is destroyed like
H2CS, by HCNH+ via reaction (61).

3.1.3 Comparisons to observations

The species studied in this section have been detected in many
hot cores and corinos, and their respective observed abundances
present differences among sources that can go as high as three or-
ders of magnitude (see for example, table 5 of Wakelam et al. 2004a,
and references therein). These variations are often explained by dif-
ferences among the ages of the sources, or among the temperatures
of their respective hot cores or corinos (see discussion in Herpin
et al. 2009). Therefore, it would be complex, as well as out of the
scope of the present study, to quantitatively compare our results to
observations. Qualitatively, however, we can raise the two following
points.

(i) The total amount of sulphur observed in massive hot cores
generally accounts only for a small part of its cosmic abundance
(around 0.1 per cent; see Hatchell et al. 1998; van der Tak 2004;
Wakelam et al. 2004a; Herpin et al. 2009), which contrasts with our
modelling results where most of the sulphur appears to be in the
form of SO, SO2, H2S and OCS at the ages that are expected for
such objects. Uncertainties on massive hot core observations due to
the fact that they are mostly very distant sources, and therefore not
spatially resolved, as well as uncertainties on our high-temperature
network could explain these discrepancies. However, among this
type of source, the hot core of Orion KL presents a high abundance
of H2S of 2.5 × 10−6, accounting for more than 15 per cent of
the total amount of sulphur (Minh et al. 1990), as well as higher
abundances of SO and SO2 than in other massive hot cores (Sutton
et al. 1995). It appears that, even if our models fail to reproduce the
observed abundances of these molecules for most massive hot core
observations, both our EDC models can reproduce the Orion KL
abundances of H2S, SO and SO2 within one order of magnitude in a
range of time acceptable for this structure, between 104 and 106 yr.
However, in this range of time, the models tend to overestimate the
abundances of OCS, CS and H2CS, which suggests that work still
has to be done regarding the modelling of the chemistry of these
species.

(ii) The only hot corinos towards which all the S-bearing species
studied in this paper have been observed is IRAS 16293–2422.
The observed abundances of SO, SO2, OCS, H2CS and H2S in the
dense inner part of its envelope (≤150 au; see table 7 of Schöier
et al. 2002) can be reproduced within one order of magnitude by
both our LEDC models in a range of time compatible with that
derived by Schöier et al. (2002), between a few 103 and a few 104

yr. This result would suggest that IRAS 16293–2422 has formed in
a parent cloud that would have collapsed at an age of approximately
105 yr.

These results suggest that, following our previous paper (Vidal
et al. 2017), our model can reproduce observations of S-bearing
molecules in H2S-rich hot cores and in hot corinos using – as an
initial abundance of sulphur – its cosmic abundance. However, work
still has to be conducted regarding our high-temperature network,
especially for OCS, H2CS and CS.

3.2 One-dimensional static models

In this section, we study the results of the two one-dimensional
static simulations whose parameters are described in Section 2.4
and Table 3. The goal is to evaluate the impact of the pre-collapse
chemical composition of the parent cloud on the computed abun-
dances of the main S-bearing species SO, SO2, OCS, H2S, H2CS
and CS. Both LEDC and EDC simulations were run for a period of
3.5 × 105 yr so as to make the results comparable to those of the
zero-dimensional dynamic simulations presented in Section 3.3.

Fig. 5 displays the abundances of each of these species for both
1DSLEDC (solid lines) and 1DSEDC (dashed lines) pre-collapse
compositions. For a radius greater than 300 au, which corresponds
to the outermost and coldest (T < 50 K) part of the envelope of the
protostar, most considered species present only small local differ-
ences in their abundances between the LEDC and EDC cases. Only
SO2 presents significant differences that can go to more than three
orders of magnitude while other species display differences smaller
than one order of magnitude (see Fig. 5b).

In the inner part of the envelope (R < 300 au) where the tem-
perature goes from 50 to 200 K (see the right panel of Fig. 1), all

MNRAS 474, 5575–5587 (2018)
Downloaded from https://academic.oup.com/mnras/article-abstract/474/4/5575/4791686
by Universite de Bordeaux user
on 09 July 2018



5584 T. H. G. Vidal and V. Wakelam

1 2 3 4
-16
-15
-14
-13
-12
-11
-10

-9
-8
-7
-6
-5
-4

lo
g(

A
bu

nd
an

ce
s)

 (
/H

)

(a)

SO

1 2 3 4
-16
-15
-14
-13
-12
-11
-10

-9
-8
-7
-6
-5
-4

(b)

SO
2

1 2 3 4
-16
-15
-14
-13
-12
-11
-10

-9
-8
-7
-6
-5
-4

(c)

OCS

1 2 3 4
log(Radius) (AU)

-16
-15
-14
-13
-12
-11
-10

-9
-8
-7
-6
-5
-4

lo
g(

A
bu

nd
an

ce
s)

 (
/H

)

H
2
S

(d)

1 2 3 4
log(Radius) (AU)

-16
-15
-14
-13
-12
-11
-10

-9
-8
-7
-6
-5
-4

H
2
CS

(e)

1 2 3 4
log(Radius) (AU)

-16
-15
-14
-13
-12
-11
-10

-9
-8
-7
-6
-5
-4

CS

(f)

Figure 5. Abundances of SO, SO2 and OCS (top panel) and H2S, H2CS and CS (bottom panel), relative to H as a function of the radius to the star IRAS
16293–2422 according to the one-dimensional structure of Crimier et al. (2010), for the LEDC (solid line) and EDC (dashed line) pre-collapse compositions.
Both models were run for a period of 3.5 × 105 yr so the results would be comparable to those of the zero-dimensional dynamic simulations. The vertical grey
line represent the hot core spatial limit RHC = 80 au, T > 100 K.

species abundances show significant differences between the LEDC
and EDC pre-collapse compositions. These differences can go from
two to more than six orders of magnitude. Within the hot core
limits (delimited by a vertical grey line in Fig. 5 at RHC < 80 au,
T > 100 K), the species that are most sensitive to the pre-collapse
composition appear to be H2S, H2CS, and CS with differences of
more than three orders of magnitude (see Figs 5d, e and f, respec-
tively). For H2S, these differences are explained by its dependence
on the parent cloud evolution time. Indeed, in the EDC case, H2S in
icy grain bulk is the second reservoir of sulphur in the pre-collapse
composition, containing 26 per cent of the total amount of sulphur,
whereas in the LEDC case, it only contains 5 per cent (see Ta-
ble 2). Hence, in the inner part of the envelope and the hot core,
where the temperature is high enough for H2S thermal desorption,
its abundance is much higher than in the LEDC case. Moreover,
Fig. 4 shows that, in that case, H2S is not efficiently destroyed in
the gas phase. Regarding H2CS, this species efficiently forms at high
temperature in the gas phase from CH3, via reaction (52), which
is much more abundant in the EDC case because of evaporated
methanol and hydrocarbons accumulated on the grains during the
parent cloud evolution. Finally, in the EDC case, CS is not as effi-
ciently destroyed in the gas phase as in the LEDC case (see Fig. 4)
because of the low abundance of reactive oxygen (see Table 4).

We can finally highlight that our one-dimensional static models
show that the pre-collapse composition of the parent cloud appears
to be critical for the sulphur-bearing species in hot core physical
conditions. Indeed, we can see from Fig. 5 that a hot core that
formed from a young parent cloud will be poor in H2S and rich in
SO2, while a hot core formed from a more evolved parent cloud
would be rich in H2S and H2CS.

3.3 Zero-dimensional dynamic model

In this section, we carry out the same study as in the previous section
but for the zero-dimensional dynamic simulations 0DDLEDC and
0DDEDC described in Section 2.5 and Table 3.

Fig. 6 is the same as Fig. 5 but for the zero-dimensional dy-
namic simulations. In this figure, it is particularly striking that the
pre-collapse chemical composition of the parent cloud appears to

have little or no effect on the abundances of the considered S-
bearing species. Only SO presents a significant difference in the hot
core (delimited by a vertical grey line in Fig. 6 at RHC < 135 au,
T > 100 K), and even this difference is no more than a factor of
7 (see Fig. 6a). A possible explanation for this lack of differences
would be that the free-fall time considered in these simulations is
long enough for both models to evolve towards the same chemical
composition. Indeed, if the initial pre-collapse chemical composi-
tion has enough time to evolve in an environment cold enough for
species not to evaporate, it will tend towards a state similar to the
EDC case (i.e. with an evolved grain surface and bulk chemistry),
notably with most of the sulphur transformed into H2S and OCS
on the grains. Hence, the hot core chemical composition of both
0DDLEDC and 0DDEDC would be very similar.

Moreover, the modification we made to the density profile of the
model would tend to accelerate the chemistry and adsorption of
species on the grains and therefore reduce the chemical time-scale.
We expect that by using the original model of Aikawa et al. (2008)
we would obtain more differences and thus a more important impact
of the pre-collapse chemical composition on the hot core chemistry.

4 D ISCUSSI ON

4.1 Modification of the density profile of the dynamic model

In order to evaluate the impact of the modification of the density
radial profile for our zero-dimensional dynamic model on sulphur
chemistry, we run the 0DDLEDC and 0DDEDC cases, but this time
using the original physical structure of Aikawa et al. (2008). Fig. 7
is therefore the same as Fig. 6, but for the models run with the
original density structure of Aikawa et al. (2008). As expected, the
results displays larger differences between the LEDC and EDC pre-
collapse compositions cases, which can be explained by a slower
chemistry due to lower density. Moreover, as discussed in Wake-
lam et al. (2014), lower densities tend to decrease adsorption of
species on grains (and consequently depletion), and therefore en-
hance gas-phase chemistry at low temperature, which explains why
the abundances of the studied species are higher in the envelope
in the original structure case. However, the resulting abundances
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Figure 6. Abundances of SO, SO2 and OCS (top panel) and H2S, H2CS and CS (bottom panel), relative to H as a function of the radius to the star IRAS
16293–2422 according to the modified structure of Aikawa et al. (2008), for the LEDC (solid line) and EDC (dashed line) pre-collapse compositions. The
vertical grey dashed line represents the hot core spatial limit RHC = 135 au, T > 100 K.
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Figure 7. Abundances of SO, SO2 and OCS (top panel) and H2S, H2CS and CS (bottom panel), relative to H as a function of the radius to the star IRAS
16293–2422 according to the original structure of Aikawa et al. (2008), for the LEDC (solid line) and EDC (dashed line) pre-collapse compositions. The
vertical grey dashed line represents the hot core spatial limit RHC = 135 au, T > 100 K.

in the hot core do not change drastically (at most slightly more
than one order of magnitude) and are even the same for OCS and
H2S (see Figs 7c and d, respectively). As discussed in Section 3.3,
this could be explained by a long free-fall time, which would give
the chemistry enough time for H2S and OCS to accumulate on the
grains before thermal depletion in the hot core. More complete stud-
ies of the effect of density and free-fall time on the chemistry of a
collapsing envelopes and hot cores will be conducted in the future.

4.2 H2S and the initial abundance of sulphur

This study was conducted in light of the previous results we obtained
regarding the sulphur reservoir in dark clouds (Vidal et al. 2017),
namely that depending on the age of the cloud, the reservoir of sul-
phur could be either atomic sulphur in the gas phase (LEDC case)
or H2S and HS in icy grain bulk nearly equally sharing more than
55 per cent of the total amount of sulphur (EDC case). Another

result was that the NAUTILUS model could reproduce the S-bearing
observations in the dark cloud TMC-1 using as an initial abundance
of sulphur its cosmic abundance, or three times depleted. Hence,
throughout this paper, we present results obtained using the cosmic
abundance of sulphur of 1.5 × 10−5 (Jenkins 2009). With this initial
abundance of sulphur, the H2S abundances obtained in the hot core
in the dynamic simulation with the modified as well as the original
structure from Aikawa et al. (2008) is as high as 10−5. Such a high
abundance of H2S is not consistent with the abundance derived from
the observation of IRAS 16293–2422 (2.7 × 10−7; see Wakelam
et al. 2004a). On the one hand, to understand why the model over-
estimates the H2S abundance, we ran all the models presented in
this paper with an initial abundance of 5 × 10−6. It should be noted
that it only changes the presented results quantitatively, linearly di-
minishing the abundances of the studied species by approximately
a factor of 3. Regarding H2S in the dynamical case, this initial de-
pletion of sulphur allows an estimation of its abundance in the hot
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Table 5. Comparison of the abundances obtained in the LEDC case. where
a(b) stands for a × 10b.

Species (ni/nH)1DSLEDC (ni/nH)0DDLEDC

R = 50 au (hot core)
SO 5.7(−8) 9.0(−10)
SO2 1.4(−5) 9.5(−9)
OCS 3.0(−7) 1.2(−6)
H2S 1.2(−11) 9.5(−6)
H2CS 7.4(−10) 7.6(−9)
CS 1.2(−12) 3.3(−9)

R = 500 au (envelope)
SO 2.3(−14) 1.6(−10)
SO2 1.2(−13) 4.7(−12)
OCS 2.2(−12) 5.8(−8)
H2S 1.1(−13) 1.7(−10)
H2CS 2.7(−14) 1.4(−10)
CS 1.2(−13) 1.7(−10)

core to be slightly overestimated around 3 × 10−6, but it could be
considered in accordance with the observations (within a margin of
one order of magnitude).

On the other hand, the overestimation of H2S that we find could
be a result of the efficient formation path due to slowly evaporating
CH2SH and CH3OH at 100 K studied in Section 3.1. This contra-
dicts previous theoretical and laboratory studies that predict that
in the high-temperature gas phase, the H2S evaporated from grain
ices is preferentially destroyed to form SO and SO2, or molecules
with two S atoms, such as H2S2 or HS2 (Charnley 1997; Wake-
lam et al. 2004b; Druard & Wakelam 2012; Esplugues et al. 2014;
Martı́n-Doménech et al. 2016). Hence, this result could suggest
missing efficient destruction gas-phase reactions in the H2S chem-
istry in our network.

4.3 Sensitivity to the type of simulation

One goal of this paper is to highlight the differences that can appear
when using two types of simulations to model the same hot core.
In order to do so, we have used a one-dimensional static model
and a zero-dimensional dynamic model of IRAS 16293–2422. Our
results show that our one-dimensional model favours a hot core
sulphur chemistry dominated by SO2 and SO in the LEDC case
and by H2S in the EDC case, while our zero-dimensional dynamic
model displays in both cases high abundances of H2S and OCS and
low abundances of SO2 and SO. Table 5 displays the abundances
obtained for both types of models in the LEDC case, at 50 au (in the
hot core) and at 500 au (in the envelope). In light of the difference
in abundance that exists for a given species between the two type of
models, we can easily make a conclusion about the sensitivity to the
type of simulation used to compute the chemistry of a hot core and
its collapsing envelope. Especially in the hot core, these differences
can reach as much as six orders of magnitude, rendering critical the
choice of model used to compare results with possible observations
or related works.

4.4 Importance of the pre-collapse chemical composition

The observations of S-bearing species in hot cores are still a puz-
zling issue, as a large variety of sulphur compositions have been
observed towards different hot cores and therefore no global trend
has yet been found (see fig. 5 of Woods et al. 2015, and refer-

ences therein). However, a given set of hot cores can present similar
sulphur compositions (see for example, Minh 2016), which would
suggest similar evolutionary stages. In this paper we have investi-
gated the importance of the pre-collapse chemical composition on
the hot core chemistry of S-bearing species. Our results on zero-
dimensional and one-dimensional simulations (Sections 3.1 and 3.2)
support the fact that, given the fast evolution of sulphur chemistry
in the parent cold clouds, the pre-collapse chemical composition is
a critical parameter for hot core simulations. This could partially
explain the absence of a global trend for sulphur compositions in
observed hot cores from different parent clouds, as well as support-
ing the fact that for parent clouds that collapse at similar ages and
physical environments, hot cores can have similar sulphur composi-
tions. However, the study of our dynamical simulation (Section 3.3)
raises the question of the role of the free-fall time on sulphur evolu-
tion, which would also explain the similar composition of different
hot cores, especially those where H2S and OCS are found to be
more abundant than the other species (see for example, Herpin
et al. 2009).

5 C O N C L U S I O N S

In this paper, we aimed to take a comprehensive look at the chem-
istry of sulphur in hot cores. In order to do so, we have con-
ducted an extensive study with simple zero-dimensional models
of the chemistry of the main S-bearing species observed towards
hot cores, namely SO, SO2, OCS, H2S, H2CS and CS. We have
presented and compared the results from two types of simulations
(one-dimensional static and zero-dimensional dynamic), in order to
highlight the sensitivity of chemistry to the choice of model used in
astrochemical studies.

Our zero-dimensional extensive study revealed four main results:

(i) The total amount of reactive oxygen in the gas phase depends
critically on the pre-collapse composition of the hot core (see Ta-
ble 4) as well as the temperature.

(ii) Sulphur chemistry in hot and dense gas also depends greatly
on the pre-collapse composition, mainly because of its impact on
reactive atomic oxygen, carbon and hydrogen, which all participate
actively in most of the sulphur chemistry in such environments.

(iii) Sulphur chemistry in hot and dense gas depends greatly on
the temperature, partly because it is directly and indirectly linked
with hydrocarbon evaporated from grain ices, and their main de-
struction products CH2 and CH3.

(iv) We found efficient paths of formation of gas-phase H2S that
could be responsible for its overestimation in most of our hot core
results. Studies of the gas-phase chemistry of this species need to
be continued to ensure the relevance of our network.

Our study of the one-dimensional static and zero-dimensional
dynamic models led to the following conclusions:

(i) The pre-collapse chemical composition of the parent cloud is
a key parameter for one-dimensional static simulations of sulphur
chemistry in hot cores. Indeed, the computed abundances showed
that it can imply differences up to six orders of magnitude for a
given species in the hot core. However, the pre-collapse composition
appears to have only a small impact on the chemical composition
of the envelope. Finally, our one-dimensional model shows that a
hot core that was formed from a young parent cloud will be poor in
H2S and rich in SO2, while a hot core formed from a more evolved
parent cloud would be rich in H2S and H2CS.
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(ii) The zero-dimensional dynamic simulations conducted in this
paper have revealed only small differences between the results of
the less evolved and the evolved pre-collapse chemical composition,
showing only a weak dependence of the hot core sulphur chemistry
on the pre-collapse composition. Indeed, for both cases, the model
predicts high abundances of H2S and OCS and low abundances
of SO2 and SO. However, this result is thought to be due to the
long free-fall time used in our model, which would allow enough
time for sulphur to be adsorbed on to grains and to form mainly
H2S and OCS in the envelope before thermal depletion. We expect
that for a shorter free-fall time the differences between the two
pre-collapse composition cases would be larger. Future work will
focus on this importance of the free-fall time, as along with the pre-
collapse chemical composition, it could explain the large variety of
abundances of S-bearing species observed in hot cores.

The comparison between the one-dimensional static and zero-
dimensional dynamic models has displayed large differences be-
tween the computed abundances, which can be as high as six orders
of magnitude in the hot core. This result highlights the sensitivity to
the choice of simulations in astrochemical studies, especially when
comparing results with observations, or with results from other pa-
pers.
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ABSTRACT
Sulphur-bearing species are often used to probe the physical structure of star-forming regions of
the interstellar medium, but the chemistry of sulphur in these regions is still poorly understood.
In dark clouds, sulphur is supposed to be depleted under a form that is still unknown despite
numerous observations and chemical modelling studies that have been performed. In order
to improve the modelling of sulphur chemistry, we propose an enhancement of the sulphur
chemical network using experimental and theoretical literature. We test the effect of the
updated network on the outputs of a three-phases gas–grain chemical model for dark cloud
conditions using different elemental sulphur abundances. More particularly, we focus our
study on the main sulphur reservoirs as well as on the agreement between model predictions
and the abundances observed in the dark cloud TMC-1 (CP). Our results show that depending
on the age of the observed cloud, the reservoir of sulphur could either be atomic sulphur in the
gas phase or HS and H2S in icy grain bulks. We also report the first chemical model able to
reproduce the abundances of observed S-bearing species in TMC-1 (CP) using as elemental
abundance of sulphur its cosmic value.

Key words: astrochemistry – methods: numerical – stars: formation – ISM: abundances –
ISM: clouds – ISM: molecules.

1 IN T RO D U C T I O N

Since the first detection of an S-bearing molecule in the interstellar
medium (CS; Penzias et al. 1971), sulphur has become a subject
of interest for many astrochemists. S-bearing molecules are indeed
often used to probe the physical structure of star-forming regions
(Lada, Bally & Stark 1991; Plume et al. 1997; Viti et al. 2001; Sakai
et al. 2014; Podio et al. 2015) and have been proposed as chemical
clocks for hot cores (Charnley 1997; Hatchell et al. 1998; Wakelam
et al. 2004). But sulphur chemistry in the dense interstellar medium
has also been at the centre of a puzzling issue for many years,
namely the sulphur depletion problem (Ruffle et al. 1999). Unlike
most of the other elements, in the diffuse medium, the gas-phase
abundance of atomic sulphur is observed to be constant with cloud
density, around its cosmic value of a few 10−5 (see for instance Jenk-
ins 2009). However, in dark clouds the total abundance of detected
S-bearing molecules only accounts for 0.1 per cent of the cosmic
abundance of atomic sulphur (Tieftrunk et al. 1994; Charnley 1997).
Therefore, the main reservoirs of sulphur in dark clouds are still un-

� E-mail: thomas.vidal@u-bordeaux.fr

known. One could argue that sulphur is in its atomic form, that
is, non-observable. However, assuming an elemental abundance of
sulphur in chemical models as high as its cosmic value produces pre-
dicted abundances of observable S-bearing molecules much higher
than the observed one. Consequently, modellers usually assume
that the elements (sulphur but other heavy elements as well) are de-
pleted compared to their cosmic reference values and they use the
so-called depleted abundance of sulphur of a few 10−8 (Wakelam
& Herbst 2008).

The main hypothesis to explain this missing sulphur is that it
is depleted on to interstellar grains. In cometary ices, which are
thought to present chemical similarities with the ices processed
during hot core formation (Irvine et al. 2000), H2S is the most
abundant S-bearing molecule, at the level of 1.5 per cent compared
to water (Bockelée-Morvan et al. 2000). More recently, Holdship
et al. (2016) studied the properties of H2S in the low-mass protostar
L1157-B1 and found that a significant fraction of the sulphur is
likely to be locked into the form of H2S on the grains. Chemical
models also predict that, in the dense interstellar medium, atomic
sulphur would stick on grains and be mostly hydrogenated to form
H2S. To this day, however, only OCS (Palumbo, Geballe & Tie-
lens 1997) and SO2 (Boogert et al. 1997) have been likely identified
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in icy grain bulks in dense molecular clouds surrounding high-mass
protostars and their estimated total abundance does not account for
the missing sulphur. Upper limits for the column density of H2S in
icy grain bulks have been derived by Smith (1991), notably towards
the line of sight of three late-type field stars lying behind the Taurus
dark cloud, but these are also too low for H2S to be the reservoir of
sulphur in dark clouds.

Laboratory experiments coupled with chemical models have re-
cently brought new insight into the problem by studying the ir-
radiation of H2S interstellar ice analogues by energetic protons
and UV photons by Garozzo et al. (2010) and Jiménez-Escobar &
Muñoz Caro (2011). Both studies found that solid H2S was easily
destroyed to form other species such as OCS, SO2, CS2 and H2S2.
Subsequently, a corresponding network was proposed by Druard
& Wakelam (2012) to reproduce these experiments but the authors
showed that sulphur was converted into other forms, mostly H2S2

and H2S3, at higher temperatures (>20 K) than those found in dark
clouds (around 10 K).

In this paper, we propose an enhancement of the sulphur chemical
network for dark cloud simulations motivated by the recent obser-
vations of HNCS and HSCN in TMC-1 (CP) (Adande et al. 2010)
and of CH3SH in IRAS 16293−2422 (Majumdar et al. 2016). Our
network also includes the network proposed by Druard & Wakelam
(2012). We test the effect of the updated network on the outputs of
a gas–grain chemical model for dark cloud conditions using differ-
ent sulphur elemental abundances. More particularly, we focus our
study on the main sulphur reservoirs as well as on the agreement
between model predictions and the abundances observed in the dark
cloud TMC-1 (CP). The gas–grain model we used as well as the
modifications of the chemical network are presented in Sections 2
and 3. Sections 4 and 5 describe our new modelling results and
include comparisons with the previous version of the network as
well as comparisons with observations in the dark cloud TMC-1
(CP). We discuss and conclude on our results in the last section.

2 MO D EL

The model we use to assess the impact of our new network on
the predicted S-bearing species abundances of dark clouds, is the
latest version of the NAUTILUS chemical model, described in Ru-
aud, Wakelam & Hersant (2016). This model allows us to compute
the evolution of chemical abundances for a given set of physical
and chemical parameters. Recently updated, it simulates a three-
phases chemistry including gas-phase, grain surface and grain bulk
chemistries, along with the possible exchanges between the phases.
These exchanges are: the adsorption of gas-phase species on to
grain surfaces, the thermal and non-thermal desorption of species
from the grain surface into the gas phase and the surface-bulk and
bulk-surface exchange of species. Our reference model for this pa-
per uses the formulation of chemical desorption processes depicted
in Garrod, Wakelam & Herbst (2007). They consider that for each
surface reactions leading to a single product, a part of the energy
released by the reaction can contribute to the desorption of the prod-
uct in the gas phase using the Rice–Ramsperger–Kessel theory. The
fraction of the product desorbed in the gas phase depends on the
binding energy of the product to the surface, the enthalpy of the
reaction and the fraction of the released energy that is lost to the
surface. In our case, we use an a parameter of 0.001, which produces
approximately a 1 per cent efficiency evaporation for all species.
Moreover, the grain chemistry takes into account the standard direct
photodissociation by UV photons along with the photodissociation
induced by secondary UV photons introduced by Prasad & Tarafdar

Table 1. Initial abundances.

Element ni/nH
a References

H2 0.5
He 0.09 1
N 6.2(−5) 2
O 2.4(−4) 3
C+ 1.7(−4) 2
S+ 8.0(−8) 4
Si+ 8.0(−9) 4
Fe+ 3.0(−9) 4
Na+ 2.0(−9) 4
Mg+ 7.0(−9) 4
P+ 2.0(−10) 4
Cl+ 1.0(−9) 4
F 6.7(−9) 5

aa(b) stands for a × 10b.
References: (1) Wakelam & Herbst
(2008), (2) Jenkins (2009), (3)
Hincelin et al. (2011), (4) low metal
abundances from Graedel, Langer &
Frerking (1982) and (5) depleted value
from Neufeld, Wolfire & Schilke
(2005).

(1983). These processes are effective on the surface as well as in
the bulk of the grains. The model also takes into account the newly
implemented competition between reaction, diffusion and evapora-
tion as suggested by Chang, Cuppen & Herbst (2007) and Garrod &
Pauly (2011). The diffusion energies of each species are computed
as a fraction of their binding energies. We take for the surface a
value of this ratio of 0.4 as suggested by experiments and theoreti-
cal work made on H (see Ruaud et al. 2016, and reference therein),
CO and CO2 (see Karssemeijer & Cuppen 2014). This value is then
extrapolated to every species on the surface. For the bulk, we take a
value of 0.8 (see also Ruaud et al. 2016). The reference (gas phase
and grains) network is kida.uva.2014 (see Wakelam et al. 2015a),
the same one as in Ruaud et al. (2016).

The set of physical parameters used throughout this paper is the
commonly used dark cloud parameter configuration, namely a gas
and dust temperature of 10 K, an atomic hydrogen total density
of 2 × 104 cm−3, a cosmic ionization rate of 1.3 × 10−17 s−1

and a visual extinction of 15 mag. All abundances are expressed
with respect to the total H density. Our set of initial abundances is
summarized in Table 1. We start with all species in their atomic (or
ionized) form, except for hydrogen which is assumed to be entirely
in its molecular form.

3 MO D I F I C AT I O N O F T H E S U L P H U R
N E T WO R K

To update the sulphur chemistry network, we first examine the exist-
ing KIDA network (kida.uva.2014; Wakelam et al. 2015a) looking
systematically at the possible reactions between S and S+ with the
most abundant species in dense molecular clouds (CO, CH4, C2H2,
c-C3H2) as well as the potential reactions between sulphur com-
pounds and the most abundant reactive species in molecular clouds
(C, C+, H, N, O, OH, CN). We found that various neutral reactions
were missing from KIDA (or other data bases) such as C + H2S,
C + H2CS and S + l,c-C3H. When previous experimental or the-
oretical studies exist, we use them to update the KIDA data base
when necessary. However, there are relatively few kinetics data for
the reactions of sulphur compounds. To estimate the unknown rate
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constants to be used in the network, we use a methodology devel-
oped in appendix A (see supplementary material online) including
new DFT and ab-initio calculations on the reactions H + CS, H
+ H2CS, H + C2S, H + HNCS, H + HSCN, NH + CS, NH2 +
CS, C2H3 + CS, O + C3S, S + c-C3H+

3 , S + c-C3H2, N + HCS.
All calculations have been performed for gas-phase reactions. The
hydrogenation reaction barriers are used in the surface chemistry
without changes. The rate constant of the NH + CS, NH2 + CS,
C2H3 + CS, O + C3S reactions are presented in appendix B (see
supplementary material online). It should be noted that there are of-
ten large uncertainties on rate constant values and branching ratios
for the sulphur chemical network. This is particularly true for the
branching ratios of dissociative recombination (DR). Most of them
are deduced from general rules, developed in appendix A, by anal-
ogy with similar oxygenated compounds, but DR of HCS+ leads
mainly to S + CH (Montaigne et al. 2005), while DR of HCO+

leads mainly to H + CO (Hamberg et al. 2014). This may be criti-
cal for H2CS (and also HC3S) production if DR of CH3SH+ leads
mainly to C-S bond breaking in contrast to DR of CH2OH+ which
preserves the C-O bond (Hamberg et al. 2007).

In this work, we introduce three isomers for HNCS (HNCS,
HSCN, HCNS) and five for the protonated forms. We use the work
of Gronowski & Kolos (2014) to describe the ionic chemistry but,
unlike them, we do not consider the CSH+ isomer but only the
HCS+ one. Indeed, the CSH+ → HCS+ isomerization barrier is
only 5.4 kJ mol−1 (Puzzarini 2005) and as the reaction producing
CSH+ (CS + H3

+) is exothermic by 78 kJ mol−1, most of the
CSH+ should isomerize into HCS+. The comparison with HOC+ is
not relevant, as the COH+/HCO+ isomerization barrier is equal to
150 kJ mol−1 (Nobes & Radom 1981). We carefully searched for
other reactions producing HNCS isomers, performing various theo-
retical calculations on the H-H-C-N-S system. For the NH2 + CS re-
action, we found a small barrier (+3.0 kJ mol−1) at the CCSD(T)/cc-
pVQZ//MP2/cc-pVTZ level (this barrier being submerged by
−2.4 kJ mol−1 at the M06-2X/cc-pVTZ level but this method is
thought to be less precise and usually slightly underestimates bar-
rier values). We calculate the rate constant for this reaction using the
CCSD(T) values leading to a negligible value at low temperature.
We also include various reactions on the grain surface. Indeed, it
appears that the s-N + s-HCS reaction is, alongside the following
reaction mechanism:

HCS+ + NH2 → H + H2NCS+ e−→ HNCS/HSCN + H, (1)

the main source of HNCS isomers. The first step of this reaction
is very likely N-C bond formation without a barrier through the
pairing up of free electrons of the N atom and the HCS radical
leading to HC(N)S formation. This species is indeed the transi-
tion state linking HNCS and HSCN. The branching ratio between
HNCS and HSCN formation can be deduced from statistical the-
ory. HNCS/HSCN production is estimated to be proportional to
the density of vibrational states of each isomer near the effective
barrier to isomerization in a similar manner to HCN/HNC forma-
tion in DR of HCNH+ (Herbst, Terzieva & Talbi 2000). Using the
MESMER program (Glowacki et al. 2012) for the calculations of the
ro-vibrational density of states near the isomerization barrier (see
appendix A).

For the loss reactions, we consider no barrier for the reactions
of HNCS isomers with carbon atoms taking into account the high
reactivity of carbon atoms with unsaturated closed shell molecules
(see table 1 in Loison et al. 2014). We neglect the reactions of
HNCS isomers with H, N and O atoms in the gas phase either
from M06-2X/cc-pVTZ calculations (see appendix A) or by com-

Table 2. Table of the 46 S-bearing
species added to the network.

Neutrals

CS2 HNCS
H2S3

a HSCN
S3

a H2C3S
S4

a HNCHS
S5

a HSCHN
S6

a HNCSH
S7

a NH2CHS
S8

a H2C2S
HC3S NH2CS
HC2S NH2CH2S
CH3S NH2CH2SH
CH3SH HSO
CH2SH HNCHSH
HCNS NH2CHSH

Ions

CS+
2 HSCN+

HCS+
2 H2CNS+

H2C2S+ H2NCS+
H2C3S+ H2SCN+
CH3S+ HCNSH+
CH3SH+ HNCSH+
CH3SH+

2 CH3CS+
HCNS+ NH2CHSH+
HNCS+ NH3CH2SH+

aThese species are not allowed to
evaporate in the gas phase (see text).

parison with similar reactions with HNCO isomers. For He+ and
H+ reactions with HNCS isomers we consider, by comparison with
similar reactions (Anicich 2003), a charge transfer mechanism as
the main process leading to highly excited species followed by
dissociation. For C+ reactions with HNCS isomers, the charge ex-
change is usually a minor channel (Anicich 2003). We consider
then that these reactions lead mainly to the most exothermic exit
channel involving the fewest steps. For protonation reactions, we
use the work of Gronowski & Kolos (2014) leading to five H2NCS+

isomers. The DR rate constant of the five H2NCS+ isomers is as-
sumed to be equal to the ion–electron collision rate estimated to be
equal to 3 × 10−7 × (T/300)−0.5 considering the size of the cations
(Florescu-Mitchell & Mitchell 2006; Fournier et al. 2013). For the
branching ratio of the DR of H2NCS+ and HNCSH+, a critical pa-
rameter for the HNCS/HSCN ratio, we follow the same procedure
as used for the DR of HCNH+ (Herbst et al. 2000) using the MESMER

program for the calculations of the ro-vibrational density of states
near the isomerization barrier (see appendix A). Then, the DR reac-
tions of H2NCS+ and HNCSH+ leads to similar amounts of HNCS
and HSCN.

Overall, we added (or reviewed in the case of reactions) 46 S-
bearing species to the network along with 478 reactions in the gas
phase, 305 reactions on the grain surface and 147 reactions in the
grain bulk (see the table in appendix B). The newly introduced
species are listed in Table 2. Among these species, H2S3 and Sn (n
= 3 to 8) are only present on the grains, that is, they are formed
on the surfaces and not allowed to evaporate (see also Druard &
Wakelam 2012). At 10 K, these species are not efficiently formed
so we do not want to add any gas-phase routes for these species as
this chemistry is not known. It should be noted that our enhanced
network includes the chemical schemes for carbon chains proposed
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Figure 1. Abundances of main sulphur-bearing species relative to H as a
function of time for dark cloud physical conditions: (a) in the gas phase,
(b) on the grain surface (solid line) and bulk (dashed line). The dotted line
represents the elemental abundance of sulphur (here, Xini = 8 × 10−8).

in Wakelam et al. (2015b), Loison et al. (2016), Hickson, Wakelam
& Loison (2016b) and Loison et al. (in preparation).

4 IM PAC T O F TH E N E W N E T WO R K O N
T H E C H E M I C A L M O D E L O F DA R K C L O U D S

In this section, we highlight the impact of our enhanced sulphur net-
work on the outputs of the NAUTILUS chemical code, configured for
dark cloud physical conditions. We first present the abundance evo-
lution of the most abundant sulphur-bearing species we obtain from
the model in this configuration. Then we highlight our results on the
newly implemented sulphur-bearing species. Finally, we compare
the outputs obtained with our new network with those obtained with
the nominal network for the same model configuration.

4.1 Abundances of the main sulphur-bearing species

In the following, we study the abundances of the main sulphur-
bearing species obtained with our enhanced network, both in the
gas phase and on the grains. We choose these species since they
contain more than 5 per cent of the elemental sulphur at one point
in our simulation.

4.1.1 Main gas-phase species: S, CS and SO

Fig. 1(a) shows the time evolution of the main sulphur-bearing
species in the gas phase: atomic sulphur (S), carbon monosulphide
(CS) and sulphur monoxide (SO). In our simulation, sulphur is
initially in the form of S+ and between 7.7 × 103 and 4.6 × 105 yr,
S becomes the main sulphur reservoir (including species on grains).
During this period, its abundance reaches a maximum at 105 yr
when it contains up to 73 per cent of the elemental sulphur. The
growth of the atomic S abundance up to this maximum seems to be

mainly caused by the electronic recombination mechanisms of S+,
as well as of CS+ and HCS+. The last two are related to S+ by the
following reaction mechanism:

S+ CH→ CS+ H2→ HCS+. (2)

This mechanism is therefore very efficient because CH is rapidly
formed by electronic recombination of CH+

2 which is itself formed
by the ion-neutral reaction between elemental species C+ and H2.
Later, S is consumed by reactions with H+

3 , CH3, OH and O2,
which efficiently produce SO causing the peak in its abundance at
3.6 × 105 yr. The CS abundance follows closely the atomic sulphur
one, first growing from numerous reactions, including notably the
electronic recombination of HCS+, C2S+ and HC3S+ and destruc-
tion of C2S and by atomic carbon. It reaches a maximum between
104 and 105 yr, becoming the second main reservoir of sulphur,
containing up to 29 per cent of the initial sulphur. However, CS
does not accumulate, in contrast to CO, as the hydrogenation of CS
followed by DR of HCS+ produce much more S + CH than H +
CS (Montaigne et al. 2005).

It should be noted that we cannot reproduce the observed
CS/HCS+ ratio for TMC-1 of 26 (Gratier et al. 2016) at early
time but the agreement become better, if not perfect, for longer age.
Although HCS+ and CS are linked through protonation reaction and
DR, other reactions are involved in the chemistry of these species.
Before 4.6 × 103 yr, CS is mainly formed by DR of HCS+ and
HCS+ is formed by reaction 2. At longer time neutral reactions
such as S + CH → CS + H plays also a role. Comparing our model
results with the observed abundance of CS of 6.5 × 10−9 (Gratier
et al. 2016), the problem is very likely an overestimation of the CS
abundance, which can come from wrong branching ratios of the
HCS+ DR (we currently use the measured values from Montaigne
et al. 2005), wrong observational estimations of CS (for example,
underestimation of CS due to saturation of CS lines), or an addi-
tional loss not producing HCS+. A potentially new sink for CS may
be the O + CS reaction. We currently use the rate from Lilenfeld
& Richardson (1977) determined in the 150–300 K range leading
to a negligible rate at 10 K. However, the work of Gonzalez et al.
(1996) may suggest a non-negligible rate at low temperature.

4.1.2 Main species on grains: HS and H2S

On the grains, it appears that the most abundant species are the hy-
drosulphide radical (HS) and hydrogen sulphide (H2S). The abun-
dances of those species, both on the surface (solid line) and in
the bulk (dashed line), are depicted in Fig. 1(b). At times prior to
100 years, both species are formed on the surface by the succes-
sive hydrogenation of atomic sulphur physisorbed on the grains.
Once the species are formed, they begin to sink into the bulk. After
a hundred years, both species continue to form on the surface and
eventually enter into a loop created by the two following reactions:

s−HS + s−H → s−H2S (3)

s−H2S + s−H → s−H2 + s−HS. (4)

Reaction (4) has a barrier and should not be efficient under dark
cloud physical conditions. However, it becomes efficient in our
model because of the reaction–diffusion competition whose main
effect is to increase the rates of reactions with activation barrier
through tunnelling (Ruaud et al. 2016). Therefore, this cycle enabled
by the reaction–diffusion competition and supplied in HS by the
hydrogenation of S on the grains, keeps increasing at equal rates
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Figure 2. Abundances of HNCS (black) and HSCN (grey) relative to H as
a function of time for dark cloud physical conditions in the gas phase (solid
line), on the grain surface (dotted line) and in the grain bulk (dashed line).

the abundances of the two species during the rest of the simulation.
For this model, we have assumed a barrier of Ea = 860 K but
there remains uncertainties in this value. The gas-phase reaction
H + H2S has been measured in a wide range of temperature from
190 up to 2237 K (Kurylo, Peterson & Braun 1971; Peng, Hu &
Marshall 1999; Yoshimura et al. 1992). The rate constant shows
strong non-Arhenius behaviour at low temperature likely due to the
importance of tunnelling. Peng et al. (1999) performed theoretical
calculations of the barrier of the reaction equal to 1330 at DFT level
and 1930 K at QCISD(T) level. Considering these uncertainties, we
have used the experimental value of Kurylo et al. (1971), which
is the one measured at the lower temperature (in the 190–464 K
range). We also tested the higher values by Peng et al. (1999) but it
did not change significantly the results shown in this paper.

As HS and H2S keep on sinking into the bulk, their abundances in
the latter eventually becomes higher than at the surface. At approx-
imately 6 × 105 yr and until 107 yr, HS and H2S (in the bulk) are
the main reservoirs of sulphur, sharing more than 80 per cent of the
initial sulphur nearly equally divided between the two species, with
a slight excess for HS. It should be noted that during this period
of time, the 20 per cent of the initial sulphur remaining is mostly
divided between atomic S in the gas phase and in the bulk, as well
as NS in the bulk.

4.2 Abundances of the newly implemented S-bearing species

Our enhanced sulphur network includes the addition of 45 new S-
bearing species. Among those species, we now present the results
of our calculations for HNCS, the species around which most of our
new network has been built, and CH3SH, which was recently de-
tected in the envelope of the low-mass protostar IRAS 16293−2422
(Majumdar et al. 2016).

4.2.1 HNCS and HSCN

Isothiocyanic acid HNCS is the most stable among possible CHNS
isomers. It has been very well studied since its first detection in
Sgr B2 by Frerking, Linke & Thaddeus (1979), and has since been
detected in the dark cloud TMC-1 (CP) (Adande et al. 2010). In
contrast, thiocyanic acid HSCN is highly unstable and is about a
factor of 3 less abundant in Sgr B2 than HNCS (Halfen et al. 2009),
and has been also detected in TMC-1 (CP) with a similar abundance
to HNCS (Adande et al. 2010). Fig. 2 shows the time evolution
of their abundances in the three phases of the model (in the gas
phase, on the grain surface and in the grain bulk) for dark cloud
conditions. It should be noted that our network for HNCS and

HSCN is an improved version of the one proposed in Gronowski
& Kolos (2014), which itself is a revised version of the network
proposed in Adande et al. (2010). It appears from our simulations
that both species are essentially produced at the surface of the grains
where their main formation reaction is

s−N + s−HCS → s−HNCS or s−HSCN. (5)

HNCS and HSCN abundances on the grain surface are also reg-
ulated by hydrogenation loops similar to the one described in Sec-
tion 4.1.2: for HNCS with HNCSH and NH2CS, and for HSCN with
HNCSH and HSCHN. It should be noted that the hydrogenation of
HSCN is calculated to be much less efficient than the hydrogenation
of HNCS (see appendix A). At times >2.8 × 105 yr, as less and less
atomic N is available, abundances of both species decrease on the
surface. For HNCS, it happens through the chemical desorption of
the products of its hydrogenation, HNCSH and NH2CS. For HSCN,
it happens through its successive hydrogenations. Moreover, as the
chemistry of both species is not efficient in the bulk, its abundance
increase in this phase is primarily due to sinking from the surface.

In the gas phase, HNCS and HSCN abundances increase effi-
ciently from chemical desorption from the grains following reaction
(5), as well as from the following reaction mechanism:

HCS+ + NH2 → H + H2NCS+ e−→ HNCS/HSCN + H. (6)

Consequently, after 2.8 × 105 yr, as reaction (5) is less efficient
because there is less N available, reaction (6) then becomes the main
formation pathway of HNCS and HSCN in the gas phase. They are
also predicted to be efficiently destroyed by atomic C via:

C + HNCS → HNC + CS (7)

→ HCN + CS (8)

C + HSCN → HCN + CS. (9)

The depletion of atomic C on grains after 105 yr then explains
the increase in the gas-phase abundance gradients for both species
at this time.

4.2.2 CH3SH

Numerous previous detections of methyl mercaptan CH3SH in
hot cores such as Sgr B2 (Linke, Frerking & Thaddeus 1979),
G327.3−0.6 (Gibb et al. 2000) and Orion KL (Kolesniková
et al. 2014) suggest that this species initially forms in the ices
and then evaporates in hot cores. More recently, Majumdar et al.
(2016) presented the detection of CH3SH in IRAS 16293−2422 and
proposed an associated chemical network to explain its observed
abundance. This work is included in our enhanced sulphur network
and has been completed, notably regarding grain chemistry. Fig. 3
shows the time evolution of the CH3SH abundance. It appears from
our results that CH3SH is mainly formed on the grain surface and
is released into the gas phase by chemical desorption in dark cloud
conditions. The main formation processes on the grains are:

s−H + s−CH3S → s−CH3SH (10)

s−H + s−CH2SH → s−CH3SH. (11)

Moreover, similarly to HNCS, it seems that CH3SH chemistry in
the grain bulk is relatively inert, which throughout the simulation
explains its accumulation in this phase from sinking from the grain
surface.
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Figure 3. Abundance of CH3SH relative to H as a function of time for dark
cloud physical conditions in the gas phase (solid line), on the grain surface
(dotted line) and in the grain bulk (dashed line).

As said above, the gas-phase chemistry of CH3SH is essentially
ruled by its chemical desorption from the grain surface during the
entire simulation. As for HNCS, it should be noted that it is con-
sumed by atomic C at times <2.8 × 105 yr following:

C + CH3SH → CH3 + HCS. (12)

However, after this time, in contrast to HNCS, gas-phase CH3SH
is still produced from grain surface chemistry and chemical des-
orption, which can be explained by the fact that the CS abun-
dance in the gas phase remains high, and gradually depletes to
form CH3SH through successive hydrogenations. Moreover, as the
hydrogen atom abundance remains relatively constant on the grain
surface during the simulation, due to cosmic ray interactions with
H2, CH3SH is efficiently produced in contrast to HNCS and HSCN
as nitrogen atomic strongly decreases.

4.3 Comparison with the previous version of the network

We now highlight the differences between the nominal model (here-
after Model A) and Model B, which takes into account our enhanced
sulphur network. It should be noted that Model A already includes
the reactions between HS and H2S studied in Section 4.1.2, as well
as the reaction–diffusion competition mechanism, two key parame-
ters for sulphur chemistry. As our calculations show that numerous
S-bearing species are impacted by the changes we made to the net-
work, we present here only a selection of these species (C3S, H2CS,
HCS, H2S, HS and SO). We selected these molecules because they
present a difference between Models A and B of more than one
order of magnitude in the time period between 105 and 106 yr and
because their abundances rise above 10−12 during this period. In-
deed, the estimated ages of well-studied dark clouds such as TMC-1
or L134N are thought to correspond to this time period (see discus-
sion in Agúndez & Wakelam 2013). Hence, an abundance of 10−12

is considered as the detection limit for species in the gas phase.

4.3.1 C3S

Fig. 4 shows the comparison of the abundances of C3S calculated for
Models A and B, both in the gas phase and in the grain bulk. It can be
seen that our new network induces differences for this species that
can reach up to two orders of magnitude in the gas phase and four
orders of magnitude in the grain bulk at times around 105 yr. In both
models, C3S is mainly formed in the gas phase by the reaction:

HC3S+ + e− → H + C3S. (13)

Figure 4. Comparison of the abundances of C3S relative to H as a function
of time for dark cloud physical conditions in the gas phase (solid line) and
in the grain bulk (long dashed line).

Figure 5. Comparison of the abundances of H2CS relative to H as a function
of time for dark cloud physical conditions in the gas phase (solid line) and
on the grain surface (dotted line).

HC3S+ being efficiently produced through reactions of atomic
sulphur with c,l-C3H+

2 and c,l-C3H+
3 . We thus consider that the

decrease of its abundance in the grain bulk in Model B (as compared
to Model A) is a direct result of its decrease in the gas phase. This
decrease is due to the following added reaction:

C + C3S → C3 + CS. (14)

This reaction becomes efficient in Model B at times >103 yr when
the abundance of atomic C in the gas phase reaches 10−4. Finally,
after 104 yr, while in Model A the abundance of C3S continues to
increase because of reaction (13), in Model B the small peak at
2.8 × 105 yr is due to the reaction:

O + HC3S → C3S + OH. (15)

Reaction (15) becomes more efficient than reaction (14) at this
time because depletion is more efficient for atomic carbon (∼105

yr) than for atomic oxygen (∼8 × 105 yr). It should be noted that
branching ratios for the DR of HC3S+ are unknown and our network
may overestimate C3S production leading to an overestimation of
its abundance.

4.3.2 H2CS

The abundance of H2CS in the gas phase presents a similar change
in its evolution between Models A and B (see Fig. 5). Its main
reaction of formation in both models is the electronic recombination
of H3CS+:

H3CS+ + e− → H + H2CS. (16)
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Figure 6. Same as Fig. 5 but for HCS.

H3CS+ being efficiently produced through S+ + CH4 reaction.
H2CS is less efficiently formed in Model B after 103 yr because, like
C3S, it is consumed by atomic C via the following two reactions:

C + H2CS → H + HC2S (17)

C + H2CS → CH2 + CS. (18)

These reactions induce differences in the H2CS abundance of
more than two orders of magnitude between 104 and 105 yr. As
atomic carbon is depleted on to the grains, these reactions become
less efficient after 105 yr and the abundance of H2CS increases again
through reaction (16).

In contrast to C3S, H2CS is also efficiently formed on the grain
surface in both models by the hydrogenation of HCS. However, in
Model B, two hydrogenation processes of H2CS have been added,
which cause its abundance at the grain surface to drop compared to
Model A by more than two orders of magnitude. Those processes
are:

s−H2CS + s−H → s−CH2SH (19)

→ s−CH3S, (20)

which also lead to the formation of CH3SH. Moreover, as already
noted, the branching ratios for the DR of H3CS+ are unknown and
may lead mainly to breaking of the C-S bond which will strongly
limit the H2CS abundance.

4.3.3 HCS

Fig. 6 shows the time evolution of the HCS abundance in the gas
phase in both Models A and B. We can see in this figure that
the overall effect of our enhanced network on this species is to
increase its abundance in the gas phase above the detection level
of 10−12. This potential observability of HCS in dark clouds will
be discussed later. In Model A, HCS is mainly formed by the two
following reactions:

S + CH2 → H + HCS (21)

H2CS+ + e− → H + HCS. (22)

However, in Model B two new reactions show a higher HCS
production efficiency. Those reactions are:

H3CS+ + e− → H + H + HCS (23)

C + H2S → H + HCS. (24)

Figure 7. Comparison of the abundances of HS, H2S and SO, relative to
H as a function of time for dark cloud physical conditions in the gas phase
(solid line) and on the grain surface (dotted line).

It should be noted that HCS is also formed at the grain surface
by the hydrogenation of CS, and that its abundance in this phase is
decreased in Model B because of numerous added reactions with
atomic O and N, the latter forming the newly implemented species
HNCS on the grains.

4.3.4 HS, H2S and SO

We choose to describe the changes brought by our new model to
HS, H2S and SO abundances together, notably on the grain surface,
because they are correlated.

On the one hand, in the gas phase, among those three species, the
only one that presents a significant difference in Model B (compared
to Model A) is H2S (see Fig. 7). This difference (that reaches more
than one order of magnitude) appears between 5 × 103 and 3 × 105

yr and is mainly due to the fact that reaction (24) slows down the
increase of H2S during this period of time. Besides this change,
gas-phase H2S is efficiently formed in both models on the grain
surface by the hydrogenation of HS (reaction 4) enabled by the
reaction–diffusion competition, followed by desorption.

On the other hand, our modifications of the network bring about
a new reaction mechanism on the grain surface that causes several
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Table 3. Observed abundances of S-
bearing species in TMC-1 (CP).

Species ni/nH
a References

OCS 1.1(−9) 1
NS 4.0(−10) 2
CS 6.5(−9) 3
HCS+ 2.5(−10) 3
H2CS 2.6(−9) 3
C2S 5.0(−9) 3
C3S 7.0(−10) 3
SO 1.0(−8) 4
SO2 1.5(−10) 5
HNCS 4.15(−12) 6
HSCN 6.3(−12) 6

aa(b) stands for a × 10b.
References (1) Matthews et al. (1987),
(2) McGonagle, Irvine & Ohishi
(1994), (3) Gratier et al. (2016), (4)
Lique, Cernicharo & Cox (2006),
(5) Cernicharo et al. (2011) and (6)
Adande et al. (2010).

changes to the abundances of HS, H2S and SO:

s−S
s−H→ s−HS (25)

s−O→ s−SO
s−H→ s−HSO

s−H→ s−HS. (26)

From Model A to Model B, the main effects of this reaction
mechanism are:

(i) to globally increase the grain surface abundance of HS be-
cause of the added path (26),

(ii) to globally increase the grain surface abundance of H2S be-
cause of the loop described in Section 4.1.2, and hence its abundance
in the gas phase (except during the time period described above),

(iii) to globally decrease the grain surface abundance of SO
which is, in our enhanced network, successively hydrogenated to
form HSO then HS.

5 C OMPA R ISON W I T H O BSERVAT I ONS

In this section, we compare our modelling results with observa-
tions of sulphur bearing species in dense molecular clouds. We use
the method of the so-called distance of disagreement described in
Wakelam, Herbst & Selsis (2006) and which is computed as fol-
lows:

D(t) = 1

Nobs

∑

i

| log[n(X)obs,i] − log[n(X)i(t)] |, (27)

where n(X)obs, i and n(X)i(t) are the observed abundances (relative
to H) of the ith species and the modelled ones at time t, respec-
tively. Nobs is the total number of observed species considered. The
minimum of function D (hereafter noted Dmin) is then the minimum
average difference (in magnitude) between modelled and observed
abundances. We call the time for which this minimum is obtained
the ‘best fit’ time (hereafter noted tBF), which consequently is the
estimated age of the observed object according to the model.

We detail the observed abundances we use for S-bearing species
in Table 3, and for other species we use table 4 of Agúndez &
Wakelam (2013) and reference therein.

Table 4. Results of the comparison of Models A and B with observations
in the dark cloud TMC-1 (CP).

Model Dmin tBF (yr) Fraction of reproduced molecules

A 0.908 2.8 × 105 64 per cent
B 0.766 2.8 × 105 67 per cent

5.1 Comparison with Models A and B

In order to validate our enhanced sulphur network, we compare
the results of both Models A and B with the observations of the
well-studied TMC-1 (CP) dark cloud for which numerous obser-
vational constraints are available. Indeed, more than 60 gas-phase
species have been detected in this source, and upper limits on the
abundance of 7 more are available (see a review of these species in
Adande et al. 2010; Agúndez & Wakelam 2013). For the calculation
of the corresponding distance of disagreement for both models, we
take into account 58 of the 64 detected species because six of them
are not implemented in one or either of the two networks (nom-
inal and enhanced). Using equation (27), we find a similar level
of agreement between Models A and B, with however a slightly
better agreement with observations for Model B with Dmin = 0.766
(against Dmin = 0.908 for Model A), giving a ‘best fit’ time of
2.8 × 105 yr, same as Model A. At this time, and assuming that
the observed abundances were reproduced by the model when the
difference between the two was smaller than one order of magni-
tude, the fractions of reproduced molecules are 64 and 67 per cent,
respectively, for Model A and Model B. A summary of these results
is shown in Table 4.

For both models, five of the nine S-bearing species taken into
account in the comparison are reproduced: OCS, CS, C3S, SO and
SO2, and Model B gives a slightly better agreement than Model
A for these species. The similarity of the results comes from the
fact that Model A includes the reaction–diffusion competition as
well as the hydrogenation loop described in Section 4.1.2, both key
parameters for sulphur chemistry. Moreover, considering only the
58 species taken into account in Model A, Model B reproduces only
two more species than Model A which are carbon chains. However,
the goal of this paper is to evaluate the efficiency of our enhanced
network (Model B) to reproduce S-bearing species abundances,
which should be done by considering all the species it takes into
account. Therefore, we hereafter choose to exclude Model A from
our study and focus only on Model B.

5.2 Variation of the elemental sulphur abundance

In order to assess the issue of sulphur depletion in chemical simula-
tions of dark clouds with our enhanced network, we run the model
for four different values of the elemental sulphur abundance and
compare the results with observations to determine which one leads
to better agreement with the observed species abundances. These
values vary from the so-called depleted one (8 × 10−8), which
is commonly used by chemical models to reproduce observations
and which we used previously in this paper, to the cosmic one
(1.5 × 10−5), which is considered to be the real elemental abun-
dance of sulphur for dark cloud formation. The different values of
the sulphur elemental abundances used and the labels of their asso-
ciated models are summarized in Table 5. Apart from sulphur, the
other species elemental abundances we use are those reported in
Table 1.

In the following, we first compare for each model our calculated
abundances of gas-phase species with those determined from the
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Table 5. Set of elemental sulphur
abundances.

Model n(S)ini
a

1 8( − 8)
2 5( − 7)
3 5( − 6)
4 1.5( − 5)

a a(b) stands for a × 10b.

Figure 8. Comparison of the distances of disagreement for Models 1, 2, 3
and 4 considering 61 detected species in TMC-1 (CP).

well-studied dark cloud TMC-1 (CP). The only sulphur-bearing
species observed on ice being OCS and SO2 in the molecular cloud
surrounding the deeply embedded protostar W33A, we then com-
pare the modelled abundances of these species on the grains with
the observed ones.

5.2.1 Comparison with all observed gas-phase species
in TMC-1 (CP)

To assess the overall agreement of our enhanced network with ob-
servations, we compute the distance of disagreement for Models 1,
2, 3 and 4 with the 61 observed species that are taken into account
in this network. Fig. 8 displays these distances of disagreement be-
tween 105 and 107 yr, the time period when the minimum values
are reached. On the one hand, it appears that Model 3 is the best
model in that it presents the distance of disagreement with the low-
est minimum of D3(tBF) = 0.736 with tBF = 106 yr which is still a
reasonable estimated age for TMC-1 (CP). Moreover at that time,
44 of the 61 species considered (72 per cent) are reproduced by the
model within a factor of 10. This result means that the elemental
sulphur abundance which our new model theoretically needs to best
reproduce the observations is around X(S)ini = 5 × 10−6. Model
4 also reproduce 44 of the 61 species at its ‘best fit’ time but its
minima of distance of disagreement is slightly higher than Model 3
(0.772).

On the other hand, Fig. 8 shows that the maximum difference
between the distances of disagreement of the four models is lower
than 0.3. Hence, for a given time, the average of the differences of
abundances between two models (for a same species) is lower than
a factor of 2. The distance of disagreement is thus not very sensitive
to the elemental sulphur abundance. This result can be explained
by the fact that among the 61 observed species we consider for the
calculations, only 11 of them are S-bearing species.

Figure 9. Comparison of the distances of disagreement for Models 1, 2, 3
and 4 considering only the 11 detected S-bearing species in TMC-1 (CP).

5.2.2 Comparison with observed S-bearing gas-phase species in
TMC-1 (CP)

Considering the low sensitivity of the distance of disagreement
(61 observed species) to the elemental sulphur abundance and be-
cause our improvement of the network concerns mainly the sulphur
chemistry, we also assess the efficiency of our enhanced network by
checking its agreement with only the observations of the S-bearing
species detected in TMC-1 (CP). Fig. 9 is the same as Fig. 8 but con-
sidering only the 11 detected S-bearing gas-phase species in TMC-1
(CP). Those species are OCS, NS, HCS+, CS, H2CS, CCS, C3S,
SO, SO2 (see Agúndez & Wakelam 2013, for a review), HNCS and
HSCN (Adande et al. 2010). As expected, the distances of disagree-
ment are much more sensitive to the elemental sulphur abundance
than in the previous case, with differences going up to an average
order of magnitude of 1.6 at some time steps. Moreover, the figure
shows that the distance of disagreement for Models 1 and 2 never
goes down to 0.7, whereas the other two present their minima under
0.4. Models 1 and 2 are therefore the ‘worst’ models, which means
the depleted elemental sulphur abundance of 8 × 10−8 and 5 × 10−7

do not allow the model to reproduce the observations of S-bearing
species with our enhanced network.

However, at the times of their respective minimums, Models 3
and 4 reproduce all the S-bearing molecules considered. Model
4 is the one that presents the distance of disagreement with the
lowest minimum of D4(tBF) = 0.371 with tBF = 1.3 × 106 yr.
Furthermore, Model 3 allows us to obtain a minimum of the distance
of disagreement that is nearly equal to the one found for Model 4,
namely D3(tBF) = 0.376 with tBF = 106 yr. In both cases, the time of
‘best fit’ is in the acceptable range for the age of TMC-1 (CP). These
results suggest that our model is able to reproduce the observations
of S-bearing species in TMC-1 (CP) using the cosmic elemental
abundance of sulphur X(S)ini = 1.5 × 10−5 or an abundance three
times lower.

5.2.3 The case of HNCS and HSCN

As our enhanced network was mainly built around HNCS and its
isomers, it is important to check that our results fit well with the
observations of these species. Adande et al. (2010) identified the
70,7 → 60,6 and 80,8 → 70,7 transitions of HNCS and HSCN to-
wards TMC-1 (CP) and were able to derive a corresponding ratio
[HNCS]
[HSCN] = 1.4 ± 0.7 and abundances for HNCS and HSCN of, re-
spectively, 4.15 × 10−12 and 3 × 10−12. Fig. 10 shows the simu-
lated abundances of HNCS and HSCN in the case of the cosmic
elemental abundance for sulphur (Model 4) as well as their ob-
served abundances in TMC-1 (CP) (horizontal dashed lines). At
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Figure 10. Comparison of the simulated gas-phase abundances of HNCS
and HSCN with the observed ones in TMC-1 (CP) (horizontal dashed lines),
relative to H.

tBF = 1.3 × 106 yr, we obtain a ratio of 1.68 that seems to fit well
with the observed value. Moreover, the figure shows that at this time,
the differences between the observed and calculated abundances of
HNCS and HSCN are less than a factor 1.2 and 1.1, respectively,
which confirms the efficiency of the network to model the chem-
istry of HNCS. It should be noted that Model 3 also allows us to
reproduce well the observed abundance of HNCS and HSCN at
tBF = 106 yr.

5.2.4 Comparison with observed S-bearing species on grains
towards W33A

Only two solid S-bearing species have been detected in icy grain
bulks: OCS (Palumbo et al. 1997) and SO2 (Boogert et al. 1997).
Both species have been detected towards the deeply embedded pro-
tostar W33A and we can therefore use the results of our models in
the dark cloud configuration to compare with these observations.
In order to do so, we have to compare for a given species its ob-
served abundance (7 × 10−8 and 6.2 × 10−7 for OCS and SO2,
respectively) with the sum of its simulated abundances on the grain
surface and in the grain bulk. For both species, Fig. 11 displays
the comparison between their simulated total abundances for our
four models in icy grain bulks and their observed ones between 105

and 107 yr. The age of the giant molecular cloud W33 is indeed
supposed to lie in that time frame (Messineo et al. 2015).

Fig. 11(a) shows that both Models 3 and 4 reproduce the observed
abundance of OCS in icy grain bulks, at 7.74 × 105 and 2.15 × 106

yr, respectively. Moreover, considering the fact that most of the
young stellar objects detected in W33 have an estimated age of a
few million years (see e.g. Messineo et al. 2015), the most favoured
model is Model 4. Regarding SO2, Fig. 11(b) shows that the model
for which its modelled abundance in icy grain bulks comes the
closest to its observed one is Model 4. Both comparisons suggest
once again that our enhanced network needs an elemental sulphur
abundance close to the cosmic one in order to best reproduce the
observations. Note that we assume here that the detections of OCS
and SO2 ices are real although the two species are not in the list of
‘firmly detected’ species of Boogert, Gerakines & Whittet (2015).
The JWST mission may give us more constraints on this matter.

5.3 Impacts of the use of the cosmic abundance of sulphur
on the reservoirs

In Section 4, we studied the chemistry of the main S-bearing species
using the elemental abundances listed in Table 1, more particularly

Figure 11. Comparison of the calculated abundances in icy grain bulks of
OCS (a) and SO2 (b) for Models 1, 2, 3 and 4 (solid lines) with the observed
one towards W33A (dashed lines).

Figure 12. Abundances of main sulphur-bearing species relative to H as
a function of time for dark cloud physical conditions: (a) in the gas phase,
(b) on the grain surface (solid line) and bulk (dashed line). The dotted line
represents the elemental abundance of sulphur (here, Xini = 1.5 × 10−5).

the depleted abundance of sulphur of X(S)ini = 8 × 10−8. Now that
we determined that in order to reproduced S-bearing species obser-
vations in dark clouds, our model needs an elemental abundance of
sulphur close to the cosmic one, we need to assess the impact of the
use of such an abundance on the results.

Fig. 12 is the same as Fig. 1 but for an elemental abundance of
sulphur of Xini = 1.5 × 10−5. What appears is that the differences
are mainly quantitative and that the chemistry stays the same as
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described in Section 4, with the exception of the two following
points.

(i) Adsorption of atomic S on the grain is much more efficient
with Xini = 1.5 × 10−5, which cause its abundance to drop much
sooner than for X(S)ini = 8 × 10−8, near 3 × 103 yr. However,
atomic S still stays the main reservoir of sulphur between 2.8 × 103

and 4.6 × 105, containing at its maximum 88 per cent of the initial
sulphur.

(ii) With Xini = 1.5 × 10−5, we can no longer consider SO as
a main sulphur-bearing species as defined in Section 4. Indeed, at
3.6 × 105 yr, time when its abundance peaks, it now only contains
less than 2 per cent of the initial sulphur.

Hence, our results regarding the reservoirs of sulphur in dark
clouds stay the same (with the exception of SO).

6 D I S C U S S I O N S A N D C O N C L U S I O N S

6.1 About the elemental abundance of sulphur

The comparison of our enhanced model with the gas-phase ob-
servations in TMC-1 (CP) (see Section 5) favours the use of an
elemental abundance of sulphur between X(S)ini = 5 × 10−6 and
X(S)ini = 1.5 × 10−5. As most of the estimations of the cosmic
abundance of sulphur lie between these two values (Federman
et al. 1993; Sofia, Cardelli & Savage 1994; Tieftrunk et al. 1994;
Ruffle et al. 1999; Shalabiea 2001), our model does not require
additional depletion of sulphur. Moreover, our results on the com-
parison with the observations of OCS and SO2 in icy grain bulks
towards W33A confirm that a cosmic abundance of sulphur as the
elemental sulphur abundance in our model is required to reproduce
the observed abundances of these two species.

6.2 About the reservoirs of sulphur

Two main hypotheses exist to explain the observed depletion of sul-
phur in dark clouds: either the sulphur is in an as yet undiscovered
form in the gas phase, which could be atomic sulphur, or it could
be locked in icy grain bulks. The latter hypothesis is supported by
the observation of H2S as the most important S-bearing species in
cometary ices (Bockelée-Morvan et al. 2000), which are thought
to present chemical similarities with the ices processed during hot
cores formation (Irvine et al. 2000). Moreover, as hydrogenation is
the most effective process in grains chemistry, models often predict
that when sulphur atoms stick on the grain, they will consequently
form H2S (Garrod et al. 2007). However, H2S has never been de-
tected in dark cloud ices. Additionally, upper limits to its column
density towards three high-mass protostars and three late-type stars
lying behind TMC-1 (CP) have been derived from observations by
Smith (1991). These limits, despite large uncertainties, are believed
to be too small to account for the missing sulphur in dark clouds
and alternative hypotheses have recently been proposed (Jiménez-
Escobar & Muñoz Caro 2011; Druard & Wakelam 2012; Martı́n-
Doménech et al. 2016).

As seen in Section 4.1, the results of simulations with our en-
hanced sulphur network seem to support both of the main hypothe-
ses about the reservoirs of sulphur, depending on the age of the
observed dark cloud. Indeed, according to our results, if the age of
the cloud is less than 5 × 105 yr then atomic sulphur in the gas phase
is the main reservoir of sulphur. However, if the age of the cloud is
greater, then our results show that because of hydrogenation of sul-
phur on the grain surface (the cycle between HS and H2S enabled by

the reaction–diffusion competition and the accumulation of these
species in the bulk), the reservoirs of sulphur are nearly equally
HS and H2S in the grain bulk. The upper limit to the abundance
of H2S in ices provided by the observations is between 3 × 10−7

and 3 × 10−6 (assuming an abundance of H2O in ices of 10−4 and
based on Smith 1991). It should be noted that these upper limits are
derived using the infrared transition strengths obtained by Ferraro,
Sill & Fink (1980) which has been obtained in pure H2S ice. The
intensity strengths can be notably different in interstellar ice ana-
logues. As the total abundances of H2S on the grains in Models 3
and 4 at the time of ‘best fit’ 106 yr are, respectively, 1.5 × 10−6

and 4.4 × 10−6, it appears that our enhanced network results are in
agreement with the upper limits of Smith (1991) and therefore in
favour of a joint HS and H2S sulphur reservoir in icy grain bulks
in dark clouds. This result is in agreement with the results depicted
in appendix E of Furuya et al. (2015). Indeed, they also find that
HS and H2S are likely to be the main reservoirs of sulphur, notably
due to the same hydrogenation loop described in equation (4). Con-
straints on the icy grain bulk abundance of HS would be useful to
validate this hypothesis. However, the v = 0 → v = 1 transition
of HS lies around 2599 cm−1 in the gas phase (Bernath, Amano &
Wong 1983) and has never been observed in ice. The calculated IR
strength (at DFT or MP2 level using Gaussian) is three orders of
magnitude less efficient than water and four order of magnitude less
efficient than OCS. Subsequently, even if solid HS is the reservoir
of sulphur in dark clouds, the lack of sensibility of IR detection may
prevent its observation.

6.3 About the observability of HCS

In order to assess the observability of HCS in the gas phase of TMC-
1 (CP) (see Section 4.3.3), we proceed using a local thermodynamic
equilibrium calculation of the HCS emission spectrum in the 3- and
2-mm atmospheric windows with Tex = 10 K, a column density of
HCS of 1 × 1012 cm−2 (corresponding to a gas-phase abundance
of HCS of approximately 10−10 as obtained with Model 4 in the
time frame between 105 and 107 yr), assuming a wide source (no
beam dilution) and a linewidth of 1 km s−1. We estimate that the
brightest line would be the one at 80 553.516 MHz with a main
beam temperature of 2 mK. This result infers that for a 5σ detection
of HCS in the gas phase, it would take more than a thousand hours
of observations with the IRAM 30 m. We therefore conclude that
HCS is unlikely to be detected in the gas phase in dark clouds even
if its abundance grows notably above 10−12 in our simulations.
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