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Résumé en français

1 Introduction

Confronté à ses impacts environnementaux, le secteur de l’énergie doit s’engager
dans une transformation complète. Les énergies renouvelables ont un rôle décisif à
jouer parce qu’elles émettent moins de gaz à effet de serre que les combustibles fos-
siles. Parmi les énergies renouvelables, l’utilisation de l’énergie solaire dispose d’un fort
potentiel de croissance. Il existe actuellement deux technologies principales pour pro-
duire de l’électricité à partir de l’énergie solaire : le solaire photovoltaïque et le solaire
thermodynamique. Si la technologie photovoltaïque est aujourd’hui prédominante, le
solaire thermodynamique peut facilement être couplé à un stockage d’énergie thermique
pour une production d’énergie plus flexible.

Dans les centrales solaires thermodynamiques à tour, un champ d’héliostats concentre
le rayonnement solaire vers un récepteur fixe placé au sommet d’une tour. Dans le récep-
teur solaire circule un fluide qui, chauffé, alimente une turbine et produit de l’électricité.
Les centrales solaires à tour permettent d’atteindre des températures importantes (su-
périeures à 1000 K) pour des cycles thermodynamiques à haut rendement. Le récepteur
solaire est un composant essentiel des centrales solaires à tour puisqu’il est responsable
du transfert d’énergie entre le flux solaire concentré et le fluide. L’amélioration du trans-
fert de chaleur dans les récepteurs solaires à haute température est l’un des principaux
domaines de recherche du laboratoire PROMES. Pour assurer un échange efficace, un
niveau de turbulence élevé est nécessaire. L’écoulement est également soumis à un gra-
dient de température intense car il ne reçoit le flux solaire que sur une seule face. Le
gradient de température et la turbulence s’influencent l’un l’autre dans une interac-
tion complexe. Ce couplage est caractéristique des écoulements turbulents fortement
anisothermes présents dans les récepteurs solaires.

L’optimisation du récepteur solaire exige une meilleure compréhension et modéli-
sation de l’interaction entre la température et la turbulence. Cette thèse cherche à y
contribuer selon deux approches. Une première partie étudie les échanges énergétiques
entre les différentes parties de l’énergie totale et en particulier ceux associés à l’énergie
cinétique turbulente. Les résultats caractérisent l’effet du gradient de température sur
les échanges énergétiques. Une deuxième partie étudie la modélisation de type simula-
tion des grandes échelles (SGE) adaptée aux écoulements présents dans les récepteurs
solaires. Les modèles devraient permettre de développer des simulations numériques
de l’écoulement dans le récepteur solaire, ouvrant ainsi la voie à son optimisation.
Dans les deux cas, l’étude est fondée sur l’analyse numérique de l’écoulement dans un
canal plan turbulent fortement anisotherme. Cette géométrie simplifiée reproduit les
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caractéristiques distinctives des écoulements présents dans les récepteurs solaires. En
particulier, une grande partie du travail repose sur la simulation numérique directe
(SND) du canal.

La section 2 introduit les paramètres physiques et numériques utilisés dans le reste
de l’étude et décrit les simulations numériques directes. La section 3 présente l’étude
des échanges énergétiques. La section 4 traite de la simulation des grandes échelles des
écoulements turbulents fortement anisothermes.

2 Cadre physique et numérique

Pour étudier l’effet du gradient de température dans les écoulements fortement
anisothermes, on modélise le récepteur solaire par un canal plan turbulent fortement
anisotherme. Cette section décrit la configuration géométrique du canal et la méthode
numérique utilisée pour les simulations. Avant cela, les choix faits en termes de modé-
lisation physique sont présentés.

2.1 Cadre physique

Les écoulements présents dans les récepteurs solaires à haute température sont tur-
bulents et fortement anisothermes, mais la vitesse du fluide est généralement faible par
rapport à la vitesse du son (nombre de Mach inférieur à 10−2). Cette configuration
physique particulière permet de simplifier la description du mouvement des fluides. En
effet, les effets purement compressibles caractéristiques des écoulements à grande vi-
tesse, tels les ondes acoustiques, peuvent être négligés. On utilise pour cela les équations
de bas nombre de Mach [219]. On considère de plus que le fluide se comporte comme
un gaz parfait à la température et à la pression de fonctionnement du récepteur solaire.
Dans ces conditions les équations de bas nombre de Mach peuvent être formulées de la
manière suivante :

• Conservation de la masse
∂ρ

∂t
+
∂ρUj
∂xj

= 0, (1)

• Conservation de la quantité de mouvement

∂ρUi
∂t

= −∂ρUjUi
∂xj

− ∂P

∂xi
+
∂Σij(U , T )

∂xj
, (2)

• Conservation de l’énergie

∂Uj
∂xj

= − 1

γP0

[
(γ − 1)

∂Qj(T )

∂xj
+
∂P0

∂t

]
, (3)

• Loi des gaz parfaits

T =
P0

ρr
, (4)
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où ρ est la masse volumique, T la température, t le temps et Uk la vitesse du fluide
dans la direction de la coordonnée cartésienne d’espace xk. La notation indicielle suit
la convention de sommation d’Einstein et δij représente le symbole de Kronecker. La
pression est séparée en deux termes : la pression thermodynamique P0, constante dans
l’espace, qui représente la pression moyenne dans le domaine et la pression mécanique
P , liée aux variations de quantité de mouvement et qui varie spatialement.

Les contraintes visqueuses sont déterminées en supposant le fluide newtonien avec
l’hypothèse de Stokes,

Σij(U , T ) = µ(T )

[(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3

∂Uk
∂xk

δij

]
, (5)

où µ(T ) est la viscosité dynamique. Le flux de chaleur conductif est donnée par la loi
de Fourier,

Qj(T ) = −λ(T )
∂T

∂xj
, (6)

où λ(T ) est la conductivité thermique. Pour l’air, la constante spécifique des gaz par-
faits est égale à r = 287 J kg−1 K−1. Les variations de viscosité dynamique avec la
température peuvent être modélisées par la loi de Sutherland [287], valide de 220 K à
1900 K [277],

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S1

T + S1

, (7)

avec µ0 = 1,716 ·10−5 Pa s, S1 = 110,4 K et T0 = 273,15 K. En revanche, on néglige les
variations des capacités thermiques isochore Cv et isobare Cp et du nombre de Prandtl
Pr avec la température. Les variations de conductivité thermique peuvent ainsi être
déterminées par λ(T ) = µ(T )Cp/Pr, avec Pr = 0.76 et Cp = 1 005 J kg−1 K−1.

2.2 Configuration de l’étude

En simulant numériquement les équations de bas nombre de Mach, on étudie un
écoulement turbulent statistiquement établi dans un canal plan soumis à un fort gra-
dient de température (figure 1). À des fins de validation et de comparaison, on considère
également le canal dans le cas isotherme incompressible, c’est-à-dire sans gradient de

Figure 1 – Canal plan anisotherme bipériodique.
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Nombre de points Dimensions du domaine Tailles de mailles adimensionnées
Nx ×Ny ×Nz Lx × Ly × Lz ∆+

x ; ∆+
y (0) – ∆+

y (h) ; ∆+
z

DNS180-1 384× 266× 384 4πh× 2h× 2πh 5,8 ; 0,085 – 2,9 ; 2,9
DNS180-2 384× 266× 384 4πh× 2h× 2πh 8,5 ; 0,13 – 4,2 ; 4,2
DNS395-1 768× 512× 512 4πh× 2h× (4/3)πh 6,4 ; 0,18 – 2,9 ; 3,2
DNS395-2 768× 512× 512 4πh× 2h× (4/3)πh 9,1 ; 0,25 – 4,1 ; 4,6

Table 1 – Dimensions du domaine et tailles de mailles des simulations numériques directes.

température. Le canal est périodique dans les directions longitudinales (x) et trans-
verses (z). Les parois du canal sont à température constante. Dans le canal isotherme,
les deux parois sont à la température froide T1 = 293 K. Dans le canal anisotherme,
la température à la paroi froide (y = 0) est T1 = 293 K et la température à la paroi
chaude (y = 2h) est T2 = 586 K. Cela crée un gradient de température dans la direction
normale de la paroi. Comme le canal est périodique, l’action dissipatrice des contraintes
de cisaillement n’est pas compensée par un gradient de pression dans la direction de
l’écoulement. Une force volumique f est ajoutée pour reproduire l’effet d’un gradient
de pression et maintenir un débit massique constant.

On a effectué des simulations numériques directes du canal isotherme et anisotherme
aux nombres de Reynolds de frottement moyen Reτ = 180 et Reτ = 395. Ce nombre
de Reynolds est défini comme la moyenne des nombres de Reynolds de frottement
Reτ,ω = Uτh/νω à la paroi froide et chaude, avec h la demi-hauteur du canal, νω la
viscosité cinématique à la paroi et Uτ = [νω(∂yUx)ω]0.5 la vitesse de frottement. Les
simulations utilisent un maillage uniforme dans les directions homogènes et suivant
une loi en tangente hyperbolique dans la direction normale aux parois,

yk = Ly

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
, (8)

avec a le paramètre de dilatation du maillage etNy le nombre de points dans la direction
normale aux parois. La taille du domaine et les tailles de mailles adimensionnées des
différentes simulations sont données dans le tableau 1. Les simulations à Reτ = 180 et
Reτ = 395 ont le même niveau de raffinement. Les petites différences sont dues aux
contraintes de la méthode numérique (solveur multigrille) et du parallélisme.

Les simulations reposent sur la résolution numérique des équations de bas nombre
de Mach par une méthode aux différences finies sur un maillage décalé [200, 212].
On utilise un schéma en temps Runge–Kutta d’ordre trois [313] et une discrétisation
centrée d’ordre quatre pour la convection de la quantité de mouvement et d’ordre deux
pour la diffusion. On utilise pour cela le code de calcul TrioCFD [38]. La méthode
numérique est validée par une étude de convergence en maillage et la comparaison des
résultats dans le cas de l’isotherme incompressible aux données de référence de Moser
et al. [203], Vreman and Kuerten [305] et Lee and Moser [167] à Reτ = 180 et Moser
et al. [203], Lee and Moser [167] à Reτ = 395.
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3 Échanges énergétiques

Cette section présente l’étude des échanges énergétiques. La section 3.1 initie l’étude
des échanges énergétiques par une discussion théorique de la décomposition sous-jacente
de l’énergie totale. La section 3.2 examine l’effet du gradient de température sur les
échanges énergétiques associés à l’énergie cinétique turbulente à partir des résultats des
simulations numériques directes. La section 3.3 étend l’analyse à l’influence du nombre
de Reynolds sur l’effet du gradient de température.

3.1 Équations des échanges énergétiques

L’étude des échanges énergétiques dans les écoulements turbulents fortement ani-
sothermes requiert le choix d’une décomposition de l’énergie totale et des échanges
énergétiques entre les différentes parties de l’énergie totale. En effet, étant donné les
variations de masse volumique, la décomposition de l’énergie totale n’est pas unique et
comporte une certaine part d’arbitraire [50]. Afin d’étudier les échanges énergétiques
associés à l’énergie cinétique turbulente dans les domaines spatial et spectral, on établit
une nouvelle représentation des échanges énergétiques entre les différentes parties de
l’énergie totale fondée sur la moyenne classique ou moyenne de Reynolds (non pondé-
rée par la masse volumique) [245]. Soit ( ) l’opérateur de moyenne statistique et (′)
l’opérateur partie fluctuante. La décomposition de Reynolds de la vitesse Ui = U i + u′i
conduit à une décomposition ternaire de l’énergie cinétique ρE,

ρE =
1

2
ρUiUi = ρE + ρe+ ρe, (9)

où ρE = 1
2
ρU i U i est l’énergie cinétique moyenne, liée au mouvement moyen, ρe =

1
2
ρu′iu

′
i l’énergie cinétique turbulente, liée au mouvement turbulent, et ρe = ρu′iU i

l’énergie cinétique mixte, associée à la fois au mouvement moyen et au mouvement
turbulent.

L’énergie totale instantanée par unité de volume est la somme des trois parties
de l’énergie cinétique ρE et de l’énergie interne ρI. C’est une quantité conservative
mais ces composants ne le sont pas et échangent de l’énergie entre eux. Les échanges
énergétiques entre les quatre parties de l’énergie totale peuvent être formulés ainsi :

∂ρE

∂t
= Φc + ΦΥ + P + E , (10)

∂ρe

∂t
= ϕc + ϕΥ + P + ε, (11)

∂ρe

∂t
= ϕc − P − P , (12)

∂ρI

∂t
= ΦT,c + Φλ − E − ε, (13)

où l’on identifie les termes suivants :

• les transferts par convection, représentant un transfert d’une partie de l’éner-
gie cinétique par le mouvement du fluide : Φc = −∂j(ρUjE) associé à l’éner-
gie cinétique moyenne, ϕc = −∂j(ρUje) associé à l’énergie cinétique turbulente,



viii Résumé en français

Figure 2 – Représentation schématique des échanges énergétiques entre les quatre parties de
l’énergie totale dans la représentation ternaire. Une flèche indique une interaction entre deux
quantités.

ϕc = −∂j(ρUje) associé à l’énergie cinétique mixte et ΦT,c = −∂j(ρUjI) associé à
l’énergie interne ;

• les transferts d’énergie liés aux contraintes totales Υij = Σij−Pδij (contraintes de
pression et contraintes visqueuses) : ΦΥ = ∂j(ΥijU i) associé à l’énergie cinétique
moyenne et ϕΥ = ∂j(Υiju

′
i) associé à l’énergie cinétique turbulente ;

• le transfert d’énergie par conduction Φλ = ∂j(λ∂jT ) ;

• les interactions entre les différentes parties de l’énergie cinétique : l’interaction
P = −ρu′iUj∂jU i +ρu′iUj∂jUi−ρu′i(1/ρ)∂jΥij entre l’énergie cinétique turbulente
et l’énergie cinétique mixte et l’interaction P = −ρU iUj∂ju

′
i + ρU i (Uj∂jUi)

′ −
ρU i ((1/ρ)∂jΥij)

′ entre l’énergie cinétique moyenne et l’énergie cinétique mixte ;

• les interactions entre l’énergie cinétique et l’énergie interne : E = −Υij∂jU i asso-
ciée à l’énergie cinétique moyenne et ε = −Υij∂ju′i associée à l’énergie cinétique
turbulente.

Ce système d’équations est représenté schématiquement sur la figure 2.

Afin d’obtenir l’équation d’évolution de la demi-trace du tenseur des corrélations de
fluctuation de vitesse, on décompose la masse volumique ρ en une partie constante ρ0 et
une partie variable ρ1, ρ(x, t) = ρ0 +ρ1(x, t), où x est le vecteur position et t le temps.
Cela divise chaque partie de l’énergie totale en une partie associée à ρ0 et une partie
associée à ρ1. L’étude des échanges énergétiques entre les huit parties résultantes de
l’énergie totale décompose chaque échange énergétique identifié plus haut en une partie
à masse volumique constante et une partie à masse volumique variable. De plus, les
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échanges font intervenir de nouveaux termes caractérisant l’interaction entre la partie à
masse volumique constante et variable de l’énergie totale. La formulation inclut au fac-
teur scalaire ρ0 près la demi-trace du tenseur des corrélations de fluctuation de vitesse
e, permettant son étude dans les écoulements à masse volumique variable. Elle donne
également un sens aux termes de son équation d’évolution en termes d’échanges éner-
gétiques. Cette quantité ayant un équivalent spectral, il est possible d’étendre l’étude
au domaine spectral pour donner l’effet des échanges énergétiques sur la tailles des
structures turbulentes. Pour toute quantité physique g(x, y, z), l’opérateur chapeau (̂)
donne les coefficients du développement en série de Fourier de g [173] :

ĝ(k, y, t) =
1

LxLz

∫ Lx

0

∫ Lz

0

g(x, y, t)e−ik·xdx. (14)

où x = (x, z) est le vecteur de position dans le plan xOz et k = (kx, kz) est le vecteur de
position dans le plan kxOkz. Dans le domaine spectral, on étudie les termes de l’équation
d’évolution de ě = 1

2
û′i
∗
û′i, L’analyse spectrale étend chaque terme de la décomposition

spatiale au domaine spectral. De plus, un terme purement spectral redistribue l’énergie
entre les échelles sans contribution spatiale.

Que ce soit dans les domaines spatial ou spectral, les échanges énergétiques sont dé-
composés pour séparer les termes présents dans des écoulements à propriétés constantes
(indice I) et les termes spécifiques aux écoulements à propriétés variables (indice Γ ).
Ces derniers proviennent de la compressibilité de l’écoulement, des variations ou fluc-
tuations des propriétés du fluide et de la présence d’une vitesse moyenne normale à la
paroi. Dans le domaine spectral, l’équation d’évolution de la demi-trace du tenseur des
corrélations de fluctuation de vitesse est ainsi donnée par

∂ě

∂t
= ϕ̌+ P̌ + ζ̌ + ε̌+ Ξ̌ = ϕ̌I + ϕ̌Γ + P̌I + P̌Uy + ζ̌ + ε̌I + ε̌Γ + Ξ̌, (15)

où ϕ̌ = ϕ̌c+ ϕ̌p+ ϕ̌ν représente la somme des transferts conservatifs liés à la convection,
à la pression et aux contraintes visqueuses, P̌ la production, c’est-à-dire une interaction
avec les autres parties de l’énergie cinétique, ζ̌ = ζ̌c+ ζ̌p+ ζ̌ν l’interaction avec la partie
à masse volumique variable de l’énergie totale, ε̌ l’interaction avec l’énergie interne
et Ξ̌ le terme purement spectral de transport inter-échelle. Le transfert conservatif in-
compressible est également décomposé en trois contributions, ϕ̌I = ϕ̌cI + ϕ̌pI + ϕ̌νI . On a :

ϕ̌c = Re(−(1/2)(∂yû′i
∗
û′iUy))

ϕ̌p = Re(−∂yû′y
∗
P/ρ
∧

)

ϕ̌ν = Re(∂yû′i
∗
Σiy/ρ
∧

)

P̌ = Re(−û′i
∗
û′y(∂yU i))

Ξ̌ = Re((1/2)(∂̂ju′i
∗
û′iu
′
j)− (1/2)(û′i

∗
û′j∂ju

′
i))

ζ̌c = Re((1/2)(û′i
∗
û′i∂jUj))

ζ̌p = Re(−û′i
∗
(P/ρ2)(∂iρ)
∧

)

ζ̌ν = Re(û′i
∗
(Σij/ρ

2)(∂jρ)
∧

)

ε̌ = Re(−∂̂ju′i
∗
Υij/ρ
∧

)

ϕ̌cI = Re(−(1/2)(∂yû′i
∗
û′iu
′
y))

ϕ̌pI = Re(−(1/ρ)(∂yû′y
∗
P̂ ))

ϕ̌νI = Re(ν(∂y∂yě) + ν(∂y∂yû′y
∗
û′y))

P̌I = Re(−û′x
∗
û′y(∂yUx))

ε̌I = Re(−2ν(ŝ′ij
∗
ŝ′ij))

On utilise les mêmes notations que pour les termes complets afin d’éviter un alour-
dissement des notations. Les termes sont exprimés en prenant en compte les symé-
tries de l’écoulement et son homogénéité dans les directions longitudinale et transverse
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(∂x · = ∂z · = 0 et U z = 0). L’équation d’évolution de la demi-trace du tenseur des
corrélations de fluctuation de vitesse dans le domaine spatial est analogue à l’équation
spectrale. Les termes spatiaux peuvent être obtenus par intégration des termes spec-
traux sur l’ensemble des longueurs d’onde. On notera en particulier que pour tout a,
un terme spectral de la forme Re(ûi’∗â) est associé à associé à un terme spatial u′ia.

3.2 Effet du gradient de température

On étudie l’effet du gradient de température sur les termes de l’équation d’évolution
de la demi-trace du tenseur des corrélations de fluctuation de vitesse à partir des
résultats des simulations numériques directes. Dans le domaine spatial, les échanges
énergétiques ont été décrits dans la littérature dans le cas incompressible [203, 305]
mais n’ont pas été étudiés dans le cas anisotherme. Dans le domaine spectral, l’analyse
est nouvelle dans le cas isotherme et anisotherme avec la décomposition utilisée.

Dans les deux cas, on utilise la décomposition des échanges énergétiques en termes
thermiques et termes incompressibles pour identifier les termes thermiques les plus im-
portants. La production thermique est négligeable par rapport à la production incom-
pressible. En revanche, l’interaction avec l’énergie cinétique à masse volumique variable
et les termes thermiques liés au transfert conservatif et à l’interaction avec l’énergie
interne ne sont pas négligeables. En particulier, les termes thermiques associés aux
contraintes visqueuses ont une amplitude importante.

Le gradient de température génère une asymétrie entre les profils spatiaux des
échanges énergétiques côtés chaud et froid. Les échanges énergétiques sont plus impor-
tants du côté froid que du côté chaud, sont plus localisés et se produisent plus près de
la paroi. L’adimensionnement des échanges énergétiques permet d’étudier efficacement
cette asymétrie. L’adimensionnement classique (+), fondé sur une combinaison linéaire
de la vitesse de frottement Uτ et de la viscosité cinématique νω à la paroi, n’est pas
adapté aux écoulements anisothermes car il ne prend pas en compte les variations des
propriétés du fluide. En revanche, il est utile d’étudier les échanges énergétiques avec
l’adimensionnement semi-local (∗), fondé sur une combinaison linéaire de la vitesse de
frottement semi-locale U∗τ = [µω/ρ(y)(∂yUx)ω]0.5 et de la viscosité cinématique moyenne
ν, fonction de la distance à la paroi. Avec l’adimensionnement semi-local, l’asymétrie
entre les côtés chaud et froid est considérablement réduite. Ces résultats sont en accord
avec des études antérieures sur l’adimensionnement semi-local [127, 224, 225]. La super-
position des deux profils n’est cependant pas atteinte pour la production, le transfert
conservatif et l’interaction avec l’énergie interne (figure 3). On peut expliquer une par-
tie des différences par un effet de bas nombre de Reynolds donné par les variations du
nombre de Reynolds de friction local U∗τ (y)h/ν(y) dans le canal. En particulier, l’asy-
métrie des profils de la production est en accord avec l’effet de variations du nombre de
Reynolds dans la configuration isotherme. Les variations du nombre de Reynolds local
ont également une influence sur le transfert conservatif et l’interaction avec l’énergie
interne mais ne sont pas suffisantes pour expliquer l’effet du gradient de température
sur ces termes.

L’étude individuelle des termes thermiques des échanges énergétiques (figure 4)
montre une certaine universalité. Les trois termes thermiques les plus importants sont
similaires mais de signe opposé entre le côté froid et le côté chaud. Il en résulte des
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(c) Interaction avec l’énergie interne, totale ε et
incompressible ενI .

Figure 3 – Profils des termes de l’équation d’évolution de la demi-trace du tenseur des
corrélations de fluctuation de vitesse avec l’adimensionnement semi-local à Reτ = 180 et Reτ
= 395. Les résultats sont comparés aux données de référence de Moser et al. [203] dans un
canal incompressible à Reτ = 180, 395 et 590.

deux côtés un pseudo-transfert énergétique dans la direction normale aux parois. Les
termes thermiques ont une amplitude plus faible que les termes incompressibles mais
ne peuvent être négligés pour une description fidèle des échanges énergétiques.

Le gradient de température modifie également les spectres de échanges énergétiques.
On identifie quatre échanges énergétiques spectraux : la production, le transport inter-
échelle, le transfert conservatif et l’interaction avec l’énergie interne. La production a
lieu autour de y∗ = 12 et k∗ = 0.07 (figure 5). Le transport inter-échelle redistribue
l’énergie produite entre les échelles, principalement vers les petites échelles mais aussi
vers les grandes échelles (figure 6). L’énergie est de plus transférée spatialement par le
transfert conservatif, principalement vers la paroi et avec peu de variations d’échelles
(figure 7). Elle y est dissipée par l’interaction avec l’énergie interne (figure 8). Les
échanges énergétiques spectraux ont une amplitude plus faible du côté froid que du
côté chaud, mais se produisent à de plus petits nombres d’ondes, plus près de la paroi
et sur une plus grande gamme d’échelles. Aussi, la plus grande amplitude spatiale des
termes du côté froid semble provenir de la prises en compte d’un plus grand nombre
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(b) Interaction avec l’énergie cinétique à masse vo-
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(c) Interaction avec l’énergie interne thermique εΓ .

Figure 4 – Profils des termes thermiques de l’équation d’évolution de la demi-trace du tenseur
des corrélations de fluctuation de vitesse avec l’adimensionnement semi-local à Reτ = 180 et
Reτ = 395.

d’échelles dans le domaine spectral.

3.3 Effet du nombre de Reynolds

L’effet du gradient de température sur les échanges énergétiques dépend du nombre
de Reynolds. À Reτ = 395, l’asymétrie entre les côtés chaud et froid est plus faible
qu’à Reτ = 180. Cette réduction est facilement interprétable en considérant l’asymétrie
comme l’effet combiné des variations des propriétés locales du fluide et d’un effet de bas
nombre de Reynolds donné par le nombre de Reynolds de friction semi-local. Les effets
de bas nombre de Reynolds sont plus faibles dans le cas incompressible aux alentours
de Reτ = 395 que de Reτ = 180, ce qui impacte directement l’asymétrie obtenue dans
le canal anisotherme. Avec l’adimensionnement semi-local, les échanges énergétiques se
produisent plus près de la paroi à Reτ = 395 qu’à Reτ = 180, sur une plus grande
gamme d’échelles et ont une plus grande amplitude spatiale. En revanche, l’effet des
variations des propriétés du fluide non pris en compte par l’adimensionnement semi-
local est relativement insensible au nombre de Reynolds. En particulier, le profil spatial
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(a) Côté chaud. (b) Côté froid.

Figure 5 – Spectre de la production P̌ avec l’adimensionnement semi-local à Reτ = 180
(lignes épaisses, couleur claire) et Reτ = 395 (lignes fines, couleur foncée).

(a) Côté chaud. (b) Côté froid.

Figure 6 – Spectre du terme purement spectral de transport inter-échelle Ξ̌ avec l’adimen-
sionnement semi-local à Reτ = 180 (lignes épaisses, couleur claire) et Reτ = 395 (lignes fines,
couleur foncée).

(a) Côté chaud. (b) Côté froid.

Figure 7 – Spectre du transfert conservatif ϕ̌ avec l’adimensionnement semi-local à Reτ =
180 (lignes épaisses, couleur claire) et Reτ = 395 (lignes fines, couleur foncée).
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(a) Côté chaud. (b) Côté froid.

Figure 8 – Spectre de l’interaction avec l’énergie interne ε̌ avec l’adimensionnement semi-
local à Reτ = 180 (lignes épaisses, couleur claire) et Reτ = 395 (lignes fines, couleur foncée).

des termes thermiques n’est pas significativement affecté par le nombre de Reynolds
(figure 4).

Les échanges énergétiques sont pertinents pour la modélisation de type Reynolds-
averaged Navier–Stokes (RANS) et de type simulation des grandes échelles. La simula-
tion des grandes échelles repose sur la modélisation des petites échelles de la turbulence.
En turbulence homogène isotrope isotherme, la région à petite échelle des échanges
énergétiques est purement dissipative, simplifiant la modélisation. Compte-tenu des
échanges énergétiques additionnels en turbulence de paroi anisotherme, la simulation
des grandes échelles de ces écoulements est rendue plus complexe.

4 Simulation des grandes échelles

Cette section traite de la simulation des grandes échelles des écoulements turbulents
fortement anisothermes. La section 4.1 initie l’étude par une identification des termes à
modéliser. La section 4.2 analyse la modélisation des termes les plus significatifs a priori,
c’est-à-dire à partir des résultats des simulations numériques directes. La section 4.3
examine leur modélisation a posteriori, c’est-à-dire à partir de simulations des grandes
échelles mettant en œuvre les modèles.

4.1 Étude des termes sous-mailles

La simulation des grandes échelles est fondée sur l’idée de séparation d’échelle.
Théoriquement, cette séparation est généralement représentée par l’application d’un
filtre spatial ( · , filtre classique). Ce filtre vérifie les propriétés de conservation des
constantes, a = a avec a une constante, et de linéarité, φ+ ψ = φ = φ.+ψ pour n’im-
porte quel φ et ψ [253]. Le filtre peut cependant être inhomogène et ne pas commuter
avec la dérivation. Le filtrage des équations de bas nombre de Mach conduit à diffé-
rentes formulations des équations filtrées en fonction des variables avec lesquelles on
exprime les équations et de la manière dont les équations sont disposées lors du filtrage.
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On considère trois formulations : la formulation Classique, la formulation Favre et la
formulation Vitesse.

Dans la formulation Classique, les équations de bas nombre de Mach sont filtrées
puis exprimées en termes de variables filtrées classiquement :

∂ρ

∂t
+

∂

∂xj

(
ρU j + FρUj

)
+ Cj

ρUj
= 0, (16)

∂

∂t

(
ρU i + FρUi

)
= − ∂

∂xj

(
ρU j U i + FρUjUi

)
− Cj

ρUjUi
− ∂P

∂xi
− Ci

P +
∂

∂xj

(
Σ̌ij + FΣij

)
+ Cj

Σij
,

(17)

∂U j

∂xj
+ Cj

Uj
= −γ − 1

γP0

[
∂

∂xj

(
Q̌j + FQj

)
+ Cj

Qj

]
− 1

γP0

∂P0

∂t
, (18)

T =
P0

r

(
1

ρ
+ F1/ρ

)
, (19)

La formulation Favre est fondée sur l’utilisation d’un filtre pondéré par la masse
volumique ( ·̃ , filtre de Favre), défini pour tout φ par φ̃ = ρφ/ρ. Dans la formulation
Favre, les équations de bas nombre de Mach sont filtrées puis exprimées en termes de
variables filtrées de Favre :

∂ρ

∂t
+
∂ρŨj
∂xj

+ Cj
ρUj

= 0, (20)

∂ρŨi
∂t

= − ∂

∂xj

(
ρŨjŨi + ρGUjUi

)
− Cj

ρUjUi
− ∂P

∂xi
− Ci

P +
∂

∂xj

(
Σ̂ij +GΣij

)
+ Cj

Σij
,

(21)
∂

∂xj

(
Ũj + ρGUj/ρ

)
+ Cj

Uj
= −γ − 1

γP0

[
∂

∂xj

(
Q̂j +GQj

)
+ Cj

Qj

]
− 1

γP0

∂P0

∂t
, (22)

T̃ =
P0

ρr
, (23)

La formulation Vitesse est fondée sur l’approche de filtrage suggérée par Sidharth
and Candler [271], Sidharth et al. [272]. L’équation de conservation de la quantité de
mouvement est réécrite avant le filtrage comme une équation de transport de la vitesse.
Les équations sont ensuite filtrées puis exprimées en termes de variables filtrées classi-
quement. Le système d’équations résultant est donnée par l’équation de conservation
de masse (16), l’équation de conservation de l’énergie (18), la loi des gaz parfaits (19)
et l’équation de transport de la vitesse :

ρ
∂U i

∂t
= − ρ ∂

∂xj

(
U j U i + FUjUi

)
− ρCj

UjUi
+ ρU i

∂U j

∂xj
+ ρFUi∂jUj + ρU iC

j
Uj

− ∂P

∂xi
− Ci

P − ρF∂iP/ρ +
∂

∂xj

(
Σ̌ij + FΣij

)
+ Cj

Σij
+ ρF∂jΣij/ρ,

(24)

Les équivalents filtrés du tenseur des contraintes de cisaillement et du flux de chaleur
sont donnés par Σ̌ij = Σij(U , T ) et Q̌j = Qj(T ) avec le filtre classique et Σ̂ij =

Σij(Ũ , T̃ ) et Q̂j = Qj(T̃ ) avec le filtre de Favre. Les trois formulations font intervenir
les termes sous-mailles suivants :
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Équation Formulation Grand Moyen Petit ou trés petit

Masse Classique, Vitesse ∂jFρUj , C
j
ρUj

Favre CjρUj

Quantité de
mouvement

Classique ∂jFρUjUi ∂tFρUi , C
j
ρUjUi

CiP , ∂jFΣij , C
i
Σij

Favre ∂jρGUjUi CjρUjUi CiP , ∂jGΣij , C
i
Σij

Vitesse ρ∂jFUjUi ρCjUjUi , ρU iC
j
Uj

ρFUi∂jUj , ρF∂iP/ρ, C
i
P ,

ρF∂jΣij/ρ, ∂jFΣij , C
i
Σij

Énergie Classique, Vitesse CjUj ∂jFQj , C
j
Qj

Favre GUj/ρ CjUj ∂jGQj , C
j
Qj

Loi des gaz
parfaits

Classique, Vitesse F1/ρ

Favre

Table 2 – Classification des termes sous-mailles dans les trois formulations.

Cj
ρUj

=
∂ρUj
∂xj

− ∂ρUj
∂xj

(25)

Cj
ρUjUi

=
∂ρUjUi
∂xj

− ∂ρUjUi
∂xj

(26)

Cj
UjUi

=
∂UjUi
∂xj

− ∂UjUi
∂xj

(27)

Ci
P =

∂P

∂xi
− ∂P

∂xi
(28)

Ci
Σij

=
∂Σij(U , T )

∂xj
− ∂Σij(U , T )

∂xj
(29)

Cj
Uj

=
∂Uj
∂xj
− ∂U j

∂xj
(30)

Cj
Qj

=
∂Qj(T )

∂xj
− ∂Qj(T )

∂xj
(31)

FρUj = ρUj − ρU j (32)

FρUi = ρUi − ρU i (33)

GUj/ρ = Ũj/ρ− Ũj/ρ (34)

FρUjUi = ρUjUi − ρU j U i (35)

FUjUi = UjUi − U j U i (36)

GUjUi = ŨjUi − ŨjŨi (37)

FΣij = Σij(U , T )−Σij(U , T ) (38)

GΣij = Σij(U , T )−Σij(Ũ , T̃ ) (39)

FQj = Qj(T )−Qj(T ) (40)

GQj = Qj(T )−Qj(T̃ ) (41)

F1/ρ =
1

ρ
− 1

ρ
(42)

FUi∂jUj = Ui
∂Uj
∂xj
− U i

∂Uj
∂xj

(43)

F∂iP/ρ =
1

ρ

∂P

∂xi
− 1

ρ

∂P

∂xi
(44)

F∂jΣij/ρ =
1

ρ

∂Σij(U , T )

∂xj
− 1

ρ

∂Σij(U , T )

∂xj
(45)

Ces termes sous-mailles sont de deux types. Le premier type (dénoté sous la forme Cβ
α)

provient de la non-commutation du filtre avec la dérivée et est lié aux variations de la
largeur du filtre, c’est-à-dire de l’inhomogénéité du maillage SGE. Le second type (dé-
noté sous la forme Fα) provient des non-linéarités, c’est-à-dire de la non-commutation
entre le filtre avec la multiplication. Les termes sous-mailles FρUj et GUj/ρ sont étroi-
tement liés par la relation FρUj/ρ = −ρGUj/ρ. Ils expriment tout deux la corrélation
entre la masse volumique et la vitesse.

Les différents termes sous-mailles mis en jeu dans les trois formulations sont estimés
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à partir du filtrage des simulations numériques directes présentées dans la section 2.
L’importance des termes sous-mailles est étudiée à partir de leur moyenne quadratique
par rapport aux termes non sous-mailles. Étant donnée l’homogénéité de l’écoulement
dans les directions longitudinales et transverses, l’analyse est réalisée en fonction de la
coordonnée normale aux parois. Ceci permet de déterminer quels termes peuvent être
négligés et quels termes doivent être modélisés dans les trois formulations. Un résumé
de la classification des termes sous-mailles est donné dans le tableau 2. Les grands
termes sous-mailles sont les termes sous-mailles les plus significatifs et devraient être
modélisés en premier. Les termes sous-mailles moyens ont une amplitude plus faible.
La modélisation des termes sous-mailles de petite ou très petite amplitude n’est pas
recommandée. Les termes sous-mailles les plus importants sont des non-linéarités mais
en raison de l’inhomogénéité du maillage, les erreurs de commutation filtre-dérivée
peuvent aussi avoir une amplitude non-négligeable. C’est en particulier le cas si le filtre
SGE utilisé est très inhomogène.

Le filtre classique est plus approprié si l’équation de conservation de la quantité de
mouvement est exprimée en tant qu’équation de transport de vitesse. Le filtre de Favre
élimine la nécessité de modéliser la corrélation entre la masse volumique et la vitesse
dans l’équation de conservation de la masse, mais l’ajoute à l’équation de conservation
de l’énergie. La corrélation entre la masse volumique et la vitesse doit donc être mo-
délisée dans les deux cas. Aussi, les deux termes sous-mailles les plus significatifs sont
les termes sous-mailles associés à la convection de la quantité de mouvement et à la
corrélation entre la masse volumique et la vitesse quelle que soit la formulation.

4.2 Test a priori des modèles

On étudie la modélisation de ces deux termes sous-mailles a priori, c’est-à-dire à
partir des résultats des simulations numériques directes. Puisque ces deux termes sous-
mailles sont formellement similaires dans les formulations Vitesse et Favre, la même
procédure de modélisation est utilisée dans les deux cas :

FUjUi ≈ τmod
ij (U ,∆), (46)

GUjUi ≈ τmod
ij (Ũ ,∆), (47)

FρUj ≈ πmod
j (U , ρ,∆), (48)

GUj/ρ ≈ πmod
j (Ũ , 1/ρ,∆). (49)

Les fonctions τmod
ij (U ,∆) et πmod

j (U , φ,∆) sont dépendantes du modèle mais ne dé-
pendent pas de la formulation. On se concentre ici sur des modèles de type viscosité ou
diffusivité sous-maille, dans lesquels les termes sous-mailles sont modélisés par analogie
avec la diffusion moléculaire,

τmod
ij (U ,∆) = − 2νmod

e (g,∆)Sij, (50)

πmod
j (U , φ,∆) = − νmod

e (g,d,∆)

Prt
dj, (51)

avec Sij = 1
2

(gij + gji) où g est le gradient de vitesse, gij = ∂jUi et d le gradient du
scalaire, dj = ∂jφ. La viscosité sous-maille νmod

e (g,∆) est donnée par le modèle utilisé.
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Le nombre de Prandtl ou Schmidtl sous-maille Prt, supposé constant, relie diffusivité
sous-maille et viscosité sous-maille. Les modèles suivants, tirés de la littérature, sont
étudiés : le modelè de Smagorinsky [276], le modelè WALE [213], le modelè de Vreman
[304], le modelè Sigma [214], le modelè AMD [250], le modèle AMD scalaire [3], le
modèle VSS [252] et le modèle de Kobayashi [147]. L’échelle de longueur du filtre est
calculée suivant Deardorff [77] par ∆ = (∆x∆y∆z)

1/3.

De plus, on propose dans ce travail deux nouveaux modèles. Premièrement, le mo-
dèle Smagorinsky anisotrope est une version modifiée du modèle Smagorinsky conçue
pour impliquer les trois échelles de longueur de filtre au lieu d’une seule. L’objectif est
d’améliorer l’anisotropie du modèle. Il est défini par,

τAn.Smag.
ij (U ,∆) = − 2νSmag.

e (ga,∆)Saij, (52)

πAn.Smag.
j (U , φ,∆) = − 2

νSmag.
e (ga,da,∆)

Prt
daj , (53)

avec Saij = 1
2

(
gaij + gaji

)
où ga est le gradient de vitesse redimensionné, gaij = (∆j/∆)∂jUi,

et da le gradient du scalaire redimensionné, daj = (∆j/∆)∂jφ.

Deuxièmement, le modèle mixte multiplicatif fondé sur le modèle de gradient (MMG)
est construit pour avoir la même amplitude que le modèle gradient [169] et la même
orientation que le tenseur des déformations ou gradient du scalaire. Il est défini par,

Modèle MMG : νMMG
e (g,∆) = − CMMGGkk

|S|
, (54)

Modèle MMG scalaire : νSMMG
e (g,d,∆) = − CSMMG

√
DiDi√
dmdm

. (55)

Cette procédure rappelle le modèle mixte multiplicatif de Ghaisas and Frankel [113, 114]
qui avait un but opposé.

Pour étudier la performance des modèles sous-mailles a priori, on compare les mo-
dèles aux termes sous-mailles calculés à partir des données SND par une analyse de
régression linéaire. Notons b un modèle pour le terme sous-maille de valeur exacte a.
Le coefficient de concordance [178] entre a et b (compris entre −1 et 1) mesure l’accord
entre modèle et terme sous-maille, c’est-à-dire la proximité entre la relation entre les
deux variables et l’identité,

Conc(a, b) =
〈ab〉 − 〈a〉 〈b〉

〈a2〉 − 〈a〉2 + 〈b2〉 − 〈b〉2 + (〈a〉 − 〈b〉)2
. (56)

Un coefficient de concordance de 1 implique que le modèle et le terme sous-maille exact
sont identiques. Compte tenu de l’homogénéité de l’écoulement dans les directions
longitudinales et transverses, la relation linéaire est évaluée pour chaque valeur de
y et la moyenne d’ensemble 〈 · 〉 calculée comme une moyenne temporelle et sur les
directions d’homogénéité.

Il n’y a pas de différences significatives entre filtre classique et filtre de Favre vis-
à-vis de la performance des modèles. On présente donc seulement les résultats obtenus
avec le filtre classique. Pour faciliter la comparaison, chaque modèle est mis à l’échelle
pour donner lieu au même niveau de dissipation sous-maille que le terme sous-maille
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Figure 9 – Coefficient de concordance entre terme sous-maille et modèles pour le terme
sous-maille associé à la convection de la quantité de mouvement (haut) et le terme sous-
maille associé à la corrélation entre la masse volumique et la vitesse (bas). On compare à
gauche la contribution des termes dans les équations de bas nombre de Mach et à droite leur
contribution énergétique.

dans le volume. Les résultats sont donnés sur la figure 9. Pour les deux termes sous-
mailles, les modèles étudiés sont en meilleur accord avec la contribution énergétique
du terme qu’avec sa contribution dans les équations de bas nombre de Mach filtrées.
Pourtant, les modèles de type viscosité ou diffusivité sous-maille sont incapable de
reproduire les transferts des échelles sous-mailles aux échelles résolues, présents sur
un cinquième des points du domaine. Une meilleure concordance avec le terme sous-
maille est obtenue avec les modèles AMD et AMD scalaire, suivis par les modèles de
Vreman, de Smagorinsky anisotrope et MMG. La mauvaise concordance du modèle de
Smagorinsky s’explique par son caractère fortement surdissipatif en proche paroi. La
bonne performance des modèles AMD et AMD scalaire peut être attribué au lien étroit
entre ces modèles et le modèle gradient. Contrairement au modèle gradient, ces modèles
sont en revanche purement dissipatifs et ne devraient pas entraîner des problèmes de
stabilité numérique.



xx Résumé en français

4.3 Test a posteriori des modèles

On poursuit l’étude de la modélisation des termes sous-mailles associés à la convec-
tion de la quantité de mouvement et à la corrélation entre la masse volumique et la
vitesse par des tests a posteriori, c’est-à-dire à partir de simulations des grandes échelles
mettant en œuvre les modèles. On considère différents modèles algébriques, sans se li-
miter aux modèles de type viscosité ou diffusivité sous-maille. Cela inclut, en plus des
modèles fonctionnels présentés dans la section 4.2, des modèles structurels, tensoriels
et mixtes tensoriels.

Avec le modèle de structurel gradient [169], les termes sous-mailles sont modélisés
selon un développement en série de Taylor du filtre,

τGrad.
ij (U ,∆) = 1

12
CGrad.Gij(U ,∆) = 1

12
CGrad.∆

2

kgikgjk, (57)

πGrad.
j (U , φ,∆) = 1

12
CGrad.Dj(U ,∆) = 1

12
CGrad.∆

2

kgikdk, (58)

Avec le modèle structurel de similarité d’échelle [14], les termes sous-mailles sont mo-
délisés selon l’hypothèse de similarité d’échelle,

τSimil.
ij (U ,∆) = CSimil.

(
ÛjUi − Ûj Ûi

)
, (59)

πSimil.
j (U , φ,∆) = CSimil.

(
Ûjφ− Ûj φ̂

)
, (60)

où ·̂ est un filtre test explicitement calculé lors de la simulation des grandes échelles.
On utilise un filtre volumique calculé comme une moyenne sur trois mailles dans les
trois directions spatiales (filtre A).

Dans le but de mieux prendre en compte l’anisotropie de l’écoulement, des modèles
tensoriels de la forme τH(k)mod

ij (U ,∆) peuvent être construits à partir de n’importe quel
modèle τmod

ij (U ,∆) et tenseur du second ordre H(k)
ij ,

τH
(k)mod

ij (U ,∆) = H
(k)
ij τ

mod
ij (U ,∆), (61)

où aucune somme sur i et j n’est implicitée. On définit à cet effet les tenseurs. H(1)
ij =

[i 6= j], H(2)
ij =

[
χxyij
]
, H(3)

ij =
[
¬χyyij

]
, H(4)

ij =
[
χxyij ∨ χxzij

]
, H(5)

ij =
[
χxyij ∨ χ

yz
ij

]
, H(6)

ij =

[i = x ∨ j = x] et H(7)
ij =

[
χxxij ∨ χ

xy
ij

]
, où [ · ] sont les crochets d’Iverson, valant 1 si

la proposition entre crochets est satisfaite et 0 sinon, ¬ la négation logique (non), ∧
la conjonction logique (et), ∨ la disjonction logique (or) et avec la notation χabij =
(i = a ∧ j = b) ∨ (i = b ∧ j = a).

Enfin, on étudie pour chaque type de modèle des versions dynamiques correspon-
dantes. On s’intéresse pour cela exclusivement aux modèles dynamiques fondés sur la
méthode de Lilly [177] avec une moyenne sur les directions d’homogénéité et son ex-
tension à une constante globale [221], c’est-à-dire avec une moyenne sur le volume. La
méthode dynamique de Lilly [177] multiplie les modèles par une fonction du temps et
de la coordonnée normale aux parois, tandis que la méthode dynamique globale les
multiplie par une fonction du temps uniquement. Dans les deux cas, la méthode repose
sur l’utilisation d’un filtre test ( ·̂ ).

Les simulations des grandes échelles implémentant les modèles utilisent la même mé-
thode numérique et la même taille de domaine que les simulations numériques directes.
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Reτ Nom Nombre de points Dimensions du domaine Tailles de mailles adimensionnées
Nx ×Ny ×Nz Lx × Ly × Lz ∆+

x ; ∆+
y (0) – ∆+

y (h) ; ∆+
z

180 48B 48× 50× 48 4πh× 2h× 2πh 68 ; 0,50 – 25 ; 34
180 36C 36× 40× 36 4πh× 2h× 2πh 91 ; 2,0 – 22 ; 45
180 24C 24× 28× 24 4πh× 2h× 2πh 136 ; 2,0 – 35 ; 68

395 96B 96× 100× 64 4πh× 2h× (4/3)πh 73 ; 0,50 – 27 ; 36

Table 3 – Dimensions du domaine et tailles de mailles des simulations des grandes échelles.
Les tailles de mailles adimensionnées sont calculées en utilisant les vitesses de friction des
simulations numériques directes.

Des simulations sont réalisées avec trois maillages (“48B”, “36C” et “24C”) à Reτ = 180
et un maillage à Reτ = 395 (“96B”). Les tailles de mailles adimensionnées des différents
maillages sont données dans le tableau 3. Afin de permettre la comparaison directe des
résultats des simulations des grandes échelles et des simulations numériques directes,
les données SND sont filtrées à la résolution des maillages SGE. La comparaison est
fondée sur le formalisme SGE de Leonard [169], dans lequel les simulations des grandes
échelles visent à fournir des champs résolus dont les statistiques correspondent aux
statistiques d’une simulation numérique directe filtrée.

Dans la plage de nombres de Reynolds étudiée, la modélisation fonctionnelle du
terme sous-maille associé à la convection de la quantité de mouvement ne semble pas
pertinente, sous-estimant par exemple les frottement à la paroi et le flux de chaleur
et surestimant l’écart type de la vitesse longitudinale et de la température. C’est par
exemple le cas du modèle AMD (figure 10). Les prédictions sont à cet égard moins
fidèles qu’avec une simulation sans modèle. De plus, les modèles fonctionnels ne par-
viennent pas à représenter fidèlement l’anisotropie de la turbulence, car ils n’affectent
pas suffisamment l’écart type de la vitesse longitudinale par rapport aux composantes
transverse et normale à la paroi. Enfin, l’asymétrie entre les côtés chaud et froid n’est
pas correctement prise en compte par les modèles. D’autres approches de modélisa-
tion permettent d’améliorer ces lacunes, comme les modèles structurels, les modèles
fonctionnels tensoriels et tensoriels dynamiques. Le modèle AMD tensoriel fondé sur le
tenseur H(4) (modèle H(4)AMD) est l’un des modèles tensoriels non dynamiques iden-
tifiés comme pertinents pour le terme sous-maille associé à la convection de la quantité
de mouvement (figure 10). Bien que l’effet du terme sous-maille sur l’écoulement ne
soit pas correctement représenté, le modèle améliore les prédictions de la simulation
comparé au cas sans modèle.

La modélisation du terme sous-maille associé à la corrélation entre la masse volu-
mique et la vitesse est utile et bénéfique pour la prédiction des statistiques relatives à
la température, mais ne modifie pas de façon significativement la vitesse. Les modèles
étudiées augmentent le flux de chaleur à la paroi et réduisent l’écart type de la tempé-
rature. Cependant, la prédiction précise de l’écoulement nécessite l’accord de la force
du modèle avec l’effet du modèle pour le terme sous-maille associé à la convection de la
quantité de mouvement. Avec le modèle H(4)AMD, un impact important est nécessaire
car ce modèle diminue la prédiction du flux de chaleur à la paroi par rapport à une
simulation sans modèle. Ceci peut être atteint avec des modèles fonctionnels ou struc-
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Figure 10 – Comparaison de simulation des grandes échelles avec le modèle AMD et le modèle
AMD tensoriel fondé sur le tenseur H(4) pour le terme sous-maille associé à la convection de la
quantité de mouvement et le modèle de similarité d’échelle fondée sur le filtre A pour le terme
sous-maille associé à la corrélation entre la masse volumique et la vitesse dans les formulations
Vitesse et Favre pour les profils de la vitesse longitudinale 〈Ux〉 (a, b), la covariance de la
vitesse longitudinale et normale aux parois 〈u′xu′y〉 (c), l’écart type de la vitesse longitudinale√
〈u′2x 〉 (d), la température 〈T 〉 (e, f), la vitesse normale aux parois 〈Uy〉 (g) et l’écart type

de la température
√
〈T ′2〉 (h) dans le canal anisotherme à Reτ = 180 avec le maillage 48B.



5. Conclusion xxiii

turel. La figure 10 présente les résultats obtenus avec le modèle de similarité d’échelle
fondé sur le filtre A. Les résultats suggèrent que la formulation Favre est préférable à
la formulation Vitesse pour une prédiction précise de la température moyenne avec la
méthode numerique et les schémas utilisés. Les profils de la vitesse moyenne et de la
covariance de la vitesse longitudinale et normale aux parois sont également légèrement
plus satisfaisants dans la formulation Favre.

5 Conclusion

Cette thèse est consacrée aux écoulements turbulents soumis à un fort gradient
de température, présents dans les récepteurs solaires à haute température. L’analyse
peut être divisée en deux parties. La première partie caractérise l’influence du gradient
de température sur les échanges énergétiques entre les différentes parties de l’énergie
totale. La deuxième partie analyse la modélisation sous-maille de ces écoulements pour
la simulation des grandes échelles.

L’énergie cinétique turbulente est produite à partir d’énergie cinétique moyenne,
redistribuée vers les grandes et petites échelles, transférée vers la paroi et convertie en
énergie interne. Le gradient de température crée une asymétrie entre les échanges éner-
gétiques du côté chaud et du côté froid du canal. L’asymétrie est due aux variations
des propriétés locales du fluide et à un effet de bas nombre de Reynolds. Les varia-
tions des propriétés locales du fluide sont prises en compte dans une certaine mesure
par l’adimensionnement semi-local et modifient les échelles de vitesse et de longueur
de la turbulence. L’effet de bas nombre de Reynolds est donné par les variations du
nombre de Reynolds de friction semi-local. Cet effet est accentué à bas nombre de
Reynolds et dépend donc du nombre de Reynolds de friction moyen. La décomposition
des échanges énergétiques en termes thermiques et termes incompressibles montre un
impact négligeable de l’effet de bas nombre de Reynolds sur les termes thermiques.

La simulation des grandes échelles des écoulements fortement anisothermes peut
avec les équations de bas nombre de Mach être effectuée dans deux formulations ap-
pelées formulation Vitesse et formulation Favre. Les deux formulations sont a priori
similaires mais les résultats a posteriori suggèrent que la formulation de Favre est plus
appropriée avec les schémas numériques et la discrétisation utilisés. Les modèles étudiés
ne prédisent pas correctement l’anisotropie de la turbulence ou l’asymétrie entre le côté
chaud et le côté froid mais améliorent les résultats par rapport à une simulation sans
modèle. Les modèles tensoriels ou tensoriels dynamiques semblent avantageux par rap-
port aux modèles de type viscosité sous-maille. La modélisation du terme sous-maille
associé à la corrélation entre la masse volumique et la vitesse est cruciale pour la pré-
diction précise du flux de chaleur. Les modèles de type diffusivité sous-maille et les
modèles structurels semblent pertinents pour ce terme sous-maille. La principale limite
de l’étude est la dépendance de l’analyse aux erreurs numériques. Une caractérisation
de l’influence des erreurs numériques est nécessaire à une meilleure compréhension des
résultats des simulations des grandes échelles. L’adoption d’un paradigme de filtrage
explicite peut par exemple être utilisé pour séparer erreurs numériques et erreurs de
modélisation.
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General introduction

Energy is required by all economic activities, such as transportation, heating, cool-
ing, lighting, producing goods or running electronic computing devices. Following the
Industrial Revolution, energy consumption has increased massively, sustained by the
extraction of fossil fuels. The use of fossil fuels has increased the concentration of
greenhouse gas in the atmosphere, resulting in an ongoing climate change. In order to
address this climate change, countries around the world have pledged to reduce their
greenhouse gas emissions. Governments and energy market players need to undertake
a complete transformation of the energy sector to achieve a more sustainable economic
model.

Renewable energies have a decisive role to play in sustainable development policies,
because they emit less greenhouse gases than fossil fuels. There is already a clear
annual increase in global renewable electricity capacity. This emergence is explained
by state subsidies, technological innovations and economies of scale. Within renewable
energy, the use of solar energy has one of the largest future growth potential. There are
currently two main technologies to produce electricity from solar energy: photovoltaic
(PV) and concentrated solar power (CSP). Although photovoltaic systems currently
dominates, concentrated solar power plants can easily be coupled with a thermal energy
storage for a more flexible power generation. This ability will be crucial for the future
development of the CSP sector.

In concentrated solar power plants, solar radiation is concentrated by mirrors or
lenses to a solar receiver, in which a fluid flows. Heated, the fluid powers directly
or indirectly a turbine, producing electricity. Solar power tower is the second most
common CSP technology, after parabolic trough. In solar power towers, the solar field
is composed of a large number of heliostats, tracking the sun on two axes, and the
solar receiver is placed at the top of a tower (figure 1(a)). This configuration can
reach high concentration factors, hence high temperatures. Different types of heat
transfer fluid can be used, as water, molten salt or air. We focus on pressurised air,
which can operate on an open cycle, avoids the need for an heat exchanger with the
thermodynamic cycle, does not require cooling water and allows high temperatures
(larger than 1000 K). This enables the use of high-efficiency thermodynamic cycles.
However, this requires the development of efficient solar receivers operating at high
temperature.

The solar receiver is a critical component of solar power towers, since it is responsible
for the energy transfer between the concentrated solar flux and the fluid (figure 1(b)).
This transfer is very important for the efficiency of the conversion of solar energy into
electricity. The enhancement of the heat transfer in high-temperature solar receivers is
one of the main research topics of PROMES laboratory. To ensure an effective energy
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Figure 1 – Solar power tower and high-temperature solar cavity receiver.

exchange, it is useful to have turbulence in the solar receiver. Since the solar flux
is received only on one side of the solar receiver, the flow is also subjected to a large
temperature gradient. The temperature gradient and turbulence influences one another
in a complex interaction. This coupling is characteristic of the strongly anisothermal
turbulent flows found in solar receivers.

The internal geometry of the solar receiver, and the flow within, should be optimised
to improve the solar power tower. In particular, the heat transfer towards the fluid
should be maximised and the pressure loss minimised. This objective requires a better
understanding and modelling of the interaction between temperature and turbulence.
First, a better characterisation of the influence of temperature on turbulence would
enable the development of mental heuristics and intuition regarding the effect of the
temperature gradient and the approximations that can be made for optimisation of the
solar receiver. Second, the accurate modelling of strongly anisothermal turbulent flows
would allow the development of numerical simulations of the flow in the solar receiver
taking into account the strong coupling between temperature and turbulence, paving
the way for its optimization.

In this thesis carried out in PROMES laboratory, strongly anisothermal turbu-
lent flows are investigated following two approaches. A first part studies the energy
exchanges between the different parts of total energy and in particular the energy ex-
changes associated with turbulence kinetic energy. The results characterise the effect
of the temperature gradient on the energy exchanges. A second part studies the large-
eddy simulation (LES) modelling suited to the flows found in solar receiver. The results
also characterise the effect of the temperature gradient with regard to the small-scale
variations of the turbulent fields. In both cases, the investigation is based on numerical
analyses of a strongly anisothermal turbulent channel flow, a simplified geometry that
reproduces the distinctive features of the flows found in solar receiver. In particular, a
large part of the work relies on the direct numerical simulation (DNS) of the channel.

Chapter 1 presents the physical and numerical settings used throughout the rest of
the manuscript and describes the direct numerical simulations. Chapter 2 introduces
the study of the energy exchanges with a brief comparison with homogeneous isotropic
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incompressible turbulence. Chapter 3 provides a theroretical discussion of the decom-
position of total energy underlying the energy exchanges. Chapter 4 investigates the
effect of the temperature gradient on the energy exchanges associated with turbulence
kinetic energy from the results of the direct numerical simulations. Chapter 5 extends
the analysis to the influence of the Reynolds number on the effect of the temperature
gradient. Chapter 6 concludes with regard to the physical phenomena governing the
energy exchanges. Chapter 7 introduces the study of the large-eddy simulation with
a brief overview of the LES paradigm. Chapter 8 investigates which terms should be
modelled. Chapter 9 analyses the modelling of the most significant terms a priori,
that is from the results of the direct numerical simulations. Chapter 10 examines their
modelling a posteriori, that is from large-eddy simulations implementing the models.
Chapter 11 concludes with regard to the LES modelling.

Chapters 3, 4 and 8 reproduce articles published in international peer-reviewed
journals, respectively:

• D. Dupuy, A. Toutant, and F. Bataille. Equations of energy exchanges in variable
density turbulent flows. Physics Letters A, 382(5):327–333, 2018 [89];

• D. Dupuy, A. Toutant, and F. Bataille. Turbulence kinetic energy exchanges in
flows with highly variable fluid properties. Journal of Fluid Mechanics, 834:5–54,
2018 [91];

• D. Dupuy, A. Toutant, and F. Bataille. Study of the large-eddy simulation subgrid
terms of a low mach number anisothermal channel flow. International Journal of
Thermal Sciences, 135:221–234, 2018 [90].

Chapter 9 reproduces an article submitted for publication in an international peer-
reviewed journal:

• D. Dupuy, A. Toutant, and F. Bataille. A priori tests of subgrid-scale models
in an anisothermal turbulent channel flow at low mach number. (Submitted for
publication) [86].

Chapters 5 and 10 present original materials.

A complementary study to this work has been published in

• F. Aulery, D. Dupuy, A. Toutant, F. Bataille, and Y. Zhou. Spectral analysis
of turbulence in anisothermal channel flows. Computers & Fluids, 151:115–131,
2017 [11].

The paper is given in appendix E.





Chapter 1

Physical and numerical settings

The flows found in solar receivers are turbulent and subjected to a strong asymmet-
ric heating, since the solar flux is collected to only on one side of the solar receiver. The
typical Reynolds number is 105 and the typical solar flux is 600 kW m−2, generating
a temperature gradient of around 300 K over 1 cm. The temperature gradient creates
large variations of the fluid properties (density, viscosity and thermal conductivity) in
the solar receiver. The variations of the fluid properties have a significant impact on
the velocity field and, conversely, the velocity influences the temperature field. This
strong coupling between turbulence and the temperature gradient characterises the rich
and complex behaviour of the flows found in solar receivers.

In order to study the effect of the interaction between temperature and turbulence,
we investigate strongly anisothermal turbulent flows from the direct numerical simu-
lation of the set of partial differential equations that govern their evolution. This is
currently the only available theoretical method for the reliable and precise prediction
of turbulent flows since, due to their strongly nonlinear nature, the equations govern-
ing the flow have no exact analytical solutions. The large computational complexity
of direct numerical simulation limits its domain of applicability to simple geometries
and moderate Reynolds numbers. To study the effect of the temperature gradient on
strongly anisothermal turbulent flows in the context of wall turbulence, we model the
solar receiver by a strongly anisothermal turbulent channel flow. The direct numeri-
cal simulation of fully developed turbulent channel flows with and without tempera-
ture gradient will provide high-resolution three-dimensional data which will be used
throughout the rest of the manuscript.

In this chapter, we specify the physical and numerical settings of the investigations.
We first discuss the choices made in terms of physical modelling, namely the use of the
low Mach number equations. Then, we describe the method used for the direct numer-
ical simulation of these equations, the resolution algorithm and the numerical schemes
used. Finally, we give more specifically the physical and numerical configuration of the
direct numerical simulations.



6 1. Physical and numerical settings

1.1 Physical setting

The motion of fluids is described by the Navier–Stokes equations which express
the laws of classical mechanics and of thermodynamics. In high-temperature solar re-
ceivers, the flows are turbulent and subjected to large variations of the fluid properties.
However, the velocity of the fluid in solar receivers is small compared to the speed
of sound, as the typical Mach number is below 10−2. Hence, the purely compressible
effects found in high-speed flows, such as acoustic waves, are negligible. This partic-
ular physical configuration found in solar receivers let us simplify the Navier–Stokes
equations under the low Mach number hypothesis, leading to the low Mach number
equations. Two main assumptions are made in addition to the Navier–Stokes equations:

• The speed of the flow in the solar receiver is small compared to the speed of
sound neglect and acoustic effects are negligible.

• The fluid in the solar receiver behaves like an ideal gas at the operating temper-
ature and pressure of the solar receiver.

The model used are relevant to the flows found in high-temperature solar receivers and
allows the coupling between temperature and velocity.

This section presents the more general Navier–Stokes equations and the derivation
of the lowMach number equations for an ideal gas. In both cases, we give the underlying
hypotheses and the domain of application. At last, the turbulent character of the flow
described by these equations is briefly recalled.

1.1.1 Navier–Stokes Equations

1.1.1.1 General case

We consider a non-relativistic flow under the continuum hypothesis. Without loss
of generality, no body forces are taken into account. In particular, gravity is neglected.
The fluid is monophasic, non-reactive and without dissociation or molecular ionisation
effects. No heat sources are considered and radiative heat transfers are neglected.

Under these conditions, a complete description of the flow is given by the knowledge
of the spatiotemporal fields of velocity and of the state variables (in the thermodynamic
sense) of the system. Knowing the state equation of the fluid, relating the state vari-
ables, the behaviour of the fluid may be determined using the evolution equations of
velocity and any two independent state variables, generally among density ρ, temper-
ature T , pressure P , internal energy I, entropy S or enthalpy H. The behavior of the
unselected state variables may be inferred from the two independent state variables
using the equation of state.

The Navier–Stokes equations is a system of equations of this type that can model
the behaviour of a fluid in accordance with the hypotheses established above. They
express in a differential and local form three laws of conservation which govern the flow
[208, 282]:
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• Mass conservation
∂ρ

∂t
+
∂ρUj
∂xj

= 0, (1.1)

• Momentum conservation

∂ρUi
∂t

+
∂ρUjUi
∂xj

=
∂Υij
∂xj

, (1.2)

• Total energy conservation

∂ρ(E + I)

∂t
+
∂ρUj(E + I)

∂xj
= −∂Qj

∂xj
+
∂ΥijUi
∂xj

, (1.3)

with xi the Cartesian coordinate in the i-th direction, Ui the velocity in the i-th di-
rection, Υij the component of the total stress tensor with the i and j indices, Qj the
conductive heat flux in the j-th direction, t the time and (E + I) the total energy per
unit mass, sum of of internal energy per unit mass I and of kinetic energy per unit
mass E = 1

2
UiUi. The index notation follows Einstein’s summation convention and δij

is the Kronecker delta.

The fact that the Navier–Stokes equations are conservation laws is reflected math-
ematically by the conservative form of equations (1.1)–(1.3), where all terms except
the time derivative are in the form of a divergence. Mass, momentum and energy
cannot be created or destroyed and are constants in an isolated system. The mass
conservation equation is an assumption of classical mechanics [119]. The momentum
conservation equation expresses Newton’s second law [211], that is the equality between
the variations of momentum and the sum of external forces. The energy conservation
equation expresses the first law of thermodynamics [65], that is the equality between
the variations of total energy and the sum of the external work and the heat flux
received.

The total stress tensor Υij is given by the contributions of viscous stress Σij and
pressure stress,

Υij = Σij − Pδij. (1.4)

For a Newtonian fluid, the relationship between viscous stress and the rate of defor-
mation tensor is linear,

Σij = 2µSij + ηSkkδij, (1.5)

where µ, called dynamic viscosity, and η, the second viscosity, are in general functions
of the state variables and Sij is the rate of deformation tensor,

Sij =
1

2

(
∂Ui
∂xj

+
∂Uj
∂xi

)
. (1.6)

Under Stokes’ hypothesis [282], η = −2
3
µ and the viscous stress tensor is given by

Σij = 2µSij − 2
3
µSkkδij. (1.7)

The conductive heat flux is given by Fourier’s law [99],

Qj = −λ ∂T
∂xj

. (1.8)
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with T the temperature and λ is the thermal conductivity, in general functions of the
state variables. Knowledge of the fluid properties µ, η and λ in functions of the state
variables is required to close the system.

In addition to equations (1.1)–(1.3), the second law of thermodynamics [66] imposes
a lower bound on the variations of entropy S,

∂ρS

∂t
+
∂ρUjS

∂xj
≥ − ∂

∂xj

(
Qj

T

)
. (1.9)

This is, assuming a Newtonian fluid and Fourier’s law, always statisfied if λ ≥ 0, µ ≥ 0
and η ≥ −2

3
µ. This may be shown by the comparison of equation (1.9) with equation

(1.15) below.

1.1.1.2 Alternative Formulations

The transport equation of internal energy I, enthalpy H, entropy S, temperature
T and pressure P may be used in place of the mass conservation equation (1.1) or the
total energy conservation equation (1.3) to close the system (1.1)–(1.3). This makes it
possible to establish alternative formulations of the Navier–Stokes equations.

First, we multiply the momentum conservation equation (1.2) by Ui to obtain the
transport equation of kinetic energy,

∂ρE

∂t
+
∂ρUjE

∂xj
= −Uj

∂P

∂xj
+ Ui

∂Σij

∂xj
. (1.10)

Subtracting this equation from the total energy conservation equation (1.3), we obtain
the transport equation of internal energy,

∂ρI

∂t
+
∂ρUjI

∂xj
= −∂Qj

∂xj
− P ∂Uj

∂xj
+Σij

∂Ui
∂xj

. (1.11)

Let us denote v = 1/ρ the specific volume. The transport equation of enthalpy H =
I + Pv = I + P/ρ follows directly,

∂ρH

∂t
+
∂ρUjH

∂xj
= −∂Qj

∂xj
+
∂P

∂t
+ Uj

∂P

∂xj
+Σij

∂Ui
∂xj

. (1.12)

To obtain the entropy transport equation, we express internal energy as a function
of entropy and specific volume,

DI

Dt
= T

DS

Dt
− P Dv

Dt
, (1.13)

where the total derivative D · /Dt corresponds to a material derivative,

D ·
Dt

=
∂ ·
∂t

+ Uj
∂ ·
∂xj

. (1.14)

Injecting (1.13) into (1.11), we obtain the transport equation of entropy,

∂ρS

∂t
+
∂ρUjS

∂xj
= − 1

T

∂Qj

∂xj
+
Σij

T

∂Ui
∂xj

. (1.15)
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The temperature transport equation may be obtained from the internal energy
transport equation (1.11) or the enthalpy transport equation (1.12). In the first case,
internal energy is first expressed as a function of temperature and specific volume,

DI

Dt
= Cv

DT

Dt
+ P (βT − 1)

Dv

Dt
, (1.16)

with Cv = (∂I/∂T )v the isochoric heat capacity and β = (1/P )(∂P/∂T )v the isochoric
thermal pressure coefficient. Injecting (1.16) into (1.11), we obtain

Cv
∂ρT

∂t
+ Cv

∂ρUjT

∂xj
= −∂Qj

∂xj
− βTP ∂Uj

∂xj
+Σij

∂Ui
∂xj

. (1.17)

In the second case, enthalpy is expressed as a function of temperature and pressure,

DH

Dt
= Cp

DT

Dt
+ v (1− αT )

DP

Dt
, (1.18)

with Cp = (∂H/∂T )p the isobaric heat capacity and α = (1/v)(∂v/∂T )P the isobaric
thermal expansion coefficient. Injecting (1.18) into (1.12), we obtain

Cp
∂ρT

∂t
+ Cp

∂ρUjT

∂xj
= −∂Qj

∂xj
+ αT

∂P

∂t
+ αTUj

∂P

∂xj
+Σij

∂Ui
∂xj

, (1.19)

The pressure transport equation is derived from (1.17) and (1.19),

∂P

∂t
+
∂UjP

∂xj
= −γ − 1

αT

∂Qj

∂xj
+ P

(
1− γβ

α

)
∂Uj
∂xj

+
γ − 1

αT
Σij

∂Ui
∂xj

, (1.20)

with γ = Cp/Cv the adiabatic index. If we introduce the isothermal compressibility
χT = −(1/v)(∂v/∂P )T and the isentropic compressibility χS = −(1/v)(∂v/∂P )S, the
factor γβP/α can be expressed as a function of the speed of sound c =

√
1/(ρχS) using

the triple product rule (∂P/∂T )v(∂T/∂v)P (∂v/∂P )T = −1, which implies α = βPχT ,
and Reech’s relation γ = Cp/Cv = χT/χS [243],

γβP

α
=

γ

χT
= ρc2. (1.21)

In general, the heat capacities and the adiabatic index are functions of the state vari-
ables.

1.1.1.3 Case of an ideal gas

An ideal gas is a fluid satisfying the equation of state

P = rρT, (1.22)

where r is the ideal gas specific constant. In an ideal gas, the heat capacities depend
only on the temperature and obey Mayer’s relation, Cp − Cv = r. In addition, α =
β = 1/T . Therefore, internal energy and enthalpy depend only on temperature. The
expression of the transport equations of temperature and pressure are simplified:

Cv
∂ρT

∂t
+ Cv

∂ρUjT

∂xj
= −∂Qj

∂xj
− P ∂Uj

∂xj
+Σij

∂Ui
∂xj

, (1.23)
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Cp
∂ρT

∂t
+ Cp

∂ρUjT

∂xj
= −∂Qj

∂xj
+
∂P

∂t
+ Uj

∂P

∂xj
+Σij

∂Ui
∂xj

, (1.24)

∂P

∂t
+
∂UjP

∂xj
= − (γ − 1)

∂Qj

∂xj
+ P (1− γ)

∂Uj
∂xj

+ (γ − 1)Σij
∂Ui
∂xj

. (1.25)

These expressions are valid even if the heat capacities and adiabatic index are temper-
ature dependent.

1.1.2 Low Mach number equations

The low Mach number equations are an approximation of the Navier–Stokes equa-
tions suited to flows where the compressibility effects due to velocity are negligible but
with large variations of fluid properties (density, viscosity and thermal conductivity).
The approximation neglects the effect of acoustic waves and allows the use of numerical
method intended for incompressible flows [206, 205]. The low Mach number hypothesis
is generally considered relevant if the characteristic flow velocity U b is small compared
to the speed of sound cb, and more specifically when the Mach number Ma = U b/cb is
below 0.3.

We use the method developed by Paolucci [219] to derive the low Mach number
equations for an ideal gas. Derivations of the low Mach number equations may also
be found in [186, 179, 193, 205, 128, 20, 22, 267, 12, 323, 157]. The approach is based
on two steps. First, the Navier–Stokes equations are nondimensionalised, introduc-
ing dimensionless numbers that characterise the relative importance of the competing
physical processes. Then, each dimensionless variable is expressed as a power series of
the squared Mach number, giving rise to the low Mach number equations if only the
smaller orders are kept.

1.1.2.1 Nondimensionalisation of the Navier–Stokes equations

The Navier–Stokes equations are nondimensionalised in the case of an ideal, Newto-
nian gas under Stokes’ hypothesis by introducing for each variable a value characteristic
of the flow considered. We define a length scale representative of the flow xb, a velocity
scale U b, a time scale tb = xb/U b, a temperature scale T b, a density scale ρb, a pressure
scale P b = rρbT b, a dynamic viscosity scale µb = µ(T b), a thermal conductivity scale
λb = λ(T b), an isochoric heat capacity scale Cb

v = Cv(T
b) and an isobar heat capacity

scale Cb
p = Cp(T

b):

x◦ =
x

xb
, (1.26)

t◦ =
t

tb
, (1.27)

U◦ =
U

U b
, (1.28)

T ◦ =
T

T b
, (1.29)

ρ◦ =
ρ

ρb
, (1.30)

P ◦ =
P

P b
, (1.31)

µ◦ =
µ

µb
, (1.32)

λ◦ =
λ

λb
, (1.33)

C◦v =
Cv
Cb
v

, (1.34)

C◦p =
Cp
Cb
p

. (1.35)
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The introduction of nondimensionalised variables in the Navier–Stokes equations
leads to the definition of three dimensionless numbers that characterise the flow. The
Reynolds number,

Re =
ρbU bxb

µb
, (1.36)

represents the ratio between the convective and viscous transfers of momentum. The
Prandtl number,

Pr =
µbCb

p

λb
, (1.37)

represents the ratio between the momentum diffusivity and the thermal diffusivity.
Finally, The Mach number,

Ma =
U b

cb
, (1.38)

already defined, where, for an ideal gas, the speed of sound of sound representative of
the flow is given by cb =

√
γrT b.

With the energy conservation equation expressed as the temperature transport
equation (1.17), the Navier–Stokes equations and the ideal gas law are in their nondi-
mensionalised form given by:

• Mass conservation
∂ρ◦

∂t◦
+
∂ρ◦U◦j
∂x◦j

= 0, (1.39)

• Momentum conservation
∂ρ◦U◦i
∂t◦

+
∂ρ◦U◦j U

◦
i

∂x◦j
= − 1

γMa2

∂P ◦

∂x◦i
+

1

Re

∂Σ◦ij
∂x◦j

, (1.40)

• Energy conservation (transport of temperature)

C◦v
∂ρ◦T ◦

∂t◦
+C◦v

∂ρ◦U◦j T
◦

∂x◦j
= − γ

RePr

∂Q◦j
∂x◦j
−(γ − 1)P ◦

∂U◦j
∂x◦j

+γ (γ − 1)
Ma2

Re
Σ◦ij

∂U◦i
∂x◦j

,

(1.41)

• Ideal gas law
P ◦ = ρ◦T ◦, (1.42)

with Σ◦ij the nondimensionalised viscous stress tensor,

Σ◦ij = 2µ◦S◦ij − 2
3
µ◦S◦kkδij, (1.43)

and Q◦j the nondimensionalised conductive heat flux,

Q◦j = −λ◦∂T
◦

∂x◦j
. (1.44)

For reference, we also give the nondimensionalised transport equations of temper-
ature, as deduced from (1.19),

C◦p
∂ρ◦T ◦

∂t◦
+C◦p

∂ρ◦U◦j T
◦

∂x◦j
= − 1

RePr

∂Q◦j
∂xj

+
γ − 1

γ

∂P ◦

∂t
+

γ

γ − 1
U◦j
∂P ◦

∂xj
+(γ − 1)

Ma2

Re
Σ◦ij

∂U◦i
∂x◦j

,

(1.45)
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and of pressure (1.20),

∂P ◦

∂t◦
+
∂U◦j P

◦

∂x◦j
= − γ

RePr

∂Q◦j
∂x◦j

+ P ◦ (1− γ)
∂U◦j
∂x◦j

+ γ (γ − 1)
Ma2

Re
Σ◦ij

∂U◦i
∂x◦j

. (1.46)

In the nondimensionalised form (1.39)–(1.42), the pressure gradient in the momen-
tum conservation equation leads to a singularity when the Mach number tends to zero.
This implies that the pressure tends to a constant [6] and leads to the establishment of
a system of equations where the pressure is split in two terms, the low Mach number
equations. To show this, one possible approach is to perform an asymptotic devel-
opment of the variables of equations (1.39)–(1.42) as a function of the squared Mach
number [179, 205, 193].

1.1.2.2 Asymptotic development of Navier–Stokes equations

An asymptotic development of each nondimensionalised variable as a function of
the squared Mach number Ma2 is carried out:

U◦ = U (0) +Ma2U (1) +O(Ma4), (1.47)

T ◦ = T (0) +Ma2T (1) +O(Ma4), (1.48)

ρ◦ = ρ(0) +Ma2ρ(1) +O(Ma4), (1.49)

P ◦ = P (0) +Ma2P (1) +O(Ma4), (1.50)

λ◦ = λ(0) +Ma2λ(1) +O(Ma4), (1.51)

µ◦ = µ(0) +Ma2µ(1) +O(Ma4), (1.52)

C◦v = C(0)
v +Ma2C(1)

v +O(Ma4), (1.53)

C◦p = C(0)
p +Ma2C(1)

p +O(Ma4), (1.54)

γ◦ = γ(0) +Ma2γ(1) +O(Ma4), (1.55)

Q◦j = Q
(0)
j +Ma2Q

(1)
j +O(Ma4), (1.56)

Σ◦ij = Σ
(0)
ij +Ma2Σ

(1)
ij +O(Ma4). (1.57)

Injecting these asymptotic developments into the nondimensionalised Navier–Stokes
equations (1.39)–(1.42), we obtain,

∂ρ(0)

∂t◦
+
∂ρ(0)U

(0)
j

∂x◦j
= O(Ma2), (1.58)

∂ρ(0)U
(0)
i

∂t◦
+
∂ρ(0)U

(0)
j U

(0)
i

∂x◦j
= − 1

γ(0)Ma2

∂P (0)

∂x◦i
− 1

γ(0)

∂P (1)

∂x◦i
+

1

Re

∂Σ
(0)
ij

∂x◦j
+O(Ma2),

(1.59)

C(0)
v

∂ρ(0)T (0)

∂t◦
+ C(0)

v

∂ρ(0)U
(0)
j T (0)

∂x◦j
= − γ(0)

RePr

∂Q
(0)
j

∂x
(0)
j

−
(
γ(0) − 1

)
P (0)

∂U
(0)
j

∂x◦j
+O(Ma2),

(1.60)

P (0) = ρ(0)T (0) +O(Ma2). (1.61)
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In the energy conservation equation, the term related to the viscous stress (the dissi-
pation) does not give any contributions of order below O(Ma2).

By grouping in each equation the terms of the same order and imposing that each
grouping must separately be equal to zero, the system of equations (1.58)–(1.61) is
reduced at the order O(Ma−2) to

∂P (0)

∂x◦i
= 0, (1.62)

expressing the homogeneity of the zeroth-order pressure. In other words, the spatial
variations in pressure are at least of order O(Ma2) and P (0) is a function of time only.

At the order O(Ma0), the system of equations (1.58)–(1.61) is reduced to

∂ρ(0)

∂t◦
+
∂ρ(0)U

(0)
j

∂x◦j
= 0, (1.63)

∂ρ(0)U
(0)
i

∂t◦
+
∂ρ(0)U

(0)
j U

(0)
i

∂x◦j
= − 1

γ(0)

∂P (1)

∂x◦i
+

1

Re

∂Σ
(0)
ij

∂x◦j
, (1.64)

C(0)
v

∂ρ(0)T (0)

∂t◦
+ C(0)

v

∂ρ(0)U
(0)
j T (0)

∂x◦j
= − γ(0)

RePr

∂Q
(0)
j

∂x
(0)
j

−
(
γ(0) − 1

)
P (0)

∂U
(0)
j

∂x◦j
, (1.65)

P (0) = ρ(0)T (0). (1.66)

These equations are very close to the Navier–Stokes equations (1.39)–(1.42) and form
with (1.62) the nondimensionalised low Mach number equations. The gradient of the
second-order pressure appears in the conservation equation of the momentum. Since
the zeroth-order pressure is constant in space, it may be seen that the mass conser-
vation equation and the conservation equation of the momentum are not affected by
the asymptotic development. In the energy conservation equation, dissipation is ne-
glected. Finally, the contribution of the second-order pressure is neglected in the energy
conservation equation and the ideal gas law.

1.1.2.3 Low Mach number equations

The redimensionalisation of equations (1.39)–(1.42) leads to the low Mach number
equations. Removing the exponent (0) and denoting P0 = P bP (0) and P = Ma2P bP (1)

or, equivalently, using ρb(U b)2/γ as the pressure scale to redimensionalise P (1), the low
Mach number equations are given by:

• Mass conservation
∂ρ

∂t
+
∂ρUj
∂xj

= 0, (1.67)

• Momentum conservation

∂ρUi
∂t

= −∂ρUjUi
∂xj

− ∂P

∂xi
+
∂Σij

∂xj
, (1.68)
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• Energy conservation

∂Uj
∂xj

= − 1

γP0

[
(γ − 1)

∂Qj

∂xj
+
∂P0

∂t

]
, (1.69)

• Ideal gas law

T =
P0

ρr
, (1.70)

where the pressure is separated in two terms: the thermodynamical pressure P0, con-
stant in space, which represents the mean pressure in the domain, and the mechanical
pressure P , spatially varying, related to variations in the momentum. The homogeneity
of the thermodynamical pressure may be interpreted as the consequence of the infinite
speed of the acoustic waves, in the approximation of low Mach number, leading to an
instantaneous uniformisation of pressure.

The particular form of the energy conservation equation (1.69) is obtained by in-
jecting (1.66) into the energy conservation equation (1.65) and using the fact that
the thermodynamical pressure is constant in space. The local energy conservation is
imposed by a constraint on the divergence of the velocity [212].

When the Mach number tends towards zero, the solutions of the Navier–Stokes
equations (1.1)–(1.3) converge to the solution of the low Mach number equations (1.67)–
(1.70) [5, 6]. If conductive heat transfers are neglected, the low Mach number equations
give rise to the incompressibe Navier–Stokes equations [206, 205].

1.1.3 Variations of the fluid properties

The system of equations (1.67)–(1.70) describes the physics of low Mach number
flows but its resolution requires closing the system by giving the expressions of the ideal
gas specific constant, the heat capacities and the properties of the fluid as a function
of the state variables. These expressions depend on the gas under consideration. For
air, the ideal gas specific constant is r = 287 J kg−1 K−1. The variations of dynamic
viscosity with temperature may be modelled by Sutherland’s law [287], valid from
220 K to 1900 K [277],

µ = µ0

(
T

T0

) 3
2 T0 + S1

T + S1

, (1.71)

with µ0 = 1.716 · 10−5 Pa s, S1 = 110.4 K and T0 = 273.15 K. Within this temperature
range, the variations of the adiabatic index of air are very small. Neglecting these
variations, it follows for an ideal gas that the isochoric and isobaric heat capacities, Cv
and Cp, are constant. Finally, the variations of thermal conductivity may be expressed
using the Prandtl number,

λ =
µCp

Pr
. (1.72)

The Prandtl number is assumed constant over the temperature range considered, with
Pr = 0.76 and Cp = 1005 J kg−1 K−1.
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1.1.4 Turbulence

The Navier–Stokes equations and the low Mach number equations form a highly
nonlinear system of equations whose solution can, depending on the Reynolds number,
be turbulent. Turbulent flows are chaotic and exhibit, at every point, numerous eddies
of various scales. They are also three-dimensional and characterised by a spatiotem-
poral irregularity, an unpredictability of trajectories, a rotational kinematics and an
enhanced diffusion and dissipation. The majority of flows encountered in nature and
engineering applications are turbulent. Turbulence is useful in heat exchangers because
it tends to accelerate homogenisation and mixing, thus improving the efficiency of heat
and momentum transfers.

The flow regime is characterised by the Reynolds number (1.36). For a given prob-
lem, the flow becomes turbulent if the Reynolds number exceeds a critical value, usually
between 2000 and 3000 [244, 48], with a fairly rapid transition. Below this value, the
flow is laminar as the friction forces outweigh inertial forces and quickly absorb any
perturbation.

Because of the chaotic nature of turbulent flows, independent experiments or sim-
ulations with arbitrarily close (but different) initial conditions give rise to a different
result. This leads to the definition of the Reynolds average or statistical average,
defined as the average over a large number of independent experiments,

〈G(x, y, z, t)〉 = lim
N→∞

1

N

N∑
i=1

Gi(x, y, z, t), (1.73)

where Gi is the value of G during the experiment i and N the number of experiments.
The Reynolds decomposition corresponds to the decomposition of G into an average
part and a fluctuating part (′),

G = 〈G〉+G′. (1.74)
where the fluctuating part, with no statistical mean, is the deviation from the statistical
mean. This is represented in figure 1.1.

Figure 1.1 – Reynolds decomposition of the velocity field.

1.2 Numerical schemes and resolution algorithm

The resolution of Navier–Stokes equations is an extremely difficult problem because
these equations are highly nonlinear and coupled. Exact analytical solutions have only
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been found for the most simple problems and in the absence of turbulence, and the
existence and regularity of the solutions of the Navier–Stokes equations remains an
open problem [132]. Nevertheless, numerical simulation offers a way to analyse and
predict the behaviour of complex flows.

The numerical simulation of turbulent flows, however, remains a difficult task due
to the inherent chaotic and multi-scale nature of turbulence. The resolution without
models of the Navier–Stokes equations, called direct numerical simulation, requires a
sufficient spatiotemporal resolution to describe the smallest turbulent structures while
ensuring that the computational domain is large enough to capture the largest flow
structures. As a result, the direct numerical simulation of turbulent flows requires
considerable computer resources, and is therefore only practicable for simple geometries
and for a moderate Reynolds number.

In spite of this, the direct numerical simulation of turbulence has since its ad-
vent [100, 218] proved to be a powerful tool for the fundamental study of turbulence.
The usefulness of direct numerical simulation is due to two unique characteristics.
First, they give access to all the three-dimensional fields that characterise the fluid as
a function of time, making it possible to determine any quantity of interest from the
simulation, including those that would be difficult or impossible to determine experi-
mentally. Second, direct numerical simulation allows complete control over turbulence,
through initial and boundary conditions, and the manipulation of resolved equations.
Reliable scientific inferences may be drawn from the results of direct numerical sim-
ulations because the mathematical models expressed by the Navier–Stokes equations
(Newtonian fluid, Fourier’s law, ideal gas) provide a relevant and valid description of
the dynamics of many flows, at all turbulence scales [202].

The direct numerical simulation of the low Mach number equations (1.67)–(1.70)
allows the use of different numerical methods than the Navier–Stokes equations (1.1)–
(1.3) because of the removal of acoustic waves and the decomposition of pressure in
two terms [206, 205]. In order to resolve the low Mach number equations from direct
numerical simulation, we use a finite difference method in a staggered grid system [200,
212] and a third-order Runge–Kutta time scheme [313] using the TrioCFD software [38].
The resolution algorithm and the numerical schemes are presented in this section.

1.2.1 Resolution algorithm

The resolution algorithm used to resolve the low Mach number equations (1.67)–
(1.70) is presented in this section. The algorithm aims to ensure that as many conser-
vation properties as possible are exactly verified numerically. The algorithm ensures
the local and global conservation of energy, using the energy conservation equation to
determine both the thermodynamical and mechanical pressures. The mass conserva-
tion is only guaranteed locally. The overall conservation of the mass is ensured by the
quality of the computation of the divergence of the mass flux.

A projection method is used to compute pressure and velocity. Projection methods
were introduced in the context of numerical simulations by Chorin [54], Temam [289]
following the basic ideas of prior works [171, 172, 152, 105]. Projection models are
based on a two-step procedure. First, an intermediate velocity field is computed by
ignoring the pressure term in the momentum conservation equation. Then, the in-
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termediate velocity is corrected using a pressure equation to impose the constraint of
the energy conservation equation on the divergence of the velocity. This results in the
decoupling of the computations of the velocity and the pressure fields. The low Mach
number equations can be resolved, at each timestep, from the resolution of a sequence
of decoupled equations.

We solve at each timestep the variables in the following order:

1. the density from the mass conservation equation,

ρn+1 − ρn

∆t
= −∇ · (ρnUn) = 0; (1.75)

2. the thermodynamical pressure and temperature using a fixed-point iteration,
namely P n+1

0 = P n+1,3
0 and T n+1 = T n+1,3 where P n+1

0 = P n+1,k
0 and T n+1 =

T n+1,k are computed from P n+1
0 = P n+1,0

0 and T n+1 = T n+1,0 and the iteration
for k from 0 to 3 (value empirically determined to obtain convergence) of:

(a) the thermodynamical pressure from the integration on the whole domain of
the energy conservation equation,

P n+1,k+1
0 =

P n
0

1− γ − 1

V

∆t

P n+1,k
0

∫
ω

λω∇T n+1,k dS

, (1.76)

(b) the temperature from the ideal gas law,

T n+1,k+1 =
P n+1,k+1

0

rρn+1
; (1.77)

3. the kinematic viscosity from Sutherland’s law (µ0 = 1.716 · 10−5 Pa s, S1 =
110.4 K, T0 = 273.15 K),

µn+1 = µ0

(
T n+1

T0

) 3
2 T0 + S1

T n+1 + S1

; (1.78)

4. the thermal conductivity from the Prandtl number (Cp = 1005 J kg−1 K−1,
Pr = 0.76),

λn+1 =
µn+1Cp
Pr

; (1.79)

5. the divergence of velocity from the energy conservation equation,

(∇ ·U)n+1 =
1

γP n+1
0

[
(γ − 1)∇ · (λn+1∇T n+1)− P n+1

0 − P n
0

∆t

]
; (1.80)

6. an intermediate velocity from the momentum conservation equation without the
pressure term,

ρn
U ∗ −Un

∆t
=− ρn (Un · ∇)Un

+∇ ·
(
µn(∇Un +∇TUn)

)
− 2

3
∇ (µn (∇ ·U)n) .

(1.81)
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7. the mechanical pressure from the divergence of the intermediate velocity,

∇ ·
(

1

ρn
∇P n

)
=

(∇ ·U)∗ − (∇ ·U)n+1

∆t
(1.82)

8. the velocity from the momentum conservation equation,

ρn
Un+1 −U ∗

∆t
= −∇P n. (1.83)

To simplify the expressions, the derivatives are given with an explicit Euler discretisa-
tion. In the actual algorithm, the time derivatives are discretised using a third-order
Runge–Kutta method [251, 153].

1.2.2 Stability timestep

The timestep ∆t of the simulation is determined at each timestep in order to re-
spect stability criteria. The energy conservation equation acting as a constraint on the
pressure in the resolution algorithm, it has no associated stability constraints. The
timestep of the simulation is therefore only determined by the stability requirements
of the momentum conservation equation.

Two stability criteria are used. In accordance with the Courant–Friedrichs-Lewy
condition [69], the timestep of the simulation must be small enough for the fluid to be
at no point of the domain able to travel more than one mesh in one timestep. In other
words, the convection stability timestep defined by

1

∆tconv

= max
x,y,z

[
Ux
∆x

+
Uy
∆y

+
Uz
∆z

]
. (1.84)

In addition, we associate to the momentum diffusion a stability timestep defined by

1

∆tdiff

= max
x,y,z

[
2ν

(
1

∆x2
+

1

∆y2
+

1

∆z2

)]
. (1.85)

The timestep of the simulation is the half of the harmonic mean of these two values,

1

∆t
=

1

∆tconv

+
1

∆tdiff

. (1.86)

In practice, the timestep is only updated if it is less than the previous timestep, or if
the difference is more than 5 %.

1.2.3 Numerical schemes

The equations are discretised in a rectangular three-dimensional grid with a nonuni-
form grid spacing. A finite difference scheme is used in a staggered grid system. The
scalar variables (pressure, density, temperature, viscosity, thermal conductivity etc.)
are stored at the same points while the velocity components are distributed around
these locations (see figure 1.2). The scalar variables are located at the centre of the
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rectangular cells of the grid while and the velocity components at the centre of the faces
of the cell they are perpendicular to. All the terms of the mass and energy conservation
equations are discretised at the same location as the scalar variables. The terms of the
momentum conservation equation in the i-th direction are discretised at the centre of
the faces perpendicular to the i-th direction.

In the remaining part of this section, we give the discretisations and numerical
schemes used in more details. In order to describe the nonuniform staggered grid
system, we introduce a formalism to describe the discretisation of staggered fields.
The reader in a hurry might prefer to skip this part up to section 1.3.

In each direction k, we define an uniform grid coordinate ξnk = n∆k, where ∆k is
a constant. A monotonic differentiable function fk maps the points of the uniform
computational grid to the nonuniform grid. That is, the nonuniform grid coordinate
is given by xnk = fk(ξ

n). The points of the uniform grid are triplets of the form
(ξnxx , ξ

ny
y , ξnzz ), associated with the point of the nonuniform grid (xnx , yny , znz). These

points may be given by a position vector xnx,ny ,nz = xnkk ek, where ek is the unit vector
in direction k.

Consider that the points of the form (xnxx , x
ny
y , xnzz ) corresponds to the centre of

the cells. Then, we denote φnx,ny ,nz = φ(xnkk ek) = φ(xnx , yny , znz) the value of the
three-dimensional field φ discretised at the centre of the cells. In order to account for
the staggered discretisation of velocity, we denote φnx,ny ,nz[i:α] the field φ staggered α cells
in the i-th direction,

φ
nx,ny ,nz
[i:α] = φ(xnkk ek + (xni+αi − xnii )ei), (1.87)

where summation is carried over k but not over i. For instance, the value of φ at
the centre of a face perpendicular to the x direction is represented by φ

nx,ny ,nz
[x:−1/2] =

φ(xnx−1/2, yny , znz). We have the property φnx,ny ,nz[x:1] = φnx+1,ny ,nz . The stacking of the
staggering operator is allowed,

φ
nx,ny ,nz
[i:α][j:β] = φ(xnkk ek + (xni+αi − xnii )ei) + (x

nj+α
j − xnjj )ej). (1.88)

where summation is carried over k but not over i or j. For instance, φnx,ny ,nz[x:−1/2][y:−1/2] =

φ(xnx−1/2, yny−1/2, znz) represents the value of φ at the centre of an edge of the cell.
Notice also that φnx,ny ,nz[x:1/2][x:1/2] = φnx+1,ny ,nz .

With this formalism, we have knowledge in the staggered grid system of pressure
P nx,ny ,nz , temperature T nx,ny ,nz , density ρnx,ny ,nz , viscosity µnx,ny ,nz and thermal con-
ductivity λnx,ny ,nz at the centre of the cells and of the three components of velocity
U
nx,ny ,nz
k[k:−1/2] at the centre of the faces they are perpendicular to, namely Unx,ny ,nz

x[x:−1/2], U
nx,ny ,nz
y[y:−1/2]

and Unx,ny ,nz
z[z:−1/2]. More generally, if φnx,ny ,nz is a three-dimensional field discretised at the

centre of the cells and Unx,ny ,nz
i the i-th component of velocity, the values of φnx,ny ,nz[i:α]

and Unx,ny ,nz
i[i:α−1/2] are available if α is an integer. Otherwise, their value may be estimated

using an interpolation.

The following unweighted interpolation operator is defined,

φ
[i:α]

=
φ[i:α+1/2] + φ[i:α−1/2]

2
. (1.89)
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Figure 1.2 – Staggered grid system.

We extend this definition to a two-dimensional interpolation using

φ
[i:α,j:β]

=

φ[i:α]
[j:β]

if i 6= j

φ[i:α+β] if i = j,
(1.90)

where no interpolation is carried out if i = j because the value of φ[i:α+β] is supposed
available.

In addition, we introduce the notation

∆[i:α]φnx,ny ,nz = φ
nx,ny ,nz
[i:α+1/2] − φ

nx,ny ,nz
[i:α−1/2]. (1.91)

It follows that ∆x
nj
j = ∆[j:0]x

nj
j = x

nj+1/2
j − xnj−1/2

j is the cell size the j-th direction.

1.2.3.1 Mass conservation equation

The mass convection is discretised using the third-order QUICK scheme [170] with
a FRAM filtering [46], (

∂ρUj
∂xj

)
=

∆[j:1/2]
(
ρ∗j[j:−1/2]Uj[j:−1/2]

)
∆xj

, (1.92)

with,

ρ∗j[j:−1/2] =



(
1− δ∗j[j:−1/2]

)(ρ+ρ[j:−1]

2
−
(

∆xj
[j:−1/2]

)2

8
Curvj

)
+ δ∗j[j:−1/2]ρ

if Uj[j:−1/2] ≥ 0(
1− δ∗j[j:−1/2]

)(ρ+ρ[j:−1]

2
−
(

∆xj
[j:−1/2]

)2

8
Curvj[j:−1]

)
+ δ∗j[j:−1/2]ρ[j:−1]

if Uj[j:−1/2] < 0,

(1.93)
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where
Curvj =

ρ[j:1] − ρ

∆xj∆xj
[j:1/2]

−
ρ− ρ[j:−1]

∆xj∆xj
[j:−1/2]

, (1.94)

and δ∗j[j:−1/2] = max
(
δj[j:−1], δj

)
, where

δj =

[
2

(
ρ− ρmin,j

ρmax,j − ρmin,j

)
− 1

]4

. (1.95)

with ρmin,j = min
(
ρ[j:−1], ρ[j:1]

)
and ρmax,j = max

(
ρ[j:−1], ρ[j:1]

)
.

1.2.3.2 Momentum conservation equation

The momentum convection is discretised using a fourth-order centred scheme [12],(
∂UjUi
∂xj

)
[i:−1/2]

=
∆[j:1/2]

(
Uj[j:−1/2]

∧[i:−1/2]
Ũi[i:−1/2]

[j:−1/2])
∆xj

[i:−1/2]
, (1.96)

with

Uj[j:−1/2]

∧[i:−1/2]
=
Uj[j:−1/2]∆x

ni−1
i

[j:−1/2]
+ Uj[i:−1][j:−1/2]∆x

ni
i

[j:−1/2]

∆xni−1
i

[j:−1/2]
+ ∆xnii

[j:−1/2]
, (1.97)

and

Ũi[i:−1/2]

[j:−1/2]

=

g1

(
∆xni−1

i

[i:−1/2,j:−1/2]
,∆xnii

[i:−1/2,j:−1/2]
,∆xni+1

i

[i:−1/2,j:−1/2])
Ui[i:−1/2][j:−2]

+g2

(
∆xni−1

i

[i:−1/2,j:−1/2]
,∆xnii

[i:−1/2,j:−1/2]
,∆xni+1

i

[i:−1/2,j:−1/2])
Ui[i:−1/2][j:−1]

+g3

(
∆xni−1

i

[i:−1/2,j:−1/2]
,∆xnii

[i:−1/2,j:−1/2]
,∆xni+1

i

[i:−1/2,j:−1/2])
Ui[i:−1/2]

+g4

(
∆xni−1

i

[i:−1/2,j:−1/2]
,∆xnii

[i:−1/2,j:−1/2]
,∆xni+1

i

[i:−1/2,j:−1/2])
Ui[i:−1/2][j:1],

with,

g1 (d1, d2, d3) = − (d2)2 (d2 + 2d3)

8d1 (d2 + d1) (d1 + d2 + d3)
, (1.98)

g2 (d1, d2, d3) =
(d2 + 2d1) (d2 + 2d3)

8d1 (d2 + d3)
, (1.99)

g3 (d1, d2, d3) =
(d2 + 2d1) (d2 + 2d3)

8d3 (d1 + d2)
, (1.100)

g4 (d1, d2, d3) = − (d2)2 (d2 + 2d1)

8d3 (d2 + d3) (d1 + d2 + d3)
. (1.101)

The terms of the momentum diffusion are given by a second-order discretisation,

∂

∂xj

(
µ
∂Ui
∂xj

)
[i:−1/2]

=
∆[j:1/2]

(
µ[i:−1/2,j:−1/2] ∆[j:−1/2]Ui[i:−1/2]

∆xj
[i:−1/2,j:−1/2]

)
∆xj

[i:−1/2]
(1.102)
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∂

∂xj

(
µ
∂Uj
∂xi

)
[i:−1/2]

=
∆[j:1/2]

(
µ[i:−1/2,j:−1/2] ∆[i:−1/2]Uj[j:−1/2]

∆xi
[i:−1/2,j:−1/2]

)
∆xj

[i:−1/2]
(1.103)

∂

∂xi

(
µ
∂Ui
∂xi

)
[i:−1/2]

=
∆[i:1/2]

(
µ[i:−1]

∆[i:−1/2]Ui[i:−1/2]

∆xi[i:−1]

)
∆xi

[i:−1/2]
(1.104)

1.2.3.3 Energy conservation equation

The divergence of velocity is computed using a second-order centred discretisation,(
∂Ui
∂xi

)
=

∆[i:+1/2]Ui[i:−1/2]

∆xi
(1.105)

The temperature diffusion is discretised according to the following second-order
scheme,

∂

∂xj

(
λ
∂T

∂xj

)
=

∆[j:1/2]λ
[j:−1/2] ∆[j:−1/2]T

∆xj
[j:−1/2]

∆xj
(1.106)

1.3 Study configuration

Using the above-described numerical method, direct numerical simulations of fully
developed turbulent channel flows with and without temperature gradient are carried
out. This geometry provides a very simplified model of the flow in a high-temperature
solar receiver and is one of the simpler configuration that reproduces the distinctive
features of low Mach number strongly anisothermal turbulent flows. The channel has
been simulated in the incompressible isothermal case and in the anisothermal case at
a mean friction Reynolds number of 180 and 395. The results of the direct numerical
simulation are representative of the wall turbulence of strongly anisothermal turbulent
flows and are therefore meaningful for the flows found in solar receivers.

In this section, the geometrical configuration of the channel and the numerical
setting used for the simulations are described. The validation of the numerical method
is discussed and the mean flow variables are given. The results of the direct numerical
simulations will be investigated throughout the rest of the manuscript.

1.3.1 Channel flow configuration

We consider a fully developed three-dimensional turbulent channel flow under a
strong temperature gradient, as represented in figure 9.1. For validation and compari-
son purposes, we also consider the channel in the incompressible isothermal case, that
is without temperature gradient. The channel is periodic in the streamwise (x) and
spanwise (z) directions. The wall-normal direction is denoted (y). The channel walls
are at constant temperature. In the isothermal channel, the two walls are at the cold
temperature T1 = 293 K. In the anisothermal channel, the temperature of the cold wall
(y = 0) is T1 = 293 K and the temperature of the hot wall (y = 2h) is T2 = 586 K.
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Figure 1.3 – Biperiodic anisothermal channel flow.

This creates a temperature gradient in the wall-normal direction. Since the channel
is periodic, the dissipative action of the viscous shear stress is not balanced out by a
streamwise pressure gradient. A streamwise volume force f is added to the channel
to replicate the effect of a streamwise pressure gradient and maintain a constant mass
flow rate.

For all simulations, a constant Prandtl number Pr = 0.76 is assumed. The flow is
therefore characterised by the Reynolds number. It is customary in wall turbulence to
define for this purpose the friction Reynolds number, defined by

Reτ,ω =
Uτh

νω
, (1.107)

with h the half-height of the channel, νω the wall kinematic viscosity and Uτ the friction
velocity,

Uτ =

√
νω

(∂Ux

∂y

)
ω
. (1.108)

In the anisothermal channel, the two walls have a different friction Reynolds number.
We define the mean friction Reynolds number as the average of the friction Reynolds
number at the cold and hot sides,

Reτ =
1

2
(Reτ,1 +Reτ,2) . (1.109)

We carried out direct numerical simulations of the isothermal and anisothermal channel
at Reτ = 180 and Reτ = 395. These friction Reynolds number have been selected to
enable an easier comparison with reference data from the literature (in particular [203]).
The mean flow variables of the direct numerical simulations are given in table 1.1. The
bulk Mach number of all simulations is below 2×10−2, justifying the low Mach number
hypothesis.

1.3.2 Numerical settings

The simulations use a regular mesh in the homogeneous directions (x and z) and
a nonuniform mesh in the wall-normal coordinate direction (y). The wall-normal grid
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DNS180-1 DNS180-2 DNS395-1 DNS395-2

Mass flow rate, kg/s 9.40× 10−3 1.11× 10−2 1.57× 10−2 1.76× 10−2

Bulk velocity U b = 1
2h

∫ 2h
0 Ux dy, m/s 1.88× 10+0 3.24× 10+0 4.72× 10+0 7.68× 10+0

Bulk temperature T b = 1
2h

∫ 2h
0 T dy, K 2.93× 10+2 4.32× 10+2 2.93× 10+2 4.33× 10+2

Bulk density ρb = 1
2h

∫ 2h
0 ρ dy, kg/m3 1.78× 10+0 1.23× 10+0 1.78× 10+0 1.23× 10+0

Bulk dynamic viscosity µb = 1
2h

∫ 2h
0 µdy, Pa s 1.81× 10−5 2.40× 10−5 1.81× 10−5 2.41× 10−5

Bulk kinematic viscosity νb = 1
2h

∫ 2h
0 ν dy, m2/s 1.02× 10−5 2.02× 10−5 1.02× 10−5 2.01× 10−5

Bulk thermal conductivity λb = 1
2h

∫ 2h
0 λ dy, W/(mK) 2.39× 10−2 3.18× 10−2 2.39× 10−2 3.19× 10−2

Bulk Reynolds number Re = ρbU bh/µb 2.77× 10+3 2.47× 10+3 6.93× 10+3 5.85× 10+3

Bulk Mach number Ma = U b/
√
γrT b 5.48× 10−3 7.77× 10−3 1.38× 10−2 1.84× 10−2

Centerline streamwise velocity Ux,centre, m/s 2.20× 10+0 3.80× 10+0 5.41× 10+0 8.84× 10+0

Centerline wall-normal velocity |Uy,centre|, m/s — 2.98× 10−3 — 6.24× 10−3

Centerline Temperature Tcentre, K — 4.27× 10+2 — 4.30× 10+2

Cold friction velocity Uτ,1, m/s 1.20× 10−1 1.78× 10−1 2.67× 10−1 3.79× 10−1

Cold friction temperature Tτ,1, K — 5.45× 10+0 — 5.14× 10+0

Cold friction Reynolds number Reτ,1 = ρ1Uτ,1h/µ1 1.76× 10+2 2.60× 10+2 3.93× 10+2 5.56× 10+2

Cold wall heat flux Q1 =
∣∣λ1(∂yT )1

∣∣, W/m2 — 1.73× 10+3 — 3.49× 10+3

Cold wall shear stress τ1 = µ1(∂yUx)1, Pa 2.56× 10−2 5.64× 10−2 1.27× 10−1 2.56× 10−1

Hot friction velocity Uτ,2, m/s 1.20× 10−1 2.36× 10−1 2.67× 10−1 5.05× 10−1

Hot friction temperature Tτ,2, K — 8.13× 10+0 — 7.59× 10+0

Hot friction Reynolds number Reτ,2 = ρ2Uτ,2h/µ2 1.76× 10+2 1.05× 10+2 3.93× 10+2 2.27× 10+2

Hot wall heat flux Q2 =
∣∣λ2(∂yT )2

∣∣, W/m2 — 1.71× 10+3 — 3.45× 10+3

Hot wall shear stress τ2 = µ2(∂yUx)2, Pa 2.56× 10−2 4.95× 10−2 1.27× 10−1 2.29× 10−1

Mean friction Reynolds numberReτ = 1
2(Reτ,1+Reτ,2) 1.76× 10+2 1.83× 10+2 3.93× 10+2 3.92× 10+2

Mean wall heat flux Q = 1
2 (Q1 +Q2), W/m2 — 1.72× 10+3 — 3.47× 10+3

Mean wall shear stress τ = 1
2 (τ1 + τ2), Pa 2.56× 10−2 5.30× 10−2 1.27× 10−1 2.43× 10−2

Table 1.1 – Mean flow variables of the direct numerical simulations.

points are given by a hyperbolic tangent law,

yk = Ly

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
, (1.110)

with a the mesh dilatation parameter and Ny the number of grid points in the wall-
normal direction. The numerical settings of the direct numerical simulations are given
as follows:

Isothermal simulation at Reτ = 180 (DNS180-1)

The domain size is 4πh×2h×2πh, with h = 15 mm, and the mesh used contains
384×266×384 grid points. The cell sizes in wall units are ∆+

x = 5.8, ∆+
y = 0.085

at the wall and 2.9 at the centre of the channel and ∆+
z = 2.9. The mesh

dilatation parameter is a = 0.0970.

Anisothermal simulation at Reτ = 180 (DNS180-2)

The same mesh and domain as the incompressible isothermal simulation at Reτ =
180 is used. Given the higher friction Reynolds number at the cold side, the cell
sizes in wall units are ∆+

x = 8.5, ∆+
y = 0.13 at the wall and 4.2 at the centre of

the channel and ∆+
z = 4.2.



1.3. Study configuration 25

Isothermal simulation at Reτ = 395 (DNS395-1)

The domain size is 4πh×2h×4/3πh and the mesh used contains 768×512×512
grid points. The cell sizes in wall units are ∆+

x = 6.4, ∆+
y = 0.18 at the wall and

2.9 at the centre of the channel and ∆+
z = 3.2. The mesh dilatation parameter is

a = 0.0937.

Anisothermal simulation at Reτ = 395 (DNS395-2)

The same mesh and domain as the incompressible isothermal simulation at Reτ =
395 is used. Given the higher friction Reynolds number at the cold side, the cell
sizes in wall units are ∆+

x = 9.1, ∆+
y = 0.25 at the wall and 4.1 at the centre of

the channel and ∆+
z = 4.6.

The simulations at Reτ = 180 and Reτ = 395 have the same level of refinement. The
small differences are due to the constraints of the numerical method (multigrid solver)
and parallelism.

The mass flow rate is imposed by the streamwise volume force f . The volume force
is determined using a control loop,

ft+1 = ft + C0
Dtarget − 2Dt +Dt−1

∆t
, (1.111)

with C0 = 3/(10LyLz) a damping constant, D the mass flow rate, Dtarget the targeted
mass flow rate and t − 1, t and t + 1 indices related to the previous, current and
next time step respectively. This is equivalent to a non-constant streamwise pressure
gradient whose small fluctuations maintain the mass flow rate around a targeted value.

1.3.3 Data acquisition

The turbulence statistics are computed using two data collection procedures. In
the first method, the statistics are computed on the fly during the simulation. In
the second method, the statistics are computed from instantaneous DNS data saved
during the simulation. The on-the-fly computation of the statistics makes use of the
information of every timestep of the simulation. The post-simulation computation of
the statistics use the saved DNS data, available once every 200 timestep due to storage
size constraints. Identical results are obtained using the two methods.

The knowledge of the mean and fluctuating flow variables is required for some
posttreatments, for instance the computation of the terms of the turbulence kinetic
energy budget. In that case, the statistics are computed in two steps. First, the mean
flow variables are computed following the ergodic hypothesis as an average over time
and the homogeneous directions. Then, the more complex statistics are computed
using the mean flow variables computed in the first step. If the statistics are computed
from saved DNS data, the same DNS data may be used for the two steps. The data
collection duration is 61 characteristic time (h/Uτ ) for the isothermal simulation at
Reτ = 180, 42 characteristic time for the anisothermal simulation at Reτ = 180, 29
characteristic time for the isothermal simulation at Reτ = 395 and 40 characteristic
time for the anisothermal simulation at Reτ = 395.
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Number of grid points Dimension of the domain Cell sizes in wall units
Nx ×Ny ×Nz Lx × Ly × Lz ∆+

x ; ∆+
y (0)–∆+

y (h); ∆+
z

DNS180-1 384× 266× 384 4πh× 2h× 2πh 5.8 ; 0.085 – 2.9 ; 2.9
MED180-1 192× 190× 192 2πh× 2h× (4/3)πh 5.8 ; 0.16 – 3.7 ; 3.9
COA180-1 96× 118× 64 2πh× 2h× (4/3)πh 12 ; 0.17 – 6.7 ; 12
120A180-1 120× 102× 120 4πh× 2h× 2πh 19 ; 0.085 – 9.7 ; 9.4
96A180-1 96× 88× 96 4πh× 2h× 2πh 24 ; 0.085 – 12 ; 12
72A180-1 72× 68× 72 4πh× 2h× 2πh 31 ; 0.085 – 16 ; 16
48A180-1 48× 50× 48 4πh× 2h× 2πh 47 ; 0.085 – 23 ; 24
36A180-1 36× 40× 36 4πh× 2h× 2πh 63 ; 0.085 – 30 ; 31
24A180-1 24× 28× 24 4πh× 2h× 2πh 94 ; 0.085 – 46 ; 47

DNS180-2 384× 266× 384 4πh× 2h× 2πh 8.5 ; 0.13 – 4.2 ; 4.2
MED180-2 192× 190× 192 2πh× 2h× (4/3)πh 8.6 ; 0.25 – 6.1 ; 7.0
120A180-2 120× 102× 120 4πh× 2h× 2πh 27 ; 0.13 – 14 ; 14
96A180-2 96× 88× 96 4πh× 2h× 2πh 34 ; 0.13 – 17 ; 17
72A180-2 72× 68× 72 4πh× 2h× 2πh 45 ; 0.13 – 23 ; 23
48A180-2 48× 50× 48 4πh× 2h× 2πh 68 ; 0.13 – 33 ; 34
36A180-2 36× 40× 36 4πh× 2h× 2πh 91 ; 0.13 – 43 ; 45
24A180-2 24× 28× 24 4πh× 2h× 2πh 136 ; 0.13 – 66 ; 68

DNS395-1 768× 512× 512 4πh× 2h× (4/3)πh 6.4 ; 0.18 – 2.9 ; 3.2

DNS395-2 768× 512× 512 4πh× 2h× (4/3)πh 9.1 ; 0.25 – 4.1 ; 4.6
96B395-2 96× 100× 64 4πh× 2h× (4/3)πh 73 ; 0.50 – 27 ; 36

Table 1.2 – Computational domain and grid spacing of the simulations.

1.3.4 Validation

The numerical method is validated by a mesh convergence study and the comparison
of the results in the incompressible isothermal case to the reference data from the
literature. The mesh convergence is verified from the simulation of the channel with
meshes of increasing refinement. A list of the meshes used is given in table 1.2. The
mesh convergence is given in the isothermal channel at Reτ = 180 in figure 1.4, in
the anisothermal channel at Reτ = 180 in figure 1.5, in the isothermal channel at
Reτ = 395 in figure 1.6, in the anisothermal channel at Reτ = 395 in figure 1.7.
The mesh convergence of all statistics is attained for the isothermal simulation at
Reτ = 180. In the anisothermal channel at Reτ = 180, the mean streamwise velocity,
the covariance of streamwise and wall-normal velocity and the mean temperature are
converged but there is a small difference between the medium and fine meshes for the
standard deviation of temperature. The convergence of the simulations at Reτ = 395
follows since they use a similar mesh refinement.

Besides, the results are compared in the incompressible case to the reference data
of Moser et al. [203], Vreman and Kuerten [305] and Lee and Moser [167] at Reτ = 180
and Moser et al. [203], Lee and Moser [167] at Reτ = 395. These numerical results
have been validated against experimental data [63, 92, 151, 9]. The results of the
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isothermal direct numerical simulations are nearly identical to the reference profiles,
validating the numerical method at the incompressible limit. This is shown in figure
1.4 at Reτ = 180 and in figure 1.6 at Reτ = 395. In the anisothermal configuration, no
direct simulation data is available from the literature. The results have been compared
to experimental data for a similar friction Reynolds number and temperature gradient
by Bellec et al. [21]. The results are also compared to the reference data of Aulery et al.
[10] at Reτ = 180 and Toutant and Bataille [290] at Reτ = 395, but these simulations
use the same numerical code.

Conclusion

The strongly anisothermal low Mach number turbulent flows found in solar receivers
are subjected to large variations of the fluid properties without the purely compressible
effects of high-speed flows such as acoustic waves. The simplification of the Navier–
Stokes equations in the limit of low Mach number but taking into account the variations
of the fluid properties with temperature leads to the low Mach number equations. This
removes acoustic effects from the Navier–Stokes equations and lets us focus on the
study of the interaction between turbulence and the temperature gradient. The low
Mach number equations and the ideal gas law leads to a distinctive form of the energy
conservation equation, which imposes the local energy conservation by a constraint
on the divergence of the velocity. The numerical simulation of the low Mach number
equations has less timestep constraints because of the removal of acoustical waves and
allows the use of a resolution algorithm based on a projection method to compute
pressure and velocity.

The direct numerical simulation with this numerical method of strongly aniso-
thermal turbulent channel flows is to some extent representative of the strongly aniso-
thermal turbulent flows found in solar receivers. The direct numerical simulations
provide an accurate description of the effects of the interaction between turbulence
and the temperature gradient on the motion of the fluid. The direct numerical sim-
ulations are used to carry out an investigation of the energy exchanges between the
different parts of total energy in the spatial and spectral domains. In particular, the
study of the energy exchanges associated with the half-trace of the velocity fluctuation
correlation tensor, computed from the direct numerical simulations, lets us infer the
effect of the wall, the temperature gradient and the friction Reynolds number on the
energy exchanges. The filtering of the instantaneous direct numerical simulation data
is used to estimate the subgrid terms involved in the large-eddy simulation of the low
Mach number equations. It also allows the a priori investigation of the subgrid-scale
modelling, by comparing subgrid-scale models to the exact subgrid terms computed
from the direct numerical simulations. Finally, the direct numerical simulations and
filtered direct numerical simulations provide useful reference data for the interpretation
of the results of large-eddy simulations.





Part I

Energy exchanges





Chapter 2

Introduction of part I

Energy exchanges in fluids are the transformation of energy between different forms
and its transfer between locations. The study of the energy exchanges rely on the phys-
ical decomposition of total energy into internal energy, associated with temperature,
and kinetic energy and the further decomposition of kinetic energy to associate a ki-
netic energy to the turbulent motion and a kinetic energy to the mean motion. Given
the differences of physical implications, the knowledge of the different parts of total
energy and not only total energy is often necessary for a satisfactory description of the
flow behaviour. The energy exchanges are fundamental processes in turbulence which
drives the evolution of the different parts of total energy. In particular, the energy
exchanges associated with turbulence kinetic energy redistribute the energy from the
scales and locations it is produced to other scales and locations [197]. These spatial
transfer and interscale transport of turbulence kinetic energy determine the continuous
spectrum of turbulence kinetic energy and its spatial profile. The knowledge of the
energy exchanges associated with turbulence kinetic energy are important because this
quantity gives a measure of the intensity of turbulence. It is critical for the modelling of
the Reynolds-averaged Navier–Stokes (RANS) equations, since most models are based
on the estimation of turbulence kinetic energy, either directly or from the modelling of
the energy exchanges. The energy exchanges are also relevant to the large-eddy simula-
tion of turbulent flows, which models the filtering out of small scales of the turbulence
kinetic energy spectrum.

Homogeneous isotropic incompressible turbulence is a well-documented canonical
case for the study of the energy exchanges [16, 104, 297]. Theories and models of
homogeneous isotropic incompressible turbulence have been validated with experiments
and direct numerical simulations [254]. Since the flow is homogeneous, there are no
spatial transfer of energy on statistical average. The only relevant part of total energy
is turbulence kinetic energy, produced through a forcing and irreversibly converted
to internal energy, that is dissipated. The production of turbulence kinetic energy
occurs at large scales and the dissipation at small scales, given by Kolmogorov length
scale [311]. In the intermediate range of scales, called inertial subrange, an energy
cascade transports the energy towards small scales [288]. The Reynolds number has
a large effect on the energy exchanges. At higher Reynolds number, the dissipation
occurs at smaller scales, separating distinctly the peaks of production and dissipation
(figure 2.1). Accordingly, a large inertial subrange is created where the interscale
transport is zero, or equivalently where a constant spectral flux transports turbulence
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Figure 2.1 – Typical spectra of turbulence kinetic energy (top) and of interscale transport
and the interaction with internal energy, premultiplied by the wavenumber k (bottom) in ho-
mogeneous isotropic incompressible turbulence at Taylor Reynolds number of Reλ = 30 (left)
and Reλ = 105 (right). The scales are arbitrary. The straight lines are Kolmogorov’s −5/3
slope. The spectra are from eddy-damped quasi-normal Markovian simulations of W. Bros
given in Sagaut and Cambon [254].

kinetic energy towards small scales without production or dissipation. The energy
exchanges determine the spectrum of turbulence kinetic energy, which follows, in the
limit of infinite Reynolds number, the universal Kolmogorov’s −5/3 slope in the inertial
subrange [108].

In the strongly anisothermal turbulent flows found in solar receivers, this canonical
description of the energy exchanges is modified by the influence of the walls and the
temperature gradient. Wall-bounded turbulent flows are intrinsically anisotropic and
inhomogeneous in the wall-normal direction. They provide a very different physics
from homogeneous isotropic turbulence [134] because of a two-way interaction between
the structures of the inner and outer layers [34, 80, 192]. Under the low Mach number
hypothesis, the effect of dissipation on internal energy is neglected, whereas its effect
on kinetic energy is taken into account. The energy exchanges are reduced to the
interaction between mean kinetic energy and turbulence kinetic energy. In the inner
layer, the mean velocity gradient provides without forcing a production of turbulence
kinetic energy, converting mean kinetic energy to turbulence kinetic energy, while the
dissipation mainly occurs in the viscous layer [136]. Unlike in homogeneous isotropic
turbulence, the energy is hence both transferred spatially and transported in between
scales, adding additional effects to the classical energy cascade [183, 134, 83, 188, 85,
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28, 59]. This has been demonstrated by studies of the statistically averaged energy
exchanges in the spectral domain [28, 165, 197, 166, 262]

The temperature gradient adds another layer of complexity to this heavy modifica-
tion of the homogeneous isotropic energy exchanges. In strongly anisothermal turbulent
flows, the temperature gradient leads to significant variations of the fluid properties
(density, viscosity and thermal conductivity), altering the behaviour of flow and the en-
ergy exchanges [35, 168, 127, 164]. The effect of the variations of the fluid properties on
the energy exchanges is not only found in high-temperature solar receivers and benefit
to and from the study of the high-speed flows [67, 161, 101, 84, 198], heat exchang-
ers and cooling systems [329, 39, 163, 330] or fluids at supercritical pressure within
a small temperature range [319, 226, 210]. In each case, the variations of the fluid
properties modifies the mean flow variables and the incompressible near-wall scaling
fails. In strongly anisothermal turbulent channel flows, the temperature dependence
of the fluid properties creates an asymmetry between the hot and cold sides of the
channel related to the alteration of the energy exchanges. The direct numerical simu-
lation of strongly anisothermal turbulent flows can provide high-resolution data useful
for the study of the energy exchanges, for instance through the statistically averaged
production, spatial transfer, interscale transport and dissipation of turbulence kinetic
energy.

We investigate the energy exchanges in strongly anisothermal turbulent channel
flows from the direct numerical simulations. In particular, we focus on the energy
exchanges associated with the half-trace of the velocity fluctuation correlation tensor, a
part of turbulence kinetic energy. A spectral analysis of each energy exchange is carried
out to give both the spatial and spectral dependence of the energy exchanges. Chapter 3
develops a new representation of the energy exchanges based on the Reynolds averaging,
providing a theoretical basis for the investigation and the interpretation of the energy
exchanges. Chapter 4 studies on this basis the effect of the temperature gradient on the
energy exchanges associated with the half-trace of the velocity fluctuation correlation
tensor at Reτ = 180. Chapter 5 carries on the study to Reτ = 395 to investigate the
combined effect of the Reynolds number and the variations of the fluid properties on
the energy exchanges.





Chapter 3

Equations of energy exchanges in
variable density turbulent flows

3.1 Introduction of chapter 3

The study of the energy exchanges in strongly anisothermal turbulent flows requires
the choice of a decomposition of total energy and of the energy exchanges between the
different parts of total energy. Indeed, in variable density flows, the decomposition
of total energy is not unique and involves some arbitrariness in the identification of
a kinetic energy of the mean motion and a kinetic energy of the turbulent motion
[50]. Accordingly, it is difficult to determine the turbulence kinetic energy spectrum in
variable density flows. In this chapter, we provide a new representation of the energy
exchanges between the different parts of total energy based on the Reynolds averaging.
The Reynolds decomposition of velocity leads to the ternary decomposition of kinetic
energy into turbulence kinetic energy, mean kinetic energy and a mixed kinetic energy,
related to the interaction between the turbulent motion and the mean motion. The
Reynolds decomposition of density then extends the decomposition of total energy,
splitting each term in a mean density part and a fluctuating density part.

To devise the formulation of the energy exchanges, we temporarily work with the
Navier–Stokes equations directly instead of the low Mach number equations. This is
necessary for a consistent description of the energy exchanges since the low Mach num-
ber equations neglect the effect of dissipation on internal energy. Care is taken to pro-
vide a formulation that generalises to the local instantaneous energy exchanges. This
lets us consider the statistically averaged energy exchanges as the statistical average of
instantaneous energy exchanges, which is not possible with the classical representation
of the energy exchanges in the incompressible case. While the instantaneous energy
exchanges are not explored further in this thesis, they can be investigated theoretically
or from direct numerical simulations. Kida and Ohkitani [143, 142] provide an example
of such investigation in forced isotropic turbulence.

The study of the scale dependence of the energy exchanges from direct numerical
simulations is eased by the formulation and the use of the Reynolds average. Indeed, the
formulation includes the mean density turbulence kinetic energy, product of the mean
density and the half-trace of the velocity fluctuation correlation tensor. This quantity is
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a good approximation of turbulence kinetic energy under Morkovin’s hypothesis [201],
valid in the strongly anisothermal turbulent channel flows investigated. However, the
mean density turbulence kinetic energy is simpler to handle and has unlike turbulence
kinetic energy an univocal spectral equivalent. Using this fact, we extend the analysis
to the spectral domain considering to carry out the Fourier transform a flow with two
homogeneous and periodic directions. The spectral energy exchanges are given with a
one-to-one correspondence with the spatial energy exchanges, except for the addition
of a purely spectral term corresponding to the interscale transport of kinetic energy.
This is used with slight changes in chapters 4 and 5 to study the energy exchanges
from the direct numerical simulations of strongly anisothermal turbulent channel flows
presented in section 1.3.

3.2 Paper 1

This section reproduces the paper D. Dupuy, A. Toutant, and F. Bataille. Equations
of energy exchanges in variable density turbulent flows. Physics Letters A, 382(5):327–
333, 2018 [89].

Abstract

This paper establishes a new formulation of the energy exchanges be-
tween the different parts of total energy. The decomposition uses the
Reynolds averaging. This leads to a ternary decomposition of kinetic energy
into the turbulence kinetic energy, the mean kinetic energy and the mixed
kinetic energy, acting as an exchange term between the mean and turbu-
lent motion. The formulation is then extended to distinguish a mean and
fluctuating density part of each part of total energy. The formulation thus
includes the mean density turbulence kinetic energy, product of the mean
density and the half-trace of the velocity fluctuation correlation tensor. Its
evolution equation is given in the spectral domain.

3.2.1 Introduction

This paper addresses the energy exchanges in turbulent flows with highly variable
fluid properties. This covers flows with a high Mach number (high speed flows), such
as the flows around a high-speed aircraft, or through a high speed jet or a nozzle [110],
and low Mach number flows submitted to a strong temperature gradient, found for
instance in heat exchangers, propulsion systems or nuclear or concentrated solar power
plants [15, 191, 73, 264, 265, 266, 290]. The study of the energy exchanges between
the different parts of total energy is a useful tool for both turbulence modelling and
the fundamental understanding of turbulence. More detailed information is obtained
through the study of the energy exchanges in the spectral domain [183, 81, 83, 324, 325,
83, 188, 85, 28, 59, 60, 61, 62, 165, 197]. However, while kinetic energy is fundamental
property of any flow, it is not the case of its decomposition into turbulence kinetic
energy and mean kinetic energy.



3.2. Paper 1 39

In incompressible flows with constant fluid properties, such decomposition is unique.
The averaged kinetic energy is decomposed clearly, unambiguously and straightfor-
wardly into the sum of two contributions: the kinetic energy of the mean motion
associated with the mean velocity and the kinetic energy of the turbulent motion as-
sociated with the velocity fluctuation [see e.g. 312, 235]. In compressible flows with
highly variable density, this analysis is hindered by additional density-velocity corre-
lations. The decomposition of kinetic energy becomes more complex and arbitrary. It
is even more difficult in the spectral domain. The choice ultimately depends on the
physical role given to the additional density-velocity correlations with respect to what
constitutes the mean motion and the turbulent motion [50]. The most popular and
successful decomposition extends the incompressible decomposition to the compressible
case through the introduction of a density weighted averaging. This decomposition was
widely developed by Favre [94, 95, 96]. Since, it has been used extensively by various
authors [168, 127, 120, 185, 233]. Another approach, the mixed weighted decomposi-
tion, mixes density weighted averaging and Reynolds averaging. It was first introduced
by Bauer et al. [17] and further studied by Ha Minh et al. [122, 123]. In this formu-
lation, kinetic energy is seen as the product of the velocity and the density weighted
velocity. In a third method, kinetic energy is decomposed using a change of variable
based on the density square root weighted velocity. This decomposition was first pro-
posed by Yih [318] then adopted by various authors [144, 247, 68, 10, 11]. This change
of variable allows the study of kinetic energy to be extended easily to the spectral
domain. Finally, Chassaing [47] [see also 70, 13, 49, 50] suggested the decomposition
of kinetic energy using the Reynolds averaging. From a modelling perspective, the
use of the unweighted averaging may be advantageous in low Mach number flows, in
which the energy conservation acts as a constraint on the divergence of the velocity
[212]. The square of the fluctuating velocity (without the density) is also encountered
for instance in the modelling of two-phase flows [291] or in variable density flows, pro-
vided the momentum equation is divided by the density before averaging [272]. In
a variable density setting, the use of the Reynolds averaging necessarily leads to the
decomposition of kinetic energy into three parts, called ternary decomposition. The
kinetic energy is thus split into turbulence kinetic energy, mean kinetic energy and a
mixed kinetic energy, related to both the mean and turbulent motions. However, we
believe the underlying idea behind the ternary decomposition has not been taken to
its logical conclusion as no interaction between the mixed kinetic energy and another
part of total energy was identified.

This paper aims to establish a new formulation of the energy exchanges between the
different parts of total energy in a ternary decomposition that gives to the mixed kinetic
energy a full role. The formulation is compared to the formulation of Chassaing [47] and
the differences between the two formulations with regard to the physical interpretation
of the terms are discussed. We then take the decomposition further and split the
density into a mean and fluctuating part. This leads to the definition of the mean
density part of total energy and the fluctuating density part of total energy. The
mean density turbulence kinetic energy, product of the mean density and the half-
trace of the velocity fluctuation correlation tensor, appears in the mean density part
of the decomposition as exchanging energy with the other parts of total energy. This
quantity is approximately equal to the turbulence kinetic energy in flows satisfying
Morkovin’s hypothesis [201].
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Once the new formulation of the energy exchanges established, we focus more specif-
ically on the mean density turbulence kinetic energy. We establish its evolution equa-
tion in spectral domain, recognizing that the mean density turbulence kinetic energy
has with the Reynolds averaging a clear spectral equivalent. The spectral equation
extends the spatial equation to the spectral domain, associating to each spatial term
a spectral equivalent. To the knowledge of the authors, this has not been achieved
in the literature for variable density flows. A purely spectral term that redistributes
the energy between scales is identified, as in the work of Lee and Moser [165] and
Mizuno [197]. In order to carry out the Fourier transform, we consider a flow with
two homogeneous and periodic directions. This does not lead to a loss of generality as
the equations given may easily be adapted to a flow with one or three homogeneous
directions.

The complete representation of the energy exchanges between the different parts
of total energy is presented in section 4.2.3 and the equation of the mean density
turbulence kinetic energy in the spectral domain in section 4.2.4.

3.2.2 Energy exchanges between the different parts of total en-
ergy in the ternary decomposition

3.2.2.1 General considerations

In this section, we describe a new formulation of the energy exchanges between
the different parts of total energy in a ternary decomposition. We will establish the
formulation obtained from the decomposition of velocity, but not density, with the
Reynolds averaging, referred to as the one-stage formulation in this paper, and from the
decomposition of both the velocity and density, referred to as the two-stage formulation
in this paper. The two-stage formulation is required to write the spectral equation of
the mean density turbulence kinetic energy. We first define here a few useful quantities
and give some general remarks on the derivation of the formulation.

The total energy per unit volume ρ(E + I) is a conservative quantity. Its compo-
nents however are not as they exchange energy among themselves. In the following,
the evolution equation of each part of total energy in the ternary representation will
be given and we will identify the energy exchanges between these quantities. Many
consistent formulations of the energy exchanges can be proposed. The formulation was
devised according to the following criteria:

• Each term of the formulation must be either interpreted as a conservative energy
transfer or an interaction with exactly one of the other parts of total energy.

• If a term is to be interpreted as a conservative energy transfer, it must be written
in a conservative form, that is as a divergence; otherwise, it must be written in a
non-conservative form.

• The formulation must be symmetrical, in particular with respect to the manner
in which it deals with fluctuations and statistically averaged quantities.

• The formulation must correctly behave when considering a limit case such as
laminar, homogeneous or incompressible flows. In particular, a quantity that
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becomes instantaneously equal to zero must not be associated with any energy
exchange.

We consider a non-relativistic compressible flow with highly variable fluid properties
under the continuity hypothesis. Without loss of generality, no body forces are taken
into account which means gravity is neglected and there is no heat source. The flow is
governed by the Navier–Stokes equations under the following form [109]:

• mass conservation
∂ρ

∂t
+
∂ρUj
∂xj

= 0, (3.1)

• momentum conservation
∂ρUi
∂t

+
∂ρUjUi
∂xj

=
∂Υij
∂xj

, (3.2)

• energy conservation

∂ρI

∂t
+
∂ρUjI

∂xj
=

∂

∂xj

(
λ
∂T

∂xj

)
+ Υij

∂Ui
∂xj

, (3.3)

with ρ the density, T the temperature, I the internal energy per unit mass, t the time,
Ui the i-th component of the velocity, Υij the component of the total stress tensor with
the i and j indices and xi the Cartesian coordinate in the i-th direction. Einstein
summation convention is used. The total stress tensor Υij is given by the contributions
of the viscous shear stress tensor and of the pressure stress. We will keep the total
stress tensor undissociated throughout this paper because the pressure and viscous
contributions are formally similar.

3.2.2.2 One-stage formulation

The instantaneous total energy per unit volume ρ(E+I) is the sum of the instanta-
neous kinetic energy per unit volume ρE and the internal energy per unit volume ρI. In
the ternary decomposition, the kinetic energy is decomposed into three parts by split-
ting the velocity into a mean and fluctuating part [following 245], namely Ui = U i+u′i,
where the overline ( ) denotes the statistical average and the prime symbol (′) the
fluctuating part. We use a lowercase u′ for the velocity fluctuation for a better visual
differentiation but there is no further underlying differences. We obtain [47]

ρE =
1

2
ρUiUi = ρE + ρe+ ρe, (3.4)

with ρE = 1
2
ρU i U i the mean kinetic energy, associated with the mean motion, ρe =

1
2
ρu′iu

′
i the turbulence kinetic energy, associated with the turbulent motion, and ρe =

ρu′iU i the mixed kinetic energy, associated with both the mean and turbulent motion.
This results in a fourfold decomposition of total energy.

The evolution equation of total energy ρ(E + I) is given by

∂ρ(E + I)

∂t
= Φc + ΦΥ + Φλ, (3.5)
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with: Φc the convection, ΦΥ the transfer by the total stress and Φλ the transfer by
conduction, given by:

Φc = − ∂ρUj(E + I)

∂xj
, (3.6)

ΦΥ =
∂ΥijUi
∂xj

, (3.7)

Φλ =
∂

∂xj

(
λ
∂T

∂xj

)
. (3.8)

These three terms are conservative terms that represent the transfer of total energy by
three different physical phenomena. With the fourfold decomposition of total energy,
this equation becomes four equations associated with each part of total energy. This has
two effects. First, the various conservative energy transfer terms are distributed among
the four parts of kinetic energy. Secondly, additional non-conservative terms emerge.
From the decomposition of total energy into kinetic energy and internal energy appears
a new term E that represents the interaction between these two quantities. From the
decomposition of kinetic energy into three terms appears two new terms P and P that
represent an interaction between the different parts of kinetic energy.

The energy exchanges between the four parts of total kinetic energy may be written
as:

∂ρE

∂t
= Φc + ΦΥ + P + E , (3.9)

∂ρe

∂t
= ϕc + ϕΥ + P + ε, (3.10)

∂ρe

∂t
= ϕc − P − P , (3.11)

∂ρI

∂t
= ΦT,c + Φλ − E − ε, (3.12)

where we identify the following terms:

• the convection Φc, decomposed into: Φc associated with the mean kinetic energy,
ϕc associated with the turbulence kinetic energy, ϕc associated with the mixed
kinetic energy and ΦT,c associated with internal energy,

Φc = −∂ρUjE
∂xj

, (3.13)

ϕc = −∂ρUje
∂xj

, (3.14)

ϕc = −∂ρUje
∂xj

, (3.15)

ΦT,c = −∂ρUjI
∂xj

, (3.16)
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• the transfer by the total stress ΦΥ , decomposed into: ΦΥ associated with the
mean kinetic energy and ϕΥ associated with the turbulence kinetic energy,

ΦΥ =
∂ΥijU i

∂xj
, (3.17)

ϕΥ =
∂Υiju

′
i

∂xj
, (3.18)

• the interaction between the turbulence kinetic energy and the mixed kinetic en-
ergy P ,

P = −ρu′iUj
∂U i

∂xj
+ ρu′iUj

∂Ui
∂xj
− ρu′i

1

ρ

∂Υij
∂xj

, (3.19)

• the interaction between the mean kinetic energy and the mixed kinetic energy P ,

P = −ρU iUj
∂u′i
∂xj

+ ρU i

(
Uj
∂Ui
∂xj

)′
− ρU i

(
1

ρ

∂Υij
∂xj

)′
, (3.20)

• the interaction between kinetic energy and internal energy E , decomposed into:
E associated with the mean kinetic energy and ε associated with the turbulence
kinetic energy,

E = −Υij
∂U i

∂xj
, (3.21)

ε = −Υij
∂u′i
∂xj

. (3.22)

This set of equations is represented in a schematic form in figure 4.1.

In the limit case U = 0, the mean kinetic energy E and the mixed kinetic energy e
vanish as do all energy exchange terms associated with these two quantities. The for-
mulation reduces to the sole exchanges between turbulence kinetic energy and internal
energy and describes the well-known rate of decay of turbulence kinetic energy and the
paired gain of internal energy [16]. Similarly, the formulation reduces to the exchanges
between mean kinetic energy and internal energy in the limit case u′ = 0.

We compare the energy exchanges in the present formulation to the ternary de-
composition of Chassaing [47]. While Chassaing [47] did not explicitly give the energy
exchanges between the different parts of total energy, he gave enough information to
identify the energy exchanges without ambiguity. The formulation of Chassaing [47]
may be written using the notations of this paper as:

∂ρE

∂t
= Φc + ΦΥ + Y +

(
P +X − Y

)
−X + E , (3.23)

∂ρe

∂t
= ϕc + ϕΥ +

(
P −X

)
+X + ε, (3.24)

∂ρe

∂t
= ϕc − Y −

(
P −X

)
−
(
P +X − Y

)
, (3.25)

∂ρI

∂t
= ΦT,c + Φλ − E − ε, (3.26)
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Figure 3.1 – Schematic representation of the energy exchanges between the four parts of total
kinetic energy (in the one-stage formulation). An arrow represents an interaction between
two quantities. The orientation of the arrow gives the sign of the term according to classical
thermodynamic convention. (The term is positive in the right-hand side of the evolution
equation of the quantity towards which the arrow points and negative in the other). The
conservative energy transfers are represented within square brackets.

with:

X = −ρu′iu′j
∂U i

∂xj
, (3.27)

Y = −
∂ρu′je

∂xj
. (3.28)

It is represented in a schematic form in figure 3.2.

The formulation presented in this paper and the formulation of Chassaing [47] are
mathematically equivalent. However, the energy exchanges identified and the interpre-
tation given to the terms are different. The differences can be attributed to two main
changes. First, the present formulation associates to the four parts of total energy a
convective term related to both the mean and turbulent motion, that is of the transport
by advection and diffusion. However, the formulation of Chassaing [47] only associates
an advective term to the mixed kinetic energy ρe, but no diffusive term. Due to this,
the term Y , diffusion of mixed kinetic energy in the present formulation, instead ap-
pears in the evolution equation of the mean kinetic energy ρE and is interpreted as
the power of the Reynolds stress through the mean motion. In addition, there is in the
formulation of Chassaing [47] a direct energy exchange X between turbulence kinetic
energy and mean kinetic energy whereas any interaction between turbulence kinetic en-
ergy and mean kinetic energy occurs through the mixed kinetic energy in the present
formulation. Both of these changes modify the energy exchange associated with mixed
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Figure 3.2 – Schematic representation of the energy exchanges between the four parts of total
kinetic energy according to the formulation of Chassaing et al. [50]. Refer to the caption of
figure 4.1 for some indications on how to read this diagram.

kinetic energy.

The formulation of Chassaing [47] is due to these two differences more similar to
the classical incompressible representation of the energy exchanges, in which the term
Y appears in the evolution equation of the mean kinetic energy and where there is
a direct energy exchange between turbulence kinetic energy and mean kinetic energy.
However, some elements suggest that the present formulation is more physical. Indeed,
it associates a full convective term to each part of kinetic energy. We consider this
as necessary as it is part of the material derivative. Besides, the formulation is more
symmetrical with regard to the manner it deals with fluctuations and statistically
averaged quantities. The formulation is not modified if the statistical average operator
and the fluctuating part operator are substituted in equations (3.13) to (3.22) and in
the definitions of ρE, ρe and ρe. Finally, the formulation may be used to consider
the instantaneous energy exchanges as it does not rely on simplifications only valid in
the statistically averaged case. This ensures the consistency of the formulation, in the
sense that the energy exchanges in both the instantaneous and statistically averaged
cases are well-defined and are not conflicting. This consistency is important to give a
physical interpretation to the energy exchange, as this lets us consider the statistically
averaged energy exchanges as the statistical average of the associated instantaneous
energy exchanges.

3.2.2.3 Two-stage formulation

The ternary decomposition of kinetic energy is taken further with the decomposition
of density into a mean and fluctuating part ρ = ρ+ρ′. Namely, total energy ρ(E+I) is
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decomposed into a mean density part ρ(E+I) and a fluctuating density part ρ′(E+I).
Similarly, the mean kinetic energy ρE, the turbulence kinetic energy ρe, the mixed
kinetic energy ρe and the internal energy per unit volume ρI are decomposed into a
mean density part, ρE, ρe, ρe and ρI respectively, and a fluctuating density part, ρ′E,
ρ′e, ρ′e and ρ′I respectively. This results in a eightfold decomposition of total energy.

In this eightfold decomposition of total energy, the terms of the ternary formulation
are decomposed further in a mean and fluctuating density part. Any term α identified
in the one-stage formulation is split into two terms in the two-stage formulation: α0,
associated with the mean density part of total energy and α1, associated with the fluc-
tuating density part of total energy. Moreover, additional terms appear that represent
an interaction between the mean and fluctuating density part of total energy.

The energy exchanges between the eight parts of total energy may be written as:

∂ρE

∂t
= Φc0 + ΦΥ0 + P0 + Zc + ZΥ + E0, (3.29)

∂ρ′E

∂t
= Φc1 + ΦΥ1 + P1 − Zc − ZΥ + E1, (3.30)

∂ρe

∂t
= ϕc0 + ϕΥ0 + P0 + ζc + ζΥ + ε0, (3.31)

∂ρ′e

∂t
= ϕc1 + ϕΥ1 + P1 − ζc − ζΥ + ε1, (3.32)

∂ρe

∂t
= ϕc

0
− P0 − P0 + ζc, (3.33)

∂ρ′e

∂t
= ϕc − P1 − P1 − ζc, (3.34)

∂ρI

∂t
= ΦT,c0 + Φλ0 + ZT,c + Zλ − E0 − ε0, (3.35)

∂ρ′I

∂t
= ΦT,c1 + Φλ1 − ZT,c − Zλ − E1 − ε1, (3.36)

with

Φc0 = −∂ρUjE
∂xj

, Φc1 = −∂ρ
′UjE

∂xj
,

ϕc0 = −∂ρUje
∂xj

, ϕc1 = −∂ρ
′Uje

∂xj
,

ϕc
0

= −∂ρUje
∂xj

, ϕc
1

= −∂ρ
′Uje

∂xj
,

ΦT,c0 = −∂ρUjI
∂xj

, ΦT,c1 = −∂ρ
′UjI

∂xj
,

ΦΥ0 =
∂

∂xj

(
Υij
ρ
ρU i

)
, ΦΥ1 =

∂

∂xj

(
Υij
ρ
ρ′U i

)
,

ϕΥ0 =
∂

∂xj

(
Υij
ρ
ρu′i

)
, ϕΥ1 =

∂

∂xj

(
Υij
ρ
ρ′u′i

)
,

Φλ0 =
∂

∂xj

(
ρ

ρ
λ
∂T

∂xj

)
, Φλ1 =

∂

∂xj

(
ρ′

ρ
λ
∂T

∂xj

)
,
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P0 = −ρu′iUj
∂U i

∂xj
+ ρu′iUj

∂u′i
∂xj
− ρu′i

1

ρ

∂Υij
∂xj

,

P1 = −ρ′u′iUj
∂U i

∂xj
+ ρ′u′iUj

∂u′i
∂xj
− ρ′u′i

1

ρ

∂Υij
∂xj

,

P0 = −ρU iUj
∂u′i
∂xj

+ ρU i

(
Uj
∂Ui
∂xj

)′
− ρU i

(
1

ρ

∂Υij
∂xj

)′
,

P1 = −ρ′U iUj
∂u′i
∂xj

+ ρ′U i

(
Uj
∂Ui
∂xj

)′
− ρ′U i

(
1

ρ

∂Υij
∂xj

)′
,

E0 = −ρΥij
ρ

∂U i

∂xj
, E1 = −ρ

′Υij
ρ

∂U i

∂xj
,

ε0 = −ρΥij
ρ

∂u′i
∂xj

, ε1 = −ρ
′Υij
ρ

∂u′i
∂xj

,

and where we identify the following terms:

• the energy dilatation correlation Zc,

Zc = (E + I)
∂ρUj − ρUj

∂xj
, (3.37)

decomposed into: Zc associated with the mean kinetic energy, ζc associated with
the turbulence kinetic energy, ζc associated with the mixed kinetic energy and
ZT,c associated with the internal energy,

Zc = E
∂ρUj − ρUj

∂xj
, (3.38)

ζc = e
∂ρUj − ρUj

∂xj
, (3.39)

ζc = e
∂ρUj − ρUj

∂xj
, (3.40)

ZT,c = I
∂ρUj − ρUj

∂xj
, (3.41)

• the interaction between the mean and fluctuating density part of total energy by
the total stress ZΥ ,

ZΥ = −ΥijUi
∂

∂xj

(
ρ

ρ

)
, (3.42)

decomposed into: ZΥ associated with the mean kinetic energy and ζΥ associated
with the turbulence kinetic energy,

ZΥ = −ΥijU i
∂

∂xj

(
ρ

ρ

)
, (3.43)

ζΥ = −Υiju′i
∂

∂xj

(
ρ

ρ

)
, (3.44)
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Figure 3.3 – Schematic representation of the energy exchanges between the eight parts of
total kinetic energy (in the two-stage formulation). Refer to the caption of figure 4.1 for some
indications on how to read this diagram.

• the interaction between the mean and fluctuating density part of total energy by
conduction Zλ.

Zλ = −λ ∂T
∂xj

∂

∂xj

(
ρ

ρ

)
. (3.45)

This set of equations is represented in a schematic form in figure 4.2.

The two-stage formulation includes the mean density turbulence kinetic energy. In
the remaining part of the paper, we will establish its evolution equation in the spectral
domain.

3.2.3 Spectral equation of the mean density turbulence kinetic
energy

The investigation of the mean density turbulence kinetic energy evolution equation
provides information on the energy exchanges associated with this quantity in the
spatial direction. The study may be extended to the spectral domain by establishing
its spectral evolution equation. This investigation permits to give the effect of the
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energy exchanges with regard to the size of the turbulent structures.

In order to write the spectral equation, we need to consider a flow with at least
one direction of homogeneity. Without loss of generality, we consider a turbulent flow
with two homogeneous and periodic directions, x and z. The inhomogeneous direction
is denoted y. The dimensions of the domain in the x, y and z directions are denoted
Lx, Ly and Lz respectively. Since the flow is periodic in the x and z directions, we
perform the Fourier transform in the x and z directions only and leave the y direction
untransformed. Any physical quantity g(x, y, z) can be expressed as a Fourier series,

g(x, y, t) =
∞∑

p,q=−∞

ĝ(kp,q, y, t)e
ikp,q ·x, (3.46)

where p and q are positive or negative integers, x = (x, z) is the position vector in
the xOz plane and kp,q = k = (kx, kz) = (2πp

Lx
, 2πq
Lz

) is the position vector in the kxOkz
plane. The Fourier coefficients of the Fourier series expansion of g are denoted with
the hat operator (̂) and are given by [173]:

ĝ(k, y, t) =
1

LxLz

∫ Lx

0

∫ Lz

0

g(x, y, t)e−ik·xdx. (3.47)

The half-trace of the velocity fluctuation correlation tensor e is equal to half the
correlation

C(r, y, t) = u′i(r, y, t)u
′
i(x+ r, y, t) (3.48)

in the particular case r = 0, that is e(y, t) = 1
2
C(0, y, t). We can express C as a Fourier

series from (3.46). The Fourier coefficients Ĉ can be written as [173, 235]

Ĉ(k, y, t) = û′i
∗
(k, y, t)û′i(k, y, t), (3.49)

where the asterisk (∗) denotes the complex conjugate. Henceforth, we denote ě and
call spectral equivalent of e the half of the spectral correlation Ĉ,

ě =
1

2
û′i
∗
û′i. (3.50)

From similar arguments, we shall associate to each term of the evolution equation of
the half-trace of the velocity fluctuation correlation tensor a spectral equivalent.

Spectral equations of the turbulence kinetic energy were given by Domaradzki et al.
[83], Marati et al. [188], Dunn and Morrison [85], Bolotnov et al. [28], Lee and Moser
[165], Mizuno [197] in the incompressible case and Aulery et al. [10] in the variable den-
sity case. The present decomposition gives a clear one-to-one correspondence between
the terms of the spectral and spatial decompositions. To this end, a purely spectral
term with no spatial contribution has to be considered. The decomposition is similar
to the decomposition of Mizuno [197] at the incompressible limit.

The spectral evolution equation of the mean density turbulence kinetic energy may
be written as:

∂ě

∂t
= ϕ̌c0 + ϕ̌Υ0 + P̌0 + ζ̌c + ζ̌Υ + ε̌0, (3.51)

where we identify the following terms:
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• the convection ϕ̌c0, associated with the spatial convection ϕc0,

ϕ̌c0 = −Re

−1

2

∂ρû′i
∗
û′iUj

∂xj

 , (3.52)

• the transfer by the total stress ϕ̌Υ0 , associated with the spatial transfer by the
total stress ϕΥ0 ,

ϕ̌Υ0 = Re

(
∂

∂xj
ρû′i
∗Υij
ρ

∧)
, (3.53)

• the interaction with mixed kinetic energy P̌0, associated with the spatial inter-
action with mixed kinetic energy P0,

P̌0 = Re
(
−ρû′i

∗
û′j
∂U i

∂xj

)
, (3.54)

• the kinetic energy dilation correlation ζ̌c, associated with the spatial kinetic en-
ergy dilation correlation ζc,

ζ̌c = Re

1

2
û′i
∗
u′i
∂ρUj − ρUj

∂xj

∧ , (3.55)

• the interaction with fluctuating density kinetic energy by the total stress ζ̌Υ ,
associated with the spatial interaction with fluctuating density kinetic energy by
the total stress ζΥ ,

ζ̌Υ = Re

û′i∗Υij ∂

∂xj

(
ρ

ρ

)∧ , (3.56)

• the interaction between kinetic energy and internal energy ε̌0, associated with
the spatial interaction with internal energy ε0,

ε̌0 = Re

−ρ ∂̂u′i
∂xj

∗
Υij
ρ

∧ , (3.57)

• the purely spectral term Ξ̌, with no contribution in the spatial domain,

Ξ̌ = Re

1

2

∂̂ρu′i
∂xj

∗

û′iu
′
j −

1

2
û′i
∗ ̂
u′j
∂ρu′i
∂xj

 , (3.58)

where Re denotes the real part operator.

The terms are decomposed in order to have a one-to-one correspondence with the
terms of the spatial decomposition. The inverted hat operator (ˇ) is used to indicate
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the spectral equivalent of a spatial term. The spectral and spatial terms are tied
closely. Given a spectral term written in the form Re(ûi’∗â), for any a, the associated
spatial term is u′ia. The spectral term comes from the Fourier coefficients of the spatial
two-point correlation between u′i and a [173].

The purely spectral term Ξ̌ has no associated spatial term. The summation over the
whole wavenumber space of its spectra is zero. In other words, this term has no effect
on the spatial balance of kinetic energy but contributes to the interscale redistribution
of kinetic energy.

3.2.4 Conclusion

The ternary decomposition of kinetic energy gives another angle of approach to
the study of energy exchanges in turbulent flows. Based on the classical Reynolds
averaging, the decomposition leads to the definition of a turbulence kinetic energy,
a mean kinetic energy and a mixed kinetic energy. This new term, specific to the
formulation, is related to the interaction between the turbulent motion and the mean
motion. In the formulation, any energy exchange between the turbulence kinetic energy
and the mean kinetic energy goes through the mixed term, which adds its contribution
to the exchange. The formulation is decomposed further in order to include the mean
density turbulence kinetic energy, product of the mean density and the half-trace of the
velocity fluctuation correlation tensor. This is done by splitting the density in a mean
part and a fluctuating part. Contrary to the turbulence kinetic energy, the equation
of the mean density turbulence kinetic energy can easily be extended to the spectral
domain. This associates a spectral equivalent to each spatial term and adds a purely
spectral term to the decomposition.
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3.3 Conclusion of chapter 3

Using the Reynolds average, a new representation of the energy exchanges in vari-
able density flows is established. The formulation is developed in the context of a
monophasic non-reactive flow without gravity, limiting the energy exchanges to the
interaction between kinetic energy and internal energy. These hypotheses are relevant
to the flows found in high-temperature solar receivers. The representation can be com-
plemented in more complex flows to take into account additional effects, for instance
the chemical potential in reactive flows or the gravitational potential energy if gravity
is not neglected. The representation can also be simplified to take into account further
approximations. In low Mach number flows, the effect on internal energy of the interac-
tion between kinetic energy and internal energy is neglected. Low Mach number flows
therefore approximately obey to another description of the energy exchanges in which
kinetic energy is destructed rather than converted into internal energy. The internal
energy per unit volume is time dependent but constant in space.

The Reynolds decomposition of density provides a theoretical basis to the study
of the mean density turbulence kinetic energy in a variable density setting. This is
crucial to the further investigations of the energy exchanges as we are able to give the
energy exchanges associated with the mean density turbulence kinetic energy in the
spectral domain. The only other possible approach found in the literature is based
on a density square-root weighting of the velocity [318]. Each spatial energy exchange
is associated with a spectral energy exchange and a purely spectral term representing
the interscale transport of kinetic energy is added. The correspondence between the
spatial and spectral energy exchanges implies that the expression of the spatial term
can be recovered from the associated spectral term and vice versa. In addition, the
spatial terms can be computed from the summation of the associated spectral term
over the whole wavenumber space. The arguments for this property are well known in
the literature [see e.g. 173] and reported in appendix A.

A modified version of the representation of the energy exchanges is used in the
two following chapters to investigate from direct numerical simulations the energy
exchanges associated with the half-trace of the velocity fluctuation correlation tensor
and improve our understanding of the influence of the temperature gradient and the
Reynolds number on the energy exchanges. Using the direct numerical simulations
presented in section 1.3, the most significant terms are identified and their physical
effect in the spatial and spectral domain is analysed.



Chapter 4

Turbulence kinetic energy exchanges
in flows with highly variable fluid
properties

4.1 Introduction of chapter 4

In the flows found in solar receivers, and in the strongly anisothermal turbu-
lent channel flows investigated, the temperature dependence of the fluid properties
with temperature is significant. This modifies the energy exchanges and invalidates
the passive scalar approach of dealing with temperature [145, 138, 139, 234]. The
variations of the fluid properties modifies the velocity profile, thereby not well de-
scribed by incompressible scaling laws and turbulence models [127, 124]. In addition,
strongly anisothermal turbulent channel flows exhibit an asymmetric character ab-
sent from most studies of the energy exchanges in flows with variable fluid properties
[215, 222, 224, 223, 225]. In this chapter, the energy exchanges associated with the
half-trace of the velocity fluctuation correlation tensor are investigated from direct
numerical simulations.

The study of the half-trace of the velocity fluctuation correlation tensor is justi-
fied by a decomposition of kinetic energy very similar to the decomposition of chapter
3. Using a decomposition of density in a constant and variable part instead of the
Reynolds decomposition replaces the mean density parts of total energy by the con-
stant density parts. Within this paradigm, the half-trace of the velocity fluctuation
correlation tensor is up to a constant scalar factor the constant density turbulence ki-
netic energy, which appears in the formulation in place of the mean density turbulence
kinetic energy. This allows us to identify the physically relevant groupings of its evolu-
tion equation in variable density flows. Compared to the incompressible case, there is a
new energy exchange between the constant and variable density part of kinetic energy.
The energy exchanges found in the incompressible case keep their physical meaning
but their mathematical expression is modified. The energy exchanges are decomposed
to isolate the terms formally identical to the terms remaining in incompressible flows
with constant fluid properties and the terms specific to compressible flows with vari-
able fluid properties. This highlights the explicit contributions of the flow dilatation,
the fluctuations of the fluid properties and the mean variations of the fluid proper-
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ties to the energy exchanges. Though, in general, the so-called incompressible terms
are also affected by the temperature gradient given the temperature velocity coupling.
The result of these decompositions is given in this chapter and used to analyse the
energy exchanges associated with the half-trace of the velocity fluctuation correlation
tensor from direct numerical simulations. The detailed derivation of this alternative
formulation of the energy exchanges and its decomposition is given in appendix B.

The energy exchanges are investigated from the direct numerical simulations of fully
developed channel flows at Reτ = 180 presented in section 1.3, namely an incompress-
ible isothermal channel and an anisothermal channel. The main objective is to study
the effect of the temperature gradient on the energy exchanges. The contribution of
each term of the above-described decompositions to the energy exchanges is assessed
to identify the terms that can be neglected. In particular, the importance of some
terms specific to flows with variable fluid properties is emphasised. The energy ex-
change related to the streamwise volume force in the channel is also considered and is
found negligible. The spatial and spectral behaviour of the energy exchanges is then
discussed. The study of the energy exchanges shows the statistically averaged effect
of the energy exchanges on the half-trace of the velocity correlation fluctuation tensor.
The effect of the variations of the fluid properties is inferred from the comparison of
the behaviour in the incompressible isothermal configuration and at the hot and cold
side in the anisothermal configuration.

4.2 Paper 2

This section reproduces the paper D. Dupuy, A. Toutant, and F. Bataille. Turbu-
lence kinetic energy exchanges in flows with highly variable fluid properties. Journal
of Fluid Mechanics, 834:5–54, 2018 [91].

Abstract

This paper investigates the energy exchanges associated with the half-
trace of the velocity fluctuation correlation tensor in a strongly anisothermal
low Mach fully developed turbulent channel flow. The study is based on
direct numerical simulations of the channel within the low Mach number
hypothesis and without gravity. The overall flow behaviour is governed by
the variable fluid properties. The temperature of the two channel walls are
imposed at 293 K and 586 K to generate the temperature gradient. The
mean friction Reynolds number of the simulation is 180. The analysis is
carried out in the spatial and spectral domains. The spatial and spectral
studies use the same decomposition of the terms of the evolution equation of
the half-trace of the velocity fluctuation correlation tensor. The importance
of each term of the decomposition in the energy exchanges is assessed.
This lets us identify the terms associated with variations or fluctuations
of the fluid properties that are not negligible. Then, the behaviour of the
terms is investigated. The spectral energy exchanges are first discussed in
the incompressible case since the analysis is not present in the literature
with the decomposition used in this study. The modification of the energy
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exchanges by the temperature gradient is then investigated in the spatial
and spectral domains. The temperature gradient generates an asymmetry
between the two sides of the channel. The asymmetry can in a large part
be explained by the combined effect of the mean local variations of the fluid
properties and a Reynolds number effect.

4.2.1 Introduction

This paper provides a numerical analysis of the energy exchanges associated with
the half-trace of the velocity fluctuation correlation tensor in a low Mach turbulent
channel flow subjected to a strong temperature gradient. The investigation is relevant
to the study of wall-bounded turbulent flows with variable fluid properties, provided
that acoustic effects are small. Flows subjected to a large temperature gradient are
characterised by a strong coupling between temperature and turbulence [264, 290].
The statistics of velocity and temperature means and fluctuations are modified by the
temperature gradient, as an asymmetry between the turbulence statistics at both walls
is generated. This asymmetry is more complex than a Reynolds number effect, as the
scaled statistics of turbulence do not collapse with those of the isothermal channels
at the turbulence Reynolds number corresponding to either wall of the anisothermal
channel [265]. The energy exchanges between the different parts of total energy are
insightful for the fundamental understanding of the behaviour of flows subjected to
a strong temperature gradient. They include in particular the energy exchanges as-
sociated with turbulence kinetic energy. The use of flow fields from direct numerical
simulations has demonstrated its relevance to the investigation of energy exchanges.
Indeed, this requires the knowledge of the instantaneous three-dimensional velocity,
pressure and temperature fields, which cannot be easily obtained experimentally.

In incompressible flows with constant fluid properties, direct numerical simulations
of homogeneous isotropic turbulence have validated Kolmogorov’s hypothesis on the
locality of the energy transfer [81] and interacting scales [324, 325]. Reliable statistics
of the terms of the evolution equation of the turbulence kinetic energy in a chan-
nel flow have been provided in the spatial domain by various authors, including Kim
et al. [146], Moser et al. [203], Abe et al. [2], Del Álamo and Jiménez [79], Hoyas
and Jiménez [126], Kozuka et al. [149] and more recently Vreman and Kuerten [305].
The analysis of the energy transfer processes in the incompressible channel flow has
been pursued in the space of scales through the analysis of the second-order structure
function by Marati et al. [188], Cimarelli et al. [59, 61, 62], Cimarelli and De Angelis
[58] and in the spectral domain by Domaradzki et al. [83], Bolotnov et al. [28]. In
compressible flows with highly variable fluid properties, the turbulence kinetic energy
may be defined in several manners according to the chosen decomposition of total
energy. The main approaches are the density-weighted averaging decomposition [94],
the mixed-weighted decomposition [17], the density square-root-weighted decomposi-
tion [318] and the classical averaging decomposition [47]. The reader may find more
details on these decompositions in Cousteix and Aupoix [70], Aupoix [13], Chassaing
et al. [50], Gatski and Bonnet [110], Chassaing et al. [50]. Numerical analyses of the
turbulence energetic behaviour may be carried out using any of the above-mentioned
definitions of turbulence kinetic energy. Notable works include Ha Minh et al. [123]
for the mixed-weighted decomposition and Kida and Orszag [144], Cook and Zhou [68]
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for the density square-root-weighted decomposition. To the knowledge of the authors,
there is no such reference numerical analysis based on the classical averaging decom-
position. By contrast, the density-weighted averaging decomposition has been used by
many authors. In particular, the energy exchanges associated with turbulence kinetic
energy in compressible channel flows with a high Mach number have been investigated
extensively [127, 120, 185, 161, 233, 269, 268]. The density-weighted averaging is indeed
well suited to the physics of compressible flows. The low Mach channel flow subjected
to a strong temperature gradient has received less attention from the literature. The
sole analysis has been carried out in the spectral domain with the density square-root-
weighted decomposition by Aulery et al. [10, 11] at a mean friction Reynolds number
of 180 and 395. The two studies use a decomposition of the terms of the evolution
equation of turbulence kinetic energy based on the work of Bolotnov et al. [28]. The
literature thus lacks a detailed study of the effect of the temperature gradient on the
spatial profiles of the energy exchanges associated with turbulence kinetic energy.

Thereupon, this paper analyses the energy exchanges associated with the half-trace
of the velocity fluctuation correlation tensor using a decomposition of turbulence kinetic
energy based on the classical averaging. One of the main advantages of the classical
averaging is that it is the usual way to extend the study into the spectral domain.
Within the formulation used, each term of the evolution equation of the half-trace of
the velocity fluctuation correlation tensor is associated with an energy exchange. In
that sense, each term is given a physical meaning. Each term is then decomposed
in the particular case of a fully developed channel flow to isolate the parts that are
formally identical to the terms remaining in flows with constant fluid properties, and
the terms specific to flows with variable fluid properties. These terms are related to the
flow dilatation, the variation or the fluctuation of the fluid properties or the presence
of a mean wall-normal velocity. The decomposition is carried out in both the spatial
and spectral domains. There is a one-to-one correspondence between the terms of the
spatial and spectral decompositions.

In this paper, we use this property to investigate the energy exchanges associated
with the half-trace of the velocity fluctuation correlation tensor in the spatial and
spectral domains in a consistent manner. This ensures that the integration of the
spectral term is exactly equal to the associated spatial term. To compute the terms,
we carry out two direct numerical simulations of a fully developed low Mach turbulent
channel flow: one isothermal and one anisothermal. In both cases, the mean friction
Reynolds number of the simulation is 180. The effects of gravity are neglected. In
the anisothermal simulation, the temperatures of the two channel walls are 293 K and
586 K. Compared to the isothermal simulation, the only new physical phenomenon is
the variations of density, viscosity and conductivity with temperature. The numerical
set-up is validated in the isothermal configuration with the data of Moser et al. [203],
Bolotnov et al. [28] and Vreman and Kuerten [305]. The spatial and spectral amplitudes
of each term are assessed. This allows us to determine the relative importance of each
term, and in particular evaluate the importance of the terms specific to flows with
variable fluid properties. Then, we study the effect of the temperature gradient on
the energy exchanges. In the spatial domain, the results extend the existing literature
in the isothermal configuration to the anisothermal configuration. In the spectral
domain, the analysis provides new insights into the spectral energy exchanges in both
the isothermal and anisothermal configurations, since the energy exchanges have not
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been studied with the same decomposition in the incompressible literature.

The ternary representation of the energy exchanges used in this paper is summarised
in section 4.2.2. The detailed channel flow configuration, the numerical set-up and the
data acquisition are presented in section 4.2.3. The results are discussed and analysed
in section 4.2.4.

4.2.2 Energy exchanges associated with the half-trace of the
velocity fluctuation correlation tensor in the ternary de-
composition

The ternary representation of the energy exchanges is based on the decomposition
of velocity into a mean and fluctuating part with the classical (non-density-weighted)
averaging [245]. Let us denote ( ) the statistical average operator and (′) the fluctu-
ating part operator. The velocity is decomposed as Ui = U i + u′i, where Ui the i-th
component of the velocity. We use a lowercase u′ for the velocity fluctuation for a
better visual differentiation but there is no further underlying differences. The instan-
taneous total energy per unit volume is the sum of the instantaneous kinetic energy
per unit volume ρE and the internal energy per unit volume ρI, with ρ the density, I
the internal energy per unit mass and E the half-trace of the instantaneous velocity
correlation tensor E = 1

2
UiUi. The classical averaging decomposition of velocity leads

to the decomposition of kinetic energy into three terms:

• the mean kinetic energy ρE = 1
2
ρU i U i related to the mean motion;

• the turbulence kinetic energy ρe = 1
2
ρu′iu

′
i related to the turbulent motion; and

• the mixed kinetic energy ρe = ρu′iU i related to the interaction between the mean
and turbulent motion.

Namely, we obtain ρE = ρE + ρe+ ρe, that is [47]

1
2
ρUiUi =

1

2
ρU i U i + 1

2
ρu′iu

′
i + ρu′iU i (4.1)

The total energy per unit volume is a conservative quantity. However, the four parts
of total energy, ρI, ρE, ρe and ρe, are not conservative. The non-conservative terms
of the evolution equation of each part of total energy each can be interpreted as an
energy exchange between two parts of total energy. The energy exchanges between the
four parts of total energy are represented in a schematic form in figure 4.1. They are of
three different kinds. The terms E and ε represent an interaction between kinetic energy
and internal energy. The terms P and P are associated with an interaction between
two parts of kinetic energy. The conservative energy transfer terms are convective or
diffusive terms that account for a portion of the total energy transfer. The terms Φc,
ϕc, ϕc and ΦT,c are convective terms. The term Φλ is the transfer by conduction and
the terms ΦΥ and ϕΥ represent transfers by external force.

In order to obtain the evolution equation of the half-trace of the velocity fluctuation
correlation tensor within this formulation, we further decompose the three parts of
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Figure 4.1 – Schematic representation of the energy exchanges between the four parts of total
kinetic energy in the ternary representation. An arrow represents an interaction between two
quantities.

kinetic energy and internal energy in a constant and variable density part. We split
to this intent the density ρ into a constant part ρ0 and a variable part ρ1, ρ(x, t) =
ρ0 + ρ1(x, t), where x is the position vector and t the time. We consider the resulting
decomposition of total energy into ρ0E, ρ0e, ρ0e, ρ0I, ρ1E, ρ1e, ρ1e and ρ1I. The energy
exchanges between the eight parts of total energy include a new interaction, between
the constant and variable density part of total energy. The formulation includes up
to the constant scalar factor ρ0 the half-trace of the velocity fluctuation correlation
tensor e, as defined and extensively studied in the incompressible literature. This
quantity is directly related to the Reynolds stress and the turbulence kinetic energy
since ρu′iu

′
i ≈ ρu′iu

′
i under Morkovin’s hypothesis [201], which is valid in the flow

considered in this paper. It has a spectral equivalent, ρ0ě = 1
2
ρ0û′i

∗
û′i, which will

be investigated in this paper. From now on, we will focus on the energy exchanges
associated with its evolution equation. The formulation gives the relevant groupings of
the terms of its evolution equation in the variable density case: the conservative energy
transfers, ϕc and ϕΥ ; the interaction with internal energy ε; the interaction with the
other parts of kinetic energy P and the interaction with variable density kinetic energy,
ζc and ζΥ . The first three are present in the incompressible case though with a simpler
mathematical expression. The latter is unique to flows with variable density. We use
the same notations for the constant density part of the energy exchanges as for the
complete terms to avoid more cumbersome notations. The interaction with internal
energy ε, the interaction with the other parts of kinetic energy ζΥ and the transfer by
external force ϕΥ can be seen as the sum of a viscous and pressure contribution. In
particular, splitting the stress tensor Υ into the pressure and viscous stress leads to a
clearly reversible pressure contribution, the pressure dilatation correlation [260], that
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Figure 4.2 – Schematic representation of the energy exchanges associated with the “constant
density turbulence kinetic energy” ρ0e, identical to the half-trace of the velocity fluctuation
correlation tensor e up to the constant scalar factor ρ0.

exchanges energy in either direction, and an irreversible viscous contribution, called
dissipation, which always transfers kinetic energy into internal energy. The energy
exchanges associated with ρ0e are represented in figure 4.2.

In this paper, the statistical average of these instantaneous energy exchanges are
considered. This ensures the consistency of the formulation, in the sense that the energy
exchanges in both the instantaneous and statistically averaged cases are well defined
and are not conflicting. This consistency is important to give a physical interpreta-
tion to the energy exchange, as this lets us consider the statistically averaged energy
exchanges as the statistical average of the associated instantaneous energy exchanges.
The schematic representation of the energy exchanges in the statistically averaged case
is not presented as it is identical, albeit with the addition of the statistical average.

The energy exchanges associated with the half-trace of the velocity fluctuation cor-
relation tensor are decomposed in the particular case of a fully developed channel flow
to recover the terms remaining in flows with constant fluid properties (here denoted
with subscript I). The terms specific to flows with variable fluid properties (here
denoted with subscript Γ ) arise from the flow compressibility, the variations or fluc-
tuations of the fluid properties and the presence of a mean wall-normal velocity. The
mean wall-normal velocity Uy differs from zero in the compressible variable density
channel with the classical averaging because it is in balance with the turbulent mass
flux, ρUy = −ρ′u′y. With a mass-weighted averaging, the mean wall-normal velocity
is equal to zero. The study is then extended to the spectral domain. Since the flow
is periodic in the streamwise and spanwise directions, any physical quantity g(x, y, z)
can be expressed as a Fourier series. We define and denote with the hat operator (̂)
the Fourier coefficients of the Fourier series expansion of g [see e.g. 173]:

ĝ(k, y, t) =
1

LxLz

∫ Lx

0

∫ Lz

0

g(x, y, t)e−ik·xdx. (4.2)

where x = (x, z) is the position vector in the xOz plane and k = (kx, kz) is the position
vector in the kxOkz plane. In the spectral domain, we study the terms of the evolution
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equation of

ě =
1

2
û′i
∗
û′i, (4.3)

The spectral analysis extends each term of the spatial decomposition to the spectral
domain, associating each of them with a corresponding term of the spectral decompo-
sition. In addition, a purely spectral term is identified in the spectral decomposition,
that is a spectral term with no spatial contribution.

To summarise the spatial and spectral decompositions, let us compare below the
evolution equation of the half-trace of the velocity fluctuation correlation tensor in the
spatial and spectral domains. It is given in the spatial domain by

∂e

∂t
= ϕ+ P + ζ + ε

= ϕI + ϕΓ + PI + PUy + ζ + εI + εΓ

(4.4)

and in the spectral domain by

∂ě

∂t
= ϕ̌+ P̌ + ζ̌ + ε̌+ Ξ̌,

= ϕ̌I + ϕ̌Γ + P̌I + P̌Uy + ζ̌ + ε̌I + ε̌Γ + Ξ̌,

(4.5)

with

ϕI = ϕcI + ϕpI + ϕνI,1 + ϕνI,2 ϕ̌I = ϕ̌cI + ϕ̌pI + ϕ̌νI,1 + ϕ̌νI,2

εI = ενI,1 + ενI,2 ε̌I = ε̌I,1 + ε̌I,2

ϕΓ = ϕc
Uy

+ ϕp∂ρ + ϕpρ′ + ϕνϑ′,2 ϕ̌Γ = ϕ̌c
Uy

+ ϕ̌p∂ρ + ϕ̌pρ′ + ϕ̌νϑ′,2

+ ϕν∂ν,1 + ϕν∂ν,2 + ϕνν′,1 + ϕ̌ν∂ν,1 + ϕ̌ν∂ν,2 + ϕ̌νν′,1

+ ϕνν′,2 + ϕνΘ + ϕ̌νν′,2 + ϕ̌νΘ

ζ = ζc
Θ

+ ζcϑ′ + ζp∂ρ + ζν∂ρ,1 ζ̌ = ζ̌c
Θ

+ ζ̌cϑ′ + ζ̌p∂ρ + ζ̌ν∂ρ,1

+ ζν∂ρ,2 + ζνΘ + ζ̌ν∂ρ,2 + ζ̌νΘ

εΓ = εpϑ′ + ενν′,1 + ενν′,2 + ενΘ ε̌Γ = ε̌pϑ′ + ε̌ν′,1 + ε̌ν′,2 + ε̌Θ

and:

ϕcI = −
∂eu′y
∂y

ϕ̌cI = Re

−1

2

∂û′i
∗
û′iu
′
y

∂y


ϕc
Uy

= −∂eUy

∂y
ϕ̌c
Uy

= −∂Uyě

∂y

ϕpI = −1

ρ

∂

∂y
u′yP ϕ̌pI = Re

(
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ρ

∂

∂y
û′y
∗
P̂

)
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u′yP

ρ2

∂ρ
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ϕ̌p∂ρ = Re

 û′y∗P̂
ρ2

∂ρ

∂y





4.2. Paper 2 63

ϕpρ′ =
∂

∂y

u′yPρ
′

ρ(ρ+ ρ′)
ϕ̌pρ′ = Re

(
∂

∂y
û′y
∗ Pρ′
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û′i
∗̂
u′j
∂u′i
∂xj


The terms are expressed using the symmetries of the flow and its homogeneity in the
streamwise and spanwise directions to simplify the writing (∂ ·

∂x
= ∂ ·

∂z
= 0 and U z = 0).

In particular, only the terms that do not have a zero theoretical value are considered.
For instance, we only take into account the terms (i = x, j = y) and (i = y, j = y) of
the production P = −u′iu′j ∂U i∂xj

, since the other terms are theoretically equal to zero.

In the incompressible case, only the incompressible terms remain. The evolution
equation of the half-trace of the velocity fluctuation correlation tensor reduces in the
spatial domain to

∂e

∂t
= ϕcI + ϕpI + ϕνI,1 + ϕνI,2 + PI + ενI,1 + ενI,2 (4.6)

and in the spectral domain to

∂ě

∂t
= ϕ̌cI + ϕ̌pI + ϕ̌νI,1 + ϕ̌νI,2 + P̌I + ε̌I,1 + ε̌I,2 + Ξ̌. (4.7)

In flows with highly variable fluid properties, additional terms appear. Nevertheless,
they originate from distinct flow characteristics. The thermal terms may appear be-
cause of the addition of a wall-normal mean velocity Uy, come from the flow dilatation
Θ, or lie in variations or fluctuations of the fluid properties, namely the viscosity and
the density.

4.2.3 Study configuration

To provide the data necessary to compute the terms of the evolution equation of the
half-trace of the velocity fluctuation correlation tensor, a direct numerical simulation
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Figure 4.3 – Biperiodic anisothermal channel flow

of a fully developed channel flow is carried out. In the following, we describe the flow,
the geometry, the numerical settings and the numerical tools used. Then, we validate
the numerical method in the incompressible case.

4.2.3.1 Channel flow configuration

We consider a fully developed turbulent air flow under a strong temperature gradient
in a rectangular channel, as represented in figure 4.3. The channel is periodic in both
the streamwise (x) and spanwise (z) directions. The channel walls are at constant
temperature. The temperature of the hot wall is T2 = 586 K and the temperature of
the cold wall is T1 = 293 K. This creates a temperature gradient in the wall-normal
direction (y). The flow is fully developed despite non-adiabatic wall conditions because
the heat flux at the hot and cold wall exactly balance out. The mean friction Reynolds
number is Reτ = 180. Let us define this quantity. The friction Reynolds number at
each wall is defined as

Reτ =
Uτh

νω
, (4.8)

with h the half-height of the channel, νω the cinematic viscosity at the wall and Uτ the
friction velocity

Uτ =

√
νω

(
∂Ux

∂y

)
ω

. (4.9)

The friction Reynolds numbers at the hot and cold wall are different, since the value of
the friction velocity and the properties of the fluid differ. The mean friction Reynolds
number is defined as the average of the friction Reynolds number computed at the cold
and hot side.

The same channel is also studied in the isothermal case. In that case, both walls
are at the cold temperature. The same friction Reynolds number is considered. This
results in a 20% lower mass flow rate. Hereafter, we will refer to the channel flow
configuration in which the channel is subjected to a strong temperature gradient as
the anisothermal configuration and the configuration in which both walls are at the
same temperature as the isothermal configuration.
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4.2.3.2 Governing equations

The above-described flow is weakly turbulent. The mean Mach number is 0.008.
Compressibility effects due to velocity are therefore negligible. Large variations of
the fluid properties are generated by the temperature gradient. These considerations
let us use Paolucci’s method [219] to remove acoustic effects from the Navier–Stokes
equations. Each variable of the Navier–Stokes equations is written as a power series
of the squared Mach number. Then, the smaller-order terms of each equation are
kept. The resulting low Mach number equations split the pressure in two parts: the
thermodynamical pressure P0 and the mechanical pressure P . The constant in space
thermodynamical pressure P0 is the mean pressure in the domain. The mechanical
pressure is the pressure induced by momentum variations. The effects of gravity are
neglected and air is considered as an ideal gas for the purpose of this study.

Since the channel flow is periodic in the streamwise direction, no pressure gradient
appears through the boundary conditions to balance out the dissipative forces. A
streamwise volume force f is added to the momentum conservation equation in order
to replicate the effect of a pressure gradient.

Given the above considerations, we use the following set of equations:

• Mass conservation equation

∂ρ

∂t
+
∂ρUj
∂xj

= 0, (4.10)

• Momentum conservation equation

∂ρUi
∂t

+
∂ρUjUi
∂xj

= −∂P
∂xi

+
∂

∂xj

[
µ

(
∂Ui
∂xj

+
∂Uj
∂xi

)]
−2

3

∂

∂xi

(
µ
∂Uj
∂xj

)
+fδix, (4.11)

• Energy conservation equation

ρCp

(
∂T

∂t
+ Uj

∂T

∂xj

)
=
∂P0

∂t
+

∂

∂xj

(
λ
∂T

∂xj

)
, (4.12)

• Ideal gas law
P0 = ρrT, (4.13)

• Thermodynamical pressure homogeneity

∂P0

∂xi
= 0, (4.14)

with ρ the density, T the temperature, µ the dynamic viscosity, λ the thermal conduc-
tivity, Cp the heat capacity at constant pressure, r the ideal gas specific constant, t the
time, P the mechanical pressure, P0 the thermodynamical pressure, Ui the i-th com-
ponent of velocity and xi the Cartesian coordinate in i-direction. Einstein summation
convention is used and δij is the Kronecker delta.
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We use Sutherland’s law [287] to compute the fluid properties

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S

T + S
, (4.15)

λ(T ) =
Cp
Pr

µ(T ), (4.16)

with µ0 = 1.716 · 10−5 Pa s, S = 110.4 K and T0 = 273.15 K. The Prandtl number
and the heat capacity at constant pressure are assumed constant, with Pr = 0.76
and Cp = 1005 J kg−1 K−1. The ideal gas specific constant is r = 287 J kg−1 K−1.

4.2.3.3 Numerical setting

The mesh is regular in both homogeneous directions and follows a hyperbolic tan-
gent law in the wall-normal direction. The wall-normal grid coordinates are symmet-
rical with respect to the plane y = h. In the first half of the channel, they are given
by

yk = h

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
, (4.17)

where a is the mesh dilatation constant and Ny the number of grid points in the
wall-normal direction.

The same mesh is used in the anisothermal and isothermal simulations. It contains
384× 266× 384 cells. The resulting cell sizes in wall units are ∆+

x = 5.8, ∆+
y = 0.085

at the wall and 2.9 at the centre and ∆+
z = 2.9 in the isothermal case; ∆+

x = 8.5,
∆+
y = 0.13 at the wall and 4.2 at the centre and ∆+

z = 4.2 in the anisothermal case.
Given the mesh precision, a no-slip boundary condition is used at the walls. The
domain size is: Lx = 4πh, Ly = 2h and Lz = 2πh with h = 15 mm.

To solve the set of equations (4.10)–(4.14), we use a finite difference method written
in a divergence form in a staggered grid system [200, 212]. The time scheme is a
third-order Runge–Kutta [313]. A fourth-order centred scheme is used for momentum
convection and a third-order upstream scheme is used for temperature convection [170].
This is performed using the TrioCFD software [38]. This software was used in many
direct numerical simulations of fluid flow coupled with other physical phenomena [291,
36, 44, 290].

The value of the volume force f is adjusted through a control loop to keep the mass
flow rate constant,

ft+1 = ft + C0
Dtarget − 2Dt +Dt−1

∆t
, (4.18)

with C0 a damping constant, D the mass flow rate, Dtarget the targeted mass flow
rate and t− 1, t and t + 1 indices related to the previous, current and next time step
respectively. A term associated with the forcing term u′xf/ρ appears in the transport
equation of the half-trace of the velocity fluctuation correlation tensor. This term has
been computed from the result of the direct numerical simulation and was found to be
insignificant.
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4.2.3.4 Data acquisition

The data acquisition is carried out in two steps because the computation of different
terms of the evolution equation of the half-trace of the velocity fluctuation correlation
tensor requires knowledge of mean and fluctuating quantities. First, statistics on the
mean velocities, temperature and pressure are acquired. Full convergence is attained
after a total duration of 3.59 s in the isothermal case (29 characteristic time h/Uτ )
and 2.86 s in the anisothermal case (34 characteristic time, using the cold wall friction
velocity). Once this prior step completed, the data collection is carried out and spans
over a total duration of 7.95 s in the isothermal case (64 characteristic time) and 3.16 s
in the anisothermal case (37 characteristic time).

To compute the spectral terms, we use the discrete two-dimensional Fourier trans-
form

ĝ(kx,m, y, kz,n) =
1

NxNz

Nx−1∑
p=0

Nz−1∑
k=0

g(xp, y, zk) exp

(
−2πi

(
mp

Nx

+
kn

Nz

))
. (4.19)

The Fourier transform is carried out in the streamwise and spanwise directions only.
The time averaged spectral terms depends on the three parameters kx, y and kz. In
order to simplify the interpretation of the terms, only the dependence on the wavenum-
ber norm at each wall-normal coordinate will be considered. This removes from the
scope of this study the spectral directionality of the energy transfers.

4.2.3.5 Wavenumber bin

The two-dimensional spectral results are analysed using wavenumber bins following
Bolotnov et al. [28]. The procedure used is as follows: the wavenumber space is divided
in Nb annulus-shaped wavenumber bins. The bin #i contains every wavenumber vector
k whose norm k ranges between ki and ki+1, the lower and upper bound of the bin #i.
For each term, we then assign to the bin #i (at its wavenumber centre kc,i) the sum of
the values of the term computed at each wavenumber contained in the bin.

Wavenumber bins kill any directionality of the energy transfers since only the
wavenumber norm is taken into account. This is only correctly done if the bin con-
tains a large number of wavenumber vectors and the distribution of the wavenumber
vectors is isotropic. Since the distribution of wavenumber bins is logarithmic and the
distribution of wavenumber vectors is not, the number of wavenumber vectors per bin
grows exponentially with the wavenumber bin number. This results in a low number
of wavenumber vector per bin at low wavenumbers. To address this issue, a low pass
filter was applied to the spectral data. This improves the quality of the statistics at
low wavenumbers.

The use of wavenumber bins should be taken into account in the interpretation of
the results. The values obtained are uniformly distributed on a logarithmic scale and
integration over the wavenumber space is done by simple summation of the values.
The use of wavenumber bins also reduces the dependence of the results on the domain
size and mesh. On the other hand, the results are entirely determined by the bins
construction.
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Bin number Lower bound ki Bin centre kc,i Upper bound ki+1

1 1.00000 1.09350 1.19574
2 1.19574 1.30755 1.42981
3 1.42981 1.56349 1.70968
4 1.70968 1.86954 2.04434
5 2.04434 2.23549 2.44451
6 2.44451 2.67308 2.92301
7 2.92301 3.19632 3.49518
8 3.49518 3.82198 4.17934
9 4.17934 4.57011 4.99742
10 4.99742 5.46469 5.97564
11 5.97564 6.53437 7.14534
12 7.14534 7.81344 8.54400
13 8.54400 9.34288 10.21645
14 10.21645 11.17170 12.21626
15 12.21626 13.35850 14.60753
16 14.60753 15.97335 17.46688
17 17.46688 19.10005 20.88592
18 20.88592 22.83878 24.97423
19 24.97423 27.30935 29.86280
20 29.86280 32.65501 35.70829
21 35.70829 39.04705 42.69800
22 42.69800 46.69031 51.05590
23 51.05590 55.82969 61.04982
24 61.04982 66.75805 73.00000

Table 4.1 – Construction of the wavenumber bins.

Thereupon, in order to compare our results with Bolotnov et al. [28], we use the
same wavenumber bins. We define Nb = 24 wavenumber bins of uniform length in
logarithmic scale, with

ki = kmin

(
kmax

kmin

) i
Nb

, (4.20)

where kmin = 1 m−1 and kmax = 73 m−1 are the minimum and maximum bound
across all bins. The bounds and centre of the wavenumber bins are given in table
4.1. Note that since the wavenumber bins are constructed with respect to the domain
and mesh sizes of the direct numerical simulation of Trofimova et al. [296] used by
Bolotnov et al. [28], they do not span over our entire computable wavenumber space.
This excludes very small and very large wavenumbers. Nonetheless, we verified that
no energy exchanges were located outside of the range of wavenumber bins.

4.2.3.6 Validation

The numerical set-up is validated in the isothermal configuration through a mesh
convergence study. The simulation is carried out with three meshes later referred to
as coarse mesh, medium mesh and fine mesh. The coarse mesh has 192 × 118 × 96
cells. The cell sizes in wall units are ∆+

x = 11.5, ∆+
y = 0.17 at the wall and 6.7 at the
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Figure 4.4 – Validation of the profile of the viscous transfer ν ∂
2e
∂y2 (left) and of the turbulent

transfer −∂eu′y
∂y (right).

centre and ∆+
z = 11.5. The medium mesh has 384× 190× 288 cells. The cell sizes in

wall units are ∆+
x = 5.8, ∆+

y = 0.16 at the wall and 3.7 at the centre and ∆+
z = 3.9.

The fine mesh is described in section 4.2.3.3. The results are compared to the three
following references from the literature: Moser et al. [203] and Vreman and Kuerten
[305] in the spatial domain and Bolotnov et al. [28] in the spectral domain. The three
references are at the same friction Reynolds number of 180. The consistency of the
spectral results is ensured by making sure that the integrated spectral data reduces to
the correct spatial value.

Validation of the spatial turbulence kinetic energy terms

The turbulence kinetic energy is given in the incompressible case by the half-trace
of the velocity fluctuation correlation tensor. The viscous transfer and the turbulent
transfer, two terms of its evolution equation, are compared in the isothermal case to
the results of Moser et al. [203] and Vreman and Kuerten [305] in figure 4.4. The
values are scaled by Uτ

4/νω, where Uτ is the friction velocity and νω the cinematic
viscosity at the wall. The results show two things. First, the profiles associated with
the medium and fine meshes are very close, indicating that the mesh convergence is
attained. Second, the fine mesh profiles are nearly identical to the reference profiles
of Vreman and Kuerten [305]. The profiles of Moser et al. [203] deviate slightly from
the profiles of Vreman and Kuerten [305] for the viscous transfer near to the wall. The
results of Vreman and Kuerten [305] are believed to be the most accurate as they use a
finer mesh and a longer averaging time. Hence, the data of Vreman and Kuerten [305]
will from now on be used exclusively for the validation of the spatial terms.

The mesh convergence study shows similar results for the other terms (not shown
here). The comparison of the fine mesh profiles with the results of Vreman and Kuerten
[305] is shown for each term in figure 8.3. The profile of each term is equal to the refer-
ence profile. This validates the spatial profiles of the terms of the evolution equation of
the half-trace of the velocity fluctuation correlation tensor at the incompressible limit.



4.2. Paper 2 71

−0.2

−0.15

−0.1

−0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.1  1  10  100

T
u

rb
u

le
n

c
e

 k
in

e
ti
c
 e

n
e

rg
y
 t

e
rm

s

y
+

Moser et al.
Production

Turbulent transfer
Viscous transfer

Pressure transfer
Dissipation

Figure 4.5 – Validation of the spatial turbulence kinetic energy terms. The terms are: the
production −u′xu′y ∂Ux∂y , the turbulent transfer −∂eu′y

∂y , the viscous transfer ν ∂
2e
∂y2 , the pressure

transfer −1
ρ
∂
∂yPu

′
y and the dissipation −ν ∂u

′
i

∂xj

∂u′i
∂xj

.

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.1  1  10  100

P
ro

d
u

c
ti
o

n

y
+

Computed directly in the spatial domain
Computed from spectral data

Figure 4.6 – Production profile computed directly in the spatial domain, −u′xu′y ∂Ux∂y , and

computed from the spectral data, Re
(
−û′x
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Validation of the spectral turbulence kinetic energy terms

The numerical properties of the discrete Fourier transform used ensure that the
summation of over all wavenumber bins of a spectral term for a given wall-normal
coordinate y is equal to the value of the associated spatial term. This property is used
to verify the consistency of the spectral and spatial data. The profiles of production
computed from the spectral data and computed directly in the spatial domain are
compared in figure 4.6 and are shown to be identical. This was verified to be true for
all terms in the isothermal case and in the anisothermal case.

The spectral data are compared in the isothermal case to the results provided by
Bolotnov et al. [28]. The figure 4.7 compares the spectral profiles of the production
computed from the coarse, medium and fine meshes with Bolotnov et al. [28] at a
distance of 10 in wall units from the wall. The fine and medium profiles are very close
showing a good convergence of the production statistical profile in the spectral domain.
The results are in agreement with those of Bolotnov et al. [28]. The spectral profiles
have the same shape and predict the same spectral location of the maximum value.
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There are however some differences. The profile of Bolotnov et al. [28] has a lower
amplitude and is more spread out in wavenumber. This leads to a very similar total
integrated value, though not exactly identical. Unfortunately, there are no further data
on the spectral turbulence kinetic energy terms in the literature to decide between the
two profiles. Therefore, we compare the spatial integrated value of the two spectra.
There is 3.5%–4% difference between the spatial integrated value of Bolotnov et al.
[28] and the results of Moser et al. [203] or Vreman and Kuerten [305], whereas the
difference is less than 1% for our spectrum. Our results are thus more accurate with
regard to their total integrated value.

This applies to all wall-normal positions and all terms investigated by Bolotnov et al.
[28], as shown by the comparison of the two-dimensional spectra of the production in
figure 4.8, the interplane triadic transfer in figure 4.9, the inplane triadic transfer in
figure 4.10, the inplane triadic transfer in figure 4.10, the interplane dissipation in figure
4.11, the inplane dissipation in figure 4.12 and the viscous transfer in figure 4.13. In
each case, both plot uses the same normalisation and the colour scales are identical.
For each plot, our results agree very closely with the results of Bolotnov et al. [28].
The two spectra follow the same general behaviour. They also are in a very good
agreement on the spatial and spectral location of the terms. Nevertheless, there are
some differences. The results of Bolotnov et al. [28] tends to have a lower amplitude
and be more spread out in wavenumber. This is the same behaviour as previously
discussed for the spectral profile of production and the same remarks may apply.

4.2.4 Results

The numerical results with regard to the terms of the evolution equation of the
half-trace of the velocity fluctuation correlation tensor are discussed in this section.

The energy exchanges associated with the half-trace of the velocity fluctuation cor-
relation tensor are investigated in the spatial and spectral domains. In both cases, the
analysis is carried out in two configurations as described in section 4.2.3.1: the isother-
mal configuration and the anisothermal configuration. In the isothermal configuration,
the flow is incompressible as there is no temperature gradient. In the anisothermal
configuration, the strong temperature gradient generates large variations of the fluid
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(a) This paper (b) Bolotnov et al.

Figure 4.8 – Production, Re
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(a) This paper (b) Bolotnov et al.

Figure 4.9 – Interplane triadic, Re
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∂y

)
.

properties. In the spatial domain, the terms of the half-trace of the velocity fluctuation
correlation tensor have been studied in the literature in the isothermal configuration
[see e.g. 203, 305], but has not been documented in the anisothermal configuration.
In the spectral domain, the analysis is novel in both the isothermal and anisothermal
configurations with the decomposition used in this study. The spatial results in the
isothermal configuration are used solely to validate the numerical method. In this sec-
tion, we discuss the results in the isothermal configuration in the spectral domain and
in the anisothermal configuration in both the spatial and spectral domains.

The effect of the temperature gradient on the terms of the evolution equation of the
half-trace of the velocity fluctuation correlation tensor is decomposed in two separate
effects. The first effect is the behaviour modification of the terms of the incompressible
evolution equation, here called incompressible terms. The second effect is the addition
of terms specific to flows with variable fluid properties, here called thermal terms.
Each term is associated with an energy exchange, that is either a conservative energy
transfer or an interaction with another part of total energy. The incompressible energy
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(a) This paper (b) Bolotnov et al.
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(a) This paper (b) Bolotnov et al.

Figure 4.13 – Viscous transfer, Re
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ν ∂

2ě
∂y2

)
.

exchanges are modified by the temperature gradient both through the incompressible
terms and the addition of thermal terms to their expression. Additionally, a new
thermal energy exchange is added, composed only of thermal terms.

In both the spatial and spectral domains, the analysis of the energy exchanges in
the anisothermal configuration first investigates the effect of the temperature gradient
on the incompressible energy exchanges. Then, we investigate the contribution of the
thermal terms to the energy exchanges. This analysis includes the thermal terms of
the incompressible energy exchanges and of the thermal energy exchange.

4.2.4.1 Scalings

For later use, we define here the four following scalings: the constant scaling, the
classical scaling, the semi-local scaling and the integral scaling. With the constant
scaling, all profiles are scaled identically thus keeping the same relative behaviour as
the raw profiles. The scaling uses a combination of the friction velocity U◦τ and the
cinematic viscosity at the wall ν◦ω in the isothermal configuration. This scaling uses
the results of the isothermal configuration even for profiles in the anisothermal case
since the scaling should always be the same. The constant scaling is denoted with a
superscript circle (◦),

y◦ =
yU◦τ
ν◦ω

, (4.21)

k◦ =
kν◦ω
U◦τ

, (4.22)

U ◦ =
U

U◦τ
, (4.23)

e◦ =
e

U◦τ
2 , (4.24)(

∂e

∂t

)◦
=

1

U◦τ
4/ν◦ω

(
∂e

∂t

)
. (4.25)

With the classical scaling, the profiles are scaled using the results at the same side
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of the channel. All quantities are scaled by a combination of the friction velocity Uτ
and the cinematic viscosity νω at the closest wall. The classical scaling is denoted with
a superscript plus sign (+),

y+ =
yUτ
νω

, (4.26)

k+ =
kνω
Uτ

, (4.27)

U+ =
U

Uτ
, (4.28)

e+ =
e

U2
τ

, (4.29)(
∂e

∂t

)+

=
1

U4
τ /νω

(
∂e

∂t

)
. (4.30)

With the semi-local scaling, the profiles takes into account the mean local fluid
properties instead of the fluid properties at the wall. The semi-local scaling is denoted
with a superscript asterisk (∗),

y∗ =
yU∗τ
ν(y)

, (4.31)

k∗ =
kν(y)

U∗τ
, (4.32)

U ∗ =
U

U∗τ
, (4.33)

e∗ =
e

U∗τ
2 , (4.34)(

∂e

∂t

)∗
=

1

U∗τ
4/ν(y)

(
∂e

∂t

)
, (4.35)

with,

U∗τ =

√
µω
ρ(y)

(
∂Ux

∂y

)
ω

. (4.36)

The semi-local scaling is part of the current paradigm of scalings for compressible wall
turbulence [293]. While it was first proposed using heuristic arguments [249, 127, 67],
two different mathematical frameworks were developed recently to support the validity
of the semi-local scaling by Patel et al. [222] and Trettel and Larsson [293].

With the integral scaling, the profiles are scaled using an integral length scale as in
Brun et al. [37]. The integral scaling is denoted with a superscript (B),

yB =

∫ y+

0

µω
µ(y)

dy+ (4.37)

UB =
U

UB
τ

(4.38)

eB =
e

UB
τ

2 (4.39)
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(
∂e

∂t

)B
=

1

UB
τ

4/νω

(
∂e

∂t

)
(4.40)

(4.41)

with,

UB
τ =

yB

y+

µ(y)

µω

√
ρω
ρ(y)

Uτ . (4.42)

In particular, note that the terms of the evolution equation of the half-trace of the
velocity fluctuation correlation tensor are scaled by U◦τ

4/ν◦ω with the constant scaling,
Uτ

4/νω with the classical scaling, U∗τ
4/ν(y) with the semi-local scaling and UB

τ
4
/νω

with the integral scaling.

We remark that the values of Uτ 4/νω at the hot and cold sides are the same within
0.5% accuracy. The classical scaling thus does not modify the relative amplitude of
the hot and cold sides. We do not see any physical reason for the equality of Uτ 4/νω
at the two sides, that is of the relation

νω1

(
∂Ux

∂y

)2

ω1

= νω2

(
∂Ux

∂y

)2

ω2

(4.43)

where the subscript ω1 denotes the value at the cold wall and the subscript ω2 the
value at the hot wall. Further analyses at different friction Reynolds number and
temperature ratios are required to verify the possible generality of the property.

4.2.4.2 Assessment of the amplitude of the terms

The maximum amplitude of each term of the evolution equation of the half-trace
of the velocity fluctuation correlation tensor is reported in table 4.2. The purpose of
this is twofold. First, this gives an estimate of the relative importance of each term.
Second, the importance of each term compared to the balance term indicates whether
the term has reliable statistics.

The most significant terms in the low Mach anisothermal channel flow remain the
incompressible terms, namely terms that do not vanish in the incompressible case. For
each energy exchange, the most important term of the decomposition is an incompress-
ible term, with the obvious exception of the interaction with variable density kinetic
energy which vanish in the incompressible case. The only incompressible terms that
have a very low maximum amplitude are the two terms ενI,2 and ϕνI,2, which cancel each
other out in the incompressible case. The purely spectral term is found to be a major
part of the energy exchanges in the spectral domain.

The amplitudes of the thermal terms do not follow those of the associated incom-
pressible terms. For instance, while the incompressible production is the term with
the highest amplitude, the thermal production is one of the smallest terms. Instead, it
depends primarily on the underlying physical origin of the terms. The most significant
thermal terms are terms associated with the viscous shear stress, and more specifically
the part associated with the product with the velocity gradient. Though, they differ in
the energy exchange they are associated with (conservative energy transfer, interaction
with internal energy or with variable density kinetic energy) and the source of their
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Term of the equation of the half-trace of the velocity fluctuation correlation Maximum value
Spatial equation Associated energy exchange Spatial Spectral

PI = −u′xu′y(∂yUx) Production (I) 2.3 · 10−1 3.4 · 10−2

ενI,1 = −ν(∂ju′i)(∂ju
′
i) Interaction with ie, dissipation (I) 1.8 · 10−1 2.0 · 10−2

ϕνI,1 = ν(∂y∂ye) Conservative energy transfer, viscous transfer (I) 1.7 · 10−1 2.0 · 10−2

ϕcI = −∂yeu′y Conservative energy transfer, convection (I) 6.5 · 10−2 7.7 · 10−3

ϕνν′,1 = ∂yν ′u′i∂yUi Conservative energy transfer, viscous transfer 2.4 · 10−2 2.6 · 10−3

ζν∂ρ,1 = (ν/ρ)(∂jρ)u′i(∂jUi) Interaction with vdke, viscous contribution 1.6 · 10−2 1.7 · 10−3

ενν′,1 = −ν ′(∂ju′i)(∂jUi) Interaction with ie, dissipation 1.5 · 10−2 1.7 · 10−3

ϕν∂ν,1 = (∂ye)(∂yν) Conservative energy transfer, viscous transfer 1.2 · 10−2 1.4 · 10−3

ϕpI = −(1/ρ)(∂yu′yP ) Conservative energy transfer, pressure transfer (I) 9.0 · 10−3 1.2 · 10−3

ζc
ϑ

= e(∂jU j) Interaction with vdke, kinetic energy dilatation 3.8 · 10−3 4.1 · 10−4

Ξ = 0 Purely spectral term (I) 3.6 · 10−3 1.2 · 10−2

ζcϑ′ = e(∂ju′j) Interaction with vdke, kinetic energy dilatation 2.7 · 10−3 2.9 · 10−4

ϕc
Uy

= −∂y(eUy) Conservative energy transfer, convection 2.6 · 10−3 3.4 · 10−4

ενI,2 = −ν(∂ju′i)(∂iu
′
j) Interaction with ie, dissipation (I) 2.6 · 10−3 3.1 · 10−4

ϕνI,2 = ν(∂y∂yu′yu
′
y) Conservative energy transfer, viscous transfer (I) 2.4 · 10−3 3.1 · 10−4

ζp = −(u′iP/ρ
2)(∂iρ) Interaction with vdke, pressure contribution 1.2 · 10−3 1.5 · 10−4

Balance term 1.0 · 10−3 2.6 · 10−4

ϕp∂ρ = (u′yP/ρ
2)(∂yρ) Conservative energy transfer, pressure transfer 7.0 · 10−4 8.9 · 10−5

ϕpρ′ = ∂yu′yPρ
′/(ρ(ρ+ ρ′)) Conservative energy transfer, pressure transfer 4.0 · 10−4 7.8 · 10−5

εp = (P/ρ)(∂iu′i) Interaction with ie, pressure dilatation 3.4 · 10−4 5.0 · 10−5

ϕν∂ν,2 = u′i(∂iu
′
y)(∂yν) Conservative energy transfer, viscous transfer 3.0 · 10−4 4.0 · 10−5

ζν∂ρ,2 = (ν/ρ)(∂jρ)u′i(∂iUj) Interaction with vdke, viscous contribution 1.9 · 10−4 2.3 · 10−5

ϕνν′,2 = ∂yν ′u′i(∂iUy) Conservative energy transfer, viscous transfer 1.5 · 10−4 1.7 · 10−5

PUy = −u′yu′y(∂yUy) Production 1.4 · 10−4 1.7 · 10−5

ενν′,2 = −ν ′(∂ju′i)(∂iUj) Interaction with ie, dissipation 1.0 · 10−4 1.1 · 10−5

ϕνϑ′,2 = −ν(∂yu′y∂iu
′
i) Conservative energy transfer, viscous transfer 2.5 · 10−5 1.1 · 10−5

ϕνΘ = −∂y(2ν/3)u′y(∂iUi) Conservative energy transfer, viscous transfer 1.8 · 10−5 2.6 · 10−6

ενΘ = (2ν/3)(∂iu′i)(∂jUj) Interaction with ie, dissipation 2.1 · 10−6 1.2 · 10−7

ζνΘ = −(2ν/3ρ)(∂iρ)u′i(∂jUj) Interaction with vdke, viscous contribution 1.9 · 10−6 2.0 · 10−7

Table 4.2 – Maximum value of the terms of the evolution equation of the half-trace of the
velocity fluctuation correlation tensor in the spatial and spectral domain. For the sake of
conciseness, the expression of each term is given in the spatial domain only. The type of
each term refers to the four energy exchanges associated with the half-trace of the velocity
fluctuation correlation tensor according to the ternary representation: the conservative energy
transfer, the interaction with internal energy (ie), the production, interaction with the other
parts of kinetic energy, and the interaction with variable density kinetic energy (vdke). The
symbol (I) is appended to the terms that do no vanish in the incompressible case. The results
are given with the classical scaling.
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thermal character (fluctuation of the viscosity, variation of the mean viscosity or of
the density). With regard to the terms associated with the other parts of the viscous
shear stress, the terms associated with the product with the transpose of the velocity
gradient are very small compared to the terms associated with the product with the
velocity gradient. The terms associated with the product with the velocity divergence
are the smallest terms of all. This is only true for the viscous terms as the kinetic
energy dilatation correlation and to a lesser extent the pressure dilatation correlation
have larger amplitude.

Hence, the effect of the thermal terms with regard to the energy exchanges is the
largest on the conservative energy transfer and the interaction with internal energy.
The two most significant terms of the thermal conservative energy transfer ϕΓ are ϕνν′,1
and ϕν∂ν,1, both part of the thermal viscous transfer. In the thermal interaction with
internal energy εΓ , the term ενν′,1 predominates. The additional energy exchange with
variable density kinetic energy ζ is substantial. It acts primarily through its viscous
contribution and secondly through the kinetic energy dilatation correlation. For the
three interactions, the pressure contribution is not significant. Note however that the
data provided in the table are mute towards the local importance of the terms, which
may be larger or lower than what the maximum amplitude make it appears to be.

For the purpose of this paper, a term is considered statistically reliable if its maxi-
mum amplitude is at least ten times larger than the maximum amplitude of the kinetic
energy balance. This leaves the eight following statistically reliable terms:

• PI , the incompressible production,

• ενI,1, a part of the incompressible dissipation,

• ϕνI,1, a part of the incompressible viscous transfer,

• ϕcI , the convection by turbulent motion,

• ϕνν′,1, a part of viscosity fluctuation viscous transfer,

• ζν∂ρ,1, a part of the density variation viscous interaction with variable density
kinetic energy,

• ενν′,1, a part of the viscosity fluctuation dissipation,

• ϕν∂ν,1, a part of the mean viscosity variation viscous transfer,

In the following, the behaviour of those eight terms is analysed. The remaining 18
terms are not discussed individually as their amplitude is too low to ensure that their
profile is correctly described. In particular, the pressure transfer and the pressure
contribution to the interaction with variable density kinetic energy and the interaction
with internal energy will not be studied.

4.2.4.3 Results in the spatial domain

In this section, we investigate the energy exchanges associated with the half-trace of
the velocity fluctuation correlation tensor in the spatial domain. The analysis is carried
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out in three steps. First, we study the total effect of the temperature gradient on the
incompressible energy exchanges, through the combined effect of the modification of
the behaviour of the incompressible terms and the addition of thermal terms. In
particular, we study the effect of the Reynolds number variations across the channel.
Then, we focus on the contribution of the modification of the incompressible terms
to the alteration of the incompressible energy exchanges. Finally, we investigate the
profiles of the thermal terms.

Profiles of the incompressible energy exchanges in the anisothermal config-
uration

The four energy exchanges associated with the half-trace of the velocity fluctuation
correlation tensor are the production, the conservative energy transfer, the interaction
with variable density kinetic energy and the interaction with internal energy. The
production represented in figure 4.14, the conservative energy transfer in figure 4.15 and
the interaction with internal energy in figure 4.16. The interaction with variable density
kinetic energy is discussed later since, as a thermal energy exchange, its behaviour is
particular. We also provide the profile of the relevant parts of each term. The viscous
transfer is given in figure 4.17 and the turbulent transfer in figure 4.18. The pressure
transfer is not discussed because it is not statistically reliable in the anisothermal
configuration. The dissipation is given by the profile of the interaction with internal
energy, since the pressure dilatation is negligible.

For each term, the profiles at the hot and cold sides are compared to each other
and to the corresponding profile in the isothermal configuration. The results are given
with the constant scaling, the classical scaling, the semi-local scaling and the integral
scaling. The three scalings show an asymmetry between the hot and cold profiles,
though of different nature. Some generalities are found in the manner in which the
temperature gradient manifests itself as summarised in the following.

The constant scaling shows the effect of the temperature gradient when not cor-
recting the friction velocity and viscosity differences between the isothermal and aniso-
thermal case. The general behaviour of the profiles is never drastically modified. How-
ever, the amplitudes in absolute value are increased considerably at the hot and cold
side compared to the isothermal results. The amplitudes at the cold side are larger
than the amplitudes at the hot side. Meanwhile, the positions of the local or global
extrema are shifted closer to the wall at the cold side compared to the isothermal
profile and closer to the centre of the channel at the hot side. Since the wall-normal
coordinate axis is logarithmic, this shift comes with an increase of the spatial range of
the term at the hot side and a decrease at the cold side. In particular, the effect of the
amplitude and spatial extent modification offset each other for the production, such
that the total integrated production is the same at the hot and cold side. Within 1%
error, this remark may also be applied to the interaction with internal energy

The classical scaling shows the effect of the temperature gradient when scaled by
the friction velocity and the viscosity at the wall. With the classical scaling, the
anisothermal profiles have the same order of magnitude as the isothermal profile. This
proves that most of the amplitude differences seen with the constant scaling are due to
the increased friction velocity on the anisothermal configuration. The scaled amplitude
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Figure 4.14 – Production, total P and incompressible PI .

at the cold side is increased compared to the isothermal profile and decreased at the
hot side. We recall that the classical scaling has no effect on the relative amplitude
of the terms at the hot and cold side since the value of U4

τ /νω is the same at both
sides of the channel. In other words, the classical scaling successfully explains the
differences between the isothermal amplitudes and the anisothermal amplitudes but is
silent towards the difference between the hot and cold sides. The relative position of
the local or global extrema of the hot, cold and isothermal profiles are swapped by the
classical scaling. Now, the extrema are seen shifted closer to the wall in wall units at
the hot side compared to the isothermal profile and closer to the centre of the channel
at the cold side. A good explanation is that the classical scaling takes into account the
viscosity at the wall thus overcorrects the position closer to the centre of the channel
where the viscosity is similar at both sides of the channel.

To address this, the semi-local scaling takes into account the mean local variations
of the fluid properties. With the semi-local scaling, there is no position differences
between the hot, cold and isothermal profiles. This result shows the physical relevance
of the semi-local scaling, which is able to explain the positional shift of the hot and
cold profiles compared to the isothermal profile. However, the amplitude differences
are not modified.

A possible explanation of these amplitude differences could be a Reynolds number
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Figure 4.15 – Conservative energy transfer, total ϕ and incompressible ϕI .

effect, that is the local variations of the friction Reynolds number across the channel
between the hot and cold sides. Indeed, the temperature gradient creates variations
of the local friction Reynolds number (figure 4.19), that we define as U∗τ (y)h/ν(y)
following the semi-local scaling. The local friction Reynolds number spans between
107 at the hot wall and 260 at the cold wall. Within this Reynolds number range, the
scaled isothermal profiles depend on the Reynolds number. This makes the semi-local
scaling harder to interpret, as it would prevent the hot and cold profiles to collapse. To
study the Reynolds number effect, we compare the effect of the temperature gradient
to the effect of Reynolds number variations in the isothermal configuration. We use
to this intent the data of Tsukahara et al. [298] at the friction Reynolds numbers 110
and 150, the isothermal results at Reτ = 180 and the data of Moser et al. [203] at
Reτ = 395 (considering the lack of available data between 180 and 395).

The semi-locally scaled profiles of production (figure 4.14(c)) follow very closely
a Reynolds number effect. We use the empirical relation between the maximum of
production and the friction Reynolds number of Laadhari [154] to compute the peak
of production in the isothermal configuration associated with the friction Reynolds
number of the peak of production in the anisothermal configuration (around 121 at the
hot side and 215 at the cold side). The results agree within 1% accuracy to the aniso-
thermal results. Therefore, we can conclude that the effect of the temperature gradient
on production is to a very large extent a Reynolds number effect. A mathematical ar-
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Figure 4.16 – Interaction with internal energy, total ε and incompressible ενI .

gument supporting this fact can be inferred from the mean streamwise momentum
balance, which may be rewritten with the semi-local scaling as

u′∗x u
′∗
y +

∂U
∗
x

∂y∗
=

(
1− y∗

Re∗τ

)
, (4.44)

assuming that ρu′xu′y ≈ ρu′xu
′
y and µ∂Ux

∂y
≈ µ∂Ux

∂y
. The semi-locally scaled incompress-

ible production PI
∗ is thus equal to

PI
∗

= −u′∗x u′∗y
∂U
∗
x

∂y∗
=

(
∂U
∗
x

∂y∗

)2

− ∂U
∗
x

∂y∗

(
1− y∗

Re∗τ

)
. (4.45)

This expression is identical to the expression of the production in the incompressible
case with the semi-local scaling substituting the classical scaling, hinting that the semi-
local scaling is an appropriate scaling for the production in the variable property case.

While the effect of the temperature gradient on the interaction with internal energy
(figure 4.16(c)), the viscous transfer (figure 4.17(c)) and the convection (figure 4.18(c))
is also in a large part due to a Reynolds number effect, this explanation is not sufficient
to explain the effect of the temperature gradient on these terms. The value of the
interaction with internal energy (figure 4.16(c)) at the hot wall is comprised between
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Figure 4.17 – Viscous transfer (part of the conservative energy transfer), total ϕν and incom-
pressible ϕνI .

the value at the wall in the isothermal configuration at Reτ = 110 and Reτ = 150,
despite being associated with a friction Reynolds number of 107. The semi-locally
scaled profile of the viscous transfer (4.17(c)) deviates noticeably from all isothermal
profiles from y∗ = 10 to the wall. In particular, while the semi-local profiles of the
viscous transfer in the four isothermal configurations (Reτ = 110, 150, 180, 395) pass
through the same point at y∗ = 3.5, the hot and cold anisothermal profiles deviate from
this point significantly. The difference amounts to 20% of the maximum value of the
viscous transfer throughout the channel. The semi-locally scaled hot and cold profiles
of the convection (figure 4.18(c)) are farther from the isothermal profiles at the negative
extremum than at the positive extremum, closer from the wall, which is the opposite
of what a Reynolds number effect would imply. The effect of the temperature gradient
is from these simple observations proven inconsistent with a sole Reynolds number
effect. This shows that there is an additional effect that is not taken into account
by the semi-local scaling and a Reynolds number effect. This effect is related to the
variations of the fluid properties since it is the only new physical phenomenon in the
anisothermal channel compared to the isothermal simulation. Judging from the failure
of the semi-local scaling, based on the mean local value of the fluid properties, we may
presume that the mean local value of the fluid properties do not explain the entirety of
the effect of the temperature gradient. It may thus be necessary to take into account
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Figure 4.18 – Convection (part of the conservative energy transfer), total ϕc and incompress-
ible ϕcI .

the fluctuations of the fluid properties to explain this effect. This is consistent with
the previous study of Serra et al. [265] which showed this effect through the analysis
of the isotropic component of the velocity fluctuation correlation tensor, out of which
the half-trace is governed by the energy exchanges studied here.

The integral scaling is another approach to scale the profile using the mean fluid
properties. The integral scaling significantly reduces the position asymmetry of the
classical scaling for the production (figure 4.14(d)). However, the scaling overcorrects
the amplitude difference between the hot and cold sides and swaps their positions.
The amplitude difference with the integral scaling is thus no longer consistent with a
Reynolds number effect. Moreover, the integral scaling gives very unsatisfying results
for the terms with non-zero value at the wall, in particular the interaction with internal
energy (figure 4.16(d)), since the ordering of the profiles at the wall is not changed.
Since the integral scaling appears less appropriate, this scaling will not be discussed
further in the remaining part of the paper.

All in all, the effect of the temperature gradient on the profiles at the hot and
cold sides is characterised by a twofold asymmetry. The asymmetry in the position
of the extrema is explained by the mean local variations of the fluid properties. The
asymmetry in the amplitudes is in part due to the local variations of the friction
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Figure 4.19 – Local friction Reynolds number U∗τ h
ν(y) as a function of the distance to the wall

with the semi-local scaling.

Reynolds number and in part due to the local fluctuations of the fluid properties.

Profiles of the incompressible terms in the anisothermal configuration

The effect of the temperature gradient on the profiles takes place both through the
addition of thermal terms to the energy exchanges and the alteration of the profile of
the incompressible terms. To assess the two phenomena, the set of figures 4.14 to 4.18
provides a comparison of the total energy exchanges to their incompressible part, that
we recall are formally identical to the terms in the incompressible case.

In agreements with the conclusions of the analysis of the maximum amplitude of
the terms in section 4.2.4.2, the production and the convection are not modified signifi-
cantly by the addition of the corresponding thermal terms. However, the profiles of the
interaction with internal energy, the viscous transfer and hence the conservative energy
transfer are noticeably modified. With semi-local scaling, the changes are restricted to
an area that arises very near to the wall and ends around y∗ = 20. The scaled profile of
the incompressible terms are much closer to the isothermal profile than the total term.
The addition of the thermal terms separates the three profiles more clearly, moving the
hot and cold profiles further away from each other and from the isothermal profile. In
other words, taking into account only the incompressible terms leads to results closer
to the isothermal profile than the true anisothermal profiles.

While the hot and cold profiles of the viscous transfer have a different behaviour
than the isothermal profiles, the hot and cold profiles of the incompressible viscous
transfer are more similar (figure 4.17(c)). In particular, the hot and cold profiles of
the incompressible viscous transfer pass through the point at y∗ = 3.5 as the profiles
of the viscous transfer in the four isothermal configurations (Reτ = 110, 150, 180,
395). At the hot side, the profile of the incompressible term is in line with a Reynolds
number effect. The difference between the incompressible term and the total term thus
represents the more complex interaction between temperature and turbulence.
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(c) Semi-local scaling.
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(d) Semi-local scaling, hot side inverted.

Figure 4.20 – Thermal conservative energy transfer ϕΓ .

Profiles of the thermal terms in the anisothermal configuration

We study here the thermal terms of the energy exchanges. This includes the thermal
terms of the production, of the conservative energy transfer and of the interaction with
internal energy and the total profile of the interaction with variable density kinetic
energy since this energy exchange does not have an incompressible part. The thermal
conservative energy transfer is represented in figure 4.20, the interaction with variable
density kinetic energy in figure 4.21 and the thermal interaction with internal energy in
figure 4.22. The behaviour of the thermal production is not discussed as its amplitude
was found too low.

The three profiles share an interesting characteristic unknown to any of the incom-
pressible terms. The profile at the hot and cold sides are of opposite signs. For most
terms, the sign inversion can be understood from their mathematical expression. For
instance, ∂y

(
ν ′u′x∂yUx

)
, the leading term of the thermal conservative energy transfer

undergoes a sign inversion as both ν ′u′x and ∂yUx undergo a sign inversion, which im-
plies that the derivative of their product also does. Because of the sign inversion, we
give, in addition to the profiles with the three scalings, the profile with the semi-local
scaling with sign of the term at the hot side inverted. This allows a more convenient
comparison of the hot and cold profiles when ignoring the sign difference.
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(c) Semi-local scaling.
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(d) Semi-local scaling, hot side inverted.

Figure 4.21 – Interaction with variable density kinetic energy ζ.

The shape of the three thermal terms is similar. This is rather unexpected as
the three terms are related to different energy exchanges and have different associated
incompressible profiles. Besides, the interaction with variable density kinetic energy is
interpreted as a new interaction whereas the thermal interaction with internal energy
and the thermal conservative energy transfer are seen as the thermal part of a larger
energy exchange. The hot and cold profiles both tend to zero at the wall and at
the centre of the channel. Between these two points, both profiles have two extrema,
one positive and one negative. The first extremum has a larger amplitude than the
second extremum but the second extremum has a larger spatial range. In the thermal
conservative energy transfer (figure 4.20), the two extrema have the same integral. This
term transfers the energy from the extremum close to the wall towards the centre of
the channel at the hot side, and conversely towards the wall at the cold side. On the
other hand, the first extremum has a smaller integral than the second extremum for
the thermal interaction with internal energy (figure 4.22). The effect of this term is
an energy loss at the extremum close to the wall at the cold side and a gain closer to
the centre of the channel at the cold side, and vice versa at the hot side. This can be
thought of as a pseudo-transfer in the opposite direction to the thermal conservative
energy transfer. However, this effect is accompanied by a net energy gain at the cold
side and loss at the hot side. The same remark may be applied to the interaction with
variable density kinetic energy (figure 4.21), but the transfer occurs in the opposite
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(d) Semi-local scaling, hot side inverted.

Figure 4.22 – Thermal interaction with internal energy εΓ .

direction. The amplitude of the extrema is always larger at the cold side than at the
hot side, and to a greater extent for the first extremum than for the second extremum.
As for the incompressible energy exchanges, the spatial extent of the term is at the
same time larger at the hot side compared to the cold side. As just previously noted,
the significant part of the thermal terms is limited to an area that excludes the near
vicinity of the wall and the centre of the channel. This can be explained as the velocity
and temperature fluctuations are zero at the wall and the temperature gradient is low
at the centre of the channel.

The signs of the extrema are the same for the two non-conservative thermal terms,
and are of opposite signs for the thermal conservative energy transfer. Hence, the sum
of the non-conservative terms and the sum of the conservative terms are of opposite
signs. With regard to the total energy exchanges, the sum of the non-conservative terms
is equal to the opposite of the conservative energy transfer. We may wonder if this
property holds for the thermal terms as the thermal conservative and non-conservative
terms may interact with each other only or also with the incompressible terms. To
answer this question, the sum of all thermal terms is represented in figure 4.23. The
profile is of the same order of magnitude as the thermal terms, proving that the thermal
terms do not cancel out. It is composed of three extrema where, like the individual
term, the profiles at the hot and cold side are of opposite sign. The integral of the
positive extrema is larger than the integral of the negative extrema at both the hot
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(d) Semi-local scaling, hot side inverted.

Figure 4.23 – Sum of all thermal terms ϕΓ + ζ + εΓ .

and cold sides, resulting in a net energy gain overall.

The profiles of the thermal terms are modified by the classical scaling and the semi-
local scaling in a similar way to the terms that do not vanish in the incompressible
case. With the constant scaling, an extremum is always closer to the wall at the cold
side than at the hot side. The classical scaling reduces the position differences between
the hot and cold side, and swaps their relative position. Indeed, by contrast with the
constant scaling, an extremum is always closer to the wall in wall units at the hot side
than at the cold side. The difference is very slight for the first extremum, but larger
for the second extremum. This is in agreement with the proposed interpretation of this
result given in the previous section.

With the semi-local scaling, there is no position differences between the extrema of
kinetic energy gain/loss at the hot and cold sides. Additionally, the areas where the
hot and cold profiles are of the same sign are removed. Therefore, any kinetic energy
loss coincides with a kinetic energy gain at the same position at the other side of the
channel. The semi-locally scaled hot and cold profiles can thus be considered to always
be of opposite sign and completely symmetric if not for the amplitude differences, which
are left largely unchanged. This shows that the amplitude difference cannot be solely
explained by the mean local variations of the fluid properties.
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4.2.4.4 Results in the spectral domain

In this section, the spectral behaviour of the terms of the evolution equation of the
half-trace of the velocity fluctuation correlation tensor is discussed. The spectra of the
energy exchanges are not documented in the literature with the decomposition used in
this study. Thereupon, we first describe the spectral behaviour of the energy exchanges
in the isothermal configuration. Then, we study the effect of the temperature gradient
on the spectra of the incompressible energy exchanges. Finally, we analyse the spectra
of the thermal terms separately.

Spectra of the incompressible energy exchanges in the isothermal configu-
ration

In the incompressible case, the four main spectral energy terms are the production,
the conservative energy transfer, the purely spectral transfer and the interaction with
internal energy. They are represented in the isothermal configuration in figure 4.24(c),
4.25(c), 4.26(c) and 4.27(c) respectively. We recall that for each plot, the amplitude
is given by the integration of the spectral density of the term over a wavenumber bin,
as described in section 4.2.3.5. The spectra give the total statistically averaged effect
of the term, that is the statistical balance of the energy taken and given at each wall-
normal coordinate and wavenumber. This may hide some physical phenomena from
the analysis.

The production (figure 4.24(c)) generates turbulence kinetic energy from mean ki-
netic energy in a limited area in both the spectral and spatial domains. The area is
roughly circular but slanted so that large eddies contribute to the production farther
from the wall and small eddies closer to the wall. This is consistent with the spatial
profile of production (figure 4.14) which consists of a single peak. The maximum of
production is located at (y◦ = 12; k◦ = 0.07).

The conservative energy transfer (figure 4.25(c)) transfers the energy from an area
centred on the position of the maximum of production, with a very large wavenumber
range. The energy is transferred towards the wall and slightly towards large scales.
This is consistent with the spatial profile of the conservative energy transfer (figure
4.15).

The purely spectral transfer (figure 4.26(c)) redistributes the energy among scales
with no effect in the spatial domain. The energy is taken from an area very close to the
maximum of production but slightly farther from the wall and redistributed towards
both large scales and small scales, with few spatial position shifts. The spectrum is
slanted and involves smaller eddies closer to the wall and larger eddies away from the
wall. The positive area at small scales has a twice as large amplitude than the positive
area at large scales. The purely spectral transfer thus primarily moves the energy
towards small scales. The spectrum highlights the complex redistribution of scales in
wall-bounded flows through both direct and inverse energy cascades.

The interaction with internal energy (figure 4.27(c)) dissipates kinetic energy into
internal energy very near to the wall. This is consistent with its spatial profile (figure
4.16). The extremum of its spectrum is at the same position as the positive area of the
spectrum of the conservative energy transfer. However, its spatial extent is significantly
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larger, going much closer to the centre of the channel. When away from the wall, the
scales that contribute to the interaction with internal energy are smaller. This is the
opposite behaviour of the production peak described above. Since the production and
the dissipation have opposite effect, the consequences are similar.

The conservative energy transfer is the sum of three contributions: the convection,
the viscous transfer and the pressure transfer. We study here individually the spectra
of the viscous transfer (figure 4.28(c)) and the convection (figure 4.29(c)). The pressure
transfer is not discussed as its amplitude is too small for its spectrum to be statistically
reliable in the anisothermal configuration (see section 4.2.4.2).

The viscous transfer (figure 4.28(c)) transfers the energy from an area around
y◦ = 10 to the wall with no scale shift. The transfer does not occur only in the
spatial direction, since the wavenumber range of the positive area is larger than the
wavenumber range of the negative area.

The convection (figure 4.29(c)) is characterised by transfers in both the spatial and
spectral domains. The energy is taken from an area located at the same wall-normal
coordinate as the maximum of production but at smaller scales and transferred both
towards the wall at larger scales and towards the centre of the channel at smaller scales.
The former of these two effects is however far more significant.

The overall spectral behaviour of the energy exchanges in a wall-bounded flow is
as follows. Mean kinetic energy is transformed into turbulence kinetic energy around
a particular point in the spatial and spectral domains. The energy is primarily redis-
tributed towards small scales; transferred with few scale shift towards the wall, then
transformed into internal energy.

Spectra of the incompressible energy exchanges in the anisothermal config-
uration

We now focus on the effect of the temperature gradient on the terms of the evolution
equation of the half-trace of the velocity fluctuation correlation tensor, investigated
above in the isothermal configuration. The production is represented in figure 4.24,
the conservative energy transfer in figure 4.25, the purely spectral transfer in figure 4.26,
the interaction with internal energy in figure 4.27, the viscous transfer in figure 4.28 and
the convection in figure 4.29. Let us recall that in flows with variable fluid properties,
the interaction with internal energy is the sum of two contributions: the dissipation
and the pressure dilatation correlation. Since the pressure dilatation correlation is
negligible, the spectra of the interaction with internal energy also give the spectra of
the dissipation.

For each term, we give the spectra obtained with the constant scaling and with
the semi-local scaling. As shown by the analysis in the spatial domain, the classical
scaling overcorrects the position of the maxima in the wall-normal direction because of
the large variations of the fluid properties. In the spectral domain, the classical scaling
was found to provide no further information over the constant scaling and the semi-
local scaling as this behaviour holds. For similar reasons, the results with the integral
scaling are not shown. For each scaling, we compare the spectra at the hot and cold
sides in the anisothermal configuration and the spectra in the isothermal configuration.
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Isothermal, constant scaling. (d) Isothermal, semi-local scaling.

(e) Cold side, constant scaling. (f) Cold side, semi-local scaling.

Figure 4.24 – Production P̌.
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Isothermal, constant scaling. (d) Isothermal, semi-local scaling.

(e) Cold side, constant scaling. (f) Cold side, semi-local scaling.

Figure 4.25 – Conservative energy transfer ϕ̌.
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Isothermal, constant scaling. (d) Isothermal, semi-local scaling.

(e) Cold side, constant scaling. (f) Cold side, semi-local scaling.

Figure 4.26 – Purely spectral transfer Ξ̌.
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Isothermal, constant scaling. (d) Isothermal, semi-local scaling.

(e) Cold side, constant scaling. (f) Cold side, semi-local scaling.

Figure 4.27 – Interaction with internal energy ε̌.
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Isothermal, constant scaling. (d) Isothermal, semi-local scaling.

(e) Cold side, constant scaling. (f) Cold side, semi-local scaling.

Figure 4.28 – Viscous transfer (part of the conservative energy transfer) ϕ̌ν .
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Isothermal, constant scaling. (d) Isothermal, semi-local scaling.

(e) Cold side, constant scaling. (f) Cold side, semi-local scaling.

Figure 4.29 – Convection (part of the conservative energy transfer) ϕ̌c.
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The effect of the temperature gradient is less universal in the spectral domain than
in the spatial domain. With the constant scaling, the spatial position of the spectral
extrema is modified for each term as described in the spatial domain. Namely, it is
shifted closer to the wall at the cold side and farther at the hot side. The spectral
position of the extrema is shifted towards large scales at both the hot and cold sides
compared to the isothermal spectra. The shift is small at the cold side and large at
the hot side. This creates an additional asymmetry between the hot and cold sides.
The amplitude of the extrema is larger at the hot side than at the cold side. This is
counterintuitive because the extrema in the spatial domain are larger at the cold side.
This apparent contradiction is explained by a difference in the range of scales handled.
The energy exchanges take place over a wider range of scales at the cold side and are
restricted to a smaller wavenumber range at the hot side. In other words, the larger
spatial amplitudes at the cold side do not root in larger spectral amplitudes but in a
larger number of scales handled.

In agreement with the analysis in the spatial domain, there is no spatial position
difference between the hot and cold sides with the semi-local scaling. The effect of the
semi-local scaling on the spectral position differences is not the same for each term.

With the semi-local scaling, there is no longer a spectral position difference between
the hot and cold sides of the maximum of production (figure 4.24).

This is also true for the negative area of the spectra of the conservative energy
transfer (figure 4.25), which hence stays centred on the maximum of production. The
positive area also stays centred on the extremum of dissipation, which as will be de-
scribed later means that the spectral positions of the extrema at the hot and cold sides
remain different. As a result of the inconsistency between the behaviour of the two
areas, the pseudo-transfer from the negative area to the positive area appears to be
almost entirely towards the wall at the hot side and both towards the wall and towards
large scales at the cold side.

With regard to the purely spectral transfer (figure 4.26), the spectral position dif-
ference between the hot and cold sides disappears for the negative area and the positive
area at small scales but remains for the positive area at large scales at the hot side.
The inverse energy cascade hence is modified by the complex interaction between tem-
perature and turbulence.

The extremum of the interaction with internal energy (figure 4.27) is not at the
same spectral position at the hot and cold sides. The relative positions of the hot
and cold extrema is swapped compared to the constant scaling. The extremum at
the hot side appears closer to the smallest scales than in the isothermal configuration,
and closer to the largest scales at the cold side. We previously identified that smaller
scales contribute to the interaction with internal energy away from the wall. This
behaviour almost vanishes at the hot side but is strengthened at the cold side. Taking
into account the mean local variations of the fluid properties with semi-local scaling,
the effect appears stronger.

The spectral position difference between the hot and cold sides observed with the
constant scaling remains for some extrema but vanishes for others with the semi-local
scaling. If the difference vanishes, it suggests that the spectral position asymmetry is a
direct consequence of the spatial position asymmetry, through the mean local variations
of the viscosity. If the difference remains, it suggests that the asymmetry additionally
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Cold side, constant scaling. (d) Cold side, semi-local scaling.

Figure 4.30 – Thermal conservative energy transfer ϕ̌Γ .

lies in more complex phenomena, namely the combined effect of local Reynolds number
variations and of the local fluctuations of the fluid properties.

Spectra of the thermal terms in the anisothermal configuration

The thermal terms are the thermal part of the above-investigated terms and the
total profile of the interaction with variable density kinetic energy, a thermal energy
exchange. We only discuss here the terms that have a statistically reliable spectra
from our direct numerical simulation. The thermal conservative energy transfer is
represented in figure 4.30, the interaction with variable density kinetic energy in figure
4.31 and the thermal interaction with internal energy in figure 4.32. The thermal
production is not discussed as its effect is negligible and the purely spectral transfer
has no thermal contribution.

The three terms were shown to have a similar spatial profile. The similarities
also appear in the spectral domain. As could be induced from the spatial profiles, the
spectra are composed of two areas of opposite signs at each side, that are also of opposite
sign between the hot and cold sides. That is, a kinetic energy gain (respectively loss)
at one side of the channel occurs with a kinetic energy loss (respectively gain) at the
other side of the channel. The extrema close to the wall have a significantly larger
spectral amplitude than the second extrema. The spectral amplitude in absolute value
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Cold side, constant scaling. (d) Cold side, semi-local scaling.

Figure 4.31 – Interaction with variable density kinetic energy ζ̌.

of an extremum is larger at the cold side than the hot side. This may seem obvious
from the spatial profiles but contrasts with the spectra of the incompressible energy
exchanges. In agreement with the other spectra, the extrema with the constant scaling
are closer to the large scales at the hot side and spans over a wider range of scales at
the cold side. Hence, the larger spatial amplitudes at the cold side come both from a
larger spectral amplitude and a larger number of scales handled.

The spectral position of the extrema closer to the wall is identical for the three
terms at both the hot and cold sides. The spectral position of the extrema close to the
centre of the channel is identical for the thermal conservative energy transfer and the
interaction with variable density kinetic energy, but different for the thermal interaction
with internal energy. In the former case, its spectral position with the constant scaling
is the same as the extremum close to the wall. In the latter case, it is located at smaller
scales.

For the thermal conservative energy transfer and the interaction with variable den-
sity kinetic energy, the semi-local scaling creates a spectral position shift between the
two extrema. For the interaction with variable density kinetic energy, the already ex-
isting shift is increased at the cold side and reduced at the hot side. The semi-local
scaling fails to nullify the spectral position difference between the hot and cold sides for
all extrema of the thermal terms. With the semi-local scaling, an extremum appears
closer to the small scales at the hot side. This behaviour is similar to the behaviour of
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Cold side, constant scaling. (d) Cold side, semi-local scaling.

Figure 4.32 – Thermal interaction with internal energy ε̌Γ .

some extrema of the previously discussed total terms.

The combined effect of the thermal terms is rather unobvious because of the spatial
and spectral position differences between the three terms. The spectra of the sum of all
thermal terms, represented in figure 4.33, are composed of three areas of opposite sign
between the hot and cold sides. This is in agreement with the spatial profiles (figure
4.23). The first two areas are located at the same wavenumber as the extrema closer
to the wall of the separate spectra. The third area more or less corresponds to the
extremum close to the centre of the channel of the thermal interaction with internal
energy. It is thus located at smaller scales than the first two areas. The spectra show
complex interactions both in the spatial and spectral directions and between the two
sides of the channel.

The semi-local scaling retains in the anisothermal configuration a large part of the
overall spectral behaviour of the energy exchanges found in the isothermal configura-
tion. The production and redistribution among scales of turbulence kinetic energy are
not significantly modified. However, the kinetic energy transfer towards the wall and
the dissipation are modified. In particular, the scales involved differ between the hot
and cold sides. They are shifted towards large scales at the cold side and towards small
scales at the hot side.
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(a) Hot side, constant scaling. (b) Hot side, semi-local scaling.

(c) Cold side, constant scaling. (d) Cold side, semi-local scaling.

Figure 4.33 – Sum of all thermal terms ϕ̌Γ + ζ̌ + ε̌Γ .

4.2.5 Conclusion

The energy exchanges associated with the half-trace of the velocity fluctuation
correlation tensor are investigated in the spatial and spectral domains from two direct
numerical simulations of a fully developed turbulent channel flow: one isothermal and
one anisothermal, in which the flow is subjected to a strong temperature gradient.
The flow in the anisothermal channel is mainly an incompressible flow with variable
fluid properties. The most significant thermal terms are associated with the rate of
deformation part of the viscous shear stress while the viscous terms associated with
dilatation are very small. The temperature gradient generates an asymmetry between
the profiles of the energy exchanges between the hot and cold sides. This asymmetry
consists of: (1) an asymmetry in the position of the extrema explained by the mean local
variations of the fluid properties and (2) an asymmetry in the amplitude of the extrema,
explained with, in addition, the combined effect of local Reynolds number variations
and of the local fluctuations of the fluid properties. The asymmetry originates both
from the subtle modification of the behaviour of the incompressible terms compared to
the isothermal configuration and the addition of thermal terms. Both effects are found
necessary to obtain the correct behaviour of the energy exchanges for the interaction
with internal energy, the viscous transfer and hence the conservative energy transfer.

The spectral evolution equation of the half-trace of the velocity fluctuation correla-
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tion tensor allows us to carry on the analysis of the energy exchanges into the spectral
domain. In the isothermal configuration, the purely spectral term is found to represent
a significant part of the spectral energy exchanges. It redistributes the energy among
scales through both direct and inverse cascades. The extension of the spectral decom-
position to the anisothermal configuration shows that the larger spatial amplitudes at
the cold side come from a larger number of scales handled in the spectral domain.
Additionally, an asymmetry in the wavenumber position of the spectral extrema is ob-
served near the wall. This additional effect moves the cold side to the large scales and
the hot side to the small scales.
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4.3 Conclusion of chapter 4

The ternary decomposition of total energy and the decomposition of density in a
constant and variable part give physical groundings to the study of the energy ex-
changes associated with the half-trace of the velocity fluctuation correlation tensor in
the spatial and spectral domains. The energy exchanges are very different from the
energy exchanges found in homogeneous isotropic turbulence. The dissipation does not
occur at smaller scales than the production but at similar scales. The interscale trans-
port of kinetic energy towards small scales is supplemented by an interscale transport
towards large scales and a significant amount of kinetic energy is transferred to the
near-wall region. The temperature gradient creates an asymmetry between the energy
exchanges at the hot and cold sides, which are different and deviate from the energy
exchanges in the incompressible isothermal configuration. The asymmetry can be in-
terpreted as the combined influence of the addition of thermal terms and the behaviour
modification of the incompressible terms. The most significant thermal terms are asso-
ciated with the rate of deformation part of the viscous shear stress. The other thermal
terms do not have a large effect in the flow investigated. The significant thermal terms
show some universality in their behaviour and thus in their effect on the flow, mainly
characterised by a net energy transfer towards or away from the wall.

The use of a semi-local scaling taking into account the variations of the mean local
fluid properties successfully predicts a large part of the asymmetry. However, it does
not entirely explain the amplitude differences as the energy exchanges have with the
semi-local scaling a larger spatial amplitude at the cold side than at the hot side. In
the spectral domain, the energy exchanges also handle with the semi-local scaling a
larger number of scales at the cold side and, for some terms, a wavenumber asymmetry
is observed. This suggests that a nontrivial portion of the asymmetry between the
hot and cold sides is tied to more complex effects of the temperature gradient. A low
Reynolds number effect has been identified, given by the variations of the local friction
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Reynolds number across the channel. While this further explain a large part of the
asymmetry, the results are inconsistent with a sole Reynolds number effect. In the
next chapter, the analysis will be extended with the direct numerical simulation of
the anisothermal channel at Reτ = 395 to investigate the effect of the mean friction
Reynolds number on the asymmetry.



Chapter 5

Effect of the Reynolds number on
turbulence kinetic energy exchanges

5.1 Introduction of chapter 5

The direct numerical simulations of the strongly anisothermal channel flow at the
mean friction Reynolds number of Reτ = 180 and Reτ = 395 enable the study of
the effect of the Reynolds number on the energy exchanges associated with the half-
trace of the velocity fluctuation correlation tensor. At Reτ = 180, the effect of the
temperature gradient on the energy exchanges has been investigated in the previous
chapter. This chapter focuses on the effect of the mean friction Reynolds number on
the energy exchanges and on the influence of the temperature gradient. The same
method is used to analyse the energy exchanges and the study is based on the same
decomposition of kinetic energy [89, 91]. Namely, the energy exchanges are decomposed
into incompressible terms and thermal terms. The incompressible terms are formally
identical to the terms present in the incompressible isothermal configuration. The
thermal terms are specific to flows with variable fluid properties. The energy exchanges
composed of at least one non-zero incompressible term are called incompressible energy
exchanges. The energy exchanges composed only of thermal terms are called thermal
energy exchanges.

5.2 Results

The energy exchanges associated with the half-trace of the velocity fluctuation
correlation tensor are investigated using the semi-local scaling [127], which is an ap-
propriate scaling for the energy exchanges [91][see also 224, 225, 91]. In contrast with
the classical scaling, based only on wall values, the semi-local scaling is based on a
velocity scale U∗τ and a length scale ν/U∗τ defined using the wall shear-stress and the
mean local fluid properties. This leads to a semi-local wall coordinate y∗, a semi-local
wavenumber k∗, a semi-local velocity U ∗ and a semi-local friction Reynolds number
Re∗τ ,

y∗ =
yU∗τ
ν(y)

, (5.1)
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k∗ =
kν(y)

U∗τ
, (5.2)

U ∗ =
U

U∗τ
, (5.3)

Re∗τ =
U∗τ h

ν(y)
, (5.4)

with,

U∗τ =

√
µω
ρ(y)

(
∂Ux

∂y

)
ω

, (5.5)

where the subscript ω denotes the value at the wall. The terms of the evolution equation
of the half-trace of the velocity fluctuation correlation tensor are scaled by U∗τ

4/ν(y).

The energy exchanges are investigated in the spatial and spectral domains. In
both cases, the analysis is carried out in two steps. First, we study the effect of the
mean friction Reynolds number on the incompressible energy exchanges, through the
combined effect of incompressible terms and thermal terms. Then, we study its effect
on the incompressible terms and the thermal terms separately.

5.2.1 Effect of the Reynolds number in the spatial domain

5.2.1.1 Profiles of the incompressible energy exchanges in the anisothermal
configuration

The temperature gradient creates at Reτ = 180 and Reτ = 395 an asymmetry
between spatial profiles at the hot and cold sides of the three incompressible energy
exchanges associated with the half-trace of the velocity fluctuation correlation tensor:
the production, the conservative energy transfer and the interaction with internal en-
ergy. The energy exchanges have a greater magnitude at the cold side than at the hot
side, but occur over a narrower spatial range and closer to the wall. These effects of
the temperature gradient are Reynolds number dependent.

The spatial profiles at Reτ = 180 and Reτ = 395 of the three incompressible energy
exchanges is provided in figure 5.1 with the semi-local scaling. The profiles of the two
most significant parts of the conservative energy transfer, the viscous transfer and the
convection, are also given. At higher mean friction Reynolds number, the asymmetry
between the hot and cold sides is reduced. This is consistent with the assumption
that the asymmetry between the hot and cold sides is mainly due to two separate
contributions [91]:

• the variations of the local velocity and length scales due to the variations of the
local fluid properties, to some extent taken into account by the semi-local scaling;

• a varying low Reynolds number effect between the hot and cold sides depending
on the semi-local friction Reynolds number (not taken into account by the semi-
local scaling).

Indeed, the profiles of the energy exchanges exhibit low Reynolds number effects in
the incompressible isothermal case within the Reynolds number range of this study. A
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lower Reynolds number decreases the amplitude of the energy exchanges and shifts the
profiles farther from the wall. This Reynolds number dependence is more pronounced
for the interaction with internal energy and the viscous transfer than for the production
and the convection. In the anisothermal channel, the semi-local friction Reynolds
number varies across the channel due to the temperature gradient. At Reτ = 180, the
semi-local friction Reynolds number ranges from 105 at the hot wall to 260 at the cold
wall. At Reτ = 395, the semi-local friction Reynolds number ranges from 227 at the
hot wall to 556 at the cold wall. The profiles are therefore subjected to a varying low
Reynolds number effect between the hot and cold sides, which cannot be expected to
be taken into account by any scaling based on the local fluid properties, given that the
classical wall scaling does not collapse the incompressible isothermal profiles at various
friction Reynolds number.

As at Reτ = 180 [91], the semi-local scaling properly account for the effect of the
variations of the local fluid properties on the profile of production (figure 5.1(a)) at
Reτ = 395. This is shown by the fact that the maximum of production with the
semi-local scaling follows a low Reynolds number effect according to the empirical
relation of Laadhari [154]. While the semi-local scaling is also relevant for the other
energy exchanges, the profiles of the conservative energy transfer (figure 5.1(b)) and the
interaction with internal energy (figure 5.1(c)) show evidence that the approximation
of the semi-local scaling does not perfectly take into account the effect of the variations
of the local fluid properties. The value of the interaction with internal energy (figure
5.1(c)) at the wall is not equal to that of the incompressible isothermal profile at the
wall semi-local friction Reynolds number. The hot and cold profiles of the viscous
transfer (figure 5.1(d)) deviates from all incompressible isothermal profiles, even at the
point near y∗ = 3.5 where they pass through the same points. The asymmetry between
the hot and cold profiles of the convection (figure 5.1(e)) is very small compared to a
low Reynolds number effect, especially at the positive extremum, closer from the wall.
These results confirms previous findings at Reτ = 180 [91].

Hence, the asymmetry between the hot and cold sides is reduced at Reτ = 395
compared to Reτ = 180 because low Reynolds number effects are smaller the higher
the Reynolds number. This only affects one component of the effect of the temperature
gradient however. While a simulation at even higher Reynolds number would be free of
low Reynolds number effects, the results suggest that the hot and cold profiles would
still not collapse because the approximation of the semi-local scaling does not perfectly
account for the effect of the variations of the local fluid properties. This is investigated
further by decomposing the energy exchanges into incompressible terms and thermal
terms.

5.2.1.2 Profiles of the incompressible terms in the anisothermal configu-
ration

The spatial profiles with the semi-local scaling of the incompressible terms follows
for the most part the same general behaviour as the total incompressible energy ex-
changes and are subject to a similar effect of the Reynolds number (figure 5.1). The
incompressible production is identical to the total production because the thermal pro-
duction is negligible (figure 5.1(a)). At Reτ = 180, the profiles of the incompressible
conservative energy transfer (figure 5.1(b)) and the incompressible interaction with in-
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Figure 5.1 – Profiles of the terms of the budget of the half-trace of the velocity fluctuation
correlation tensor with the semi-local scaling at Reτ = 180 and Reτ = 395. The profiles of
the two most significant parts of the conservative energy transfer are also given, The results
are compared to the reference data of Moser et al. [203] for an incompressible isothermal
channel flow at the friction Reynolds numbers 180, 395 and 590. The viscous transfer and the
convection are the two most significant parts of the conservative energy transfer.
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ternal energy (figure 5.1(c)) at the hot and cold sides are closer to each other and to
the incompressible isothermal profiles, especially in an area around y∗ = 4 but not at
the wall where the incompressible and total terms are identical. At Reτ = 395, the
effect is similar but goes further, inverting the ordering of the hot and cold profiles at
some parts of the channel, leading to a larger amplitude at the hot side. This is due
to the reduced asymmetry of the energy exchanges between the hot and cold sides.

5.2.1.3 Profiles of the thermal terms in the anisothermal configuration

We provide in figure 5.2 the spatial profiles with the semi-local scaling of the three
most significant thermal terms at Reτ = 180 and Reτ = 395: the thermal conserva-
tive energy transfer (figure 5.2(a)), the interaction with variable density kinetic energy
(figure 5.2(b)) and the thermal interaction with internal energy (figure 5.2(c)). The
interaction with variable density kinetic energy is a thermal energy exchange while the
thermal conservative energy transfer and the thermal interaction with internal energy
are parts of incompressible exchanges specific to flows with variable fluid properties.
The thermal production is not discussed because it is negligible compared to the in-
compressible production. The three investigated thermal terms show some similarity
as their profile is composed of two peaks which are of opposite sign at the hot and cold
sides, and have a larger magnitude at the cold side than at the hot side.

The profiles of the thermal terms at the two mean friction Reynolds number are
very similar. The effects of the Reynolds number on the thermal terms, very small, are
given hereafter. At Reτ = 395, the position of the extrema is shifted towards the wall
compared to Reτ = 180, reducing the position asymmetry between the hot and cold
sides for the extremum closer to the centre of the channel. The amplitude of the ex-
tremum closer to the wall is increased slightly whereas the amplitude of the extremum
closer to the centre of the channel is decreased. These effects are not significant and
do not affect notably the amplitude asymmetry between the hot and cold sides. All
in all, the Reynolds number dependence of the thermal terms is very slight, suggest-
ing that the profiles are almost universal within the Reynolds number range of this
study. Therefore, we may infer the approximate conclusion that low Reynolds number
effects only affect the incompressible terms but are negligible on thermal terms. In
other words, the thermal terms are functions of the variations of the mean local fluid
properties only and do not substantially depend on the Reynolds number. This shows
the relevance of the decomposition of the energy exchanges into incompressible terms
and thermal terms.

Since the magnitude of the incompressible terms increases with the mean friction
Reynolds number while thermal terms are largely unaffected, the relative contributions
of the thermal terms to the energy exchanges decline at high Reynolds number. On the
other hand, the relative importance of the thermal terms on the asymmetry between
the hot and cold sides become larger, given that the asymmetry between the hot and
cold sides is reduced for the incompressible terms. This follows from the assumption
that a varying low Reynolds number effect is a significant part of the effect of the
temperature gradient on the incompressible terms whereas the thermal terms are only
tied to the variations of the mean local fluid properties. Increasing the mean friction
Reynolds number reduces the low Reynolds number effects, which gives less weight to
the incompressible terms on the asymmetry between the hot and cold sides. However,
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(c) Thermal interaction with internal energy εΓ .

Figure 5.2 – Profiles of the thermal terms of the budget of the half-trace of the velocity
fluctuation correlation tensor with the semi-local scaling at Reτ = 180 and Reτ = 395.

as noted above, the incompressible terms are also in a large part related to the variations
of the local fluid properties since the decomposition does not completely separate the
two effects.

5.2.2 Effect of the Reynolds number in the spectral domain

5.2.2.1 Spectra of the incompressible energy exchanges in the anisothermal
configuration

The effect of the mean friction Reynolds number on the spectral energy exchanges
is investigated. The spectral behaviour of the energy exchanges has been described in
Dupuy et al. [91] in the incompressible isothermal case and in the anisothermal case.
The half-trace of the velocity fluctuation correlation tensor is in the spectral domain
predominantly governed by four incompressible spectral energy exchanges: the produc-
tion, the interscale transport, the conservative energy transfer and the interaction with
internal energy. The production of turbulence kinetic energy occurs around y∗ = 12
and k∗ = 0.07. The interscale transport redistributes the produced energy among
scales, mainly towards small scales but also towards large scales. The energy is, in ad-
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(d) Interaction with internal energy ε̌.

Figure 5.3 – Profiles of the terms of the budget of the half-trace of the velocity fluctuation
correlation tensor with the semi-local scaling at Reτ = 180 and Reτ = 395 as a function of
wavenumber at the location of the spatial peak of production (y∗ ≈ 12).

dition, transferred away and towards the wall by the conservative energy transfer, with
a limited scale shift from production. A cut of the spectra at the location of the spatial
peak of production (figure 5.3) show that no energy exchange predominates. The pro-
duced energy is split almost evenly in three energy processes: its transfer towards the
wall, its redistribution towards large and small scales and its conversion into internal
energy. Near the wall, takes place most of the interaction with internal energy, that is
the conversion of turbulence kinetic energy into internal energy. The production and
the purely spectral transfer are negligible. The interaction with internal energy and the
conservative energy transfer are thus in balance and occurs at the same wavenumber
(figure 5.4). At the center of the channel, the production is negligible. The energy
coming from the production area is transported towards small scales where it is dissi-
pated. The conservative energy transfer and the interaction with internal energy thus
do not occur at the same wavenumber (figure 5.5). The temperature gradient alters
the energy exchanges. They have a lower spectral magnitude at the cold side than at
the hot side, but occur at smaller wavenumbers, closer to the wall and handle a larger
range of scales.

The spectra of the four incompressible energy exchanges are provided in the set of
figures 5.6 to 5.9 with the semi-local scaling. The spectra of the viscous transfer and the
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(b) Interaction with internal energy ε̌.

Figure 5.4 – Profiles of the terms of the budget of the half-trace of the velocity fluctuation
correlation tensor with the semi-local scaling at Reτ = 180 and Reτ = 395 as a function of
wavenumber very near to the wall (at Reτ = 180, y∗ = 0.25 for the incompressible profile,
y∗ = 0.38 at the cold side and y∗ = 0.15 at the hot side; at Reτ = 395, y∗ = 0.73 at the
cold side and y∗ = 0.30 at the hot side). The production and the purely spectral transfer are
negligible.
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(c) Interaction with internal energy ε̌.

Figure 5.5 – Profiles of the terms of the budget of the half-trace of the velocity fluctuation
correlation tensor with the semi-local scaling at Reτ = 180 and Reτ = 395 as a function of
wavenumber at the center of the channel. The production is negligible.
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(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.6 – Spectra of the production P̌ with semi-local scaling at Reτ = 180 (thick lines,
light colour) and Reτ = 395 (thin line, dark colour).

convection, the two most significant parts of the conservative energy transfer, are given
in figures 5.10 and 5.11. In addition, the spatial and spectral position and the amplitude
of the peaks of each energy exchange are provided in table 5.1. With the semi-local
scaling, the general behaviour of the spectral energy exchanges are similar at Reτ =
180 and Reτ = 395. As in the spatial domain, we consider that the spectral energy
exchanges in the anisothermal configuration are in a large part due to the combination
of the variations of the local fluid properties and a varying low Reynolds number effect.
These two effects also influence the scales handled by the energy exchanges. A large
part of the wavenumber asymmetry related to the variations of the local fluid properties
is taken into account by the semi-local scaling. In accordance with the spatial results,
the spectral extrema are closer to the wall at higher mean friction Reynolds number.
This also applies to the interscale transport (figure 5.8), which has no contribution
in the spatial domain. The spectra also suggest that the range of scales handled
by the energy exchanges increases with the mean friction Reynolds number, both at
large and small scales. This differs from the classical theory of homogeneous isotropic
turbulence [254, 288], verified experimentally [108], which predicts a modification of
the spectra only at small scales. Possible explanations of this behaviour include an
effect of flow anisotropy due to the wall, the numerical procedure and the periodic
boundary conditions. A similar behaviour has been obtained by Schiavo et al. [262] in
incompressible isothermal straight and convergent-divergent channels.

Besides these general effects relevant to all energy exchanges, the production peak
(figure 5.6) is shifted towards small scales at Reτ = 395 compared to Reτ = 180 at the
hot and cold sides. Its amplitude is increased at the cold side and decreased at the
hot side, reducing the asymmetry between the hot and cold sides in terms of spectral
magnitude. The negative peak of the conservative energy transfer (figure 5.7) follows
the same pattern, thereby staying centred on the peak of production. The positive
peak behaves like the extremum of the interaction with internal energy, described later.
The negative extremum of the interscale transport (figure 5.8) is shifted towards small
scales at the higher mean friction Reynolds number while the maximum at large scales
is shifted towards large scales at the hot side and towards small scales at the cold side,
reducing the asymmetry between the hot and cold sides. The negative area and the
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(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.7 – Spectra of the conservative energy transfer ϕ̌ with semi-local scaling at Reτ =
180 (thick lines, light colour) and Reτ = 395 (thin line, dark colour).

(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.8 – Spectra of the purely spectral transfer Ξ̌ with semi-local scaling at Reτ = 180
(thick lines, light colour) and Reτ = 395 (thin line, dark colour).

(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.9 – Spectra of the interaction with internal energy ε̌ with semi-local scaling at Reτ
= 180 (thick lines, light colour) and Reτ = 395 (thin line, dark colour).
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(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.10 – Spectra of the viscous transfer (part of the conservative energy transfer) ϕ̌ν
with semi-local scaling at Reτ = 180 (thick lines, light colour) and Reτ = 395 (thin line, dark
colour).

(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.11 – Spectra of the convection (part of the conservative energy transfer) ϕ̌c with
semi-local scaling at Reτ = 180 (thick lines, light colour) and Reτ = 395 (thin line, dark
colour).

positive area at large scales have a smaller amplitude at Reτ = 395 than at Reτ = 180
whereas the positive area at small scales has a larger amplitude. The direct interscale
transport towards small scales is therefore strengthened compared to the transport
towards large scales. The extremum of the interaction with internal energy (figure 5.9)
has a larger amplitude at the higher mean friction Reynolds number. It is also shifted
towards large scales at the hot side and towards small scales at the cold side, reducing
the wavenumber asymmetry between the hot and cold side. This suggests that the
wavenumber asymmetry between the hot and cold sides at Reτ = 180 results in part
from a low Reynolds number effect, that is from the semi-local friction Reynolds number
asymmetry between the hot and cold side. The same remark can be made regarding
the amplitude asymmetry of the production peak and the wavenumber asymmetry of
the positive area at large scales of the interscale transport, although carefulness is
required. A more precise knowledge of the different effects of the friction Reynolds
number on the spectra in the incompressible isothermal case would be required for a
more accurate separation of the different effects of the temperature gradient.
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Reτ = 180︷ ︸︸ ︷ Reτ = 395︷ ︸︸ ︷
Side k∗ y∗ Amplitude k∗ y∗ Amplitude

Production C 0.062 12.4 3.00× 10−2 0.069 11.2 3.19× 10−2

H 0.065 13.5 3.42× 10−2 0.076 11.6 3.19× 10−2

Conservative energy transfer

C 0.043 0.64 1.92× 10−2 0.050 1.21 1.97× 10−2

H 0.074 0.26 1.93× 10−2 0.070 0.50 2.00× 10−2

C 0.052 12.4 −1.05× 10−2 0.070 11.7 −1.08× 10−2

H 0.066 11.9 −1.18× 10−2 0.076 11.2 −1.07× 10−2

Purely spectral transfer

C 0.021 12.4 2.65× 10−3 0.023 9.76 2.25× 10−3

H 0.032 13.5 3.73× 10−3 0.026 10.4 2.59× 10−3

C 0.063 14.0 −9.13× 10−3 0.070 11.7 −9.08× 10−3

H 0.064 16.5 −1.21× 10−2 0.075 12.4 −9.33× 10−3

C 0.186 14.6 5.29× 10−3 0.174 14.8 5.77× 10−3

H 0.187 15.8 5.07× 10−3 0.181 15.3 6.24× 10−3

Interaction with internal energy C 0.043 0.38 −1.91× 10−2 0.049 0.73 −1.99× 10−2

H 0.074 0.15 −1.97× 10−2 0.070 0.30 −2.08× 10−2

Viscous transfer

C 0.043 0.64 1.88× 10−2 0.050 1.21 1.84× 10−2

H 0.074 0.26 1.90× 10−2 0.070 0.50 1.91× 10−2

C 0.050 9.56 −7.81× 10−3 0.056 8.80 −7.50× 10−3

H 0.067 8.71 −1.06× 10−2 0.065 7.95 −9.45× 10−3

Convection

C 0.047 5.58 4.75× 10−3 0.054 5.48 5.51× 10−3

H 0.070 5.62 5.20× 10−3 0.067 5.15 5.62× 10−3

C 0.090 13.5 −7.29× 10−3 0.084 13.2 −8.09× 10−3

H 0.064 15.8 −6.52× 10−3 0.089 13.6 −7.30× 10−3

Thermal conservative energy
transfer

C 0.038 3.87 3.77× 10−3 0.052 3.59 3.33× 10−3

H 0.071 4.03 −3.08× 10−3 0.057 3.51 −2.49× 10−3

C 0.045 15.1 −9.19× 10−4 0.059 13.8 −6.94× 10−4

H 0.053 16.5 9.90× 10−4 0.052 14.5 6.51× 10−4

Interaction with variable density
kinetic energy

C 0.040 5.94 −2.04× 10−3 0.054 5.48 −1.88× 10−3

H 0.069 5.92 1.80× 10−3 0.066 5.44 1.51× 10−3

C 0.057 27.5 2.09× 10−4 0.075 27.2 1.73× 10−4

H 0.050 31.6 −2.56× 10−4 0.059 30.3 −1.66× 10−4

Thermal interaction with internal
energy

C 0.039 4.53 −1.55× 10−3 0.052 4.07 −1.37× 10−3

H 0.070 4.79 1.34× 10−3 0.056 4.30 1.05× 10−3

C 0.160 19.6 3.53× 10−4 0.150 19.8 3.15× 10−4

H 0.150 24.8 −2.39× 10−4 0.147 22.7 −2.22× 10−4

Table 5.1 – Wavenumber, wall-normal coordinate and amplitude of the local spectral extrema
of each term of the equation of the half-trace of the velocity fluctuation correlation tensor
with the semi-local scaling at the hot (H) and cold (C) sides at Reτ = 180 and Reτ = 395 in
the anisothermal configuration.
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(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.12 – Spectra of the thermal conservative energy transfer ϕ̌Γ with semi-local scaling
at Reτ = 180 (thick lines, light colour) and Reτ = 395 (thin line, dark colour).

(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.13 – Spectra of the interaction with variable density kinetic energy ζ̌ with semi-local
scaling at Reτ = 180 (thick lines, light colour) and Reτ = 395 (thin line, dark colour).

5.2.2.2 Spectra of the thermal terms in the anisothermal configuration

The spectra of the three most significant thermal terms include the spectra of the
interaction with variable density kinetic energy, a thermal energy exchange, and the
thermal conservative energy transfer and the thermal interaction with internal energy,
the thermal parts of incompressible energy exchanges. They are given with the semi-
local scaling at Reτ = 180 and Reτ = 395 in the set of figures 5.12 to 5.14. The effect
of the mean friction Reynolds number on the spatial profiles of the thermal terms was
found to be small. In the spectral domain, more differences are identified. For the
three thermal terms (figures 5.12 to 5.14), the amplitude of the extremum close to the
wall is decreased at the hot and cold sides at Reτ = 395 compared to Reτ = 180,
by around 20% at the hot side and by around 10% at the cold side. This is rather
unexpected since the amplitude of the spatial profiles is largely unaffected by the mean
friction Reynolds number. The lower spectral magnitude are counterbalanced by the
larger range of scales handled. In addition to a spatial shift towards the wall affecting
all terms, the extremum close to the wall is shifted towards large scales at the hot side
and towards small scales at the cold side. This reduces the wavenumber asymmetry
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(a) Hot side, semi-local scaling. (b) Cold side, semi-local scaling.

Figure 5.14 – Spectra of the thermal interaction with internal energy ε̌Γ with semi-local scaling
at Reτ = 180 (thick lines, light colour) and Reτ = 395 (thin line, dark colour).
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Figure 5.15 – Normalised streamwise spectrum of the half-trace of the velocity fluctuation
correlation tensor at Reτ = 180 and Reτ = 395 at the location of the spatial peak of produc-
tion (y∗ ≈ 12).

between the hot and cold sides and suggests that this asymmetry is tied to a low
Reynolds number effect. The mean friction Reynolds number seems to modify the
spectral behaviour of the thermal terms but does not alter significantly their spatial
profiles within the Reynolds number range of this study.

5.2.2.3 Kinetic energy spectrum

The energy exchanges drive the spectrum of the half-trace of the velocity fluctuation
correlation tensor, which is also asymmetrised between the hot and cold sides. Figure
5.15 gives the streamwise spectra in the anisothermal channels at Reτ = 180 and Reτ
= 395 at the location of the spatial peak of production. To compare the slope of
the different spectra at the hot and cold sides, the spectra are normalised to one at
the smallest wavenumber common to all simulations. The slope of the spectrum is
increased at the hot side and decreased at the cold side. The effect is consistent with
an effect of the semi-local friction Reynolds number as shown by the reference data of
Moser et al. [203]. We are not able to distinguish an effect of the variations of the fluid
properties on the slope of the spectrum. The variations of the fluid properties may
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have a small but insignificant effect on the slope or only affect the amplitude of the
spectrum.

5.3 Conclusion of chapter 5

The effect of the Reynolds number on the energy exchanges associated with the
half-trace of the velocity fluctuation correlation tensor are investigated in the spatial
and spectral domains in a strongly anisothermal low Mach fully developed turbulent
channel flow. The study is based on the direct numerical simulation of the channel at
the mean friction Reynolds number of Reτ = 180 and Reτ = 395. The temperature
gradient creates an asymmetry between the energy exchanges at the hot and cold side.
The asymmetry can be attributed to the combined effect of the variations of the local
fluid properties and a varying low Reynolds number effect, based on the semi-local
friction Reynolds number which varies across the channel. The effect of the variations
of the local fluid properties is to some extent taken into account by the semi-local
scaling, defined using the wall shear-stress and the mean local fluid properties. The
low Reynolds number effects, not taken into account by the semi-local scaling, are
investigated using reference data in the incompressible isothermal channel. The effects
of the semi-local friction Reynolds number variations are smaller at higher mean friction
Reynolds number, reducing the asymmetry between the hot and cold sides. With the
semi-local scaling, the energy exchanges occur closer to the wall at Reτ = 395 than at
Reτ = 180, handle a larger range of scales and have a larger spatial amplitude. The
energy exchanges are decomposed to isolate the terms specific to flows with variable
fluid properties, called thermal terms. The mean friction Reynolds number modifies the
spectral behaviour of the thermal terms but does not affect significantly their spatial
profile, showing the usefulness of the decomposition.





Chapter 6

Conclusion of part I

The energy exchanges associated with turbulence kinetic energy have been inves-
tigated in isothermal and anisothermal low Mach number turbulent channel flows.
Chapter 3 addressed the decomposition of kinetic energy to define turbulence kinetic
energy using the Reynolds average. The approach has been used to study the energy
exchanges associated with turbulence kinetic energy in the spatial and spectral domain.
Chapter 4 examined the energy exchanges using the direct numerical simulations of the
isothermal and anisothermal channel at Reτ = 180. The study focused on the effect
of the temperature gradient on the energy exchanges and on the asymmetry between
the two sides of the channel. Chapter 5 used the direct numerical simulation of the
anisothermal channel at Reτ = 395 to analyse the effect of the Reynolds number on the
energy exchanges. The results show the combined influence of all physical phenomena
governing the energy exchanges.

In strongly anisothermal channel flows, the energy exchanges associated with turbu-
lence kinetic energy are determined by the walls, the mass flow rate and the temperature
gradient. The walls create an inhomogeneity in the wall-normall direction which drives
the anisotropy of the flow and the physics of the energy exchanges. The mass flow
rate dictates the mean friction Reynolds number. The temperature gradient creates an
asymmetry between the energy exchanges at the hot and cold sides. The asymmetry
is due to the variations of the local fluid properties and low Reynolds number effects.
The variations of the local fluid properties are to some extent taken into account by
the semi-local scaling and modify the velocity and length scales of turbulence. The low
Reynolds number effects are given by the variations of the semi-local friction Reynolds
number and are dependent on the mean friction Reynolds number. Prandtl number
variations are neglected and thus out of the scope of the study.

The results suggest that at higher mean friction Reynolds number, the asymmetry
between the hot and cold sides can in a large part be predicted by the semi-local
scaling. The approximation is relevant as long as the Reynolds number dependence of
the scaled profiles is negligible in the incompressible isothermal case. In practice, the
knowledge of the semi-local variables may not be sufficient as dimensioned variables are
more relevant. In contrast to the classical incompressible scaling, which only involves
the friction velocity, the semi-local requires the knowledge of the mean local fluid
properties. The reconstruction of the dimensioned profiles from the scaled profiles and
the simulation parameters involves in strongly anisothermal flows the friction velocity
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and the friction temperature. The experimental verification of the results requires the
full development of the flow with regard to velocity and temperature. In particular,
the flow should not receive or give any heat to the constant temperature walls, which
requires a very long channel.

The energy exchanges associated with turbulence kinetic energy are relevant to
Reynolds-averaged Navier–Stokes (RANS) modelling and large-eddy simulation (LES)
modelling. RANS simulations are based on the modelling of the Reynolds stress. Fol-
lowing isotropy assumptions, the spatial energy exchanges associated with turbulence
kinetic energy are most commonly used for this purpose. Large-eddy simulations are
based on the modelling of the small scales of turbulence. This may be thought as the
approximation of the small-scale part of the spectral energy exchanges associated with
kinetic energy. In homogeneous isotropic incompressible turbulence, the small-scale
region is the realm of dissipation. This lead to the construction of purely dissipative
models. In strongly anisothermal wall-bounded flows reign many types of energy ex-
changes in the small-scale region. This makes the large-eddy simulation of these flows
more complex.



Part II

Large-eddy simulation





Chapter 7

Introduction of part II

The computational complexity of direct numerical simulation hinders the numeri-
cal simulation of three-dimensional turbulent flows in complex geometries [209]. The
total number of operations typically grows as the cube of Reynolds number, a finer
spatial and temporal discretisation being required to capture the wide range of scales
of turbulence [270]. In most practical applications, the Reynolds number is too large
to resolve all scales of motion in reasonable time. Hence arises the idea of large-eddy
simulation (LES), where the larger scales of motion are resolved and the small scales
only considered with regard to their effect on the larger scales [276, 169, 77, 78, 100].
The scale separation may be formalised using spatiotemporal filter to decompose the
fields of velocity and of the state variables into large-scale and small-scale part [169].
The large-scale fields are referred to as resolved or filtered. The small-scale fields are
referred to as unresolved, subfilter or subgrid.

Large-eddy simulation is based on the assumption of universality of small scales,
that is their independence from large-scale driving mechanisms [246, 148]. Small-
scale motions are independent from large scales and macroscopic boundary conditions.
They are relatively isotropic, self-similar and contain a minority of kinetic energy.
Compared to Reynolds-averaged Navier–Stokes modelling, less need to be modelled and
more is resolved. It is more computationally expensive and intrinsically unsteady, thus
requiring additional computational time for the averaging of the turbulence statistics.
However, it gives more detailed flow data and has become a widely recognised and
acknowledged turbulence modelling method for engineering applications [241, 204, 217].

Most authors [155] follow an implicit filtering approach, based on the resolution of
the equations governing the evolution of the filtered variables. The strategy is similar
to an under-resolved numerical simulation with a subgrid-scale model to express the
effect of the subgrid-scale on the filtered variables. No actual filtering is carried out, the
filter being implicitly determined by the equations resolved, the mesh, the numerical
method and the subgrid-scale model [190, 207, 115, 150, 97, 55, 220, 196]. By contrast,
in the explicit filtering approach [169, 184, 121, 31, 275], the convective term is filtered
explicitly to reduce the number of scales of the solution. The procedure explicitly
defines a filter length and significantly reduces the dependency of the method on the
grid and numerical errors. However, it also reduces the range of resolved scales as the
filter length must be larger than the local cell size. Large-eddy simulation is sometimes
also coupled with other modelling approaches. In particular, detached-eddy simulation
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[278, 292, 285, 279] and constrained large-eddy simulation [51, 133, 158] combines large-
eddy simulation modelling and Reynolds-averaged Navier–Stokes (RANS) modelling.

This introduction gives briefly the main ideas of large-eddy simulation filtering and
modelling. This will be useful for the investigation of the large-eddy simulation of
strongly anisothermal turbulent flows carried out in the following chapters and intro-
duced at the end of this section.

7.1 Filtering

The separation of the large-scale motions and the small-scales motion may be mod-
elled by the spatiotemporal filtering of the instantaneous flow variables [169]. It is
customary to define the low-pass filter as a convolution in an unbounded domain. For
any field ψ, the filtered field ψ is defined as

ψ(x, t) =

∫ ∞
−∞

∫ ∞
−∞

ψ(ξ, τ)G(x− ξ, t− τ, x, t) dξ dτ , (7.1)

where G is the convolution kernel, associated with a characteristic filter time ∆t and
filter length ∆. Almost universally, the time filtering is neglected in equation (7.1)
[253]. Large-eddy simulation based on time filtering has been investigated by some
authors [74, 75, 40, 41, 237, 240, 238]. We here follows the more popular approach
based on spatial filtering, the spatial filter implicitly inducing a time filtering. The
filter verifies the following fundamental properties:

• conservation of constants, that is the filter normalisation,

1 = 1; (7.2)

• linearity, i.e. for any two fields ψ1 and ψ2 and constants a1 and a2,

a1ψ1 + a2ψ2 = a1ψ1 + a2ψ2. (7.3)

In general, the filter is in however not idempotent, hence ψ 6= ψ and ψ1ψ2 6= ψ1ψ2.
The commutation of the filter with spatial derivation is also not assumed, ∂xψ 6= ∂xψ.

Three spatial filters are most classically employed in large-eddy simulation in the
one-dimensional case [102]:

• The box filter, also called rectangular or top-hat filter, is a weighted volume
average. Its filter kernel is given by

G(x− ξ) =
1

∆

[
|x− ξ| < ∆

]
. (7.4)

where [ · ] are Iverson brackets, evaluating to 1 if the proposition within bracket
is satisfied and 0 otherwise. It is associated with a sinc transfer function Ĝ in
the spectral domain,

Ĝ(k) =
sin
(
k∆/2

)
k∆/2

. (7.5)
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Figure 7.1 – Typical spectra of the turbulence kinetic energy of non-filtered and filtered
solutions in homogeneous isotropic incompressible turbulence. The Gaussian and sinc filters
have the same filter length, such that kc = π/∆ = 500. The scales are arbitrary. From Sagaut
[253].

• The sinc filter, also called spectral or sharp cutoff filter, removes frequencies
beyond the cutoff frequency π/∆ without affecting lower frequencies. Its filter
kernel is a sinc function in the spatial domain,

G(x− ξ) =
sin
(
π (x− ξ) /∆

)
π (x− ξ) /∆

. (7.6)

It is associated with a rectangular transfer function,

Ĝ(k) =
[
|k| < π/∆

]
. (7.7)

• The Gaussian filter, also called generalised Weierstrass transorm, is based on the
normal distribution

G(x− ξ) =

√
γ

π∆
2 e
− γ|x−ξ|

2

∆
2 , (7.8)

with γ is a constant. The value γ = 6 is commonly used [253]. The associated
spectral transfer function is also a Gaussian function,

Ĝ(k) = e−
∆

2
k2

4γ . (7.9)

The modification of the energy spectrum by the Gaussian and sinc filter are compared
on figure 7.1. The box filter has a compact support in the physical domain but is nonlo-
cal in the spectral domain. Conversely, the sinc filter is nonlocal in the spatial domain
and local in the spectral domain. The Gaussian filter is nonlocal both the spatial and
spectral domains. The sinc filter is idempotent, thus non-invertible. Besides, the sinc
filter is not positive. Therefore, it does not ensure positivity of the subgrid-scale vari-
ance ψ2−ψ2 for any field ψ, and of the subgrid-scale kinetic energy in particular [308].
These three continuous filters are ideal, and are approximated in practice.

Multidimensional filtering may be expressed as a sequence of one-dimensional filters
on the condition that the filter is separable [25],

ψ = ψ
xy
z

, (7.10)
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where · x, · y and · z are one-dimensional filters. This form is computationally
advantageous compared to a three-dimensional filter.

7.2 Modelling

The evolution equation of the filtered variables cannot be inferred from the flow gov-
erning equations because the filter does not, in general, commute with spatial derivation
and multiplication. The non-commutations can be represented with the introduction
of subgrid terms. To close the system of equations, the subgrid terms are modelled
using an algorithm computable in a large-eddy simulation. The models are called
subgrid-scales models. The addition of the subgrid-scale models should not violate
the symmetry properties of Navier–Stokes equations [280, 216, 242], including Galilean
invariance [107], and the laws of thermodynamics. It is also desirable that the models
have no effects in flows without subgrid-scale generation, and conversely in flows with
an interscale energy transport towards subgrid scales [304]. In wall-bounded flows, the
consistency of the asymptotic near-wall behaviour of the model with the exact sub-
grid term is considered very important [213, 214]. An excellent review of the physical
properties of some subgrid-scale models may be found in Silvis et al. [273].

The filter-derivative non-commutation subgrid terms are proportional to the local
filter length [300, 301]. Therefore, the filter and the derivative generally only commute
for space-independent filter length in an unbounded domain [116]. However, many flows
exhibit large variations of length scales, rendering the use of the space-independent filter
length computationally impracticable. In that case, the use of specifically designed
filters, commuting with the derivative up to an arbitrary order, has been suggested
[300, 302]. The modelling of the filter-derivative non-commutation subgrid term may
also be considered [117]. More often however, the filter-derivative non-commutation
subgrid terms are simply neglected to simplify the expression of the filtered governing
equations [169].

In the incompressible isothermal case, the filtering of the Navier–Stokes equations
only involve one filter-multiplication non-commutation subgrid term, related to the
momentum convection, and often called subgrid-scale tensor,

FUjUi = UjUi − U j U i. (7.11)

As will be discussed in the following chapters, the filtering leads to additional subgrid
terms in strongly anisothermal turbulent flows. This will not be discussed further in
this introduction because most modelling strategies are in common. The modelling
of the subgrid-scale tensor has received a lot of attention from the literature. Several
modelling strategies have been developed. Algebraic or zero-equation models express
the subgrid-scale model as a function of the filtered variables and the filter length scales.
They differ from models requiring the resolution of one or more additional transport
equations to compute the subgrid-scale model [253, 181]. This thesis focus only on
algebraic models, of the form

FUjUi ≈ τmod
ij (U ,∆), (7.12)

where the function τmod
ij (U ,∆) is a subgrid-scale model. Orthogonal to this distinction

is the classification of subgrid-scale models into structural and functional models [253].
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7.2.1 Structural models

Structural models approximate the effect of the filter without assumptions on the
physical nature of the effect of the subgrid term. A review of structural models is
given by Lu and Rutland [181]. We here describe the two most popular zero-equation
approaches:

Gradient Model

The gradient model [169, 64] is based on a Taylor series expansion of the filter.
Equation (7.1) may be approximated as

ψ =
∞∑
n=1

γ2n
∂2nψ

∂x2n
, (7.13)

for an even filter kernel. The coefficients are given by γn = ∆
n
/(2n(n + 1)!) for

a box filter and γn = (n − 1)!!∆
n
/(12n/2n!) for a gaussian filter [137]. The Van

Cittert iterative deconvolution [299, 283, 284], gives a series expansion of the
inverse of the filter,

G−1 =
∞∑
n=1

(1−G)n . (7.14)

Using (7.13) and (7.14), an approximation of the subgrid-scale tensor can be
obtained from

UjUi − U j U i = U
−1

j U
−1

i − U j U i. (7.15)

At the second order, this expression leads to

τGrad.
ij (U ,∆) =

1

12
Gij(U ,∆) =

∆
2

k

12

∂U i

∂xk

∂U j

∂xk
, (7.16)

with the box and gaussian filter. We will use the generalised definition

τGrad.
ij (U ,∆) =

CGrad.

12
Gij(U ,∆) = CGrad.∆

2

k

12

∂U i

∂xk

∂U j

∂xk
. (7.17)

The classical gradient model is recovered using CGrad. = 1.

Scale-similarity model

The scale-similarity model [14, 180] assumes that structure of subgrid scales is
similar to the structure of the smallest resolved scales. Using a test filter ( ·̂ ),
explicitly computed in a large-eddy simulation, the subgrid-scale tensor is ap-
proximated as

τSimil.
ij (U ,∆) = CSimil.Lij(U) = CSimil.

(
Û jU i − Û j Û i

)
, (7.18)

The original version of the model uses a second application of the large-eddy
simulation filter and CSimil. = 1 [14]. Introducing the Taylor series expansion
(7.13) of the filter in this scale-similarity model is equivalent to the gradient
model (7.16) at the second order [42, 314]. However, the two methods are not
identical since the higher-order terms are different.
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7.2.2 Functional models

Functional models, also called eddy-viscosity models, assume that the effect of
subgrid scales is similar to viscous effects, hence strictly dissipative. The main action
of subgrid scales is the dissipation of the energy they receive from large scales, thus
they may be modelled with a subgrid-scale model ensuring the dissipation of the energy
that should have been transported from large scales to small scales [98]. These models
rely on the energy cascade model of homogeneous isotropic turbulence, challenged
as seen in part I in wall-bounded turbulent flows, the wall adding a spatial energy
transfer to the energy exchanges and an inverse energy cascade, towards large scales,
to the interscale transport. The prediction of the inverse energy cascade is required
for an accurate estimation of the subgrid-scale dissipation but can lead to numerical
instabilities [82, 135, 194, 7, 58, 311].

Eddy-viscosity models assume that the subgrid term is aligned with the rate of
deformation tensor [32],

τmod
ij (U ,∆) = −2νmod

e

(
Sij − 1

3
Skk
)
, (7.19)

with Sij = 1
2

(
∂jU i + ∂iU j

)
the rate of deformation tensor and νmod

e the eddy-viscosity,
whose expression depends on the particular model used. Most authors consider that
only the deviatoric part of the subgrid term is modelled,

τij − 1
3
τkk = −2νmod

e

(
Sij − 1

3
Skk
)
, (7.20)

as the right-hand side of equation (7.20) has zero trace. The modelling of the isotropic
part of the subgrid-scale tensor τkk has been suggested by Yoshizawa [320][see also
281, 189] but is either neglected or ignored by most authors, on the basis that it can
be included as part of the filtered pressure. In practice, this is equivalent to the use of
(7.19), modifying only the interpretation of the results.

The first and most well-known eddy-viscosity model is the Smagorinsky model [276].
This model gives satisfactory results in homogeneous isotropic incompressible turbu-
lence [187] but does not generalise well to more complex geometries. A fundamental
problem of the Smagorinsky model [276] is that it is based on an invariant that does not
asymptotically vanish near walls. Various alternative eddy-viscosity models have been
proposed in the literature. The list includes the Smagorinsky model [276], the WALE
model [213], the Vreman model [304], the Kobayashi model [147] the shear-improved
Smagorinsky model [174], the Sigma model [214], the QR model [303], the VSS model
[252]. the S3PQR model [294], the AMD model [250], and the vortex-stretching model
[273]. In addition, damping function and wall models can be used to improve the
asymptotic near-wall behaviour of the model [230, 231, 228, 227].

7.2.3 Mixed models

Mixed models combine structural and functional models. The goal is to combine the
perceived advantages of both type of modelling, namely the capture of the structure
and anisotropy of the subgrid term for structural models, and the prediction of the
interscale energy transport between resolved scales and subgrid scales for functional
models. The main family of mixed models, introduced by Bardina et al. [14], expresses
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the subgrid term as a linear combination of a structural model and a functional model,
often the Smagorinsky model [276]. The multiplicative mixed models of Ghaisas and
Frankel [113, 114] may also be seen as mixed models.

7.2.4 Dynamic models

Most algebraic models involve a multiplicative constant, determined theoretically
or empirically, whose optimal value might depend on the physics of the flow inves-
tigated. Germano et al. [112] proposed a method to dynamically adjust the value
of this multiplicative constant, reducing the number of parameters of the model. The
method is essentially an algorithm that allow the construction from any algebraic model
τmod
ij (U ,∆) of a new model τdyn,mod

ij (U ,∆), referred to as the dynamic version of the
model,

τdyn,mod
ij (U ,∆) = Cdynτmod

ij (U ,∆). (7.21)

The determination of the parameter Cdyn is carried out using a test filter ( ·̂ ) and
the assumption, following the scale-similarity hypothesis, that the above formula holds
with the same parameter Cdyn at both the level of the large-eddy simulation filter and
the level of the test filter,

UjUi − U j U i ≈ Cdynτmod
ij (U ,∆), (7.22)

ÛjUi − Û j Û i ≈ Cdynτmod
ij (Û , ∆̂). (7.23)

The value of ∆̂ is best approximated as ∆̂ = (∆i + ∆̂i)
1/2 for Gaussian and box filters

[111, 307]. Filtering (7.22), and assuming

Cdynτmod
ij (U ,∆)
∧

= Cdynτmod
ij (U ,∆)
∧

, (7.24)

it follows that
Lij(U) ≈ Cdynmij(U ,∆), (7.25)

where Lij(U) is given by equation (7.18) and

mij(U ,∆) = τmod
ij (Û , ∆̂)− τmod

ij (U ,∆)
∧

. (7.26)

The parameter Cdyn may be determined from relation (7.25) as all terms are computable
in a large-eddy simulation. Dynamic procedures aim to minimise the residual

Eij(U ,∆) = Lij(U)− Cdynmij(U ,∆). (7.27)

This relation needs to be contracted to determine a single value of the parameter. The
non-contraction of equation (7.27) defines tensorial parameters Cdyn

ij , extending the
dynamic procedure to the construction of models of the form

τ ten,dyn,mod
ij (U ,∆) = Cdyn

ij τmod
ij (U ,∆), (7.28)

where no implicit summations over i and j are assumed.

The computed parameter exhibits a large spatiotemporal variability and may take
negative values. To increase the robustness of the parameter calculation, a clipping pro-
cedure or a local, global or Lagrangian averaging should be introduced [118, 195, 221].
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A non-global averaging may be used to adapt the model to the local structure of the
flow and improve its asymptotic near-wall behaviour, particularity in the case of the
Smagorinsky model [276]. However, this is numerically instable if the subgrid-scale
model has already a proper asymptotic near-wall behaviour [19]. Global averaging
may then be used [321, 162, 19, 274], following Park et al. [221] who extended previ-
ous dynamic procedure and suggested a new method based on the global equilibrium
hypothesis [71].

We here describe three approaches, given as follows:

Scalar dynamic method

Following the approach of Lilly [177], the parameter is computed to minimise the
variance of the residual,

∂ 〈EklEkl〉
∂Cdyn

= 0, (7.29)

leading to

Cdyn =

〈
mij(U ,∆)Lij(U )

〉〈
mmn(U ,∆)mmn(U ,∆)

〉 . (7.30)

Tensorial dynamic method

As in the (scalar) dynamic method, the tensorial parameter of the model is
computed dynamically to minimise for all i and j the variance of the residual
[1],

∂ 〈EklEkl〉
∂Cdyn

ij

= 0 for all i and j, (7.31)

leading to

Cdyn
ij =

〈
mij(U ,∆)Lij(U )

〉〈
mij(U ,∆)mij(U ,∆)

〉 . (7.32)

where no implicit summations over i and j are assumed.

Zero-residual dynamic method

The tensorial parameter of the model is computed dynamically to zero for all i
and j the statistical average of the residual,

〈Eij〉 = 0 for all i and j, (7.33)

leading to

Cdyn
ij =

〈
mij(U ,∆)Lij(U )

〉〈
mij(U ,∆)mij(U ,∆)

〉 . (7.34)

where no implicit summations over i and j are assumed.

The average 〈 · 〉 may be computed as an averaging over the homogeneous directions
or as a volume average for a global determination of the parameter [221]. The formula
needs to be adapted if a mixed model is used [199] or if only the deviatoric part of the
subgrid term is modelled.
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7.3 Objectives of this work

We investigate the large-eddy simulation of strongly anisothermal turbulent flows.
The validation of subgrid-scale models is carried out using a priori tests and a poste-
riori tests. A priori tests compare the subgrid-scale models to the subgrid term com-
puted from the filtering of experimental or numerical three-dimensional flow fields. A
posteriori tests investigate the predictions of large-eddy simulations implementing the
subgrid-scale models. It is difficult to assess the consequence of the errors found in a pri-
ori tests with regard the predictive capability of the models in large-eddy simulation.
For instance, it is well-known that the gradient model [169] and the scale-similarity
model [14] give poor performances used alone in a posteriori tests despite being well
correlated with the exact subgrid term in a priori tests [14, 253, 259, 24, 141]. On
the other hand, the a posteriori evaluation of subgrid-scale models is complicated by
the strong dependence of the results of the large-eddy simulations on the numerical
method. Besides, it is often difficult to assess from the results of a posteriori tests the
underlying cause of the failure of the models [253].

The analysis is carried out within the context of the simulation of strongly aniso-
thermal turbulent channel flows with the low Mach number equations. Chapter 8
studies the filtering of the low Mach number equations from the direct numerical sim-
ulations presented in section 1.3 to identify the relevant subgrid terms. The coupling
between temperature and turbulence leads to additional subgrid terms. Chapter 9 ad-
dresses their modelling of strongly anisothermal turbulent flows from a priori tests, also
using the results of the direct numerical simulations presented in section 1.3 Chapter 10
carries on the study of the subgrid-scale modelling from a posteriori tests at Reτ = 180
and Reτ = 395.





Chapter 8

Study of the large-eddy simulation
subgrid terms of a low Mach number
anisothermal channel flow

8.1 Introduction of chapter 8

The large-eddy simulation of strongly anisothermal low Mach number flows involve
additional specific subgrid terms compared to the incompressible isothermal configura-
tion because of the variations of the fluid properties. The interaction between temper-
ature and turbulence creates density-velocity correlations and nonlinearities related to
the viscous shear-stress and the conductive heat flux, which might require modelling.
The scale separation can be approached from the filtering of any formulation of the
Navier–Stokes equations or appropriate approximation of the Navier–Stokes equations.
In this chapter, we investigate the filtering of the low Mach number equations, suited
to the flows found in solar receivers. The subgrid terms arising from the filtering of
the low Mach number equations are classified to identify the most significant filter-
derivative non-commutation subgrid terms and filter-multiplication non-commutation
subgrid terms. The analysis is carried out with different formulations of the filtered
low Mach number equations. This strategy seeks to identify the most well-suited for-
mulation.

The subgrid terms of the low Mach number equations depend on the set of variables
resolved in the large-eddy simulation. In compressible flows, most authors use a change
of variable in which the filtered variables are weighted by density. This density-weighted
filter is called Favre filter. The unweighted filter is called classical filter. The expression
of the filtered governing equations in terms of Favre-filtered variables removes the sub-
grid terms related to density-velocity correlations. However, its relevance is not clear
for the low Mach number equations from a modelling perspective because the velocity
appears without the density in the energy conservation equation. The assessment of
the relevance of the classical filter and the Favre filter should take into account the
manner the equations are arranged upon filtering. To make the comparison of the two
approaches as fair as possible, we investigate both the filtering of the momentum con-
servation equation, in which the velocity appears along with density, and the filtering
of the velocity transport equation, in which the velocity appears without the density.
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The filtering of the low Mach number equations is investigated from the results of
the direct numerical simulations of fully developed strongly anisothermal channel flows
at Reτ = 180 and Reτ = 395 presented in section 1.3. The strength of the subgrid terms
is compared according to their quadratic mean. The filtering is carried out with box
filters of various filter widths. The box filter is simple, fits well with the intuitive idea
of spatial averaging and is an approximation of the implicit filter associated with finite
differences methods [248, 263]. The spectral filter is more appropriate to represent
the implicit filter associated with spectral methods. The Gaussian filter has a non-
compact support and would need to be approximated with a windowed Gaussian filter.
We verified that the results were similar using the second-order Taylor series expansion
(7.13) of the filter up to filter length six times as large as the local cell size, suggesting
that the dependence of the analysis on the choice of the filter is not strong.

8.2 Paper 3

This section reproduces the paper D. Dupuy, A. Toutant, and F. Bataille. Study of
the large-eddy simulation subgrid terms of a low mach number anisothermal channel
flow. International Journal of Thermal Sciences, 135:221–234, 2018 [90].

Abstract

The subgrid terms of the low Mach number equations are investigated
in a strongly anisothermal low Mach number flow. The filtered low Mach
number equations are established in three formulations in order to compare
the unweighted classical filter and the density-weighted Favre filter on the
one hand, and the filtering of the momentum conservation equation and the
velocity transport equation on the other hand. In the three formulations,
we establish the filtered equations of mass conservation, momentum conser-
vation, energy conservation, of the ideal gas law and of the resolved kinetic
energy transport equation. The magnitude of all subgrid terms is assessed
a priori in the three formulations using the results of direct numerical sim-
ulations of a strongly anisothermal fully developed turbulent channel flow.
The classification of the subgrid terms gives the relevance of various effects
of the temperature gradient.

8.2.1 Introduction

In solar power towers, the solar flux is concentrated towards the solar receiver,
wherethrough its energy is transferred to the heat transfer fluid. The optimisation of
the internal geometry of the solar receiver is a key challenge for the efficiency of solar
power towers. The thermal exchange towards the fluid should be maximised while the
pressure loss should be minimised. This long-term goal would benefit from accurate
numerical simulations of the low Mach number strongly anisothermal turbulent flows
found in solar receivers [265]. However, high numerical costs prevent the direct nu-
merical simulation (DNS) of all scales of turbulence in the conditions of a real solar
receiver. An effective alternative is the thermal large-eddy simulation (LES). The LES
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resolves the largest scales of the flow and models the effect of the small scales on the
large scales. The method requires subgrid-scale models suited to low Mach number
strongly anisothermal turbulent flows [10, 11, 91].

The subgrid terms can be investigated a priori from high-resolution three-dimensional
flow fields. A priori tests were carried out with particle image velocimetry measure-
ments [180, 43] and DNS results, in incompressible isotropic homogeneous turbulence
[64, 1], rotating turbulence [182], channel flows [229, 175], in two phase divergence-free
flows [291], in passive and active scalar decaying homogeneous turbulence [56, 113]
and in flows with purely compressible effects, in a temporal shear layer [309, 310, 306]
and in freely decaying homogeneous isotropic turbulence [189]. In flows with variable
fluid properties, the analysis can be carried out using two large-eddy simulation filters,
the unweighted classical filter and the density-weighted Favre filter [94]. The Favre
filter is used by most authors in compressible flows [109]. The classical filter has been
employed by Yoshizawa [320], Sun and Lu [286], Boersma and Lele [27], Bodony and
Lele [26] and Sidharth et al. [272]. In addition, the set of subgrid terms to model
depends on the formulation of the filtered governing equations, of the energy equation
in particular but also of the momentum equation [271]. Using a priori tests, Vreman
et al. [309] and Martín et al. [189] assessed the amplitude of all subgrid terms involved
in the compressible Navier–Stokes equations for different formulations of the energy
conservation equation.

In the literature, the subgrid terms have not been investigated for low Mach num-
ber strongly anisothermal turbulent flows. In this paper, we extend the analysis to
this configuration. In strongly anisothermal flows, the large temperature differences
require taking into account the variations of the fluid properties. If in addition the
flow is turbulent, the variations of the fluid properties are related to the velocity fluc-
tuations. The figure 8.2 is an illustration of the correlation between the velocity and
temperature. The isosurface of figure 8.2 is not only an isotherm but also a surface
of isodensity, isoviscosity and isoconductivity. Both the velocity and temperature pro-
files are turbulent and exhibit a wide range of length scales. The correlations between
velocity and temperature lead to additional subgrid terms associated with the nonlin-
earities of the viscous term and of the heat flux. In the literature, these additional
subgrid terms are always neglected (see for example [265, 317, 4, 52, 264, 258, 176]).
However, to the best of our knowledge, there is no study to justify this assumption in
low Mach number flows. We investigate whether these additional subgrid terms may
be neglected. This study is essential for the flows found in solar receivers, characterised
by a strong coupling between turbulence and temperature, along with high variations
of the fluid properties (density, viscosity and thermal conductivity) with temperature
[290].

We study the subgrid terms using the results of direct numerical simulations of
a strongly anisothermal fully developed turbulent channel flow. The investigation is
based on a particular form of the Navier–Stokes equations under the low Mach number
hypothesis, called low Mach number equations [87]. The filtering of the low Mach
number equations gives rise to specific subgrid terms. Three formulations of the filtered
low Mach number equations are investigated, which leads to three specific sets of
subgrid terms. The analysis is carried out using the classical filter and the Favre
filter. With the classical filter, we compare the filtering of the momentum conservation
equation to the filtering of the velocity transport equation. We assess the magnitude
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of each term in the three formulations. This provides insights on the asymmetry of
the subgrid and non-subgrid terms between the two sides of the channel and on the
relative importance of the various competing physical processes. The study takes into
account both the subgrid terms associated with non-commutation of the filter with the
derivative and the nonlinearities arising from the large variations of the fluid properties.
The objective is to identify the subgrid terms that can be neglected and the subgrid
terms that should be modelled in the three formulations.

We describe the low Mach number equations in section 2. In section 3, we study the
filtering of the low Mach number equations in three formulations. The subgrid terms
derived in the general case are then estimated in the channel flow configuration. The
detailed channel flow configuration can be found in section 4 as well as the numerical
method used to compute the subgrid terms. The results are discussed in section 5.

8.2.2 Low Mach number equations

We consider a turbulent flow at low Mach number (Ma < 0.3). The low Mach
number hypothesis let us use Paolucci’s method [219] to remove acoustic effects from
the Navier–Stokes equations. Each variable of the Navier–Stokes equations is written
as a power series of the squared Mach number. Keeping only the smaller-order terms
leads to the so-called low Mach number equations. The pressure is split in two parts:
the thermodynamical pressure P , mean pressure in the domain, and the mechanical
pressure P0, associated with momentum variations. The thermodynamical pressure is
constant in space. The gas is air, an ideal gas for the purpose of this study. The effects
of gravity are neglected.

Those considerations lead to the low Mach number equations, given by:

• Mass conservation equation

∂ρ

∂t
+
∂ρUj
∂xj

= 0, (8.1)

• Momentum conservation equation

∂ρUi
∂t

= −∂ρUjUi
∂xj

− ∂P

∂xi
+
∂Σij

∂xj
, (8.2)

• Energy conservation equation

∂Uj
∂xj

= − 1

γP0

[
(γ − 1)

∂Qj

∂xj
− ∂P0

∂t

]
, (8.3)

• Ideal gas law

T =
P0

ρr
, (8.4)

with ρ the density, T the temperature, Σij the shear-stress tensor, Qj the conductive
heat flux, γ the heat capacity ratio, r the ideal gas specific constant, t the time, P
the mechanical pressure, P0 the thermodynamical pressure, Ui the i-th component
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of velocity and xi the Cartesian coordinate in i-th direction. Einstein summation
convention is used and δij is the Kronecker delta.

In the low Mach number equations, the energy conservation equation has a distinc-
tive form. The local conservation of energy is imposed by a constraint on the divergence
of the velocity. Namely, the dilatation of the fluid is proportional to the difference be-
tween the conductive heat flux and the global variation of thermodynamical pressure.
To obtain equation (9.3), we use the low Mach number hypothesis to approximate the
compressible energy conservation equation in enthalpy form as [212]

∂ρCpT

∂t
+
∂ρUjCpT

∂xj
=
∂P0

∂t
− ∂Qj

∂xj
, (8.5)

where Cp is the heat capacity at constant pressure. We then use the ideal gas law (9.4)
to substitute in this equation ρT with P0/r. Using the fact that the thermodynamical
pressure is constant in space, we isolate the divergence of the velocity and combine the
two temporal terms.

We assume that air is a Newtonian fluid to compute the shear-stress tensor,

Σij = µ(T )

(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3
µ(T )

∂Uk
∂xk

δij. (8.6)

The heat flux is given by

Qj = −λ(T )
∂T

∂xj
. (8.7)

The variations of viscosity with temperature are accounted for by the Sutherland’s
law [287],

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S

T + S
, (8.8)

with µ0 = 1.716 ·10−5 Pa s, S = 110.4 K and T0 = 273.15 K. The thermal conductivity
is deduced from the Prandlt number Pr and the heat capacity at constant pressure
Cp, both assumed constant with Pr = 0.76 and Cp = 1005 J kg−1 K−1. The ideal gas
specific constant is r = 287 J kg−1 K−1.

We will study the filtering of the low Mach number equations in three formulations
that we shall call the Classical formulation, the Favre formulation and the Velocity
formulation.

8.2.3 Filtering of the low Mach number equations

The large-eddy simulation is based on the idea of scale separation. Theoretically,
the separation is carried out by the application of a filter, denoted ( · ), on the Navier–
Stokes equations. We restrict our discussion in this paper to a spatial filter. The filter
is taken to verify the properties of conservation of constants, a = a with a a constant,
and of linearity, φ+ ψ = φ+ψ for any φ and ψ [253]. Note however that the filter may
be inhomogeneous and thus not commute with derivation. In the following, this spatial
filter will be referred to as the classical filter. The formulation of the filtered low Mach
number equations involves two kinds of subgrid terms. The first kind arises from the
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non-commutation of the filter with the derivative and are related to the variations of
filter width, that is from the LES mesh inhomogeneity. They are denoted in the form
Cβ
α . The second kind arises from nonlinearities, that is from the non-commutation

between the filtering and the multiplication operator. They are denoted in the form
Fα. Most of them are related to the large variations of the fluid properties, with the
notable exception of the subgrid term associated with momentum convection.

8.2.3.1 Classical formulation

In the Classical formulation, the low Mach number equations are filtered with the
classical filter and expressed in terms of classical-filtered variables. The filtered low
Mach number equations in the Classical formulation are given by:

• Mass conservation equation

∂ρ

∂t
+

∂

∂xj

(
ρU j + FρUj

)
+ Cj

ρUj
= 0, (8.9)

• Momentum conservation equation

∂

∂t

(
ρU i + FρUi

)
= − ∂

∂xj

(
ρU j U i + FρUjUi

)
− Cj

ρUjUi
− ∂P

∂xi
− Ci

P

+
∂

∂xj

(
Σ̌ij + FΣij

)
+ Cj

Σij
,

(8.10)

• Energy conservation equation

∂U j

∂xj
+ Cj

Uj
= −γ − 1

γP0

[
∂

∂xj

(
Q̌j + FQj

)
+ Cj

Qj

]
− 1

γP0

∂P0

∂t
, (8.11)

• Ideal gas law

T =
P0

r

(
1

ρ
+ F1/ρ

)
, (8.12)

with the classical filter counterparts of the shear-stress tensor and of the heat flux given
by

Σ̌ij = µ(T )

(
∂U i

∂xj
+
∂U j

∂xi

)
− 2

3
µ(T )

∂Uk

∂xk
δij, (8.13)

Q̌j = −λ(T )
∂T

∂xj
, (8.14)

with µ the dynamic viscosity, λ the thermal conductivity and the following subgrid
terms:

Cj
ρUj

=
∂ρUj
∂xj

− ∂ρUj
∂xj

(8.15) Cj
ρUjUi

=
∂ρUjUi
∂xj

− ∂ρUjUi
∂xj

(8.16)
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Ci
P =

∂P

∂xi
− ∂P

∂xi
(8.17)

Ci
Σij

=
∂Σij

∂xj
− ∂Σij

∂xj
(8.18)

Cj
Uj

=
∂Uj
∂xj
− ∂U j

∂xj
(8.19)

Cj
Qj

=
∂Qj

∂xj
− ∂Qj

∂xj
(8.20)

FρUj = ρUj − ρU j (8.21)

FρUi = ρUi − ρU i (8.22)

FρUjUi = ρUjUi − ρU j U i (8.23)

FΣij = Σij − Σ̌ij (8.24)

FQj = Qj − Q̌j (8.25)

F1/ρ =
1

ρ
− 1

ρ
(8.26)

In addition, it is useful to express the transport equation of the resolved kinetic
energy ρE = 1

2
ρU iU i. Indeed, the total energy conservation is not explicitly stated in

the system of equations (8.9)–(8.12) but implied by the momentum conservation equa-
tion (8.10) and the energy conservation equation (8.11). The resolved kinetic energy
transport equation is the part of total energy conservation related to the momentum
conservation. It is obtained from equation (8.10) multiplied by U i and equation (8.9),

∂ρE

∂t
−
∂EFρUj
∂xj

+ FρUj
∂E

∂xj
− ECj

ρUj
+
∂U iFρUi
∂t

− FρUi
∂U i

∂t

= − ∂

∂xj

(
ρU j E + U iFρUjUi

)
+ FρUjUi

∂U i

∂xj
− U iC

j
ρUjUi

− ∂U iP

∂xi
+ P

∂U i

∂xi
− U iC

i
P

+
∂

∂xj

(
U iΣ̌ij + U iFΣij

)
−
(
Σ̌ij + FΣij

) ∂U i

∂xj
+ U iC

j
Σij
.

(8.27)
This equation gives the contribution of the subgrid terms of the filtered momentum
conservation equation to the balance of the resolved kinetic energy. It will be used to
assess the magnitude of their energetic contribution. The contribution of the subgrid
terms with regard to total energy is given by the subgrid terms of the resolved kinetic
energy transport equation (8.27) and the energy conservation equation (8.11).

8.2.3.2 Favre formulation

The use of the Favre filter ( ·̃ ) is common when working with variable density
flows. It is a variable change in which filtered variables are weighted by density. For
any variable φ, the Favre-filtered variable φ̃ is defined as φ̃ = ρφ/ρ. With the Favre
filter, we avoid the subgrid terms associated with the nonlinearities of the form ρφ in
the convective term of the mass conservation equation, the time derivative term of the
momentum conservation equation and the ideal gas law. On the other hand, a subgrid
term is added when a variable φ appears without the density, as the velocity in the
energy conservation equation. The subgrid terms associated with the nonlinearities
of the shear-stress tensor and of the conductive heat flux are modified by the use of
the Favre filter, but it is not obvious to what extent this affects the behaviour and
importance of the subgrid terms. Finally, the subgrid terms associated with the non-
commutation of the filter with the derivative are not modified by the use of the Favre
filter.

In the Favre formulation, the low Mach number equations are filtered with the
classical filter and expressed in terms of Favre-filtered variables. The filtered low Mach
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number equations in the Favre formulation are given by:

• Mass conservation equation

∂ρ

∂t
+
∂ρŨj
∂xj

+ Cj
ρUj

= 0, (8.28)

• Momentum conservation equation

∂ρŨi
∂t

= − ∂

∂xj

(
ρŨjŨi + ρGUjUi

)
− Cj

ρUjUi
− ∂P

∂xi
− Ci

P

+
∂

∂xj

(
Σ̂ij +GΣij

)
+ Cj

Σij
,

(8.29)

• Energy conservation equation
∂

∂xj

(
Ũj + ρGUj/ρ

)
+ Cj

Uj
= −γ − 1

γP0

[
∂

∂xj

(
Q̂j +GQj

)
+ Cj

Qj

]
− 1

γP0

∂P0

∂t
,

(8.30)

• Ideal gas law

T̃ =
P0

ρr
, (8.31)

with the Favre filter counterparts of the shear-stress tensor and of the heat flux given
by

Σ̂ij = µ(T̃ )

(
∂Ũi
∂xj

+
∂Ũj
∂xi

)
− 2

3
µ(T̃ )

∂Ũk
∂xk

δij, (8.32)

Q̂j = −λ(T̃ )
∂T̃

∂xj
, (8.33)

and the following subgrid terms specific to the Favre formulation:

GUjUi = ŨjUi − ŨjŨi (8.34)

GΣij = Σij − Σ̂ij (8.35)

GUj/ρ = Ũj/ρ− Ũj/ρ (8.36)

GQj = Qj − Q̂j (8.37)

The subgrid terms FρUj and GUj/ρ are closely related,

FρUj
ρ

= −ρGUj/ρ. (8.38)

These two subgrid terms express explicitly the correlation between density and velocity.

The resolved kinetic energy transport equation is obtained from equation (8.29)
multiplied by Ũi and equation (8.28),
∂ρE˜
∂t
− E˜Cj

ρUj

= − ∂

∂xj

(
ρŨjE˜ + ρŨiGUjUi

)
+ ρGUjUi

∂Ũi
∂xj
− ŨiCj

ρUjUi
− ∂ŨiP

∂xi
+ P

∂Ũi
∂xj
− ŨiCi

P

+
∂

∂xj

(
ŨiΣ̂ij + ŨiGΣij

)
−
(
Σ̂ij +GΣij

) ∂Ũi
∂xj

+ ŨiC
j
Σij
.

(8.39)
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Compared to the Classical formulation, the Favre formulation is a priori more suited
to the momentum conservation equation, the mass conservation equation and the ideal
gas law but is less appropriate for the energy conservation equation.

8.2.3.3 Velocity formulation

The Velocity formulation is based on the velocity filtering approach suggested by
Sidharth and Candler [271], Sidharth et al. [272]. The momentum conservation equa-
tion in the low Mach number equations is rewritten before filtering as the velocity
transport equation,

∂Ui
∂t

= − ∂UjUi
∂xj

+ Ui
∂Uj
∂xj
− 1

ρ

∂P

∂xi
+

1

ρ

∂Σij

∂xj
. (8.40)

The equations are then filtered with the classical filter and expressed in terms of
classical-filtered variables. The filtered low Mach number equations in the Velocity
formulation are given by the mass conservation equation (8.9), the energy conservation
equation (8.11), the ideal gas law (8.12) and the velocity transport equation:

ρ
∂U i

∂t
= − ρ ∂

∂xj

(
U j U i + FUjUi

)
− ρCj

UjUi
+ ρU i

∂U j

∂xj
+ ρFUi∂jUj + ρU iC

j
Uj

− ∂P

∂xi
− Ci

P − ρF∂iP/ρ +
∂

∂xj

(
Σ̌ij + FΣij

)
+ Cj

Σij
+ ρF∂jΣij/ρ,

(8.41)

with the following subgrid terms:

Cj
UjUi

=
∂UjUi
∂xj

− ∂UjUi
∂xj

(8.42)

FUjUi = UjUi − U j U i (8.43)

FUi∂jUj = Ui
∂Uj
∂xj
− U i

∂Uj
∂xj

(8.44)

F∂iP/ρ =
1

ρ

∂P

∂xi
− 1

ρ

∂P

∂xi
(8.45)

F∂jΣij/ρ =
1

ρ

∂Σij

∂xj
− 1

ρ

∂Σij

∂xj
(8.46)

Upon filtering, the velocity transport equation gives rise to different subgrid terms
than the momentum conservation equation. The time derivative of the velocity density
product subgrid term FρUi does not appear in the Velocity formulation. However, there
is three additional subgrid terms associated with the divergence of the velocity and the
correlation of the density with other terms of the equation.

The resolved kinetic energy transport equation is given by

ρ
∂E

∂t
= − ρ ∂

∂xj

(
U jE + FUjUiU i

)
+ ρFUjUi

∂U i

∂xj
− ρU iC

j
UjUi

+ ρE
∂U j

∂xj
+ ρU iFUi∂jUj + 2ρECj

Uj

− ∂PU i

∂xi
+ P

∂U i

∂xi
− U iC

i
P − ρU iF∂iP/ρ

+
∂

∂xj

(
Σ̌ijU i + FΣijU i

)
−
(
Σ̌ij + FΣij

) ∂U i

∂xj
+ U iC

j
Σij

+ ρU iF∂jΣij/ρ.

(8.47)

This equation is obtained from equation (8.41) multiplied by U i and equation (8.9).
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8.2.4 Numerical study configuration

8.2.4.1 Channel flow configuration

We consider a fully developed three-dimensional anisothermal channel flow, as
shown in figure 9.1. This geometry is one of the simpler that reproduces the distinctive
features of low Mach number strongly anisothermal turbulent flows. It is therefore well
suited to the study of the subgrid scale specificities of these flows.

Figure 8.1 – Biperiodic anisothermal channel flow.

The channel is periodic in both the streamwise (x) and spanwise (z) directions.
The temperatures of the two plane channel walls are T2 = 586 K at the hot wall and
T1 = 293 K at the cold wall. This creates the temperature gradient in the wall-normal
direction (y). Two mean friction Reynolds number are considered, Reτ = 180 and Reτ
= 395, where Reτ is defined as the average of the friction Reynolds numbers Reτ,ω
calculated at the hot and cold wall,

Reτ,ω =
Uτh

νω
, (8.48)

with Uτ = νω(∂yUx)
0.5
ω the friction velocity and νω the wall kinematic viscosity. We

show in figure 8.2 an isotherm and the velocity magnitude on a plane for a given
timestep at Reτ = 180.

8.2.4.2 Numerical settings

To provide the data required to compute the subgrid terms of the low Mach number
equations, direct numerical simulations of the fully developed channel flow described in
4.1 are carried for the two selected friction Reynolds number (180 and 395). At Reτ =
180, the domain size is 4πh×2h×2πh, and the mesh used contains 384×266×384 grid
points. At Reτ = 395, the domain size is 4πh×2h×4/3πh and the mesh used contains
768 × 512 × 512 grid points. In both cases, the mesh is regular in both homogeneous
directions and follow a hyperbolic tangent law in the wall-normal coordinate direction.
The wall-normal grid coordinates are given by

yk = Ly

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
, (8.49)
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Figure 8.2 – Surface of the 400 K isotherm and velocity magnitude in a plane normal to the
flow direction (Reτ = 180).

with a the mesh dilatation parameter and Ny the number of grid points in the wall-
normal direction. The cell sizes in wall units are ∆+

x = 8.5, ∆+
y = 0.13 – 4.2 and

∆+
z = 4.2 at Reτ = 180; ∆+

x = 9.1, ∆+
y = 0.25 – 4.1 and ∆+

z = 4.7 at Reτ = 395.
The two meshes have the same level of refinement. The small differences are due to
the constraints of the numerical method (multigrid solver) and parallelism. A finite
volume method is used with a third-order Runge–Kutta time scheme and a fourth-
order centred momentum convection scheme. This is performed using the TrioCFD
software [38]. The numerical set-up is validated through a mesh convergence study
and by comparison of our results in the incompressible case to the reference data
of Moser et al. [203] and Vreman and Kuerten [305]. These numerical results have
been validated against experimental data [63, 92, 151, 9]. We provide in figure 8.3 a
comparison of the spatial turbulence kinetic energy terms computed by our numerical
procedure to the reference data of Vreman and Kuerten [305] at Reτ = 180. Similarly,
the results have been compared to the reference data of Moser et al. [203] at Reτ = 395
(not shown here). This validates our numerical method at the incompressible limit. In
the anisothermal configuration, the same code has been validated against experimental
data for a similar friction Reynolds number and temperature gradient by Bellec et al.
[21].

8.2.4.3 Filtering process

To compute the subgrid terms a priori, we filter explicitly the DNS flow field. At
Reτ = 180, three filters of varying width are investigated, from now on called “filter A”,
“filter B” and “filter C”. The three filters are three-dimensional box filter, also known
as top-hat filter, of uniform width in both homogeneous directions and nonuniform
width in the wall-normal direction. The filter sizes in wall units and the number of
grid points corresponding to the filters are,

• filter A: ∆
+

x = 43, ∆
+

y = 0.8 – 21, ∆
+

z = 21 and 77× 53× 77 grid points;
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Figure 8.3 – Validation of the spatial turbulence kinetic energy terms.

• filter B: ∆
+

x = 68, ∆
+

y = 0.5 – 25, ∆
+

z = 34 and 48× 50× 48 grid points;

• filter C: ∆
+

x = 91, ∆
+

y = 0.13 – 43, ∆
+

z = 45 and 36× 40× 36 grid points.

At Reτ = 395, only filter A is examined. The filter sizes in wall units are ∆
+

x = 47,
∆

+

y = 1.5 – 21 and ∆
+

z = 24. This corresponds to a mesh with 154 × 102 × 102 grid
points.

The filter A corresponds to an average over five DNS cells in the three directions.
It is computed using the following discrete approximation of the box filter:

φ(xi, yk, zj, t) =
1

25 (yk′+3 − yk′−2)

i+2∑
i′=i−2

k+2∑
k′=k−2

j+2∑
j′=j−2

φ(xi′ , yk′ , zj′ , t) (yk′+1 − yk′) .

(8.50)
The variations of the filter width in the wall-normal direction follow those of the DNS
mesh.

The filters B and C are constructed to follow a hyperbolic tangent law (8.49) in
the wall-normal direction. We cannot use the same method as for filter A to compute
the filters B and C because the filter width is a non-integer multiple of the DNS cell
size. In order to carry out the filtering with an arbitrary filter length, the DNS data
are first interpolated using a cubic spline. Then, the top-hat filter is computed from
the interpolated values without mesh restrictions. The spline interpolation adds an
additional filtering to the box filter. However, this additional filter can be neglected
given the resolution of the direct numerical simulation. The interpolation and filtering
are not computed in three dimensions but sequentially in the three spatial directions.
This is possible because the box filter is separable, that is, can be expressed as the
product of three one-dimensional filters. Using the filter width of filter A, the method
given similar results to equation (8.50).

The filtered quantities are not computed very close the domain boundary, where
not enough points are available to apply the filter. This is justified by the fact that
in practice, the large-eddy simulation of the channel would be carried out with DNS
precision very close to the wall.
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8.2.5 Results and discussion

We assess the importance of the subgrid terms in the Classical formulation, the
Favre formulation and the Velocity formulation. This provides valuable data to deter-
mine which terms can be neglected and which terms should be modelled. The strength
of the subgrid terms are investigated according to their quadratic mean, or root mean
square, compared to the non-subgrid terms. Numerically, the quadratic mean is com-
puted by an average on the two homogeneous directions and on 100 non-consecutive
time steps that cover all thermodynamic configurations of the flow. The results are
converged as the mean computed on 50 time steps is identical to the mean computed
on 100 time steps. Since the flow is homogeneous in the streamwise and spanwise
directions, the analysis is carried out as a function of the wall-normal coordinate y,
scaled by the height of the channel and in the classical wall scaling

y+ = Reτ
y

h
=
yUτ
νω

. (8.51)

The subgrid terms are first investigated with the filter A. Then, the effect of the
filter width on the results is examined.

8.2.5.1 Magnitude of the subgrid terms

In this section, the magnitude of subgrid terms is assessed at Reτ = 180 and Reτ =
395 with the filter A. The results at Reτ = 180 and Reτ = 395 are identical with regard
to the classification of the subgrid terms. We thus only provide the results with the
filter A at Reτ = 180, for the mass conservation equation (figure 8.4), the streamwise
momentum conservation equation or the streamwise velocity transport equation (figure
8.5), the spanwise momentum conservation equation or the spanwise velocity transport
equation (figure 8.6), the wall-normal momentum conservation equation or the wall-
normal velocity transport equation (figure 8.7), the resolved kinetic energy transport
equation (figure 8.8), the energy conservation equation (figure 8.9), and the ideal gas
law (figure 8.10). In each case, the results are given in the entire channel with a linear
abscissa and at the cold side with a logarithmic abscissa, to emphasise the near-wall
region. Only the cold side is shown with the logarithmic abscissa because a large-eddy
simulation of the channel would be less resolved at the cold side than at the hot side.

Indeed, given the dependence of density, viscosity and conductivity on temperature,
the temperature gradient generates an asymmetry between the hot and cold sides
of the channel. The dynamic viscosity and the friction velocity are higher at the
hot wall and the friction Reynolds number is larger at the cold side. All terms of
the mass conservation equation, momentum conservation equation, resolved kinetic
energy transport equation and energy conservation equation have a larger amplitude
at the cold side than at the hot side. In addition, the local maxima of the profiles of
most subgrid terms are closer to the wall at the cold side than at the hot side. This
asymmetry can in a large part be explained by the local variations of the mean fluid
properties [290]. The profiles are also subject to a low Reynolds number effect [91].
Since the three filters used are symmetric with respect to the centre of the channel, the
cold side is less resolved in wall units than the hot side. This contributes to the fact
that the subgrid terms have a larger amplitude at the cold side than at the hot side
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in the mass conservation equation, momentum conservation equation, resolved kinetic
energy transport equation and energy conservation equation.

Mass conservation equation

The mass conservation equation (figure 8.4) gives a relationship between the time
derivative of density and the divergence of the mass flux. With the classical filter (Clas-
sical or Velocity formulation), the subgrid term associated with the density-velocity
correlation ∂jFρUj is very small at the centre of the channel and remains one order
of magnitude smaller than the non-subgrid terms near the wall, where it is the most
significant. The filter-derivative non-commutation subgrid term Cj

ρUj
has a smaller am-

plitude in most part of the channel but has the same order of magnitude at the wall.
With the Favre filter, it is the only subgrid term in the mass conservation equation.

Since the statistical average of the time derivative of density is zero, the divergence
of the resolved mass flux ∂jρUj is in balance with the subgrid terms. With the classical
filter, the statistical average of the density-velocity correlation subgrid term has the
same order of magnitude as the divergence of the resolved mass flux, while the filter-
derivative non-commutation subgrid term is negligible. The modelling of the subgrid
term ∂jρUj is necessary to take this behaviour into account in a large-eddy simulation.
Therefore, we consider that with the classical filter, the modelling of the density-
velocity correlation subgrid term ∂jFρUj is more important than the modelling of the
filter-derivative non-commutation subgrid term Cj

ρUj
.

Momentum conservation equation

To study the subgrid terms related to the momentum conservation, we investigate
the subgrid terms as they appear in the streamwise, spanwise and wall-normal momen-
tum conservation equations (figures 8.5, 8.6 and 8.7 respectively), or velocity transport
equation in the case of the Velocity formulation, and the energetic contribution of the
subgrid terms from the resolved kinetic energy transport equation (figure 8.9). In ei-
ther case, the time derivative term and the convective term predominate at the centre
of the channel. Nevertheless, these two terms in a large part cancel each other out. To
be considered negligible, a subgrid term should thus at least be negligible compared to
the third largest non-subgrid term, namely the pressure term.

Two non-subgrid terms are negligible throughout the entire channel, namely the
velocity-dilatation product in the spanwise and wall-normal velocity transport equa-
tions and the pressure-dilatation product in the resolved kinetic energy transport equa-
tion. The velocity-dilatation product in the streamwise velocity transport equation is
also small but is not negligible. This shows the small influence of dilatation on the flow
dynamics in low Mach number strongly anisotermal flows. This is consistent with the
negligible effect of dilatation on the turbulence kinetic energy budget [91].

In the momentum conservation equation (figures 8.5, 8.6 and 8.7), the most sig-
nificant subgrid term in the three formulations is the subgrid term associated with
momentum or velocity convection, ∂jFρUjUi , ∂jρGUjUi and ∂jFUjUi . It is larger than
viscous term in the bulk and cannot be neglected at the wall. This subgrid term has
a larger amplitude at the centre of the channel in the Classical formulation than in
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Figure 8.4 – Root mean square of the terms of the mass conservation equation as a function
of the wall-normal coordinate in the Classical and Velocity formulations (a) and in the Favre
formulation (b) at Reτ = 180 with the filter A. The amplitude is scaled by the maximum
value in the domain in the three formulations.

the Favre and Velocity formulations but a slightly lower amplitude near the wall. It is
harder to model in the Classical formulation since it is a triple correlation whereas it
is a double correlation in the Favre and Velocity formulations.

Three subgrid terms have a medium-sized amplitude. In the Classical formulation,
the time derivative subgrid term ∂tFρUi is the second most significant subgrid term. In
particular, it has the same order of magnitude as the viscous term at the centre of the
channel. Present in the three formulations, the filter-derivative non-commutation sub-
grid term associated with the convective term, Cj

ρUjUi
or Cj

UjUi
, has a lower amplitude

than any non-negligible non-subgrid term but by less than one order of magnitude. It
appears very small in the spanwise and wall-normal directions, but is more significant
in the streamwise momentum equation. In the Velocity formulation, this subgrid term
is followed by the velocity divergence filter-derivative non-commutation subgrid term
Cj
Uj
, which has a similar behaviour. Since the subgrid terms Cj

UjUi
and Cj

Uj
appear with

opposite sign in the velocity transport equation, the subgrid terms associated with the
filter-derivative non-commutation are less significant in the Velocity formulation.
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Figure 8.5 – Root mean square of the terms of the streamwise momentum conservation equa-
tion as a function of the wall-normal coordinate in the Classical formulation (a), in the Favre
formulation (b) and of the terms of the streamwise velocity transport equation in the Velocity
formulation (c) at Reτ = 180 with the filter A. The amplitude is scaled by the maximum
value in the domain in the three formulations.
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Figure 8.6 – Root mean square of the terms of the spanwise momentum conservation equation
as a function of the wall-normal coordinate in the Classical formulation (a), in the Favre
formulation (b) and of the terms of the spanwise velocity transport equation in the Velocity
formulation (c) at Reτ = 180 with the filter A. The amplitude is scaled by the maximum
value in the domain in the three formulations.
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(c) In the Velocity formulation.

Figure 8.7 – Root mean square of the terms of the wall-normal momentum conservation
equation as a function of the wall-normal coordinate in the Classical formulation (a), in the
Favre formulation (b) and of the terms of the wall-normal velocity transport equation and in
the Velocity formulation (c) at Reτ = 180 with the filter A. The amplitude is scaled by the
maximum value in the domain in the three formulations.
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Figure 8.8 – Root mean square of the terms of the resolved kinetic energy transport equation
as a function of the wall-normal coordinate in the Classical formulation (a), in the Favre
formulation (b) and in the Velocity formulation (c) at Reτ = 180 with the filter A. The
amplitude is scaled by the maximum value in the domain in the three formulations.
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The subgrid term associated with the nonlinearities of the viscous diffusion, ∂jFΣij
and GΣij , can be considered insignificant in the three formulations. Its amplitude is
increased by around one order of magnitude in the Favre formulation but remains one
order of magnitude smaller than any non-subgrid term in the entire channel. Assuming
that the small-scale variations of velocity are significant, this suggests that the influence
of small-scale variations of viscosity on the behaviour of the flow is negligible. The filter-
derivative non-commutation subgrid term associated with the pressure and viscous
terms Ci

P and Ci
Σij

are also negligible. All three of the additional subgrid terms in the
Velocity formulation, FUi∂jUj , F∂iP/ρ and F∂jΣij/ρ, are also found to have a very small
amplitude. The most significant of the three is the subgrid term F∂iP/ρ. The Velocity
formulation thus appears more interesting than the classical formulation with regard to
the subgrid-scale modelling as the time derivative subgrid term is replaced with three
negligible subgrid terms.

The resolved kinetic energy transport equation (figure 8.9) confirms the classifica-
tion of the subgrid terms in the momentum conservation equation. The most significant
subgrid term in the momentum conservation equation have a significant energetic con-
tribution, reaffirming the importance of the subgrid terms associated with momentum
or velocity convection, ∂jFρUjUi , ∂jρGUjUi and ∂jFUjUi , and, in the Classical formula-
tion, of the subgrid term associated with the time derivative term, ∂tFρUi .

Energy conservation equation

Omitting the time derivative of the thermodynamical pressure, constant in space,
the energy conservation equation (figure 8.9) expresses the equality, up to a constant
scalar factor, of the divergence of the velocity and of the heat flux. The difference
between the divergence of the resolved velocity and heat flux represents the effect of
the subgrid terms. With the classical filter (Classical or Velocity formulation), the
only significant subgrid term is the filter-derivative non-commutation subgrid term
Cj
Uj

associated with the divergence of the velocity. The subgrid terms ∂jFQj and
Cj
Qj

associated with the heat flux are at least 50 times smaller than the non-subgrid
terms throughout the entire channel. This is consistent with the assumption that
the variations of conductivity over a small control volume can be neglected. With the
Favre filter, the additional subgrid term associated with the density-velocity correlation
GUj/ρ has a large amplitude, of the same magnitude as the non-subgrid terms. In other
words, the divergence of the Favre-filtered velocity is a poor approximation of the
divergence of the velocity because of the small-scale variations of density and velocity.
The density-velocity correlation is more significant in the energy conservation equation
in the Favre formulation than in mass or momentum conservation equation in the
Classical or Velocity formulations. The nonlinearity error ∂jGQj associated with the
heat flux is significantly larger with the Favre filter than with the classical filter but
remains rather small.

Ideal gas law

The ideal gas law (figure 8.10) is used to compute the filtered temperature from
the filtered density. With the Favre filter, there is theoretically no subgrid term in the
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(b) With the Favre filter.

Figure 8.9 – Root mean square of the terms of the energy conservation equation as a function
of the wall-normal coordinate in the Classical and Velocity formulations (a) and in the Favre
formulation (b) at Reτ = 180 with the filter A. The amplitude is scaled by the maximum
value in the domain in the three formulations.

ideal gas law. With the classical filter (Classical or Velocity formulation), the subgrid
term F1/ρ it is found negligible. The ideal gas law can thus be used without model
with both the classical and Favre filter.

Summary

The subgrid terms are classified according to their quadratic average in table 8.1.
The large subgrid terms are the most significant subgrid terms, and should be modelled
first. The medium subgrid terms have a smaller amplitude. The modelling of the small
or very small subgrid terms should only be considered after all large and medium
subgrid terms are modelled, and may not be recommended as their amplitude may not
be larger than even the modelling error of the larger subgrid terms.
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Figure 8.10 – Root mean square of the terms of the ideal gas law as a function of the wall-
normal coordinate in the Classical and Velocity formulations (a) and in the Favre formulation
(b) at Reτ = 180 with the filter A. The amplitude is scaled by the maximum value in the
domain in the three formulations.

Equation Formulation Large Medium Small or very small

Mass Classical, Velocity ∂jFρUj , C
j
ρUj

Favre CjρUj

Momentum
Classical ∂jFρUjUi ∂tFρUi , C

j
ρUjUi

CiP , ∂jFΣij , C
i
Σij

Favre ∂jρGUjUi CjρUjUi CiP , ∂jGΣij , C
i
Σij

Velocity ρ∂jFUjUi ρCjUjUi , ρU iC
j
Uj

ρFUi∂jUj , ρF∂iP/ρ, C
i
P ,

ρF∂jΣij/ρ, ∂jFΣij , C
i
Σij

Energy Classical, Velocity CjUj ∂jFQj , C
j
Qj

Favre GUj/ρ CjUj ∂jGQj , C
j
Qj

Ideal gas law Classical, Velocity F1/ρ

Favre

Table 8.1 – Classification of the subgrid terms in the three formulations.
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8.2.5.2 Effect of the filter width

The effect of the filter width on the subgrid term is investigated at Reτ = 180 by
comparing the amplitude of the subgrid terms with the filters A, B and C. As the
filter size is increased, the magnitude of all subgrid term is increased compared to the
non-subgrid terms. In the mass conservation equation, the momentum conservation
equation and the ideal gas law, the increase is not sufficient to affect the conclusions
of the classification of the subgrid terms, since the order of magnitude of the subgrid
terms remains similar for the three filters. This supports the assumption that, while the
variations across the channel of viscosity and thermal conductivity have a significant
impact on turbulence [264], the effects of their small-scale variations on the flow are
negligible.

In the energy conservation equation, the filter width has a strong influence on the
magnitude of the filter-derivative non-commutation subgrid term Cj

Uj
associated with

the divergence of the velocity. While the magnitude of this subgrid term is moderate
with the filter A (figure 8.9), it is very large with the filter C (figure 8.11), as its
amplitude is larger than that of the resolved heat flux from the logarithmic region to
near the centre of the channel. The results with the filter B (not presented here) are
in-between. The differences are primarily due to the increased anisotropy of the filter
when the filter width is increased. The three filters follow a hyperbolic tangent law
in the wall-normal coordinate direction, with a larger dilatation parameter the larger
the filter width. With the filter C, the subgrid term Cj

Uj
is rather small in the viscous

sublayer and becomes very large farther from the wall. This suggests that a filter more
uniform in the logarithmic region is preferable to limit the influence of this subgrid
term.

The conclusions of the classification of the subgrid terms (8.1) are valid for the
filter A and B. For the filter C, Cj

Uj
is a large subgrid term. We consider its modelling

necessary.

8.2.6 Conclusion

The low Mach number equations are suited to turbulent flows with a low Mach
number but subjected to large variations of the fluid properties. They are charac-
terised by a distinctive form of the energy conservation equation, that does not let us
categorically choose between the classical filter and the Favre filter. In this study, we
filter the low Mach number equations and identify the specific subgrid terms. Then,
we investigate a priori the magnitude of all subgrid terms using the flow field from
direct numerical simulations of a strongly anisothermal turbulent channel flow. The
temperature gradient creates an asymmetry between the hot and cold sides regard-
ing the amplitude and position of the maxima of the subgrid terms, explained by the
local variations of the mean fluid properties and a low Reynolds number effect. Re-
gardless of the formulation, more than half of the subgrid terms are found negligible.
In particular, the effect of small-scale variations of viscosity and thermal conductiv-
ity may be neglected. The two most significant subgrid terms are the subgrid terms
associated with momentum convection and with the density-velocity correlation. Due
to the mesh inhomogeneity, the modelling of some filter-derivative non-commutation
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(b) With the Favre filter.

Figure 8.11 – Root mean square of the terms of the energy conservation equation as a function
of the wall-normal coordinate in the Classical and Velocity formulations (a) and in the Favre
formulation (b) at Reτ = 180 with the filter C. The amplitude is scaled by the maximum
value in the domain in the three formulations.

may also need to be considered, depending on the width of the selected filter. The
classical filter is found more appropriate if the momentum equation is expressed as
the velocity transport equation. The Favre filter removes the need for the modelling
of the density-velocity correlation from the mass conservation equation but requires
the modelling of an additional subgrid term in the energy equation, which has a very
significant amplitude. The density-velocity correlation thus needs to be modelled in
both cases.
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8.3 Conclusion of chapter 8

The estimation of relative importance of the subgrid terms from their quadratic
mean is used to identify the subgrid terms that can be neglected and the subgrid
terms that should be modelled for large-eddy simulation of the low Mach number
equations. The formulation of the low Mach number equations upon filtering is tied to
the choice of resolved variables. The filtering of the momentum conservation equation
is more adequate if the equations are expressed in terms of Favre-filtered variables.
The filtering of the velocity transport equation is more adequate if the equations are
expressed in terms of classical-filtered variables. However, the classification of the
subgrid terms does not provide sufficient evidences of the better suitability of either
the classical filter or the Favre filter for the large-eddy simulation of the low Mach
number equations. The filter-derivative non-commutation subgrid terms are mostly
independent of the choice of the formulation. The subgrid terms associated with the
nonlinearities of the shear-stress tensor and of the conductive heat flux have a larger
amplitude with the Favre filter but are small in both formulations. The subgrid term
associated with momentum convection has a similar amplitude with the Favre filter and
the classical filter. The subgrid term associated with the density-velocity correlation
appears in the energy conservation equation with the Favre filter and in the mass
conservation equation with the classical filter. It has a larger quadratic mean with
the Favre filter compared to the other terms of the energy conservation equation than
with the classical filter compared to the other terms of the mass conservation equation.
However, the density-velocity correlation subgrid term may has a significant statistical
average contribution to the mass conservation equation with the classical filter.

The use of three filters of varying width shows the robustness of the results to
moderate variations of the filter width. A larger filter width increases the amplitude of
all subgrid terms but particularly affects the filter-derivative non-commutation subgrid
terms. The more uneven the filter, the more the filter-derivative non-commutation
subgrid terms are significant. This is especially concerning for the filter-derivative
non-commutation subgrid term associated with the divergence of the velocity in the
energy conservation equation. With the largest filter used, the subgrid term has a large
amplitude and should be taken into account.

In the next chapter, we assess the modelling of the two most significant subgrid
terms of the filtered low Mach number equations, the momentum convection subgrid
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term and the density-velocity correlation subgrid term. The analysis follows a similar
approach, based on the direct numerical simulations of strongly anisothermal turbulent
channel flows presented in section 1.3.



Chapter 9

A priori tests of subgrid-scale models
in an anisothermal turbulent channel
flow at low Mach number

9.1 Introduction of chapter 9

The eddy-viscosity modelling of the filter-multiplication non-commutation subgrid
term associated with momentum convection encompass a variety of models with differ-
ent properties, sharing only the fundamental hypothesis that the effect of subgrid scales
is analogous to viscous diffusion [32]. The popularity of this class of model is attributed
to its robustness and low computational complexity. [253, 294] The main shortcom-
ing of eddy-viscosity models is the assumption that the action of the subgrid term is
purely dissipative, preventing a local inverse energy cascade from small to large scales,
or backscatter. The suitability of this assumption is not clear in strongly anisothermal
turbulent channel flows, but can also be perceived as an advantage since this property is
desirable for numerical stability. Assuming a constant subgrid-scale Prandtl or Schmidt
number, eddy-viscosity modelling can be extended to subgrid terms associated with the
correlation of velocity and a scalar with the simple gradient-diffusion hypothesis [253].
The resulting models are called eddy-diffusivity models. Alternative procedures such
as generalised gradient-diffusion hypothesis [76, 131], algebraic flux model [140] and
differential flux model [159] provide improvements in Reynolds-averaged Navier–Stokes
simulations [316, 33] and can be adapted to large-eddy simulation [315]. They are not
investigated here. In this chapter, we investigate the eddy-viscosity modelling of the
momentum convection subgrid term and the eddy-diffusivity modelling of the density-
velocity correlation subgrid term, the two most significant subgrid terms arising from
the from the filtering of the low Mach number equations.

A priori tests of subgrid-scale models from the filtering of three-dimensional flow
fields may be carried out following different approaches. Ideally, the subgrid-scale mod-
els should give the best possible prediction in a large-eddy simulation that is achieve a
statistical correspondence between the fields of large-eddy simulation and the filtered
fields of direct numerical simulation. It is reasonable to assume that the predictive
capability of a subgrid-scale model is related to some measure of the closeness between
the subgrid-scale model and the exact subgrid term. This is not as simple as it might
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appear, for the subgrid-scale model is in practice applied to the resolved variables of
a large-eddy simulation, corresponding to the filtered variables of a direct numerical
simulation only ideally [173, 156, 253, 235, 236]. Structural models aim to reproduce
the local structure of the exact subgrid term from the reconstruction of unresolved
scales, suggesting that the local error between the exact subgrid term and the subgrid-
scale model should be investigated. The quadratic error is natural to quantify this
performance [156]. Functional models aim to globally reproduce the interscale energy
transport between resolved scales and subgrid scales, suggesting that the subgrid dis-
sipation should be investigated. Considering that the constant of the models can be
arbitrarily adjusted to obtain the correct total subgrid dissipation over the volume,
the models should have the ability to provide a representative profile of the statistical
average of the subgrid dissipation.

The subgrid-scale models are investigated from the direct numerical simulation of
the anisothermal channel flows at Reτ = 180 presented in section 1.3. The analysis is
carried out whether the subgrid terms are expressed in terms of Favre-filtered variables
or in terms of classical-filtered variables. Using tools from linear regression analysis
and the direct comparison of the statistical average, we study the contribution of the
subgrid-scale models in the filtered low Mach number equations and the contribution
of the subgrid-scale models to the subgrid dissipation. As a basis of comparison, each
model is scaled in order to match the correct level of total subgrid dissipation over
the volume. In addition to the models from the literature, two new eddy-viscosity and
eddy-diffusivity models are proposed and investigated.

9.2 Paper 4

This section reproduces the paper D. Dupuy, A. Toutant, and F. Bataille. A priori
tests of subgrid-scale models in an anisothermal turbulent channel flow at low mach
number. (Submitted for publication) [86].

Abstract

The subgrid-scale modelling of a low Mach number strongly aniso-
thermal turbulent flow is investigated using direct numerical simulations.
The study is based on the filtering of the low Mach number equations,
suited to low Mach number flows with highly variable fluid properties.
The results are relevant to formulations of the filtered low Mach num-
ber equations established with the classical filter or the Favre filter. The
two most significant subgrid terms of the filtered low Mach number equa-
tions are considered. They are associated with the momentum convection
and the density-velocity correlation. We focus on eddy-viscosity and eddy-
diffusivity models. Subgrid-scale models from the literature are analysed
and two new models are proposed. The subgrid-scale models are compared
to the exact subgrid term using the instantaneous flow field of the direct
numerical simulation of a strongly anisothermal fully developed turbulent
channel flow. There is no significant differences between the use of the
classical and Favre filter regarding the performance of the models. We
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suggest that the models should take into account the asymptotic near-wall
behaviour of the filter length. Eddy-viscosity and eddy-diffusivity models
are able to represent the energetic contribution of the subgrid term but
not its effect in the flow governing equations. The AMD and scalar AMD
models are found to be in better agreement with the exact subgrid terms
than the other investigated models in the a priori tests.

9.2.1 Introduction

This paper addresses the large-eddy simulation subgrid-scale modelling of low Mach
number strongly anisothermal turbulent flows. Flows subjected to a strong temperature
gradient are prevalent in many industrial processes, such as heat exchangers, propul-
sion systems or solar power towers [265]. They are characterised by strong coupling
between turbulence and temperature, along with high variations of the fluid properties
(density, viscosity and thermal conductivity) with temperature [290, 11, 91]. In many
cases, the direct numerical simulation (DNS) of strongly anisothermal turbulent flows
is unpracticable because too many scales of temperature and velocity are produced and
not enough resolution is available to resolve all the relevant scales. In order to predict
the large-scale behaviour of low Mach number strongly anisothermal turbulent flows,
thermal large-eddy simulation (LES) is an effective alternative. Large-eddy simula-
tion is based on the explicit resolution of the large scales of turbulence and the use of
subgrid-scale models to account for the effect of the smaller scales on the large scales.
The scale separation may be represented by the application of a low-pass spatial filter
on the flow governing equations.

The filtering of the low Mach number equations gives rise to specific subgrid terms.
Using a priori tests, Dupuy et al. [90] assessed the amplitude of all subgrid terms in
several formulations. The expression of the filtered low Mach equations with the un-
weighted classical filter and the density-weighted Favre filter [94] leads to two different
set of equations involving the same non-negligible subgrid terms [87, 88, 90]. The two
most significant subgrid terms are associated with the momentum convection and the
density-velocity correlation. The adequate modelling of these subgrid terms is required
for the large-eddy simulation of low Mach number strongly anisothermal turbulent
flows.

Various modelling strategies have been devised to represent the subgrid terms.
Two main types of model are found: structural models, established with no prior
knowledge of the nature of the effect of the subgrid term, and functional models, which
assume that the effect of the subgrid term is similar to molecular diffusion and therefore
acts as a dissipative action [253]. The subgrid-scale models should be consistent with
important mathematical and physical properties of the Navier–Stokes equations and the
turbulent stresses [273]. With regard to the subgrid term associated with momentum
convection, the functional eddy-viscosity models are by far the most used because they
are simple, inexpensive and robust. A review of eddy-viscosity models may be found in
[253, 294, 273]. The eddy-viscosity assumption can be extended to the density-velocity
correlation subgrid term using the constant subgrid-scale Prandtl or Schmidt number
assumption. This is referred to as eddy-diffusivity models.

In this paper, we assess the subgrid-scale models a priori using the flow field from the
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direct numerical simulation of a strongly anisothermal turbulent channel flow. In the
literature, a priori studies of the subgrid-scale models have been carried out in incom-
pressible flows [64, 1, 182, 229, 175], two phase divergence-free flows [291, 141], passive
and active scalar decaying homogeneous turbulence [56, 113] and in flows with purely
compressible effects, in a temporal shear layer [309, 310, 306], a multi-species mixing
layer [29], and in freely decaying homogeneous isotropic turbulence [189]. The analysis
is here extended to low Mach number strongly anisothermal turbulent flows. We focus
on eddy-viscosity and eddy-diffusivity models. Structural models, such as the scale-
similarity [14] and gradient model [169], are known to display high degrees of correlation
with the exact subgrid term in a priori tests despite easily leading to instabilities when
used in an actual large-eddy simulation [14, 253, 259, 24, 141]. Eddy-viscosity models,
which assume that the subgrid term is aligned with the rate of deformation tensor or
the scalar gradient, are purely dissipative and have desirable property for numerical
stability. Besides, by restricting the study to a single family of models, we may hope
that the a priori tests have a more easy-to-interpret relevance for a posteriori results.
The subgrid-scale models investigated are the Smagorinsky model [276], the WALE
model [213], the Vreman model [304], the Sigma model [214], the AMD model [250],
the scalar AMD model [3], the VSS model [252] and the Kobayashi model [147]. In
addition, two new eddy-viscosity and eddy-diffusivity models are proposed and inves-
tigated, the Anisotropic Smagorinsky model, which attempts to improve anisotropy of
the Smagorinsky model by involving three filter length scales instead of one, and the
MMG model, which may be viewed as multiplicative mixed model.

The filtering of the low Mach number equations is described in section 2. The
subgrid-scale models are presented in section 3. The channel flow configuration and
the numerical method are given in section 4. The section 5 discusses the asymptotic
near-wall behaviour of the models. The results are analysed in section 6.

9.2.2 Filtering of the low Mach number equations

The low Mach number equations are an approximation of the Navier–Stokes equa-
tions suited to turbulent flows with a low Mach number (Ma < 0.3) but subjected to
large variations of the fluid properties. Using Paolucci’s method [219], each variable of
the Navier–Stokes equations is written as a power series of the squared Mach number.
Neglecting all but the smaller-order terms, the pressure is split in two parts: The ther-
modynamical pressure P (constant in space), which represents the mean pressure in the
domain, and the mechanical pressure P0, associated with the momentum variations.
The resulting equations are free from acoustic waves.

Considering in addition an ideal gas and neglecting gravity, the low Mach number
equations are given by:

• Mass conservation equation
∂ρ

∂t
+
∂ρUj
∂xj

= 0, (9.1)

• Momentum conservation equation
∂ρUi
∂t

= −∂ρUjUi
∂xj

− ∂P

∂xi
+
∂Σij(U , T )

∂xj
, (9.2)
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• Energy conservation equation

∂Uj
∂xj

= − 1

γP0

[
(γ − 1)

∂Qj(T )

∂xj
+
∂P0

∂t

]
, (9.3)

• Ideal gas law

T =
P0

ρr
, (9.4)

with ρ the density, T the temperature, Σij(U , T ) the shear-stress tensor, Qj(T ) the
conductive heat flux, γ the heat capacity ratio, r the ideal gas specific constant, t
the time, P the mechanical pressure, P0 the thermodynamical pressure, Ui the i-th
component of velocity and xi the Cartesian coordinate in i-th direction. Einstein
summation convention is used. The low Mach number equations impose the local
energy conservation by a constraint (9.3) on the divergence of the velocity [212].

The filtering of the low Mach number equations may lead to different formulations
of the filtered low Mach number equations depending on the variables we express the
equations with and the manner the equations are arranged upon filtering. Two formu-
lations of the filtered low Mach number equations are selected, the Velocity formulation
and the Favre formulation. In the Velocity formulation, a spatial filter ( · , classical
filter) is applied on the low Mach number equations with the momentum conserva-
tion equation rewritten as the velocity transport equation. The equations are then
expressed in terms of classical-filtered variables. The Favre formulation is based on the
use of a density-weighted filter ( ·̃ , Favre filter), defined for any φ, as φ̃ = ρφ/ρ. In
the Favre formulation, the low Mach number equations are filtered with the classical
filter and expressed in terms of Favre-filtered variables.

Retaining only the most significant subgrid terms [87, 88, 90], the filtered low Mach
number equations are given in the Velocity formulation by:

∂ρ

∂t
+

∂

∂xj

(
ρU j + FρUj

)
= 0, (9.5)

∂U i

∂t
= − ∂

∂xj

(
U j U i + FUjUi

)
+ U i

∂U j

∂xj
− 1

ρ

∂P

∂xi
+

1

ρ

∂Σij(U , T )

∂xj
, (9.6)

∂U j

∂xj
= − 1

γP0

[
(γ − 1)

∂Qj(T )

∂xj
+
∂P0

∂t

]
, (9.7)

T =
P0

rρ
, (9.8)

and in the Favre formulation by:

∂ρ

∂t
+
∂ρŨj
∂xj

= 0, (9.9)

∂ρŨi
∂t

= − ∂

∂xj

(
ρŨjŨi + ρGUjUi

)
− ∂P

∂xi
+
∂Σij(Ũ , T̃ )

∂xj
, (9.10)

∂

∂xj

(
Ũj + ρGUj/ρ

)
= − 1

γP0

[
(γ − 1)

∂Qj(T̃ )

∂xj
+
∂P0

∂t

]
, (9.11)
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T̃ =
P0

ρr
, (9.12)

with the subgrid terms:

FUjUi = UjUi − U j U i (9.13)

GUjUi = ŨjUi − ŨjŨi (9.14)

FρUj = ρUj − ρU j (9.15)

GUj/ρ = Ũj/ρ− Ũj/ρ (9.16)

The Velocity and Favre formulations both involve a subgrid term associated with
the momentum convection, FUjUi or GUjUi , and a subgrid term associated with the
density-velocity correlation, FρUj or GUj/ρ, such that

FρUj
ρ

= −ρGUj/ρ. (9.17)

The use of the Favre filter removes the need for the modelling of the density-velocity
correlation from the mass conservation equation but requires the modelling of an ad-
ditional subgrid term in the energy conservation equation [87, 88, 90].

The fluid (air) is assumed to be Newtonian to compute the shear-stress tensor,

Σij(U , T ) = µ(T )

(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3
µ(T )

∂Uk
∂xk

δij, (9.18)

with µ(T ) the dynamic viscosity and δij the Kronecker delta. The heat flux is given by

Qj(T ) = −λ(T )
∂T

∂xj
, (9.19)

with λ(T ) the thermal conductivity. The variations of viscosity with temperature are
accounted for by Sutherland’s law [287],

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S

T + S
, (9.20)

with µ0 = 1.716 · 10−5 Pa s, S = 110.4 K and T0 = 273.15 K. The conductivity is
deduced from the Prandlt number Pr and the heat capacity at constant pressure Cp,
both assumed constant with Pr = 0.76 and Cp = 1005 J kg−1 K−1. The ideal gas
specific constant is r = 287 J kg−1 K−1.

9.2.3 Subgrid-scale models

The subgrid terms of the Velocity and Favre formulations are formally similar.
Accordingly, the same modelling procedure is used in both cases. To formalise this,
we may express the subgrid-scale models as a function of the filter length scales and of
the filtered velocity and density in the two formulations:

FUjUi ≈ τmod
ij (U ,∆), (9.21)
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GUjUi ≈ τmod
ij (Ũ ,∆), (9.22)

FρUj ≈ πmod
j (U , ρ,∆), (9.23)

GUj/ρ ≈ πmod
j (Ũ , 1/ρ,∆), (9.24)

where the functions τmod
ij (U ,∆) and πmod

j (U , φ,∆) are model-dependent but do not
depend on the formulation.

Eddy-viscosity models for the subgrid term associated with momentum convection
may be written in the form

τmod
ij (U ,∆) = − 2νmod

e (g,∆)Sij, (9.25)

with Sij = 1
2

(gij + gji) the rate of deformation tensor and g the velocity gradient,
defined by gij = ∂jUi. Notice that τmod

ij (U ,∆) may be considered traceless without
loss of generality, even in the incompressible case, since the trace can be included as
part of the filtered pressure P . The eddy-viscosity νmod

e (g,∆) is given by the model
used. The following models from the literature are investigated:

Smagorinsky model [276]: νSmag.
e (g,∆) =

(
CSmag.∆

)2 |S| , (9.26)

WALE model [213]: νWALE
e (g,∆) =

(
CWALE∆

)2

(
SdijSdij

)3
2

(SmnSmn)
5
2 + (SdmnSdmn)

5
4

,

(9.27)

Vreman model [304]: νVreman
e (g,∆) = CVreman

√
IIG

gmngmn
, (9.28)

Sigma model [214]: νSigma
e (g,∆) =

(
CSigma∆

)2 σ3 (σ1 − σ2) (σ2 − σ3)

σ2
1

,

(9.29)

AMD model [250]: νAMD
e (g,∆) = CAMD max(0,−GijSij)

gmngmn
, (9.30)

VSS model [252]: νVSS
e (g,∆) =

(
CVSS∆

)2 (RijRij)
3
2

(SmnSmn)
5
2

, (9.31)

Kobayashi model [147]: νKoba.
e (g,∆) = CKoba.∆

2 |Fg|
3
2 (1− Fg) |S| , (9.32)

where |S| =
√

2SijSij is a norm of S, Sdij = 1
2

(gikgkj + gjkgki) − 1
3
gkpgpkδij the trace-

less symmetric part of the squared velocity gradient tensor, σ1 ≥ σ2 ≥ σ3 the three
singular values of g, Gij = ∆

2

kgikgjk the gradient model for the subgrid term asso-
ciated with momentum convection [169], IIG = 1

2
(tr2 (G)− tr (G2)) its second in-

variant, Rij = βigjj the volumetric strain-stretching, with β = (S23, S13, S12), and
Fg = (ΩijΩij − SijSij) / (ΩmnΩmn + SmnSmn) the coherent structure function, with
Ωij = 1

2
(gij − gji) the spin tensor or rate of rotation tensor. Only constant coefficient

versions of eddy-viscosity and eddy-diffusivity models are considered. The typical value
of the coefficients from the literature is CSmag. = 0.10, CWALE = 0.55, CVreman = 0.07,
CSigma = 1.5, CAMD = 0.3, CVSS = 1.3 and CKoba. = 0.045. The corresponding dy-
namic versions of these models are not considered in order to assess the relevance of the
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models before any dynamic correction [112, 177, 221]. The filter length scale is com-
puted following Deardorff [77] as ∆ = (∆x∆y∆z)

1/3. A review of alternative possible
definitions may be found in Trias et al. [295].

Following the same rationale, eddy-diffusivity models for the density-velocity cor-
relation subgrid term may be written in the form

πmod
j (U , φ,∆) = − 2κmod

e (g,d,∆)dj. (9.33)

with d the scalar gradient, defined by dj = ∂jφ. It is common to express the eddy-
diffusivity κmod

e (g,∆) using the constant subgrid-scale Prandtl or Schmidtl number
assumption,

κmod
e (g,d,∆) =

1

Prt
νmod
e (g,∆), (9.34)

where Prt is the subgrid-scale Prandtl or Schmidt number. This provide a corre-
sponding eddy-diffusivity model for each eddy-viscosity of equations (9.26–9.32). The
dimensionless number Prt corresponds to a subgrid-scale Schmidt number in the Ve-
locity formulation and a subgrid-scale Prandtl number in the Favre formulation. Given
the formal similarity between the density-velocity correlation subgrid term in the Ve-
locity and Favre formulation and the ideal gas law (9.4) which relates density and
temperature, it is presumed that the same value may be used in the two formulations.

Alternatively, some specific eddy-diffusivity models have been suggested in the lit-
erature [113, 3]. We investigate one,

Scalar AMD model [3]: κSAMD
e (g,d,∆) = CSAMD max(0,−Djdj)

dmdm
, (9.35)

with Dj = ∆
2

kgjkdk the gradient model for the density-velocity correlation subgrid
term.

In addition, we suggest and investigate two new models. First, the Anisotropic
Smagorinsky model is a modified version of the Smagorinsky model, associated with
a single filter length scale, devised to involve the three filter length scales. This aims
to improve the anisotropy of the model. The model is obtained by substituting in
equations (9.25) and (9.33) the velocity gradient g and respectively the scalar gradient
d by the scaled velocity gradient ga, defined by gaij = (∆j/∆)∂jUi, and respectively
the scaled scalar gradient da, defined by daj = (∆j/∆)∂jφ. Namely,

τAn.Smag.
ij (U ,∆) = − 2νSmag.

e (ga,∆)Saij, (9.36)

πAn.Smag.
j (U , φ,∆) = − 2κSmag.

e (ga,da,∆)daj , (9.37)

with Saij = 1
2

(
gaij + gaji

)
the scaled rate of deformation tensor. The eddy-viscosity

and eddy-diffusivity are computed using equations (9.26) and (9.34). A similar proce-
dure could be applied to obtain an anisotropic version of the WALE, Sigma, VSS and
Kobayashi models.

Besides, we study the multiplicative mixed model based on the gradient model
(MMG model), a functional model constructed such that its magnitude is determined
by the gradient model [169] and its orientation is aligned with the rate of deformation
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Figure 9.1 – Biperiodic anisothermal channel flow.

tensor or the scalar gradient depending on the subgrid term. This procedure is remi-
niscent of the multiplicative mixed model of Ghaisas and Frankel [113, 114] which had
an opposite purpose. The eddy-viscosity and eddy-diffusivity according to the MMG
model are given by,

MMG model: νMMG
e (g,∆) = − CMMGGkk

|S|
, (9.38)

Scalar MMG model: κSMMG
e (g,d,∆) = − CSMMG

√
DiDi√
dmdm

. (9.39)

A similar procedure can be applied to other structural models, such as the scale-
similarity model [14]. We may also view the MMG model as a multiplicative mixed
model. Using the the Smagorinsky model and the isotropic part modelling of Yoshizawa
[320],

τYosh.
mm (U ,∆) = 2CYosh.∆

2 |S|2 , (9.40)

the MMG model τMMG
ij (U ,∆) = −2νMMG

e (g,∆)Sij can be reformulated as

τMMG
ij (U ,∆) = Gkk

τSmag.
ij (U ,∆)

τYosh.
mm (U ,∆)

(9.41)

emphasising that the MMG model combines the magnitude of the gradient model
and the structure of the Smagorinsky model. This leads by identification CMMG =
(CSmag.)2/(2CYosh.). Note that the Vreman, AMD and scalar AMD models also directly
involve the gradient model [169].

9.2.4 Numerical study configuration

9.2.4.1 Channel flow configuration

We consider a fully developed three-dimensional anisothermal channel flow, as rep-
resented in figure 9.1. This geometry is one of the simpler that reproduces the distinc-
tive features of low Mach number strongly anisothermal turbulent flows. The channel is
periodic in the streamwise (x) and spanwise (z) directions. The wall-normal direction
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is denoted (y). The domain size is 4πh× 2h× 2πh, with h = 15 mm. The temperature
at the channel walls is imposed at T1 = 293 K at the cold wall (y = 0) and T2 = 586
K at the hot wall (y = 2h). This creates a temperature gradient in the wall-normal
direction. The mean friction Reynolds number is Reτ = 180, where Reτ is defined as
the average of the friction Reynolds numbers Reτ,ω calculated at the hot and cold wall,

Reτ,ω =
Uτh

νω
, (9.42)

with Uτ = νω(∂yUx)
0.5
ω the friction velocity and νω the wall kinematic viscosity.

9.2.4.2 Numerical settings

The mesh contains 384× 266× 384 grid points and is regular in the homogeneous
directions. It follows a hyperbolic tangent law in the wall-normal coordinate direction.
The wall-normal grid coordinates are symmetrical with respect to the plane y = h. In
the first half of the channel, they are given by

yk = h

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
, (9.43)

with a = 0.97 the mesh dilatation parameter and Ny the number of grid points in the
wall-normal direction. The cell sizes in wall units are ∆+

x = 8.5, ∆+
y = 0.13 at the wall

and 4.2 at the centre of the channel and ∆+
z = 4.2. A finite volume method is used

with a third-order Runge–Kutta time scheme and a fourth-order centred momentum
convection scheme. This is performed using the TrioCFD software [38].

9.2.4.3 Filtering process

The subgrid terms and the models are computed from the filtering of the instan-
taneous DNS data at the resolution of a large-eddy simulation mesh. The filter corre-
sponds to a mesh with 48 × 50 × 48 grid points (∆+

x = 68; ∆+
y = 0.5 – 25; ∆+

z = 34)
constructed as the DNS mesh. Due to the inhomogeneity of the mesh, the filter width
is variable in the wall-normal direction.

A top-hat filter is used. In one dimension, it is given in the physical space by

ψ(x) =
1

∆(x)

∫ x+
1
2

∆(x)

x−1
2

∆(x)

ψ(ξ)dξ. (9.44)

Multidimensional filtering is carried out by sequentially applying the one-dimensional
filter in the three spatial directions. In order to carry out the filtering with an arbitrary
filter length, the DNS data are first interpolated using a cubic spline. The top-hat filter
is then computed from the interpolated value without mesh restrictions.

The discretisation of the differential operator of the models is carried out on the
DNS grid, thus using data not available in an a posteriori large-eddy simulation [180].
This assesses the relevance of the models without regard to numerical errors. The
data from 100 uncorrelated timesteps were averaged in order to obtain a satisfactory
convergence of the results.
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9.2.5 Asymptotic near-wall behaviour of the models

TheWALE, Sigma, VSS and Kobayashi models have been designed to have an eddy-
viscosity with a proper asymptotic near-wall behaviour for the subgrid term associated
with momentum convection. While the components of the subgrid terms have different
wall orders, the preferable asymptotic near-wall behaviour of the eddy-viscosity is cubic
with respect to the distance to the wall, that is νmod

e (g,∆)
∣∣
ω

= O(y3). A reason is
that it is the order that the eddy-viscosity should have for the near-wall behaviour of
the subgrid kinetic energy dissipation to be consistent with the exact subgrid kinetic
energy dissipation. The asymptotic near-wall behaviour of the models given in the
literature [213, 214, 294, 273] considers the behaviour of the differential operator the
models are based on, assuming that the filter length does not tend to zero at the wall,
∆
∣∣
ω

= O(y0). The near-wall order of the models can be obtained from the Taylor series
expansion of the velocity and the scalar (density or inverse of density) [45, 253, 53, 214]:

Ux|ω = O(y1), (9.45)
Uy|ω = O(y2), (9.46)
Uz|ω = O(y1), (9.47)
φ|ω = O(y0). (9.48)

The quadratic behaviour of the wall-normal velocity follows from the mass conservation
equation, provided that the density is constant at the walls. This assumption is valid
in our case if the time variations of thermodynamical pressure are neglected, since the
wall temperatures are imposed. The filter is considered to not alter the asymptotic
near-wall behaviour of the variables. This assumption is valid for a top-hat filter as
defined in equation (9.44) with varying filter width. The cubic asymptotic near-wall
behaviour of the subgrid term can be recovered, for the “xy” component, from the
linear near-wall order of the streamwise velocity and the quadratic near-wall order of
the wall-normal velocity [253, 273].

We find that this procedure is not satisfactory for the density-velocity correlation
subgrid term. Indeed, it is not able to take into account the fact that FρUj = ρUj −
ρU j cannot have a near-wall order below 2 because the filter used, given in equation
(9.44), preserves constant and linear functions. To determine the asymptotic near-wall
behaviour of the subgrid terms, we carry out a Taylor series expansion of the filter,
leading to the gradient model [169]. Next, the near-wall order of the gradient model is
expressed considering a filter with a non-zero order at the wall. For a continuous filter
whose size in the wall-normal direction (y) tends to zero at the wall, it is natural to
consider

∆x

∣∣
ω

= O(y0), (9.49)

∆y

∣∣
ω

= O(y1), (9.50)

∆z

∣∣
ω

= O(y0). (9.51)

It follows

∆
∣∣
ω

= O(y1/3). (9.52)

Note also that the near-wall order of the streamwise and spanwise derivatives of the
scalar is at least O(y1) under the hypothesis of constant density at the walls. With
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Subgrid-scale model With ∆y

∣∣
ω

= O(y0) With ∆y

∣∣
ω

= O(y1)

Smagorinsky model [276] O(y0) O(y2)

WALE model [213] O(y3) O(y11/3)

Vreman model [304] O(y1) O(y3/2)

Sigma model [214] O(y3) O(y11/3)
AMD model [250] O(y1) O(y3)
Scalar AMD model [3] O(y0) O(y3)

VSS model [252] O(y3) O(y11/3)

Kobayashi model [147] O(y3) O(y11/3)
Anisotropic Smagorinsky model O(y0) O(y2)
MMG model O(y0) O(y2)
Scalar MMG model O(y0) O(y2)

Table 9.1 – Asymptotic near-wall behaviour of the models, for a constant and linear near-wall
behaviour of the filter width. The expected order is O(y3) for the subgrid term associated
with momentum convection and the density-velocity correlation subgrid term.

these assumptions, the expected asymptotic near-wall behaviour of the eddy-diffusivity
for models of the density-velocity correlation subgrid term is also cubic with respect
to the distance to the wall, κmod

e (g,d,∆)
∣∣
ω

= O(y3). This ensures that the order of
the subgrid squared scalar dissipation corresponds to that of the exact subgrid term.
For the subgrid term associated with momentum convection, the results are consistent
with the literature since it leads to the same near-wall order for each component as the
Taylor series expansion of the velocity tensor product.

The asymptotic near-wall behaviour of the investigated subgrid-scale models is given
in table 9.1 for a filter width of orderO(y0) at the wall and a filter which obeys equations
(9.49–9.51). With ∆y

∣∣
ω

= O(y0), the WALE, Sigma, VSS and Kobayashi models have
the proper asymptotic near-wall behaviour. With ∆y

∣∣
ω

= O(y1), the AMD and scalar
AMD models have the proper asymptotic near-wall behaviour.

9.2.6 Results and discussion

The performance of the subgrid-scale models is assessed from the comparison of
the models and the subgrid terms computed from the DNS data. It is customary [see
e.g. 64, 309, 30, 189, 239, 1, 182, 113, 141] to compare the model to the exact subgrid
terms using a linear regression analysis. The correlation coefficient is an index scaled
to between −1 and 1 which measures the linear correlation between two variables, that
is the closeness of the relationship between the two variables with a linear relationship.
A value of −1 indicates a perfect negative linear relationship, 0 no linear relationship
and 1 a perfect positive linear relationship. Let us note b a model for the subgrid term
of exact value a. The correlation coefficient between a and b is defined by,

Corr(a, b) =
〈ab〉 − 〈a〉 〈b〉√

(〈a2〉 − 〈a〉2)(〈b2〉 − 〈b〉2)
, (9.53)
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where the angle brackets 〈 · 〉 denote an ensemble averaging. The regression coefficient
gives the slope of the linear relationship,

Regr(a, b) =
〈ab〉 − 〈a〉 〈b〉
〈a2〉 − 〈a〉2

. (9.54)

The concordance correlation coefficient [178] is a correlation-like index scaled to be-
tween −1 and 1 which measure the agreement between two variables, that is the close-
ness of the relationship between the two variables with identity,

Conc(a, b) =
〈ab〉 − 〈a〉 〈b〉

〈a2〉 − 〈a〉2 + 〈b2〉 − 〈b〉2 + (〈a〉 − 〈b〉)2
. (9.55)

The correlation coefficient between the model and the exact subgrid term may be in-
terpreted as the ability of the model to capture the correct flow structure and the
regression coefficient of the correct magnitude level. The concordance correlation co-
efficient combines the two types of information. The optimal value of the correlation
coefficient, the regression coefficient and the concordance correlation coefficient is 1.
However, only a concordance correlation coefficient of 1 implies that the model and the
exact subgrid term are identical.

Given the homogeneity of the flow in the streamwise and spanwise directions, the
analysis is carried out as a function of the wall-normal coordinate. The ensemble
averaging 〈 · 〉 is computed as an average over time and the two homogeneous directions
and the linear relationship assessed for each value of y. Notice that the addition for
any value of y of a constant scaling factor to the model does not modify the correlation
coefficient, multiply the regression coefficient by the constant and has a non-trivial
effect on the concordance correlation coefficient.

We first present some general results regarding the performance of the models.
Then, the subgrid-scale models are assessed for the subgrid term associated with mo-
mentum convection and the density-velocity correlation subgrid term.

9.2.6.1 General results

The subgrid-scale modelling in the Velocity and Favre formulations are compared
from the study of the subgrid terms and the models with the classical filter and with
the Favre filter. The results show no differences between the classical and Favre filter
with regard to the performance of the models. For instance, the correlation coefficient
between the Smagorinsky model and the exact momentum convection subgrid term
with the classical filter and with the Favre filter are very similar (figure 9.2). The a
priori study of the subgrid-scale models thus does not let us select between the Velocity
and Favre formulations of the filtered low Mach number equations. Thereafter, the
subgrid-scale models are assessed in the Velocity formulation, using the classical filter,
but the results also apply to the Favre formulation.

The temperature gradient generates an asymmetry between the hot and cold sides
with regard to the performance of the models. This is highlighted in figure 9.3 by
comparing in the case of the Smagorinsky model the results with an isothermal sim-
ulation performed with the same mesh, numerical settings, friction Reynolds number
and filtering. The correlation coefficient is larger at the hot side than in the isothermal
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Figure 9.2 – Correlation coefficient between the exact momentum convection subgrid
term and the Smagorinsky model for the term that appears in the streamwise veloc-
ity transport equation (9.6) in the Velocity formulation, Corr(∂jFUjUx , ∂jτ

Smag.
xj (U ,∆)),

and in the streamwise momentum conservation equation (9.10) in the Favre formulation,
Corr(∂jρGUjUx , ∂jρτ

Smag.
ij (Ũ ,∆)).
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Figure 9.3 – Correlation coefficient between the divergence of the streamwise-related
part of the exact momentum convection subgrid term and the Smagorinsky model,
Corr(∂jFUjUx , ∂jτ

Smag.
xj (U ,∆)), in the isothermal and anisothermal configurations.

configuration, and lower at the cold side. The asymmetry may be attributed to an
asymmetry of filtering resolution compared to the turbulence intensity. Indeed, due
to the variations of the fluid properties with temperature, the local friction Reynolds
number varies across the channel, from 105 at the hot wall to 261 at the cold wall,
leading to a lower turbulence intensity level at the hot side than in the isothermal
configuration, and higher at the cold side.

9.2.6.2 Subgrid term associated with momentum convection

The models for the subgrid term associated with momentum convection are assessed
as it appears in the streamwise velocity transport equation in figure 9.4, in the spanwise
velocity transport equation in figure 9.5, and in the wall-normal velocity transport
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equation in figure 9.6. The figure 9.7 addresses the subgrid kinetic energy dissipation
ρFUjUiSij, an important part of the contribution of the subgrid term to the kinetic
energy exchanges. In each case, the profiles of the correlation coefficient, the regression
coefficient and the concordance correlation coefficient are given as a function of the
wall-normal coordinate y, scaled by the height of the channel, and in the classical wall
scaling

y+ = Reτ
y

h
=
yUτ
νω

. (9.56)

As a basis of comparison, each model is scaled in order to match the correct level of
total subgrid kinetic energy dissipation in the volume. This is equivalent to setting the
constant of the models to

Cmod =

∫
T

∫
V
ρFUjUiSij dx dy dz dt∫

T

∫
V
ρτmod

ij (U ,∆)Sij dx dy dz dt
, (9.57)

where V denotes the entire domain and T the integration time.

All the investigated subgrid-scale models correlates rather poorly with the exact
subgrid term as it occurs in the velocity transport equation (figures 9.4(a), 9.5(a),
9.6(a)). This is consistent with previous findings which showed that the exact subgrid
term correlates poorly with the rate of deformation tensor [182, 64, 180], and reflects
the limits of the eddy-viscosity assumption. The models are however better-correlated
with the exact subgrid term for the subgrid kinetic energy dissipation (figure 9.7(a)),
with correlation coefficients higher than 0.7–0.8 throughout the channel for the best
models. Accordingly, the regression coefficient at the centre of the channel appears
too low for all models in the three components of the velocity transport equation
(figures 9.4(b), 9.5(b), 9.6(b)), but around an adequate level for the subgrid kinetic
energy dissipation (figure 9.7(b)). This discrepancy is related to the intrinsic nature
of the models and may not be easily corrected as increasing the magnitude level of
the models to a sufficient amplitude in the velocity transport equation would make the
models overdissipative in the kinetic energy transport equation.

The AMD model is significantly more well-correlated with the exact subgrid term
than the other investigated models (figures 9.4(a), 9.5(a), 9.6(a), 9.7(a)). The Vre-
man, Anisotropic Smagorinsky and MMG models also have a high level of correlation
throughout the channel. In the streamwise velocity transport equation (figure 9.4(a)),
the WALE model has a very low correlation coefficient (< 0.2) in the bulk of the chan-
nel but gives better results at the wall. In the kinetic energy transport equation (figure
9.7(a)), it is the opposite. To a lesser extent, the Sigma, VSS and Kobayashi models
obey to the same pattern.

Near the wall, the correlation of the Smagorinsky model deteriorates and its am-
plitude increases dramatically because the differential operator it is based on does not
vanish in near-wall regions, which conflicts with the near-wall behaviour of the ex-
act subgrid term. The Anisotropic Smagorinsky model is able to improve greatly the
near-wall behaviour of the Smagorinsky model, the filter lengths in the Anisotropic
Smagorinsky model acting akin to a damping function. The Vreman, Anisotropic
Smagorinsky and MMG models vanish at the wall but with a lower order than the
exact subgrid term (table 9.1). Their magnitude compared to the exact subgrid term
is increased near the wall. Nevertheless, their regression coefficient is subject to less
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(c) Concordance correlation coefficient.

Figure 9.4 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the streamwise-related part of the exact momentum convection
subgrid term ∂jFUjUx and eddy-viscosity models ∂jτmod

xj (U ,∆).
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(b) Regression coefficient.
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(c) Concordance correlation coefficient.

Figure 9.5 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the spanwise-related part of the exact momentum convection
subgrid term ∂jFUjUz and eddy-viscosity models ∂jτmod

zj (U ,∆).
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(b) Regression coefficient.
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(c) Concordance correlation coefficient.

Figure 9.6 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the wall-normal-related part of the exact momentum convec-
tion subgrid term ∂jFUjUy and eddy-viscosity models ∂jτmod

yj (U ,∆).
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(c) Concordance correlation coefficient.

Figure 9.7 – Correlation coefficient, regression coefficient, and concordance correlation co-
efficient between the subgrid kinetic energy dissipation of the exact momentum convection
subgrid term ρFUjUiSij and eddy-viscosity models ρτmod

ij (U ,∆)Sij .
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Figure 9.8 – Profile of the statistical average of the subgrid kinetic energy dissipation of the ex-
act momentum convection subgrid term ρFUjUiSij and eddy-viscosity models ρτmod

ij (U ,∆)Sij .

variations across throughout the channel than the WALE, Sigma, VSS and Kobayashi
models (figures 9.4(b), 9.5(b), 9.6(b), 9.7(b)), up to the first point of the LES mesh
that the filter represents.

The profile of the subgrid kinetic energy dissipation is given in figure 9.8. Compared
to the exact subgrid term, the Smagorinsky, Vreman, Anisotropic Smagorinsky and
MMG models are overdissipative in the near-wall region and underdissipative at the
centre of the channel, while the WALE, Sigma, VSS and Kobayashi models dissipates
more at the centre of the channel and less near the wall. This corresponds to the
models theoretically predicted to lead to, respectively, a lower and a higher near-wall
order than the exact subgrid term with a filter such that ∆y

∣∣
ω

= O(y1) (table 9.1).

The maximum of subgrid kinetic energy dissipation is located at y+ = 12 at the
cold side and y+ = 10 at the hot side, in the range of the turbulence kinetic energy
production [91]. Its location is mispredicted towards the centre of the channel by
the WALE, Sigma, VSS and Kobayashi models and towards the wall by the Vreman,
Anisotropic Smagorinsky and MMGmodels. The AMDmodel predicts quite accurately
the location of the maximum of subgrid kinetic energy dissipation. It is underdissipative
at the cold side and slightly overdissipative at the hot side, meaning that the asymmetry
between the hot and cold side is not fully captured by the model.

Eddy-viscosity models are by construction purely dissipative. They represent rela-
tively well the exact subgrid term for the negative values of the subgrid kinetic energy
dissipation, which corresponds to a kinetic energy transfer from the resolved to subgrid
scales, but cannot represent positive values of the subgrid kinetic energy dissipation.
This readily appears in the probability density function of the subgrid kinetic energy
dissipation, given in figure 9.9. While this is a desirable characteristic for numerical
stability, this is inconsistent with the behaviour of the exact subgrid term which lo-
cally transfer the energy from the subgrid to resolved scales. The backscatter region
amounts to 21% of the points in the domain.

Overall, the models in better agreement with the exact subgrid term are the AMD
model, followed by the Vreman, Anisotropic Smagorinsky and MMG models (figures
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Figure 9.9 – Probability density function of the subgrid kinetic energy dissipation of the exact
momentum convection subgrid term ρFUjUiSij and eddy-viscosity models ρτmod
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9.4(c), 9.5(c), 9.6(c), 9.7(c)). Note that in the a priori tests, the performance of the
AMD model is not significantly undermined by the clipping of negative viscosity or
diffusivity.

9.2.6.3 Density velocity correlation subgrid term

The models for the density-velocity correlation subgrid term are assessed as it ap-
pears in the mass conservation equation in figure 9.10 and the subgrid squared scalar
dissipation FρUjdj is addressed in figure 9.11. As a basis of comparison, each model
is scaled in order to match the correct level of total subgrid squared scalar dissipation
in the volume. This is equivalent to a modification of the subgrid-scale Prandtl or
Schmidt number, or to setting the constant of the models to

Cmod =

∫
T

∫
V
FρUjdj dx dy dz dt∫

T

∫
V
πmod
j (U , ρ,∆)dj dx dy dz dt

, (9.58)

with Prt = 1.

The correlation coefficient of the most models with the exact subgrid term as it
appears in the mass conservation equation (figure 9.10(a)) reaches a maximum in the
range 0.3–0.6, is lower at the centre of the channel and falls to or below zero near
the wall. The WALE model is here an exception as its correlation with the exact
subgrid term is very poor in the entire channel. At the centre of the channel, the AMD
and scalar AMD models have the largest correlation coefficient. This may indicate
their relevance in far-from-wall flows. Within the influence of the wall, the most well-
correlated models are the Smagorinsky model and the Anisotropic Smagorinsky model,
which is able to slightly improve the correlation of the Smagorinsky model. As the
correlation coefficient, the regression coefficient declines from the logarithmic layer to
the wall (figure 9.10(b)), meaning that the investigated subgrid-scale models fall too
rapidly to zero at the wall. The drop occurs nearer to the wall with the Anisotropic
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(c) Concordance correlation coefficient.

Figure 9.10 – Correlation coefficient, regression coefficient, and concordance correlation coef-
ficient between the divergence of the exact density-velocity correlation subgrid term ∂jFρUj
and eddy-diffusivity models ∂jπmod

j (U , ρ,∆).
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(b) Regression coefficient.
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(c) Concordance correlation coefficient.

Figure 9.11 – Correlation coefficient, regression coefficient, and concordance correlation coef-
ficient between the subgrid squared scalar dissipation of the exact density-velocity correlation
subgrid term FρUjdj and eddy-diffusivity models πmod

j (U , ρ,∆)dj .
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Figure 9.12 – Profile of the statistical average of the subgrid squared scalar dissipation
of the exact density-velocity correlation subgrid term FρUjdj and eddy-diffusivity models
πmod
j (U , ρ,∆)dj .

Smagorinsky model. The Anisotropic Smagorinsky, AMD and scalar AMD models are
overall in a better agreement with the exact subgrid term (figure 9.10(c)).

Similarly to eddy-viscosity models, larger correlation coefficients are found for the
subgrid squared scalar dissipation (figure 9.11(a)). The AMD and scalar AMD models
are clearly the models that represent the more accurately the exact subgrid squared
scalar dissipation (figure 9.11(c)), with in the entire channel a correlation coefficient
over 0.8 (figure 9.11(a)) and a regression coefficient in the range 0.5–1 (figure 9.11(b)).
The scalar AMD model provides an improvement compared to the AMD model de-
veloped for the momentum convection subgrid term. An increase of the regression
coefficient of the Smagorinsky, Vreman, Anisotropic Smagorinsky and MMG models is
observed near the wall, while the regression coefficient of the WALE, Sigma, VSS and
Kobayashi models models stabilises to a low value (figure 9.11(b)). The profile of the
subgrid squared scalar dissipation (figure 9.12) shows that the Smagorinsky, Vreman,
Anisotropic Smagorinsky and MMG models are overdissipative in the near-wall region
and underdissipative at the centre of the channel compared to the exact subgrid term,
and conversely for the WALE, Sigma, VSS and Kobayashi models. These results are
identical to the results obtained for the subgrid kinetic energy dissipation. The profile
of the ratio of the subgrid kinetic energy dissipation and the subgrid squared scalar
dissipation (figure 9.13) shows that they have the same near-wall order. The results
are thus consistent with our theoretical analysis of the asymptotic near-wall behaviour
of the subgrid terms.

The eddy-diffusivity assumption is as appropriate as the eddy-viscosity assumption,
in the sense the same amount of backscatter is observed for the subgrid squared scalar
dissipation than for the subgrid kinetic energy dissipation, as can be seen in the proba-
bility density function of the subgrid squared scalar dissipation (figure 9.14). However,
it may be argued that the behaviour of the subgrid squared scalar dissipation is less
critical than the subgrid kinetic energy dissipation for the numerical stability of a nu-
merical simulation, suggesting that more emphasis should be placed on the relevance
of the model as it appears in the mass conservation equation.
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Figure 9.13 – Profile of the ratio of the statistical average of the subgrid kinetic energy
dissipation and the subgrid squared scalar dissipation, [ρFUjUiSij ]/[FρUjdj ].
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Figure 9.14 – Probability density function of the subgrid squared scalar dissipation of the exact
density-velocity correlation subgrid term FρUjdj and eddy-diffusivity models πmod

j (U , ρ,∆)dj .

Overall, the models in better agreement with the exact subgrid term are the AMD
and scalar AMD models, followed by the Vreman, Anisotropic Smagorinsky and MMG
models (figures 9.10(c), 9.11(c)). They are the same models than for the subgrid term
associated with momentum convection.

9.2.7 Conclusion

The filtering of the low Mach number equations with the unweighted classical filter
or the density-weighted Favre filter leads to specific subgrid terms. The two most sig-
nificant subgrid terms are the subgrid terms associated with the momentum convection
and the density-velocity correlation. They are compared to subgrid-scale models using
the flow field from direct numerical simulations of a strongly anisothermal turbulent
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channel flow. Classical and Favre filter are found to have no influence on the perfor-
mance of the models. Eddy-viscosity and eddy-diffusivity models are shown to be in
better agreement with the subgrid kinetic energy dissipation and the subgrid squared
scalar dissipation respectively than with the contribution of the subgrid terms in the fil-
tered low Mach number equations. However, eddy-viscosity and eddy-diffusivity models
are not able to account for backscatter, present in a fifth of the points in the domain.
The AMD and scalar AMD models perform better than the other investigated models
with regard to the correlation coefficient, regression coefficient and concordance corre-
lation coefficient with the exact subgrid term. This may be attributed to the strong
link between the AMD and scalar AMD models and the gradient model. The AMD and
scalar AMD inherit from the gradient model a similarity with the exact subgrid term
but, unlike the gradient model, are purely dissipative and should not lead to numerical
stability issues.
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9.3 Tensorial models

9.3.1 Definition

To complement the analysis of eddy-viscosity models, we investigate a priori the
modelling of the subgrid term associated with momentum convection with tensorial
eddy-viscosity models. Tensorial models aim to take into account the anisotropy of the
flow by weighting of each component of a subgrid-scale model. Tensorial eddy-viscosity
models are tensorial models based on the eddy-viscosity assumption. They are moti-
vated by the fact that the relevance of the eddy-viscosity assumption is not the same for
each component of the subgrid term. In general, we may construct from any algebraic
model τmod

ij (U ,∆), and second-order tensors H(k)
ij tensorial models τH(k)mod

ij (U ,∆) of
the form

τH
(k)mod

ij (U ,∆) = H
(k)
ij τ

mod
ij (U ,∆), (9.59)

where no implicit summations over i and j are assumed. We define for this pur-
pose the tensors H(1)

ij = [i 6= j], H(2)
ij =

[
χxyij
]
, H(3)

ij =
[
¬χyyij

]
, H(4)

ij =
[
χxyij ∨ χxzij

]
,

H
(5)
ij =

[
χxyij ∨ χ

yz
ij

]
, H(6)

ij = [i = x ∨ j = x] et H(7)
ij =

[
χxxij ∨ χ

xy
ij

]
, where [ · ] are Iverson

brackets, evaluating to 1 if the proposition within bracket is satisfied and 0 otherwise,
¬ the logical negation (not), ∧ the logical conjunction (and), ∨ the logical disjunction
(or) and with the notation χabij = (i = a ∧ j = b)∨ (i = b ∧ j = a). More explicitly, we
have

H(1) =

0 1 1
1 0 1
1 1 0

, (9.60)

H
(2)
ij =

0 1 0
1 0 0
0 0 0

, (9.61)

H
(3)
ij =

1 1 1
1 0 1
1 1 1

, (9.62)

H
(4)
ij =

0 1 1
1 0 0
1 0 0

, (9.63)

H
(5)
ij =

0 1 0
1 0 1
0 1 0

, (9.64)

H
(6)
ij =

1 1 1
1 0 0
1 0 0

, (9.65)

H
(7)
ij =

1 1 0
1 0 0
0 0 0

. (9.66)

9.3.2 A priori tests

Using the same method as in provided in section 9.2, we assess a priori the rele-
vance of tensorial eddy-viscosity models based on the AMD model for the momentum
convection subgrid term as it appears in the streamwise velocity transport equation
in figure 9.15, in the spanwise velocity transport equation in figure 9.16, in the wall-
normal velocity transport equation in figure 9.17 and with regard to the subgrid kinetic
energy dissipation ρFUjUiSij in figure 9.18. As a basis of comparison, the same constant
as the AMD model is used to compute all tensorial AMD models.

All the investigated tensorial AMD models have a lower correlation coefficient,
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Figure 9.15 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the streamwise-related part of the exact momentum convection
subgrid term ∂jFUjUx and tensorial AMD models ∂jτH

(k)AMD
xj (U ,∆).
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Figure 9.16 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the spanwise-related part of the exact momentum convection
subgrid term ∂jFUjUz and tensorial AMD models ∂jτH

(k)AMD
zj (U ,∆).
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Figure 9.17 – Correlation coefficient, regression coefficient, and concordance correlation coef-
ficient between the divergence of the wall-normal-related part of the exact momentum con-
vection subgrid term ∂jFUjUy and tensorial AMD models ∂jτH

(k)AMD
yj (U ,∆).
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Figure 9.18 – Correlation coefficient, regression coefficient, and concordance correlation co-
efficient between the subgrid kinetic energy dissipation of the exact momentum convection
subgrid term ρFUjUiSij and tensorial AMD models ρτH(k)AMD

ij (U ,∆)Sij .
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regression coefficient and concordance correlation coefficient with the exact subgrid
term than the scalar AMD model. In a priori tests, tensorial AMD models thus show
no benefit over the scalar AMD model. Nevertheless, the “xy” and “xz” components of
the AMD model are sufficient to provide a level of concordance with the exact subgrid
term similar to the AMD model in the streamwise velocity transport equation (figure
9.15(c)) and in the kinetic energy transport equation (figure 9.18(c)). This excludes
the tensorial models based on the H(2) and H(5) tensors. The significance of the other
components of the AMD model and their effect on the flow is crucial to the relevance of
tensorial AMD models in large-eddy simulation. Results with tensorial eddy-viscosity
models based on the Sigma and Anisotropic Smagorinsky models may be found in
appendix C and lead to similar conclusions.

9.4 Conclusion of chapter 9

In a fully developed three-dimensional strongly anisothermal channel flow, backscat-
ter occurs in approximately a fifth of the points in the domain. This value is similar for
the momentum convection subgrid term and the density-velocity correlation subgrid
term, the two most significant subgrid terms of the filtered low Mach number equations.
The modelling of these subgrid terms with eddy-viscosity or eddy-diffusivity models
assumes the alignment of the subgrid term and the rate of deformation tensor, imply-
ing an absence of backscatter. Nevertheless, the a priori tests of subgrid-scale models
suggest a larger correspondence between the subgrid term and the subgrid-scale model
with regard to subgrid dissipation than to the contribution of the subgrid term in the
filtered low Mach number equations. The comparison of the performance of various
subgrid-scale models for a given total subgrid dissipation over the volume seems to
indicate that better agreements are found with the AMD and scalar AMD models than
the other investigated models. This holds for both the classical and Favre filters and
for both the momentum convection and density-velocity correlation subgrid terms. In
order to analyse the results, the asymptotic near-wall behaviour of the subgrid-scale
models and of the exact subgrid term is investigated for a continuous filter whose size
in the wall-normal direction (y) tends to zero at the wall. While the study seems to be
consistent with the results, note that the filter used follows a hyperbolic tangent law
in the wall-normal coordinate direction which does not tend to zero at the wall.

Tensorial eddy-viscosity models do not seem to provide any improvement over scalar
eddy-viscosity models in a priori tests. The two new proposed eddy-viscosity and eddy-
diffusivity models, the Anisotropic Smagorinsky model and the MMG model, have a
high level of correlation with the exact subgrid term. In particular, the Anisotropic
Smagorinsky model improves the correlation of the Smagorinsky model and its near-
wall behaviour. The two models are overdissipative near to the wall as they have a
lower wall order than both exact subgrid terms. Overall, they provide promising results
nonetheless, outperformed only by the AMD, scalar AMD and Vreman models. The
next chapter investigates a posteriori the subgrid-scale modelling of strongly aniso-
thermal turbulent channel flows with the low Mach number equations, allowing the
verification of the a priori performance of the subgrid-scale models.



Chapter 10

A posteriori tests of subgrid-scale
models in an anisothermal turbulent
channel flow at low Mach number

10.1 Introduction of chapter 10

The accuracy of a large-eddy simulation is determined by the physical relevance of
the subgrid-scale models used with regard to the filtering operation and the numeri-
cal method. Within the low Mach number hypothesis, large-eddy simulations may be
carried out using the Velocity and Favre formulations. In both cases, the two most
significant subgrid terms are the momentum convection subgrid term and the density-
velocity correlation subgrid term. The effect of these subgrid terms and their modelling
is crucial for the prediction of the turbulent fields. In this chapter, we investigate a
posteriori the modelling of the momentum convection subgrid term and the density-
velocity correlation subgrid term in isothermal and anisothermal turbulent channel
flows. The anisothermal channel reproduces the distinctive features of low Mach num-
ber strongly anisothermal turbulent flows. Hence, we expect the results to be relevant
to the simulation of a high-temperature solar receiver.

We will focus on the effect of the models on the turbulence statistics. To assess the
performance of the large-eddy simulations, the results are compared to a direct numer-
ical simulation filtered at the resolution of the large-eddy simulations. This allows the
direct comparison of the results of the large-eddy simulations and of the direct numer-
ical simulations. The analysis is based on the LES formalism introduced by Leonard
[169]. In this paradigm, the large-eddy simulation aims to provide resolved fields whose
statistics correspond to the statistics of a filtered direct numerical simulation. Note
that the comparison with filtered direct numerical simulation is not systematically
carried out in the literature since other approaches are possible [236]. For practical
applications, the knowledge of the filtered variables may not be sufficient as nonfiltered
variables are more relevant. This implies that a reconstruction of the nonfiltered fields
from the results of the large-eddy simulation is required. As a first step, we assume
that since we use an invertible filter, an accurate prediction of the nonfiltered statistics
can be obtained from the large-eddy simulation, provided that the simulation provides
an accurate prediction of the filtered statistics.



202 10. A posteriori tests of subgrid-scale models

The filtered DNS fields are obtained from the direct numerical simulations of fully
developed channel flows at Reτ = 180 and Reτ = 395 presented in section 1.3. Using
these data, we investigate the large-eddy simulation of the isothermal channel at Reτ =
180 and of the anisothermal channel at Reτ = 180 and Reτ = 395. We address
the effect of functional eddy-viscosity or eddy-diffusivity models, structural models,
tensorial eddy-viscosity models, mixed models, tensorial mixed models and dynamic
versions of these models. However, the analysis is restricted to zero-equation algebraic
models without wall function or wall model. Each model is studied using the numerical
method described in section 1.2. The robustness of the models to variations of the grid
resolution and of the Reynolds numbers is considered.

We give the resolved equations in section 10.2 and the subgrid-scale models inves-
tigated in section 10.3. The channel flow configuration and the numerical method are
given in section 10.4. The results are discussed in section 10.5.

10.2 Filtered low Mach number equations

As in chapter 9, we consider the large-eddy simulation of the low Mach number
equations in two formulations. The Velocity formulation expresses the filtered low
Mach number equations in terms of variables filtered with the unweighted classical
filter ( · ). The Favre formulation expresses the filtered low Mach number equations
using Favre-filtered variables, that is based on the density-weighted Favre filter ( ·̃ )
defined for any field ψ as ψ̃ = ρψ/ρ. The two formulations involve a different set of
subgrid terms. However, the two most significant subgrid terms are similar in the two
formulation [87, 88, 90]. In both cases, a subgrid term is related to the nonlinearity of
momentum convection and another related to the correlation of density and velocity.
Excluding all other subgrid term, the filtered low Mach number equations are given in
the Velocity formulation by:

• Mass conservation equation

∂ρ

∂t
+

∂

∂xj

(
ρU j + FρUj

)
= 0, (10.1)

• Velocity transport equation

∂U i

∂t
= − ∂

∂xj

(
U j U i + FUjUi

)
+ U i

∂U j

∂xj
− 1

ρ

∂P

∂xi
+

1

ρ

∂Σij(U , T )

∂xj
, (10.2)

• Energy conservation equation

∂U j

∂xj
= − 1

γP0

[
(γ − 1)

∂Qj(T )

∂xj
+
∂P0

∂t

]
, (10.3)

• Ideal gas law

T =
P0

rρ
, (10.4)
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and in the Favre formulation by:

• Mass conservation equation

∂ρ

∂t
+
∂ρŨj
∂xj

= 0, (10.5)

• Momentum conservation equation

∂ρŨi
∂t

= − ∂

∂xj

(
ρŨjŨi + ρGUjUi

)
− ∂P

∂xi
+
∂Σij(Ũ , T̃ )

∂xj
, (10.6)

• Energy conservation equation

∂

∂xj

(
Ũj + ρGUj/ρ

)
= − 1

γP0

[
(γ − 1)

∂Qj(T̃ )

∂xj
+
∂P0

∂t

]
, (10.7)

• Ideal gas law

T̃ =
P0

ρr
, (10.8)

with ρ the density, T the temperature, γ the heat capacity ratio, r the ideal gas specific
constant, t the time, P the mechanical pressure, P0 the thermodynamical pressure,
Ui the i-th component of velocity and xi the Cartesian coordinate in i-th direction.
Einstein summation convention is used. The functions Σij(U , T ) and Qj(T ) are used
to compute the shear-stress tensor and conductive heat flux associated with a given
velocity and temperature. We assume a Newtonian fluid and Fourier’s law,

Σij(U , T ) = µ(T )

(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3
µ(T )

∂Uk
∂xk

δij, (10.9)

Qj(T ) = −λ(T )
∂T

∂xj
, (10.10)

with µ(T ) the dynamic viscosity, λ(T ) the thermal conductivity and δij the Kronecker
delta.

The momentum convection subgrid term is defined as FUjUi = UjUi − U j U i in the
Velocity formulation and GUjUi = ŨjUi − ŨjŨi in the Favre formulation. The density-
velocity correlation subgrid term is defined as FρUj = ρUj − ρU j in the Velocity formu-
lation and GUj/ρ = Ũj/ρ− Ũj/ρ in the Favre formulation. The two formulations are
related by the relation

FρUj
ρ

= −ρGUj/ρ. (10.11)

The fluid is air. We use Sutherland’s law [287] to compute the viscosity,

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S

T + S
, (10.12)

with µ0 = 1.716 · 10−5 Pa s, S = 110.4 K and T0 = 273.15 K. We assume a constant
Prandtl number Pr = 0.76 and heat capacity at constant pressure Cp = 1005 J kg−1 K−1.
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The conductivity is deduced from the Prandlt number, the heat capacity at constant
pressure and the viscosity,

λ(T ) =
Cp
Pr

µ(T ). (10.13)

The ideal gas specific constant is r = 287 J kg−1 K−1. These parameters are the same
as in the direct numerical simulations presented in section 1.3.

10.3 Subgrid-scale models

Subgrid-scale models express the subgrid terms as functions of variables resolved in
the large-eddy simulation. In order to express the models for the momentum convection
subgrid term and the density-velocity correlation subgrid term in the Velocity and Favre
formulations, it is useful to introduce the following formalism,

FUjUi ≈ τmod
ij (U ,∆), (10.14)

GUjUi ≈ τmod
ij (Ũ ,∆), (10.15)

FρUj ≈ πmod
j (U , ρ,∆), (10.16)

GUj/ρ ≈ πmod
j (Ũ , 1/ρ,∆), (10.17)

where the functions τmod
ij (U ,∆) and πmod

j (U , φ,∆) are model-dependent but do not
depend on the formulation. We investigate zero-equation algebraic models without wall
function or wall model. This includes functional models, structural models, tensorial
models and tensorial mixed models. Dynamic versions of each type of modelling is also
considered.

10.3.1 Constant-parameter models

Using functional eddy-viscosity or eddy-diffusivity models, the subgrid terms are
modelled by analogy with molecular diffusion,

τmod
ij (U ,∆) = − 2νmod

e (g,∆)Sij, (10.18)

πmod
j (U , φ,∆) = − νmod

e (g,d,∆)

Prt
dj, (10.19)

with Sij = 1
2

(gij + gji) the rate of deformation tensor, g the velocity gradient, defined
by gij = ∂jUi and d the scalar gradient, defined by dj = ∂jφ. The expression of
the eddy-viscosity depends on the model used. The subgrid-scale Prandtl or Schmidtl
number Prt, assumed constant, relates the eddy-diffusivity to the eddy-viscosity. The
eddy-viscosity or eddy-diffusivity models investigated have been introduced in section
9. They are recalled here:

Smagorinsky model [276]: νSmag.
e (g,∆) =

(
CSmag.∆

)2 |S| , (10.20)

WALE model [213]: νWALE
e (g,∆) =

(
CWALE∆

)2

(
SdijSdij

)3
2

(SmnSmn)
5
2 + (SdmnSdmn)

5
4

,

(10.21)
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Sigma model [214]: νSigma
e (g,∆) =

(
CSigma∆

)2 σ3 (σ1 − σ2) (σ2 − σ3)

σ2
1

,

(10.22)

AMD model [250]: νAMD
e (g,∆) = CAMD max(0,−GijSij)

gmngmn
, (10.23)

Scalar AMD model [3]: νSAMD
e (g,d,∆) = CSAMD max(0,−Djdj)

dmdm
, (10.24)

Kobayashi model [147]: νKoba.
e (g,∆) = CKoba.∆

2 |Fg|
3
2 (1− Fg) |S| , (10.25)

where |S| =
√

2SijSij is a norm of S, Sdij = 1
2

(gikgkj + gjkgki) − 1
3
gkpgpkδij the

traceless symmetric part of the squared velocity gradient tensor, σ1 ≥ σ2 ≥ σ3 the
three singular values of g, Gij = ∆

2

kgikgjk the gradient model for the subgrid term
associated with momentum convection, IIG = 1

2
(tr2 (G)− tr (G2)) its second invari-

ant, Dj = ∆
2

kgjkdk the gradient model for the density-velocity correlation subgrid
term, Rij = βigjj the volumetric strain-stretching, with β = (S23, S13, S12), and
Fg = (ΩijΩij − SijSij) / (ΩmnΩmn + SmnSmn) the coherent structure function, with
Ωij = 1

2
(gij − gji) the spin tensor or rate of rotation tensor. The Smagorinsky, WALE,

Sigma, AMD, and Kobayashi models have been initially devised for the momentum con-
vection subgrid term and have been adapted to the density-velocity correlation subgrid
term. The scalar AMD model has been devised specifically for the density-velocity
correlation subgrid term.

Anisotropic eddy-viscosity or eddy-diffusivity models involve one length scale per
direction instead of a single length scale. Anisotropic versions of the Smagorinsky
WALE, Sigma and Kobayashi models can be devised. The AMD and Scalar AMD are
already anisotropic. We define the Anisotropic Smagorinsky model [86] as,

τAn.Smag.
ij (U ,∆) = − 2νSmag.

e (ga,∆)Saij, (10.26)

πAn.Smag.
j (U , φ,∆) = − νSmag.

e (ga,da,∆)

Prt
daj , (10.27)

with Saij = 1
2

(
gaij + gaji

)
the scaled rate of deformation tensor, ga the scaled velocity

gradient, defined by gaij = (∆j/∆)∂jUi and da the scaled scalar gradient, defined by
daj = (∆j/∆)∂jφ.

Using the structural gradient model [169], the subgrid terms are modelled according
to a Taylor series expansion of the filter,

τGrad.
ij (U ,∆) = 1

12
CGrad.Gij(U ,∆) = 1

12
CGrad.∆

2

kgikgjk, (10.28)

πGrad.
j (U , φ,∆) = 1

12
CGrad.Dj(U ,∆) = 1

12
CGrad.∆

2

kgikdk, (10.29)

Using the structural scale-similarity model [14], the subgrid terms are modelled follow-
ing the scale-similarity assumption,

τSimil.
ij (U ,∆) = CSimil.

(
ÛjUi − Ûj Ûi

)
, (10.30)

πSimil.
j (U , φ,∆) = CSimil.

(
Ûjφ− Ûj φ̂

)
, (10.31)
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where ·̂ is a test filter explicitly computed in the large-eddy simulation. The Taylor
series expansion of the filter ·̂ in (10.30) and (10.31) leads to

τSimil.
ij (U ,∆) = 1

12
CSimil.Gij(U , ∆̂) = 1

12
CSimil.∆̂2

kgikgjk, (10.32)

πSimil.
j (U , φ,∆) = 1

12
CSimil.Dj(U , ∆̂) = 1

12
CSimil.∆̂2

kgikdk. (10.33)

This corresponds to the gradient model associated with the filter lengths ∆̂2
k of the test

filter.

As presented in section 9.3, tensorial models can be constructed from any functional
or structural model in order to apply a different weighting to each component of the
subgrid-scale model. We focus on tensorial eddy-viscosity models, which use the eddy-
viscosity assumption only for some specific components of the subgrid term.

Functional and structural models may also be combined to form mixed models. To
be more general, we consider tensorial mixed models, which combine the two models
with a different weighting for each component. This may be used to combine structural
and functional models for each component or to model each component with either a
functional or a structural model. Tensorial mixed models are constructed from two
algebraic models τ one

ij (U ,∆) and τ two
ij (U ,∆), and two constant second-order tensors

H(k) and H(l),

τ
(1−H(k))one+H(l)two
ij (U ,∆) = (1−H(k)

ij )τ one
ij (U ,∆) +H

(l)
ij τ

two
ij (U ,∆). (10.34)

where no implicit summations over i and j are assumed.

Unless stated otherwise, we implicitly use the model parameters CSmag. = 0.10,
CWALE = 0.55, CSigma = 1.5, CAMD = 0.3 and CKoba. = 0.045 and a subgrid-scale
Prandtl or Schmidtl number Prt = 0.9. We compute the filter length scale using
∆ = (∆x∆y∆z)

1/3 [77]. The reader may refer to Trias et al. [295] for a review of
alternative definitions. Numerically, the divergence-related part of the deviatoric rate
of deformation tensor is neglected to compute eddy-viscosity models. In other words,
we make the hypothesis

τmod
ij (U ,∆) = −2νmod

e

(
Sij − 1

3
Skk
)
≈ −2νmod

e Sij. (10.35)

which is exact in the incompressible isothermal case and an approximation in the
anisothermal case. We verified that this approximation does not affect significantly
the results of the large-eddy simulations.

10.3.2 Dynamic models

For any constant-parameter algebraic subgrid-scale model, dynamic models may be
constructed using the approach introduced by Germano et al. [112]. For a single model,
the dynamic procedures are presented in section 7.2.4 for the momentum convection
subgrid term. The generalisation to the density-velocity correlation subgrid term is
not presented here. In addition, dynamic mixed models can be constructed using
analogous procedures. For the momentum convection subgrid term, the dynamic mixed
model τdyn,one,two

ij (U ,∆) may be expressed from two algebraic models τ one
ij (U ,∆) and

τ two
ij (U ,∆) as

τdyn,one,two
ij (U ,∆) = Coneτ one

ij (U ,∆) + Ctwoτ two
ij (U ,∆). (10.36)
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The determination of the parameters Cone and Ctwo is carried out using a test filter
( ·̂ ) and the assumptions

UjUi − U j U i ≈ Coneτ one
ij (U ,∆) + Ctwoτ two

ij (U ,∆), (10.37)

ÛjUi − Û j Û i ≈ Coneτ one
ij (Û , ∆̂) + Ctwoτ two

ij (Û , ∆̂), (10.38)

where ∆̂ is best approximated as ∆̂ = (∆i + ∆̂i)
1/2 for Gaussian and box filters [111,

307].

Filtering (10.37), and assuming

Coneτ one
ij (U ,∆)
∧

= Coneτ one
ij (U ,∆)
∧

, (10.39)

Ctwoτ two
ij (U ,∆)
∧

= Ctwoτ two
ij (U ,∆)
∧

, (10.40)

it follows that
Lij(U) ≈ Conemone

ij (U ,∆) + Ctwomtwo
ij (U ,∆), (10.41)

where Lij(U) is given by equation (7.18) and

mone
ij (U ,∆) = τ one

ij (Û , ∆̂)− τ one
ij (U ,∆)
∧

, (10.42)

mtwo
ij (U ,∆) = τ two

ij (Û , ∆̂)− τ two
ij (U ,∆)
∧

. (10.43)

Dynamic procedures aim to minimise the residual

Eij = Lij − Conemone
ij − Ctwomtwo

ij . (10.44)

Several methods have been suggested to compute the parameters Cone and Ctwo.
They are given as follows:

One-parameter dynamic mixed method

The parameter of one of the two models is arbitrarily set, for instance Cone,
then the parameter of the other model is computed dynamically to minimise the
variance of the residual [322, 307],

∂ 〈EklEkl〉
∂Ctwo

= 0, (10.45)

leading to

Ctwo =

〈
mtwo
ij

(
Lij − Conemone

ij

)〉
〈mtwo

mnm
two
mn〉

. (10.46)

The parameter of the first model Cone may be set to a constant. Alternatively, it
may be computed with the classical dynamic method, that is without taking into
consideration the second model. This has been suggested in order to improve the
two-parameter dynamic procedure [8, 199].

Two-parameter dynamic mixed method

The parameters of the two models are computed dynamically to minimise the
variance of the residual [256, 257, 125, 259],

∂ 〈EklEkl〉
∂Cone

= 0 and
∂ 〈EklEkl〉
∂Ctwo

= 0, (10.47)
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leading to

Ctwo =

〈
mone
ij m

one
ij

〉
〈Lklmtwo

kl 〉 −
〈
mone
ij m

two
ij

〉
〈mone

kl Lkl〉
〈mone

mnm
one
mn〉

〈
mtwo
pq m

two
pq

〉
− 〈mone

mnm
two
mn〉

〈
mone
pq m

two
pq

〉 . (10.48)

The parameter Cone may be computed from the permutation of the exponents
“one” and “two” in the above expression.

A generalisation of dynamic mixed models to an arbitrary number of parameters is
given by Sagaut et al. [255].

The dynamic procedure may be extended to the construction of a model using
tensorial parameters Cone

ij and Ctwo
ij ,

τdyn,one,two
ij (U ,∆) = Cone

ij τ one
ij (U ,∆) + Ctwo

ij τ two
ij (U ,∆), (10.49)

where no implicit summations over i and j are assumed. The dynamic methods (10.46)
and (10.48) can be extended to tensorial parameters. The tensorial dynamic mixed
methods are given as follows:

Tensorial one-parameter dynamic mixed method

As in the (scalar) one-parameter dynamic mixed method, the parameters of one
of the two models are arbitrarily set, the parameters of the other model being
computed dynamically to minimise for all i and j the variance of the residual,

∂ 〈EklEkl〉
∂Ctwo

ij

= 0 for all i and j, (10.50)

leading to

Ctwo
ij =

〈
mtwo
ij

(
Lij − Conemone

ij

)〉〈
mtwo
ij m

two
ij

〉 , (10.51)

where no implicit summations over i and j are assumed. The parameter of the
first model Cone either be set to a constant, computed using the classical tensorial
or zero-residual dynamic method.

Tensorial two-parameter dynamic mixed method

As in the (scalar) two-parameter dynamic mixed method, the parameters of the
two models are computed dynamically to minimise for all i and j the variance of
the residual,

∂ 〈EklEkl〉
∂Cone

ij

= 0 and
∂ 〈EklEkl〉
∂Ctwo

ij

= 0 for all i and j, (10.52)

leading to

Ctwo
ij =

〈
mone
ij m

one
ij

〉 〈
Lijm

two
ij

〉
−
〈
mone
ij m

two
ij

〉 〈
mone
ij Lij

〉〈
mone
ij m

one
ij

〉 〈
mtwo
ij m

two
ij

〉
−
〈
mone
ij m

two
ij

〉 〈
mone
ij m

two
ij

〉 , (10.53)

where no implicit summations over i and j are assumed. The parameter Cone

may be computed from the permutation of the exponents “one” and “two” in the
above expression.
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Besides, two tensorial dynamic mixed methods based on the zero-residual dynamic
method have been considered. Simulations with these dynamic methods were found to
be unstable. They are nonetheless given below for completeness:

Zero-residual one-parameter dynamic mixed method

The parameters of one of the two models are arbitrarily set, the parameters of
the other model being computed dynamically to zero for all i and j the statistical
average of the residual,

〈Eij〉 = 0 for all i and j, (10.54)

leading to

Ctwo
ij =

〈
Lij − Cone

ij mone
ij

〉〈
mtwo
ij

〉 , (10.55)

where no implicit summations over i and j are assumed.

Zero-residual two-parameter dynamic mixed method

The parameters of the two models are computed dynamically to zero for all i and
j the statistical average of the residual and the divergence of the variance of the
residual,

∂ 〈EklEkl〉
∂Cone

ij

+
∂ 〈EklEkl〉
∂Ctwo

ij

= 0 and 〈Eij〉 = 0 for all i and j, (10.56)

leading to

Ctwo
ij =

〈
mone
ij m

one
ij

〉
〈Lij〉 −

〈
mone
ij

〉 〈
mone
ij Lij

〉
−
〈
mone
ij

〉 〈
mtwo
ij Lij

〉
+
〈
mone
ij

〉 〈
mtwo
ij

〉
〈Lij〉〈

mone
ij m

one
ij

〉 〈
mtwo
ij

〉
−
〈
mone
ij

〉 〈
mone
ij m

two
ij

〉
+
〈
mtwo
ij

〉 〈
mone
ij m

two
ij

〉
−
〈
mone
ij

〉 〈
mtwo
ij m

two
ij

〉 ,
(10.57)

where no implicit summations over i and j are assumed. The parameter Cone

may be computed from the permutation of the exponents “one” and “two” in the
above expression.

For each dynamic procedure, the average 〈 · 〉 can be computed as a plane average,
that is over the homogeneous directions, or as a global average, that is over the volume
of the channel. The parameters of plane-average dynamic procedures is a function
of time and the wall-normal coordinate. The parameters of global-average dynamic
procedures is a function of time.

10.4 Numerical study configuration

10.4.1 Channel flow configuration

We investigate the large-eddy simulation of a fully developed three-dimensional
turbulent channel flow with and without a temperature gradient. The channel has the
same characteristics as the channel described in section 1.3, namely it is periodic in the
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streamwise (x) and spanwise (z) directions and enclosed by two plane walls in the wall-
normal direction (y). Without the temperature gradient, the flow is isothermal and
incompressible. The temperature of the two walls is T1 = 293 K. With the temperature
gradient, the flow is strongly anisothermal and at low Mach number. The temperature
of the cold wall (y = 0) is T1 = 293 K and the temperature of the hot wall (y = 2h)
is T2 = 586 K. Large-eddy simulations of the channel are carried out at the mean
friction Reynolds number Reτ = 180 and Reτ = 395, where Reτ is the average of the
friction Reynolds number at the cold and hot sides. At Reτ = 180, the domain size is
4πh× 2h× 2πh, with h = 15 mm. At Reτ = 395, the domain size is 4πh× 2h× 4/3πh.

10.4.2 Numerical settings

The channel flow presented in section 10.4.1 is simulated using three meshes at
Reτ = 180, referred to as “48B”, “36C” and “24C”, and one mesh at Reτ = 395, referred
to as “96B”. The meshes are rectilinear. The grid spacing is uniform in the homogeneous
directions (x and z) and follows a hyperbolic tangent law in the wall-normal coordinate
direction (y),

yk = Ly

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
, (10.58)

with a the mesh dilatation parameter and Ny the number of grid points in the wall-
normal direction. The number of grid points and the cell sizes of the meshes of the
large-eddy simulations are given in table 10.1.

The analysis of the results of the large-eddy simulations is made with the direct nu-
merical simulations of the same channel described in section 1.3. The direct numerical
simulations use the same numerical method as the large-eddy simulations and have the
same domain size.

As in the direct numerical simulations (section 1.3), a streamwise volume force f
is added to balance the viscous dissipation in the large-eddy simulations. The same
targeted mass flow rate is used in the large-eddy simulations and in the direct numeri-
cal simulations. The resulting wall shear stress may however be different. Accordingly,
the mass enclosed in the domain is the same in all simulations but the mean ther-
modynamical pressure may be different. This is discussed in more detail in section
10.5.1.

10.4.3 Filtering process

In order to allow the direct comparison of the results of the large-eddy simulations
and of the direct numerical simulations, we filter the instantaneous DNS data at the
resolution of the LES meshes. We use a top-hat filter to perform this filtering. The
top-hat filter is given in one dimension by

ψ(x) =
1

∆(x)

∫ x+
1
2

∆(x)

x−1
2

∆(x)

ψ(ξ)dξ, (10.59)

and in three dimensions by the sequential application of the one-dimensional filter in
the three spatial directions. To carry out the box filter, we first interpolate the DNS
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Reτ Name Number of grid points Dimension of the domain Cell sizes in wall units
Nx ×Ny ×Nz Lx × Ly × Lz ∆+

x ; ∆+
y (0)–∆+

y (h); ∆+
z

180 48B 48× 50× 48 4πh× 2h× 2πh 68 ; 0.50 – 25 ; 34
180 36C 36× 40× 36 4πh× 2h× 2πh 91 ; 2.0 – 22 ; 45
180 24C 24× 28× 24 4πh× 2h× 2πh 136 ; 2.0 – 35 ; 68

395 96B 96× 100× 64 4πh× 2h× (4/3)πh 73 ; 0.50 – 27 ; 36

Table 10.1 – Computational domain and grid spacing of the three meshes used at Reτ = 180
and of the mesh used at Reτ = 395. The cell sizes in wall units are computed using the
friction velocity of the direct numerical simulations at the cold side. They are smaller in the
isothermal channel and in the anisothermal channel at the hot side.

data using a cubic spline then compute the filter from the interpolated data, as in [86].
The cubic spline interpolation allows the computation of the filter with an arbitrary
filter length and without mesh restrictions. The spline interpolation adds an additional
filtering to the box filter. However, this additional filter is small compared to the box
filter with the DNS meshes used and can be neglected.

Filtering is also required to compute the test filter involved in the scale-similarity
model and dynamic models. These filters are computed using other methods because
the spline interpolation is too computationally expensive to be used in a large-eddy
simulation. The test filter of dynamic methods, referred to as “filter A” is computed as
an average over three cells in the three directions. In one dimension, it is given by

ψ(xi) =
ψ(xi+1)∆(xi+1) + ψ(xi)∆(xi) + ψ(xi−1)∆(xi−1)

∆(xi−1) + ∆(xi) + ∆(xi+1)
, (10.60)

where ∆(xi) is the local cell size around the point xi. This approximates a top-hat
filter whose width is thrice as large as the LES mesh. The test filter of the scale-
similarity model has been computed using the filter A and another filter. The second
filter, referred to as “filter T”, uses the Taylor series expansion of the box filter, given
in one dimension by

ψ(x) = ψ(x) +
∆

2

24

∂2ψ

∂x2
. (10.61)

The second derivative is computed using a second-order centred finite difference ap-
proximation,

ψ(xi) = ψ(xi)+
[∆(xi)]

2

24

ψ(xi+1)∆(xi−1/2)− ψ(xi)[∆(xi−1/2) + ∆(xi+1/2)] + ψ(xi−1)∆(xi+1/2)

∆(xi−1/2)∆(xi)∆(xi+1/2)
,

(10.62)
using the local cell size as the filter width.

10.5 Results and discussion

The large-eddy simulations of the isothermal and anisothermal channel address the
modelling of the two most significant subgrid terms arising from the filtering of the low
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Mach number equations. The isothermal channel will be used to study the relevance
of subgrid-scale models for the momentum convection subgrid term. The anisothermal
channel will be used to study the relevance of subgrid-scale models for the density-
velocity correlation subgrid term, of combinations of subgrid-scale models for the two
subgrid terms and of the use of the Velocity and Favre formulations. Before proceeding
to the comparison of the subgrid-scale models, we briefly discuss the simulation of the
channel without subgrid-scale model.

To analyse the results, we define the three following scalings:

• The scaling (+), or classical scaling, based on the friction velocity Uτ , the wall
kinematic viscosity νω and temperature Tω and the friction temperature Tτ ,

y+ =
yUτ
νω

, U+ =
U

Uτ
, T+ =

T − Tω
Tτ

;

• The scaling (◦), based on the channel half-height, the average kinematic viscosity
1
2
(ν1 + ν2) and the temperature difference T2 − T1,

y◦ =
y

h
, U ◦ =

Uh
1
2
(ν1 + ν2)

, T ◦ =
T − Tω
T2 − T1

;

• The scaling (×), based on the average friction velocity 1
2
(Uτ,1 +Uτ,2), the average

kinematic viscosity 1
2
(ν1 +ν2) and the average friction temperature 1

2
(Tτ,1 +Tτ,2),

y× = y◦, U× =
U

1
2
(Uτ,1 + Uτ,2)

, T× =
T − 1

2
(T1 + T2)

1
2
(Tτ,1 + Tτ,2)

.

The friction Reynolds number and heat flux of the large-eddy simulations are given in
appendix D.

10.5.1 Simulation without subgrid-scale models

Simulations without subgrid-scale model are carried out with the meshes 24C, 36C
and 48B. The mass flow rate of the simulations is imposed using a control loop to adjust
the streamwise volume force f , as described in section 1.3. The targeted mass flow
rate is the same as in the direct numerical simulations. Accordingly, the simulations
have the same mass flow rate than the direct numerical simulations but predict a
different wall shear stress. With the mesh 48B, the error on the friction velocity
is 1% in the anisothermal channel at Reτ = 180. Imposing a constant streamwise
volume force would maintain the wall shear stress at the same level as the direct
numerical simulations, but results in an error of 1% on the mass flow rate. The results
of simulations with constant mass flow rate and constant streamwise volume force are
compared in figure 10.1 in the anisothermal channel at Reτ = 180. The scaling of
the profiles takes into account the differences of mass flow rate. Nevertheless, the two
approaches are not completely equivalent because the Reynolds number differences
between the two methods may induce low Reynolds number effects.

The results of the simulations without subgrid-scale model are compared to direct
numerical simulations filtered at the resolution of the simulation meshes. The filtering is
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Figure 10.1 – Comparison of simulations with no subgrid-scale model with constant mass flow
rate and constant streamwise volume force for the profiles of the mean streamwise velocity 〈Ux〉
(a), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (b), the mean temperature
〈T 〉 (c) and the standard deviation of temperature

√
〈T ′2〉 (d) in the anisothermal channel at

Reτ = 180 with the mesh 48B.

carried out using the classical filter and the Favre filter. The two filters lead to identical
results for the mean streamwise velocity, the mean temperature, the covariance of
streamwise and wall-normal velocity and the standard deviation of velocity components
and of temperature. The distinction is only relevant for the mean wall-normal velocity,
which is different in the Velocity and Favre formulations. The mean filtered wall-normal
velocity requires a longer averaging time than the other turbulence statistics and is not
well-converged. We may only guess that the mean filtered wall-normal velocity has
a slightly lower amplitude than the mean nonfiltered wall-normal velocity with the
classical filter and a significantly lower amplitude with the Favre filter (figure 10.5).

The mean nonfiltered and filtered streamwise velocity are identical, whereas the
simulation with the mesh 24C at Reτ = 180 underestimates significantly the friction
velocity, and thus the mean streamwise velocity near the wall. As the mass flow rate
is imposed, the mean streamwise velocity is without scaling satisfactory at the center
of the channel for all simulations in the incompressible case (figure 10.2). In the
anisothermal channel however (figures 10.3 and 10.4), the simulations do not capture
correctly the asymmetry between the profiles at the hot and cold sides, overestimating
the velocity at the cold side and underestimating the velocity at the hot side.

The heat flux at the wall is underestimated by all anisothermal simulations and by
the coarser simulations in particular. This error directly impacts the mean wall-normal
velocity. Indeed, without subgrid-scale models, the energy conservation equation leads
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Figure 10.2 – Comparison of simulations with no subgrid-scale model with the meshes 24C,
36C and 48B for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of
streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal

channel at Reτ = 180.

with the low Mach number hypothesis to a balance between the mean wall-normal
velocity and the mean local conductive heat flux,

γP0

γ − 1
〈Uy〉 = − [〈Qy〉 −Q0] , (10.63)

where Q0 is the conductive heat flux at y = 0 (cold wall). Since the heat flux at the
center of the channel is well predicted by all simulations, the error on the mean wall-
normal velocity is closely related to the error on the wall heat flux (figure 10.5). The
mean wall-normal velocity appears underestimated if it is compared to the classical-
filtered DNS data. In all simulations, the mean thermodynamical pressure is larger
than in the direct numerical simulation. The error is however not significant compared
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Figure 10.3 – Comparison of simulations with no subgrid-scale model with the meshes 24C,
36C and 48B for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of
streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f) and the standard deviation of temperature√
〈T ′2〉 (g, h) in the anisothermal channel at Reτ = 180.
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Figure 10.4 – Comparison of simulations with no subgrid-scale model with the mesh 96B for
the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and
wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), the

mean temperature 〈T 〉 (e, f) and the standard deviation of temperature
√
〈T ′2〉 (g, h) in the

anisothermal channel at Reτ = 395.
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Figure 10.5 – Comparison of simulations with no subgrid-scale model for the profiles of the
terms of the energy balance (10.63), namely the conductive heat flux 〈Uy(γP0)/(γ − 1)〉 (“Con-
vection”) and the conductive heat flux 〈−λ(∂T/∂y)〉 (“Conduction”) with the meshes 24C, 36C
and 48B in the anisothermal channel at Reτ = 180 and with the mesh 96B in the anisothermal
channel at Reτ = 395.

to the error on the heat flux, and does not exceed 4% with the mesh 24C at Reτ = 180.

The filtering of the DNS data decreases significantly the maximum value of the
covariance of streamwise and wall-normal velocity and the standard deviation of ve-
locity components. The decrease is larger for a larger filter width. In the isothermal
channel at Reτ = 180, the decrease ranges from around 10% with the mesh 48B to
around 30% with the mesh 24C. However, the simulations without model lead with
the three meshes to a similar covariance of streamwise and wall-normal velocity and
standard deviation of spanwise velocity, while the standard deviation of streamwise
velocity increases with mesh derefinement (figure 10.2). The interpretation of these re-
sults should take into account the effect of the classical scaling, as the underestimation
of the wall shear stress in the coarser simulations offsets a slight decrease the covariance
of streamwise and wall-normal velocity and the standard deviation of spanwise velocity
without scaling.

In the anisothermal channel, the asymmetry between the profiles of the turbulence
statistics at the hot and cold sides is not captured correctly by the simulations. For
instance, the amplitude asymmetry between the profiles of the standard deviation
of streamwise velocity at the hot and cold sides is amplified compared to the direct
numerical simulation (figure 10.3). Conversely, the asymmetry is reduced using the
filtered DNS data. This reduction is due to the lower turbulence intensity level at the
hot side, leading, in wall units, to an asymmetry of filtering resolution. The mean
temperature is without scaling overestimated in the bulk of the channel. In other
words, the temperature difference to the wall is underestimated at the hot side and
overestimated at the cold side. With the classical scaling, it is overestimated at both
the hot and cold sides given the error on the wall heat flux. For the same reason, the
standard deviation of temperature decreases without scaling with mesh derefinement
but increases at the cold side with mesh derefinement with the classical scaling.

In the isothermal channel at Reτ = 180, the error on the friction velocity is 9%
with the mesh 24C, 6% with the mesh 36C and 2% with the mesh 48B. The relative
accuracy of the wall shear stress with the mesh 48B is partly due to its non-monotonous
convergence of the prediction with mesh refinement. As identified by Meyers and
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Sagaut [196], the non-monotonous convergence allows the existence of a grid-resolution
line where the error on the wall shear stress is zero. The simulation of the channel with
a finer 72×68×72 mesh leads to an error of 4% for the wall shear stress in the isothermal
case. This is less accurate than with the mesh 48B, confirming that the mesh 48B is
close to Meyers’ no error line. Due to this non-monotonous convergence of the wall
shear stress and the turbulence statistics, it is important to verify the robustness of
the subgrid-scale models to a range of friction Reynolds numbers and grid resolutions.

In the following, we will study the simulation of the isothermal and anisothermal
channels with subgrid-scale models, that is its large-eddy simulation. We first study the
modelling of the subgrid term associated with momentum convection in the incompress-
ible isothermal case. We then verify the generality of the results in the anisothermal
case, extend the analysis to the modelling of the density-velocity correlation subgrid
term and compare the Velocity and Favre formulations.

10.5.2 Large-eddy simulation in the incompressible isothermal
case

To study the modelling of the momentum convection subgrid term, we carry out
large-eddy simulations of the isothermal channel at Reτ = 180 with several functional
models, structural models, tensorial models and tensorial mixed models.

10.5.2.1 Functional modelling

In this section, we investigate the functional modelling of the momentum convection
subgrid term. The functional models investigated are the Smagorinsky, WALE, Sigma,
AMD, Kobayashi and Anisotropic Smagorinsky models, as well as dynamic versions of
these models. The results of large-eddy simulations with these models are compared
in figure 10.6 with the mesh 48B. As consistently found in the literature [see e.g. 304],
the Smagorinsky model does not perform well in shear flow and considerably deteri-
orates the profiles of the turbulence statistics. The Anisotropic Smagorinsky model
improves significantly the predictions compared to the Smagorinsky model, providing
similar results to the WALE, Sigma and AMD models. The WALE, Sigma, AMD,
Kobayashi and Anisotropic Smagorinsky models underestimate the wall shear stress,
thus do not lead to a good representation of the scaled mean streamwise velocity. The
additional dissipation provided by the model is able to decrease the maximum value
of the standard deviation of wall-normal and spanwise velocity, but the standard de-
viation of streamwise velocity is increased further away from the filtered DNS profile.
The no-model simulation yields a better prediction of the friction Reynolds number,
the mean streamwise velocity and the standard deviation of velocity components than
the large-eddy simulations with functional models. The points discussed above are also
valid for the meshes 24C and 36C. The larger filter widths amplify the reduction of the
standard deviation of wall-normal and spanwise velocity following approximately the
same behaviour as the filtered direct numerical simulation (figure 10.7). On the other
hand, the standard deviation of streamwise velocity is even with the 24C mesh not
reduced compared to the no-model simulation, further enhancing the discrepancy with
the filtered direct numerical simulation. The predictions of the large-eddy simulations
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Figure 10.6 – Comparison of large-eddy simulations with the Smagorinsky, WALE, Sigma,
AMD, Kobayashi and Anisotropic Smagorinsky models for the profiles of the mean streamwise
velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the
standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and

spanwise velocity
√
〈u′2z 〉 (f) in the isothermal channel at Reτ = 180 with the mesh 48B.

depend on the parameter of the model. Using the parameters given in section 10.3, a
lower subgrid-scale viscosity is obtained with the Kobayashi model (figure 10.9). This
leads to more accurate results with the meshes and numerical method of this study.

Dynamic models provide a less arbitrary comparison of functional models in the
sense that it is not complicated by the choice of the model parameter. We study
plane-average, global-average, tensorial plane-average and tensorial global-average dy-
namic methods. The main purpose of the plane-average dynamic method is the local
adaptation of the model parameter, which may compensate an unsatisfactory asymp-
totic near-wall behaviour of the model [273]. This is particularly well-suited to the
Smagorinsky model. The plane-average dynamic Smagorinsky model (figure 10.8) gives
similar results to the non-dynamic WALE and Sigma models. With the plane-average
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Figure 10.7 – Comparison of large-eddy simulations with the Smagorinsky, WALE, Sigma,
AMD, Kobayashi and Anisotropic Smagorinsky models with the meshes 24C (left) and 36C
(right) for the profiles of the standard deviation of streamwise velocity

√
〈u′2x 〉 (a, b), wall-

normal velocity
√
〈u′2y 〉 (c, d) and spanwise velocity

√
〈u′2z 〉 (e, f) in the isothermal channel

at Reτ = 180.

dynamic procedure, the Anisotropic Smagorinsky model deteriorates the predictions
of the Smagorinsky model. Large-eddy simulations with the plane-average dynamic
WALE, Sigma, AMD and Kobayashi models are not stable. This is consistent with the
observation by Baya Toda et al. [18] that the plane-average dynamic method might
degrade subgrid-scale models with a proper asymptotic near-wall behaviour and lead
to numerical instabilities.

The global-average dynamic method multiplies the subgrid-scale models by a time-
dependent function without modifying the local behaviour of the model. The aver-
age and standard deviation of the dynamic parameters are given in table 10.2. The
global-average dynamic procedure increases the Kobayashi and Anisotropic Smagorin-
sky models but reduces the WALE and AMD models, except with the mesh 24C. The
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Figure 10.8 – Comparison of large-eddy simulations with the plane-average, tensorial plane-
average and tensorial global-average dynamic Smagorinsky model and the plane-average dy-
namic Anisotropic Smagorinsky model for the profiles of the mean streamwise velocity 〈Ux〉
(a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard devia-
tion of streamwise velocity

√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and spanwise velocity√

〈u′2z 〉 (f) in the isothermal channel at Reτ = 180 with the mesh 48B.

Smagorinsky model is made negligible to prevent its detrimental near-wall influence
(figure 10.9). The global-average dynamic WALE, AMD and Kobayashi models lead
to a good prediction of the standard deviation of wall-normal and spanwise velocity,
but the standard deviation of streamwise velocity is not improved compared to the
no-model simulation (figure 10.10). The Sigma and Anisotropic Smagorinsky models
do not provide good results with the global-average dynamic procedure.

The tensorial global-average dynamic method alters the relative contribution of
each component of the subgrid-scale models. Excluding the Anisotropic Smagorinky
model, the tensorial global-average dynamic procedure decreases heavily the relative
amplitude of the “yy”, “yz” and “zz” components, moderately decreases the “xz” com-
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Figure 10.9 – Comparison of simulations with the constant-parameters and global-average
dynamic Smagorinsky, WALE, Sigma, AMD, Kobayashi and Anisotropic Smagorinsky models
for the profiles of the subgrid-scale viscosity in the isothermal channel at Reτ = 180 with the
mesh 48B.

Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

Mesh 24C Mesh 36C Mesh 48 B

Smag. 0.009 (0.001) 0.016 (0.001) 0.033 (0.001)
WALE 1.337 (0.554) 0.591 (0.073) 0.494 (0.038)
Sigma 1.723 (0.263) 1.182 (0.083) 0.982 (0.046)
AMD — — 0.455 (0.019)
Kobayashi — — 1.151 (0.088)
An. Smag. 0.694 (0.080) 1.008 (0.075) 1.544 (0.101)

Gradient — — 2.593 (0.053)

Table 10.2 – Average and normalised standard deviation of the dynamic parameter of the
large-eddy simulations with the global-average dynamic Smagorinsky, WALE, Sigma, AMD,
Kobayashi and Anisotropic Smagorinsky models in the isothermal channel at Reτ = 180 with
the meshes 24C, 36C and 48B.

ponent and amplifies the “xy” (table 10.3). The effect of the tensorial global-average
dynamic procedure on the “xx” component is strongly dependent of the model. De-
pending on the model and the component, negative average parameters are obtained.
In other words, the models are not purely dissipative. The Sigma model is the only
functional model investigated with only positive parameters. The “xy” and “xz” are
positive for all models while the “zz” component is negative for most models. This
echoes the results of a priori tests (section 9.3), which showed that the “xy” and “xz”
components of functional models were the most crucial. The tensorial global-average
dynamic Smagorinsky model decreases the standard deviation of wall-normal and span-
wise velocity without increasing the standard deviation of streamwise velocity (figure
10.8). Similar results are obtained with the tensorial global-average dynamic WALE,
AMD and Kobayashi models (figure 10.11). This is an improvement compared to the
global-average dynamic procedure. The tensorial global-average dynamic AMD model
is able to decrease the maximum value of the standard deviation of streamwise velocity,
improving the results compared to the no-model simulation. It is the only investigated
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Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

xx xy xz yy zy zz

Smag. 6.755 (0.434) 0.028 (0.001) 0.073 (0.049) 0.269 (0.025) −0.011 (0.005) −0.266 (0.036)
WALE −0.732 (0.159) 1.463 (0.093) 0.432 (0.041) 0.225 (0.066) −0.035 (0.023) 0.418 (0.056)
Sigma 1.664 (0.267) 1.662 (0.077) 0.617 (0.069) 0.155 (0.058) 0.002 (0.030) 0.160 (0.050)
AMD 0.624 (0.097) 0.750 (0.035) 0.245 (0.038) 0.001 (0.034) 0.035 (0.022) −0.064 (0.026)
Kobayashi 2.546 (0.274) 2.719 (0.175) 0.785 (0.133) −0.145 (0.081) 0.048 (0.046) −0.030 (0.067)
An. Smag. 5.435 (0.480) 1.618 (0.148) 0.275 (0.094) 1.531 (0.259) −0.236 (0.086) −0.323 (0.078)

Gradient 2.587 (0.061) 2.404 (0.039) 1.379 (0.039) 2.928 (0.067) 1.566 (0.041) 1.949 (0.031)

Table 10.3 – Average and normalised standard deviation of the dynamic parameters of the
large-eddy simulations with the tensorial global-average dynamic Smagorinsky, WALE, Sigma,
AMD, Kobayashi and Anisotropic Smagorinsky models in the isothermal channel atReτ = 180
with the mesh 48B.

functional model with this property.

10.5.2.2 Structural modelling

In this section, we investigate the structural modelling of the momentum convection
subgrid term. The structural models investigated are the gradient and scale-similarity
models, as well as the dynamic versions of the gradient model. We give the results
of large-eddy simulations with the gradient and scale-similarity models in figure 10.12
with the mesh 48B. The classical gradient model (CGrad. = 1) improves slightly the
standard deviation of streamwise velocity compared to the no-model simulation, but
deteriorates the profiles of the standard deviation of wall-normal and spanwise velocity
near the wall and the prediction of the wall shear stress. Nonetheless, the effects of
the gradient model on the flow are rather small. To amplify the effects, we investigate
gradient models with a parameter CGrad. larger than one. The simulations are not stable
using large multiplicative parameters. The filtering of the gradient model improves the
stability of the simulation. The resulting filtered gradient model may be seen as an
alternative formulation of the rational model proposed by Galdi and Layton [106][see
also 23, 129, 130, 24],

τGrad,filtered
ij (U ,∆) = τGrad.

ij (U ,∆)
∧

= 1
12
CGrad.∆

2

kgikgjk

∧

. (10.64)

The test filter ·̂ is computed using filter A. The filtering alters the results of the
simulation since with CGrad. = 2, the predicted wall shear stress is significantly different
for the nonfiltered and filtered gradient models (figure 10.12). With CGrad. = 9, the
filtered gradient model leads to a standard deviation of streamwise velocity at the level
of the filtered direct numerical simulation. However, the covariance of streamwise and
wall-normal velocity and the standard deviation of wall-normal and spanwise velocity
are underestimated. Hence, there is no Pareto improvement compared to the classical
gradient model.

The plane-average and global-average dynamic gradient models give nearly identi-
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Figure 10.10 – Comparison of large-eddy simulations with the global-average dynamic
Smagorinsky, WALE, Sigma, AMD, Kobayashi and Anisotropic Smagorinsky models for the
profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-
normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-

normal velocity
√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal channel at

Reτ = 180 with the mesh 48B.

cal results because the plane-average dynamic parameter does not strongly depend on
the wall-normal coordinate (figure 10.13). They amplify on average the gradient model
(table 10.2) and provide similar results to the constant-parameter simulations. The
tensorial plane-average or global-average dynamic gradient model amplify each com-
ponent of the gradient model but increase in particular the relative amplitude of the
“xx”, “xy” and “yy” components (table 10.3). The tensorial dynamic gradient models,
and the plane-average dynamic gradient model in particular, provide a more accurate
prediction of the wall shear stress and the near-wall profile of the standard deviation
of wall-normal and spanwise velocity (figure 10.13).

The results of the large-eddy simulations with the scale-similarity model depend
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Figure 10.11 – Comparison of large-eddy simulations with the tensorial global-average dynamic
Smagorinsky, WALE, Sigma, AMD, Kobayashi and Anisotropic Smagorinsky models for the
profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-
normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-

normal velocity
√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal channel at

Reτ = 180 with the mesh 48B.

on the filter used (figure 10.12). Using filter A (10.60), the scale-similarity model is
tied to the gradient model with CGrad. = 9 according to the Taylor series expansion
(10.32) of the test filter in the scale-similarity model with ∆̂2

k ≈ 3∆k. Using filter T
(10.62), the scale-similarity model is tied to the gradient model with CGrad. = 1 since
∆̂2
k ≈ ∆k. However, the predictions with the scale-similarity and gradient model are

not the same, suggesting that the higher-order terms are relevant. With the filter A,
the scale-similarity model has with the mesh 48B an excessive impact on the flow and
deteriorates the profiles of the turbulence statistics. With the filter T, the model is more
similar to the original model of Bardina et al. [14]. The prediction of all turbulence
statistics is with the mesh 48B improved compared to the no-model simulation. In
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Figure 10.12 – Comparison of large-eddy simulations with the gradient model using CGrad. = 1
and CGrad. = 2 and the filtered gradient model using CGrad. = 2 and CGrad. = 9 and with
the scale-similarity model using filter T and filter A for the profiles of the mean streamwise
velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the
standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and

spanwise velocity
√
〈u′2z 〉 (f) in the isothermal channel at Reτ = 180 with the mesh 48B. The

filtered gradient model uses the filter A.

particular, the covariance of streamwise and wall-normal velocity and the standard
deviation of wall-normal and spanwise velocity are in agreement with the filtered direct
numerical simulation. The standard deviation of wall-normal and spanwise velocity
remains overestimated but is decreased compared to the no-model simulation. These
satisfactory results do not generalise very well to the 24C and 36C meshes. Indeed,
the effects of the scale-similarity model on the turbulence statistics is similar for the
three meshes and does not seem to correctly take into account the variations of filter
width. As a result, the covariance of streamwise and wall-normal velocity and the
standard deviation of velocity components are overestimated with the meshes 24C and
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Figure 10.13 – Comparison of large-eddy simulations with the plane-average, global-average,
tensorial plane-average and tensorial global-average dynamic gradient models for the profiles
of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal
velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-normal

velocity
√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal channel at Reτ = 180

with the mesh 48B.

36C (figure 10.14).

10.5.2.3 Tensorial models and tensorial mixed models

In this section, we investigate the modelling of the momentum convection subgrid
term with tensorial, mixed and tensorial mixed models, as well as the dynamic versions
of these models. We focus in particular on models based on the AMD model. The
results of large-eddy simulations with various tensorial AMD models is compared in
figure 10.15 with the mesh 48B. The models based on the H(4) (9.63) tensor leads
to the best prediction of the wall shear stress while those based on the H(2) (9.61),
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Figure 10.14 – Comparison of large-eddy simulations with the scale-similarity model using
filter T with the meshes 24C, 36C and 48B for the profiles of the mean streamwise velocity
〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard
deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and spanwise

velocity
√
〈u′2z 〉 (f) in the isothermal channel at Reτ = 180.

H(3) (9.62) and H(6) (9.65) tensors heavily underestimate or overestimate the wall
shear stress. Compared to the classical AMD model, the tensorial AMD models based
on the H(2) (9.61), H(4) (9.63) and H(5) (9.64) tensors give better predictions of the
covariance of streamwise and wall-normal velocity and of the standard deviation of
velocity components. Besides, while functional models were found unable to decrease
the maximum value of the standard deviation of streamwise velocity compared to
the no-model simulation (figure 10.6), all tensorial AMD models investigated verify
this property. The behaviour of the tensorial AMD models upon mesh derefinement
is as the scale-similarity model not satisfactory for the covariance of streamwise and
wall-normal velocity and the standard deviation of streamwise velocity. Indeed, the
reduction of the maximum amplitude is not sufficiently enhanced with the coarser
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Figure 10.15 – Comparison of large-eddy simulations with tensorial AMD models for the
profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-
normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-

normal velocity
√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal channel at

Reτ = 180 with the mesh 48B.

meshes (figure 10.18). It is however more acceptable for the standard deviation of
wall-normal and spanwise velocity in the sense that the profiles undergo the expected
decrease of maximum amplitude with increased filter width.

Contrary to tensorial AMD models, the tensorial models based on the Smagorinsky,
WALE or Sigma model do not decrease the maximum value standard deviation of
streamwise velocity with the mesh 48B (figure 10.17). A decrease is also obtained
using a tensorial Anistropic Smagorinsky model, but the effect is smaller than with
the AMD model. While the underlying explication is not known, this is to some
extent consistent with the results of tensorial global-average dynamic models (figure
10.11), in which the AMD model led to a stronger decrease of the standard deviation
of streamwise velocity.
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Figure 10.16 – Comparison of large-eddy simulations with the gradient-AMD mixed model
and tensorial gradient-AMD mixed models for the profiles of the mean streamwise velocity
〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard
deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and spanwise

velocity
√
〈u′2z 〉 (f) in the isothermal channel at Reτ = 180 with the mesh 48B.

Tensorial gradient-AMD mixed models complement tensorial AMD models using
the gradient model to model the components of the subgrid term not modelled by the
AMD model. The addition of the gradient model to the AMD model has only a small
effect on the turbulence statistics (figure 10.16). It decreases the estimated wall shear
stress, providing an improvement for the classical AMD model and the tensorial AMD
models based on the H(1) (9.60), H(3) (9.62), H(4) (9.63) and H(6) (9.65) tensors, which
overestimate the wall shear stress, and a degradation for the tensorial AMD models
based on the H(2) (9.61) and H(5) (9.64) tensors, which underestimate the wall shear
stress.

We investigated various dynamic versions of gradient-AMD mixed models. Dy-
namic gradient-AMD mixed models may be based on a plane average, a global average,



10.5. Results and discussion 231

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 0  0.5  1  1.5  2

U
o

y/h

DNS
Filtered DNS DNS 48B

48B No model
48B−H

(4)
Smag

48B−H
(4)

WALE
48B−H

(4)
Sigma

48B−H
(4)

AMD
48B−H

(4)
AnSmag

(a)

 0

 2

 4

 6

 8

 10

 12

 14

 16

 18

 20

 0.1  1  10  100

U
+

y
+

(b)

−0.8

−0.6

−0.4

−0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  0.5  1  1.5  2

(u
’v

’)
x

y/h

(c)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0.1  1  10  100

U
rm

s
+

y
+

(d)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 0.1  1  10  100

V
rm

s
+

y
+

(e)

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0.1  1  10  100

W
rm

s
+

y
+

(f)

Figure 10.17 – Comparison of large-eddy simulations with tensorial gradient-Smagorinsky,
gradient-WALE, gradient-Sigma, gradient-AMD and gradient-Anisotropic-Smagorinsky
mixed models for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance
of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise ve-
locity

√
〈u′2x 〉 (d), wall-normal velocity

√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the

isothermal channel at Reτ = 180 with the mesh 48B.

a tensorial plane average or a tensorial global average. Some dynamic procedures are
not stable. The stability of the dynamic procedures investigated is reported in table
10.4. Plane-average dynamic methods are only stable if the AMD-related part of the
model is not dynamic. Global-average dynamic methods are more stable. All dynamic
procedures investigated are stable if the negative values of the dynamic parameters of
the AMD model are clipped. However, this makes the AMD model negligible using a
global average (table 10.5) or a tensorial global average (table 10.6). If the dynamic
procedure is not tensorial, the one-parameter dynamic method based on the prior com-
putation of the AMD model with the classical dynamic procedure (P1Grad+PDAMD
or G1Grad+GDAMD) and the two-parameter dynamic method (P2(Grad+AMD) or
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Figure 10.18 – Comparison of large-eddy simulations with the tensorial gradient-AMD mixed
model based on the H(4) (9.63) tensor with the meshes 24C, 36C and 48B for the profiles
of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal
velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d), wall-normal

velocity
√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal channel at Reτ = 180.

G2(Grad+AMD)) give similar results. The one-parameter dynamic method based
on the prior computation of the gradient model with the classical dynamic method
(PDGrad+P1AMD or GDGrad+G1AMD) and the use of the classical dynamic method
for the gradient and AMD models (PDGrad+PDAMD or GDGrad+GDAMD) also give
similar results. We compare in figure 10.19 a selection of the best-performing models
for each type of dynamic procedure. The dynamic gradient-AMD mixed models do not
provide significant improvements over the constant-parameter tensorial gradient-AMD
mixed models. The best results are achieved with tensorial dynamic procedures.

All in all, while none of the models investigated in the isothermal channel at Reτ =
180 is able to properly reproduce the effect of the momentum convection subgrid term
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Type of Dynamic method of each model
averaging Gradient AMD Stability

P1Grad+AMD Plane-average One-parameter Not dynamic Stable
PDGrad+PDAMD Plane-average Classical Classical Not stable
PDGrad+P1AMD Plane-average Classical One-parameter Not stable
P1Grad+PDAMD Plane-average One-parameter Classical Not stable
P2(Grad+AMD) Plane-average Two-parameter Two-parameter Not stable
TP1Grad+AMD Tensorial plane-average One-parameter Not dynamic Stable
TPDGrad+TPDAMD Tensorial plane-average Classical Classical Not stable
TPDGrad+TP1AMD Tensorial plane-average Classical One-parameter Not stable
TP1Grad+TPDAMD Tensorial plane-average One-parameter Classical Not stable
TP2(Grad+AMD) Tensorial plane-average Two-parameter Two-parameter Not stable

G1Grad+AMD Global-average One-parameter Not dynamic Stable
GDGrad+GDAMD Global-average Classical Classical Stable
GDGrad+G1AMD Global-average Classical One-parameter Stable
G1Grad+GDAMD Global-average One-parameter Classical Not stable
G2(Grad+AMD) Global-average Two-parameter Two-parameter Not stable
TG1Grad+AMD Tensorial global-average One-parameter Not dynamic Stable
TGDGrad+TGDAMD Tensorial global-average Classical Classical Stable
TGDGrad+TG1AMD Tensorial global-average Classical One-parameter Not stable
TG1Grad+TGDAMD Tensorial global-average One-parameter Classical Stable
TG2(Grad+AMD) Tensorial global-average Two-parameter Two-parameter Not stable

Table 10.4 – Stability of the large-eddy simulations with plane-average, global-average, ten-
sorial plane-average and tensorial global-average dynamic methods for gradient-AMD mixed
models in the isothermal channel at Reτ = 180 with the mesh 48B. The clipping only concerns
the negative dynamic parameters of the AMD model.

Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

AMD-related Gradient-related

G1Grad+AMD — 1.760 (0.047)
GDGrad+GDAMD 0.424 (0.017) 2.245 (0.054)
GDGrad+G1AMD 0.424 (0.017) 2.208 (0.053)
G1Grad+GDAMD* 0.003 (0.007) 2.587 (0.053)
G2(Grad+AMD)* 0.003 (0.008) 2.589 (0.054)

Table 10.5 – Average and normalised standard deviation of the AMD-related and gradient-
related dynamic parameters of the large-eddy simulations with global-average dynamic
gradient-AMD mixed models in the isothermal channel at Reτ = 180 with the mesh 48B.
An asterisk (*) indicates the clipping of the AMD-related part.

on the flow, some models improves the predictions of the simulation compared to the
no-model case. We recommend the use of the scale-similarity model and the constant-
parameter or dynamic tensorial AMD model, which provide the most promising results.
In the next section, we study the large-eddy simulation of the anisothermal channel at
Reτ = 180 and Reτ = 395.
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Figure 10.19 – Comparison of large-eddy simulations with dynamic gradient-AMDmixed mod-
els for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise
and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of streamwise velocity

√
〈u′2x 〉 (d),

wall-normal velocity
√
〈u′2y 〉 (e) and spanwise velocity

√
〈u′2z 〉 (f) in the isothermal channel

at Reτ = 180 with the mesh 48B. An asterisk (*) indicates the clipping of the AMD-related
part.

10.5.3 Large-eddy simulation in the anisothermal case

To investigate the large-eddy simulation of the anisothermal channel at Reτ = 180
and Reτ = 395, we separate the study of subgrid-scale models for the momentum
convection subgrid term and the density-velocity correlation subgrid term. To proceed
with the study of the modelling of the momentum convection subgrid term in the aniso-
thermal case, we first perform large-eddy simulations modelling only this subgrid term.
We then study the modelling of the density-velocity correlation subgrid term using the
same procedure. Finally, large-eddy simulations modelling the two subgrid terms are
carried out. At each phase, the Velocity and Favre formulations are compared.
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Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

xx xy xz yy zy zz

TG1Grad+AMD — — — — — —
TGDGrad+TGDAMD 0.634 (0.080) 0.761 (0.031) 0.255 (0.037) −0.020 (0.033) 0.049 (0.021) −0.076 (0.025)
TGDGrad+TG1AMD* 0.000 (0.000) 0.213 (0.019) 0.125 (0.022) 0.100 (0.022) 0.003 (0.005) 0.000 (0.000)
TG1Grad+TGDAMD 0.584 (0.076) 0.799 (0.033) 0.258 (0.038) −0.008 (0.034) 0.050 (0.021) −0.073 (0.025)
TG2(Grad+AMD)* 0.000 (0.000) 0.327 (0.030) 0.121 (0.022) 0.101 (0.023) 0.003 (0.005) 0.000 (0.000)

(a) AMD-related dynamic parameters

xx xy xz yy zy zz

TG1Grad+AMD 1.818 (0.051) 0.465 (0.070) 1.244 (0.053) 2.326 (0.077) 1.466 (0.060) 1.668 (0.049)
TGDGrad+TGDAMD 2.280 (0.053) 2.271 (0.060) 1.422 (0.034) 2.681 (0.067) 1.598 (0.034) 1.853 (0.030)
TGDGrad+TG1AMD* 2.473 (0.056) 2.359 (0.060) 1.408 (0.037) 2.840 (0.066) 1.599 (0.038) 1.933 (0.030)
TG1Grad+TGDAMD 2.311 (0.055) 1.302 (0.048) 1.388 (0.035) 2.727 (0.068) 1.587 (0.035) 1.875 (0.029)
TG2(Grad+AMD)* 2.486 (0.057) 1.962 (0.061) 1.399 (0.037) 2.863 (0.067) 1.601 (0.039) 1.940 (0.031)

(b) Gradient-related dynamic parameters

Table 10.6 – Average and normalised standard deviation of the AMD-related and gradient-
related dynamic parameters of the large-eddy simulations with tensorial global-average dy-
namic gradient-AMD mixed models in the isothermal channel at Reτ = 180 with the mesh
48B. An asterisk (*) indicates the clipping of the AMD-related part.

10.5.3.1 Modelling of the momentum convection subgrid term

In this section, we investigate the effect of subgrid-scale models for the momentum
convection subgrid term in the Velocity and Favre formulations. This extends the
incompressible isothermal analysis of section 10.5.2 to the anisothermal configuration
in order to verify the generality of the results and study the effect of the models on
temperature-related statistics. The simulations of this section do not model the density-
velocity correlation subgrid term. Since the density-velocity correlation subgrid term
is not modelled, the Velocity and Favre formulations are very similar. With the WALE
model for instance, the Velocity and Favre formulations lead to almost identical results
at Reτ = 180 (figure 10.20) and Reτ = 395. Note however that the Favre formulation
tends to predict a slightly lower thermodynamical pressure and wall heat flux than the
Velocity formulation for a given model.

Most of the observations made in section 10.5.2 regarding the modelling of the
momentum convection subgrid term with functional, structural, tensorial or tensorial
mixed models are also valid in the anisothermal channel. In addition, the asymmetry
between the hot and cold sides should correctly be taken into account by the large-eddy
simulation. In the anisothermal channel, a good prediction of the mean streamwise
velocity without scaling at the center of the channel is not guaranteed despite the
imposed mass flow rate since it requires an accurate description of the asymmetry of
the velocity profile. Without model, the velocity is overestimated at the cold side
and underestimated at the hot side. No functional model (figure 10.21) or structural
model (figure 10.22) is able to rectify this behaviour, although some aggravate it. As
seen in section 10.5.1, the symmetric filtering of the asymmetric channel leads, in wall
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units, to an asymmetry of filtering resolution between the hot and cold sides. The
maximum amplitude of the streamwise velocity at the cold side should be reduced to
correctly handle the excessive amplitude asymmetry found in no-model simulations. In
the isothermal channel, this was achieved by no functional model. In the anisothermal
channel, this is achieved by the AMD model at Reτ = 180 (figure 10.21) and Reτ = 395
(figure 10.24) but the maximum is shifted towards the centre of the channel. As
in the isothermal channel, this is also achieved by the tensorial global-average AMD
model, the gradient and scale-similarity model and by tensorial AMDmodels and mixed
gradient-AMD models.

Besides, the modelling of the momentum convection subgrid term has an effect on
the profile of temperature. Without model, the temperature gradient at the wall is
underestimated. With all functional model investigated, including dynamic versions of
these models, the subgrid-scale viscosity further decreases of the temperature gradient
at the wall, deteriorating the prediction of the wall heat flux further away from the
filtered DNS profile. Far from the wall on the other hand, functional models improve the
temperature profile compared to the no-model simulation, provided that the parameter
of the model is not too strong. This holds for the meshes 24C, 36C and 48B at
Reτ = 180 (figure 10.23) and the mesh 96B at Reτ = 395 (figure 10.24). This is also
achieved by the plane-average dynamic Smagorinsky model, tensorial global-average
dynamic models and tensorial AMD models, in particular those based on the based
on the H(1) (9.60) or H(4) (9.63) tensor. The structural gradient and scale-similarity
models do not have a significant effect on the wall heat flux. The misprediction of
the wall heat flux directly impacts the mean wall-normal velocity. The structural
models investigated decrease the mean wall-normal velocity. The functional models
investigated do not have a large effect on the mean wall-normal velocity with the
mesh 48B at Reτ = 180 but lead to a pronounced decrease with the mesh 24C (figure
10.23). With or without scaling, functional and structural models increase the standard
deviation of temperature at the hot and cold sides. An accurate prediction of the
temperature profile, if possible with the models investigated, should come from the
modelling of the density-velocity correlation subgrid term.

10.5.3.2 Modelling of the density-velocity correlation subgrid term

In this section, we investigate the effect of subgrid-scale models for the density-
velocity correlation subgrid term in the Velocity and Favre formulations. The mod-
els investigated are adaptations of models of section 10.5.2 to the density-velocity
correlation subgrid term and the scalar AMD model, specific to this subgrid term.
The simulations of this section do not model the momentum convection subgrid term.
Modelling the density-velocity correlation subgrid term primarily affects temperature-
related statistics, as the prediction of the wall heat flux, the mean temperature, the
mean wall-normal velocity or the standard deviation of temperature. They may have a
small effect on the covariance of streamwise and wall-normal velocity or the standard
deviation of wall-normal and spanwise velocity but have, in general, a negligible im-
pact on the mean streamiwse velocity and the prediction of the wall shear stress. The
density-velocity correlation subgrid term does not appear in the same equation in the
Velocity and Favre equations. Its modelling has nevertheless a similar effect on the
mean temperature and on the standard deviation of temperature in the Velocity and
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Figure 10.20 – Comparison of large-eddy simulations with the WALE model for the momentum
convection subgrid term in the Velocity and Favre formulations for the profiles of the mean
streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉
(c), the standard deviation of spanwise velocity

√
〈u′2z 〉 (d), the mean temperature 〈T 〉 (e, f),

the mean wall-normal velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉

(h) in the anisothermal channel at Reτ = 180 with the mesh 48B.
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Figure 10.21 – Comparison of large-eddy simulations with the Smagorinsky, WALE, Sigma,
AMD, Kobayashi and Anisotropic Smagorinsky models for the momentum convection subgrid
term in the Velocity formulation for the profiles of the mean streamwise velocity 〈Ux〉 (a, b),
the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of
spanwise velocity

√
〈u′2z 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity

〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal channel

at Reτ = 180 with the mesh 48B.
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Figure 10.22 – Comparison of large-eddy simulations with the gradient model using CGrad. = 1
and CGrad. = 2, the filtered gradient model using CGrad. = 2 and CGrad. = 9 and the scale-
similarity model using filter T and filter A for the momentum convection subgrid term in the
Velocity formulation for the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance
of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation of spanwise velocity√
〈u′2z 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the

standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal channel at Reτ = 180 with

the mesh 48B. The filtered gradient model uses the filter A.
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Figure 10.23 – Comparison of large-eddy simulations with the WALE, Sigma and AMDmodels
for the momentum convection subgrid term in the Velocity formulation with the meshes 24C
(left) and 36C (right) for the profiles of the standard deviation of streamwise velocity

√
〈u′2x 〉

(a, b), the mean temperature 〈T 〉 (c, d) and the mean wall-normal velocity 〈Uy〉 (e, f) in the
anisothermal channel at Reτ = 180.
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Figure 10.24 – Comparison of large-eddy simulations with the WALE, Sigma, AMD and
gradient models for the momentum convection subgrid term in the Velocity formulation for
the profiles of the mean streamwise velocity 〈Ux〉 (a, b), the covariance of streamwise and wall-
normal velocity 〈u′xu′y〉 (c), the standard deviation of spanwise velocity

√
〈u′2z 〉 (d), the mean

temperature 〈T 〉 (e, f), the mean wall-normal velocity 〈Uy〉 (g) and the standard deviation of
temperature

√
〈T ′2〉 (h) in the anisothermal channel at Reτ = 395 with the mesh 96B.
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Figure 10.25 – Comparison of large-eddy simulations with the WALE model for the density-
velocity correlation subgrid term in the Velocity and Favre formulations for the profiles of
the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a), the standard deviation of
spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the mean wall-normal velocity

〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f) in the anisothermal channel

at Reτ = 180 with the mesh 48B.

Favre formulations (figure 10.25). The effect of the formulation is the greatest on the
mean wall-normal velocity. This is consistent with the fact that the classical-filtered
and Favre-filtered statistics are identical except for the mean wall-normal velocity.

Every model investigated increases the wall heat flux compared to the no-model
simulation. This improves the results of the simulation since the wall heat flux is
underestimated without model. At Reτ = 180, the increase is larger with the mesh
24C than with the mesh 48B, but not sufficiently. Indeed, the DNS wall heat flux
is exceeded with the mesh 48B while still not attained with the mesh 24C using the
WALE model with the parameter CWALE = 1.65 or the scale-similarity using filter A. In
addition, most models decrease the standard deviation of temperature at the hot and
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Figure 10.26 – Comparison of large-eddy simulations with the AMD model using CAMD = 0.1,
CAMD = 0.2 and CAMD = 0.3 for the density-velocity correlation subgrid term in the Velocity
formulation for the profiles of the covariance of streamwise and wall-normal velocity 〈u′xu′y〉
(a), the standard deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d),

the mean wall-normal velocity 〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f)

in the anisothermal channel at Reτ = 180 with the mesh 48B.

cold sides. The decrease occurs in the Velocity and Favre formulations but is slightly
more pronounced in the Velocity formulation. These findings hold for functional and
structural models. However, the effect of the models on turbulence statistics is not
very strong at Reτ = 180 using the same model parameters as for the momentum
convection subgrid term. Larger parameters are required. For functional models,
we study parameters corresponding to a subgrid-scale Prandtl or Schmidt number
Prt = 0.3. The larger parameter improves the temperature profile with the WALE
model (figure 10.25). The results are identical with the Sigma model. The AMD
and scalar AMD models lead to similar results in the Velocity formulation (figure
10.26). However, they differ in the Favre formulation. In particular, the AMD model
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Figure 10.27 – Comparison of large-eddy simulations with the vectorial global-average dy-
namic Smagorinsky, WALE, Sigma, AMD, Kobayashi and Anisotropic Smagorinsky models
for the density-velocity correlation subgrid term in the Velocity formulation for the profiles of
the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a), the standard deviation of
spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the mean wall-normal velocity

〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f) in the anisothermal channel

at Reτ = 180 with the mesh 48B.

increases the mean wall-normal velocity compared to the no-model simulation while the
scalar AMD model leads to a decrease. The scalar AMD model behaves as the other
functional models while the AMD model is peculiar. The vectorial global-average
dynamic determination of the parameters of functional models decreases the spanwise
component of the models and increase the streamwise contribution (table 10.7). Similar
dynamic parameters are obtained in the Velocity and Favre formulations. This does not
modify significantly the effect of the model on the turbulence statistics (figure 10.27).
As functional models, the classical gradient model (figure 10.28) and scale-similarity
model (figure 10.29) have a limited impact on the flow. To amplify the models, we
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Figure 10.28 – Comparison of large-eddy simulations with the gradient model using CGrad. =
1 and CGrad. = 2 and the filtered gradient model using CGrad. = 2 and CGrad. = 9 for
the density-velocity correlation subgrid term in the Velocity formulation for the profiles of
the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a), the standard deviation of
spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the mean wall-normal velocity

〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f) in the anisothermal channel

at Reτ = 180 with the mesh 48B.

study the gradient model using CGrad. = 2 and CGrad. = 9 and the scale-similarity
model using filter A. We obtain large increase of the wall heat flux and decrease of
the standard deviation of temperature. The covariance of streamwise and wall-normal
velocity and the standard deviation of wall-normal velocity are also affected. While the
amplification of a functional model can be justified using a low subgrid-scale Prandtl
or Schmidt number assumption, the amplification of structural models is theoretically
not founded.

The above observations suggest that the model for the density-velocity correlation
subgrid term is useful and necessary for an accurate prediction of the temperature
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Figure 10.29 – Comparison of large-eddy simulations with the scale-similarity model using
filter T and filter A for the density-velocity correlation subgrid term in the Velocity formu-
lation for the profiles of the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (a),
the standard deviation of spanwise velocity

√
〈u′2z 〉 (b), the mean temperature 〈T 〉 (c, d), the

mean wall-normal velocity 〈Uy〉 (e) and the standard deviation of temperature
√
〈T ′2〉 (f) in

the anisothermal channel at Reτ = 180 with the mesh 48B.

field. On the other hand, it cannot improve significantly the deficiencies of the section
10.5.3.1 regarding statistics not directly related to temperature.

10.5.3.3 Modelling of the momentum convection subgrid term and the
density-velocity subgrid term

In this section, we investigate large-eddy simulation of the anisothermal channel
combining models for the momentum convection subgrid term and models for the
density-velocity correlation subgrid term. Two sets of simulations are carried out. The
first set of simulations models the two subgrid terms using the same model. The second
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Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

Velocity formulation︷ ︸︸ ︷ Favre formulation︷ ︸︸ ︷
x y z x y z

Smag. 12.976 (0.841) 0.021 (0.001) 0.184 (0.061) 13.405 (0.871) 0.005 (0.000) 0.165 (0.065)
WALE −0.737 (0.230) 0.609 (0.028) 0.165 (0.026) −0.785 (0.289) 0.606 (0.029) 0.167 (0.027)
Sigma 2.348 (0.413) 0.840 (0.028) 0.372 (0.050) 2.415 (0.429) 0.834 (0.030) 0.366 (0.050)
AMD 2.101 (0.200) 0.356 (0.018) 0.167 (0.031) 2.237 (0.232) 0.360 (0.019) 0.156 (0.031)
SAMD 1.571 (0.262) 0.563 (0.019) 0.226 (0.029) 1.692 (0.281) 0.549 (0.020) 0.220 (0.031)
Kobayashi 5.067 (0.433) 0.747 (0.037) 0.565 (0.070) 5.125 (0.452) 0.752 (0.037) 0.561 (0.071)
An. Smag. 8.233 (0.671) 2.609 (0.126) 0.462 (0.119) 8.585 (0.729) 2.548 (0.158) 0.396 (0.129)

Table 10.7 – Average and normalised standard deviation of the dynamic parameters of the
large-eddy simulations with the vectorial global-average dynamic Smagorinsky, WALE, Sigma,
AMD, Scalar AMD, Kobayashi and Anisotropic Smagorinsky models in the Velocity and Favre
formulations in the anisothermal channel at Reτ = 180 with the mesh 48B.

set of simulations models the momentum convection subgrid term with the tensorial
AMD model based on the H(4) (9.63) tensor (H(4)AMD model) and uses another model
for the density-velocity correlation subgrid term.

As suggested by the separate study of the two subgrid terms in section 10.5.3.1
and 10.5.3.2, the modelling of the two subgrid terms with a functional model is not
appropriate. The WALE model for instance underestimates the wall shear stress and
heat flux and overestimates the standard deviation of streamwise velocity and of tem-
perature with the meshes 24C, 36C and 48B at Reτ = 180 (figure 10.30) or with the
mesh 96B at Reτ = 395. The predictions are in this regard less accurate than with
a no-model simulation. These unsatisfactory results can mainly be attributed to the
functional modelling of the momentum convection subgrid term. The functional mod-
elling of the density-velocity correlation subgrid term decreases the mean temperature
and the standard deviation of temperature. This holds in the Velocity and Favre for-
mulations. The formulation has a small effect on most turbulence statistics but has a
large influence on the mean wall-normal velocity, which is different in the Velocity and
Favre formulations. The global-average dynamic procedure provide a less arbitrary
determination of the model parameter but the local behaviour of the model is not
modified. The plane-average dynamic procedure is only applicable to the Smagorinsky
model. The tensorial global-average dynamic procedure is applicable to all functional
models investigated and may alter favorably the behaviour of the model. In particular,
significant improvements are observed for all turbulence statistics with the AMD model
compared to the constant-parameter or global-average versions (figure 10.31).

The H(4)AMD model is one of the most satisfactory models for the momentum
convection subgrid term. This model is combined with several models for the density-
velocity correlation subgrid term. As expected, the modelling of the density-velocity
correlation subgrid term increases the wall heat flux and reduces the standard deviation
of temperature. The effect of the model is lower than in simulation without model for
the momentum convection subgrid term. At Reτ = 180, the H(4)AMD model decreases
the prediction of the wall heat flux compared to the no-model simulation. A strong
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increase from the density-velocity correlation subgrid term is thus required. This may
for instance be achieved with the AMD or scalar AMD model using CAMD = 0.90
or with the scale-similarity model using filter A. With these two models, the wall
heat flux and the mean wall-normal velocity is in the Velocity formulation increased
dramatically up to the level of the direct numerical simulation with the meshes 48B
(figure 10.32) and 36C (figure 10.33). With the mesh 24C (figure 10.34), the effect
of the models is no longer sufficient to obtain an accurate prediction of the wall heat
flux. At Reτ = 395, the H(4)AMD model increases the prediction of the wall heat
flux compared to the no-model simulation. The heat flux increase provided by the
AMD or scalar AMD model using CAMD = 0.90 or the scale-similarity model using
filter A is now excessive (figure 10.35). In other words, a lower parameter is preferable
at Reτ = 395 compared to Reτ = 180. To address this issue, a subgrid-scale model
less dependent on the friction Reynolds number should be used for the momentum
convection subgrid term. The modelling of the density-velocity correlation subgrid term
affects more heavily the temperature profile at the cold side in the Favre formulation
than in the Velocity formulation, while the opposite is true at the hot side. Since the
scaled profile of temperature is without model more accurate at the hot side than at
the cold side for all simulations, the Favre formulation gives a more accurate scaled
temperature profile than the Velocity formulation. In addition, the velocity is less
overestimated at the cold side in the Favre formulation than in the Velocity formulation,
the profile of the covariance of streamwise and wall-normal velocity is closer to the DNS
profile at the center of the channel and the predicted mean thermodynamical pressure
less overestimated. In both formulations, the standard deviation of temperature is
decreased excessively to a lower level than the filtered DNS profile.

All in all, while none of the model combinations investigated is able to properly
reproduce the asymmetry between the hot and cold sides, some improvements are
achieved compared to the no-model case. Most models investigated seem suitable for
the density-velocity correlation subgrid term. For instance, the scalar AMD model or
scale-similarity models can be used. We recommend the use of the Favre formulation
rather than the Velocity formulation.

10.6 Conclusion of chapter 10

The large-eddy simulation of a turbulent isothermal or anisothermal channel flow
shows the challenge presented by the subgrid-scale modelling of shear flows. In this
study, the subgrid-scale modelling is addressed from the filtering of the low Mach
number equations in two formulations, the Velocity formulation and the Favre formu-
lation. Only the two most significant subgrid terms are considered, the momentum
convection subgrid term and the density-velocity correlation subgrid term. Within
the Reynolds number range investigated, the functional modelling of the momentum
convection subgrid term does not ameliorate some of the deficiencies of coarse-mesh
simulation without model. For instance, the turbulence anisotropy is not well repre-
sented as the models insufficiently decrease the standard deviation of streamwise veloc-
ity compared to the wall-normal and spanwise components. In the anisothermal case,
the models also fail to reproduce accurately the asymmetry between the hot and cold
sides. Alternative modelling approaches, such as structural models, tensorial models
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Figure 10.30 – Comparison of large-eddy simulations with the WALE model for the momentum
convection subgrid term and the density-velocity correlation subgrid term with the meshes
24C, 36C and 48B in the Velocity formulation for the profiles of the mean streamwise velocity
〈Ux〉 (a, b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard
deviation of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f), the mean

wall-normal velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the

anisothermal channel at Reτ = 180.
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Figure 10.31 – Comparison of large-eddy simulations with the tensorial/vectorial global-
average dynamic AMD model for either the momentum convection subgrid term alone or both
the momentum convection subgrid term and the density-velocity correlation subgrid term in
the Velocity and Favre formulations for the profiles of the mean streamwise velocity 〈Ux〉 (a,
b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation
of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal

velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal

channel at Reτ = 180 with the mesh 48B.
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Figure 10.32 – Comparison of large-eddy simulations with the tensorial AMD model based on
the H(4) (9.63) tensor for the momentum convection subgrid term and the scalar AMD model
or the scale-similarity model using filter A for the density-velocity correlation subgrid term in
the Velocity and Favre formulations for the profiles of the mean streamwise velocity 〈Ux〉 (a,
b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation
of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal

velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal

channel at Reτ = 180 with the mesh 48B.
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Figure 10.33 – Comparison of large-eddy simulations with the tensorial AMD model based on
the H(4) (9.63) tensor for the momentum convection subgrid term and the scalar AMD model
or the scale-similarity model using filter A for the density-velocity correlation subgrid term in
the Velocity and Favre formulations for the profiles of the mean streamwise velocity 〈Ux〉 (a,
b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation
of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal

velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal

channel at Reτ = 180 with the mesh 36C.
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Figure 10.34 – Comparison of large-eddy simulations with the tensorial AMD model based on
the H(4) (9.63) tensor for the momentum convection subgrid term and the scalar AMD model
or the scale-similarity model using filter A for the density-velocity correlation subgrid term in
the Velocity and Favre formulations for the profiles of the mean streamwise velocity 〈Ux〉 (a,
b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation
of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal

velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal

channel at Reτ = 180 with the mesh 24C.
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Figure 10.35 – Comparison of large-eddy simulations with the tensorial AMD model based on
the H(4) (9.63) tensor for the momentum convection subgrid term and the scalar AMD model
or the scale-similarity model using filter A for the density-velocity correlation subgrid term in
the Velocity and Favre formulations for the profiles of the mean streamwise velocity 〈Ux〉 (a,
b), the covariance of streamwise and wall-normal velocity 〈u′xu′y〉 (c), the standard deviation
of streamwise velocity

√
〈u′2x 〉 (d), the mean temperature 〈T 〉 (e, f), the mean wall-normal

velocity 〈Uy〉 (g) and the standard deviation of temperature
√
〈T ′2〉 (h) in the anisothermal

channel at Reτ = 395 with the mesh 96B.
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and tensorial global-average dynamic functional models, can improve the results. How-
ever, the effect of these models is not in full accord with the filtered direct numerical
simulations and is not amplified as expected upon mesh derefinement. The modelling of
the density-velocity correlation subgrid term is useful and beneficial for the prediction
of temperature-related statistics but does not seem to significantly alter the velocity.
It has a smaller impact on the flow than the momentum convection subgrid term. The
results suggest that the Favre formulation is preferable to the Velocity formulation for
an accurate prediction of the mean temperature. Functional models propose a relevant
modelling approach for the density-velocity correlation subgrid term since it influences
the turbulence statistics positively. Structural models are also relevant. However, the
accurate prediction of the flow requires the agreement of the strength of the model
with the effect of the model for the momentum convection subgrid term.





Chapter 11

Conclusion of part II

The large-eddy simulation of low Mach number equations has been investigated
in isothermal and anisothermal fully developed turbulent channel flows. Chapter 8
addressed the filtering of the low Mach number equations using the direct numerical
simulations of the anisothermal channel at Reτ = 180 and Reτ = 395. The subgrid
terms were classified according to their magnitude in two formulations identified as
relevant. Chapter 9 examined the modelling of the two most significant subgrid terms a
priori, using the direct numerical simulation of the anisothermal channel at Reτ = 180.
The study focused on eddy-viscosity and eddy-diffusivity models. Chapter 10 analysed
the modelling of the two subgrid terms a posteriori, that is from large-eddy simulations
implementing the models. The filtering of the direct numerical simulations of the
isothermal and anisothermal channel at Reτ = 180 and Reτ = 395 was used to interpret
the results.

The large-eddy simulation of strongly anisothermal flows show the combined in-
fluence of numerical and modelling errors. The numerical errors are related to the
discretisations and numerical schemes. The modelling errors are related to the inexact
correspondence of the subgrid-scale models and the subgrid terms, including the error
made on neglected subgrid terms. Using the low Mach number equations, this can be
performed in two formulations referred to as the Velocity formulation and the Favre
formulation. The two formulations lead to similar results with regard to the number of
significant subgrid terms and the a priori performance of the subgrid terms. However,
the a posteriori predictions of large-eddy simulations are more accurate in the Favre
formulation with the numerical schemes and discretisations used.

The modelling is responsible for the prediction of the mean flow variables, the turbu-
lence anisotropy and the asymmetry between the hot and cold sides. The modelling of
the momentum convection governs the wall shear stress and the turbulence anisotropy.
The gradient model is well correlated with the subgrid term but is not as impactful
in a large-eddy simulation. Eddy-viscosity models can provide an accurate description
of the energetic contribution of the subgrid term but show poor structural perfor-
mances. Implemented in large-eddy simulations, they are not satisfactory. Tensorial
eddy-viscosity models deteriorate the a priori performance of eddy-viscosity models
but can be beneficial a posteriori. However, their definitions is specific to channel flows
and not directly applicable in more complex geometries without the construction of a
flow-dependent coordinate system based on the velocity. Tensorial dynamic methods
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are possible substitutes. The modelling of density-velocity correlations is crucial to
the accurate prediction of the heat flux. Eddy-diffusivity and structural models seem
suitable for this subgrid term. Since there is two subgrid terms, the analysis depends
on the modelling error on the momentum convection subgrid term and it is not trivial
to which extent this should be taken into account.

The large-eddy simulation of strongly anisothermal flows remains a considerable
challenge. We limited our analysis to zero-equation algebraic models and assumed for
maximum generality no prior knowledge of the flow. Although the models investigated
are not optimal and can be improved, the difficulties encountered suggest that the large-
eddy simulations may benefit from more sophisticated modelling approaches. For this
purpose, large-eddy simulation can be combined with other modelling tactics, as in
detached-eddy simulation [278, 292, 285, 279] or in constrained large-eddy simulation
[51, 133, 158]. Besides, a detailed characterisation of numerical errors is necessary for
a more complete understanding of the results of the large-eddy simulations. We may
study for this purpose the influence of the numerical methods, the discretisations and
the numerical schemes on the results of large-eddy simulations. The explicit filtering
approach to large-eddy simulation is also useful in that regard as it allows the grid
convergence of the solution, disentangling numerical and modelling errors.



General conclusion and perpectives

The objective of this thesis has been to address turbulent flows subjected to a strong
temperature gradient, as found in high-temperature solar receivers. The analysis can
be divided into two parts. The first part characterised the influence of the temperature
gradient on the energy exchanges between the different parts of total energy within
the fluid. The second part analysed the subgrid-scale modelling of these flows for
large-eddy simulation.

In order to focus on the effect of temperature on the flow, we have considered a
flow between two plane walls at constant temperature: a cold wall and a hot wall.
The approximations made are presented in chapter 1. The fluid in the channel was
modelled as a continuous medium in local thermodynamical equilibrium. Given the
large variations of fluid properties and low velocities found in solar receivers, the motion
of this continuous medium can be described using the low Mach number equations. In
addition, the variations of fluid properties with temperature can be computed using the
ideal gas law, Sutherland’s law [287] and a constant Prandtl number assumption. The
constant-temperature smooth walls and periodic boundary conditions of the channel are
not realistic descriptions of a real solar receiver. However, the simplicity of the geometry
enabled the direct numerical simulation of the channel at the friction Reynolds number
Reτ = 180 and Reτ = 395. The results of the direct numerical simulations have been
used throughout the thesis. In particular, we used the simulations to study the energy
exchanges associated with the half-trace of the velocity fluctuation correlation tensor
and the large-eddy simulation of the low Mach number equations.

We addressed the energy exchanges in strongly anisothermal channel flows. Before
proceeding to a numerical study, we investigated in chapter 3 the decomposition of total
energy using the Reynolds average. The Reynolds decomposition of velocity leads to
a ternary decomposition of kinetic energy into turbulence kinetic energy, mean kinetic
energy and mixed kinetic energy. The further decomposition of density splits each
term in two parts. It is thereby possible to identify and give a physical meaning to the
energy exchanges associated with the half-trace of the velocity fluctuation correlation
tensor in the spatial and spectral domains. Four spectral energy exchanges have been
identified: the production, the interscale transport, the conservative energy transfer
and the interaction with internal energy.

We analysed these energy exchanges from the direct numerical simulations of the
channel at Reτ = 180 in chapter 4. Turbulence kinetic energy is produced from mean
kinetic energy at a particular spatial and spectral location. This energy is redistributed
towards large and small scales and transferred towards the wall. The conversion of tur-
bulence kinetic energy into internal energy is predominant near the wall, and occurs
at similar scales to production. The temperature gradient creates an asymmetry be-
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tween the energy exchanges at the hot and cold sides of the channel. A large part of
the asymmetry can be explained using a semi-local scaling based on the variations of
the mean local fluid properties. In addition, we identified a low Reynolds effect cor-
responding to the variations of the local friction Reynolds number across the channel.
Nevertheless, a non-negligible part of the asymmetry between the hot and cold sides
cannot be recovered from these two effects.

Using the direct numerical simulations of the channel at Reτ = 395, we examined
in chapter 5 the influence of the Reynolds number on the effect of the temperature
gradient. At higher Reynolds number, the low Reynolds effects are smaller. The varia-
tions of the local fluid properties have a larger relative contribution to the asymmetry
between the hot and cold sides. We also decomposed the energy exchanges in order to
study separately the incompressible terms, as found in the incompressible isothermal
case, and the thermal terms, specific to flows with variable fluid properties. The sig-
nificant thermal terms have a similar effect on the flow. Besides, low Reynolds number
effects have a negligible impact on thermal terms and only affect incompressible terms.

We also addressed the large-eddy simulation of strongly anisothermal channel flows.
Before proceeding to subgrid-scale model tests, we investigated in chapter 8 the filtering
of the low Mach number equations. The subgrid terms involved in the filtered low
Mach number equations depends on the formulation of the equations upon filtering. If
the velocity transport equation is filtered, the unweighted classical filter is preferable,
leading to the Velocity formulation. If the momentum conservation equations is filtered,
the density-weighted Favre filter is preferable, leading to the Favre formulation. In both
formulations, the same subgrid terms have been found significant: the subgrid term
associated with momentum convection, the subgrid associated with the density-velocity
correlation and, depending on the filter width, the subgrid terms associated with the
filter-derivative non-commutation of dilatation.

We analysed the modelling of the momentum convection subgrid term and the
density-velocity correlation subgrid term from the direct numerical simulations of the
channel at Reτ = 180 in chapter 9. These a priori tests compared eddy-viscosity
and eddy-diffusivity models to the exact subgrid terms. No differences were identified
between the Velocity and Favre formulations regarding the a priori model performances.
Among the new models proposed and the models from the literature investigated, the
AMD and scalar AMD models are in better agreement with the exact subgrid term.
However, the models only satisfactorily represent the energetic contribution of the
subgrid term. A poor correspondence was found for all models for the contribution of
the subgrid term in the filtered low Mach number equations.

Using simulations implementing the models at Reτ = 180 and Reτ = 395, we
examined in chapter 10 the influence of the modelling in large-eddy simulations. These
a posteriori tests relied on the filtering of the direct numerical simulations for the
interpretation of the results. The model combinations investigated did not properly
predict the turbulence anisotropy or the asymmetry between the hot and cold sides.
Nonetheless, they improved the predictions of the simulations compared to the no-
model case. For the momentum convection subgrid term, we recommended the use
of the scale-similarity model and the constant-parameter or dynamic tensorial AMD
model. For the density-velocity correlation subgrid term, several models seemed able
to improve temperature-related statistics, for instance the scalar AMD model and the
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scale-similarity model. More accurate results were obtained with the Favre formulation
than with the Velocity formulation.

The main limitation of the study is the dependence of the analysis to the numerical
errors. To refine the interpretation of the results, it would be useful to characterise
the influence of the numerical schemes and discretisations used on the results of large-
eddy simulations. To this end, numerical and modelling errors may be separated using
an explicit filtering approach. While the zero-equation algebraic models investigated
improve the results compared to a simulation without model, more sophisticated mod-
elling approaches may be required to solve the remaining challenges. For instance, the
subgrid-scale models can be combined to RANS modelling in detached-eddy simula-
tions [278, 292, 285, 279] and constrained large-eddy simulations [51, 133, 158]. The
modelling should properly reproduce the asymmetry between the hot and cold sides
and the small-scale part of the spectral energy exchanges.
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Appendix A

Link between spatial and spectral
correlations

In this appendix, we establish a relation between the spatial correlations and the
spectral correlations. Let us denote Cab the spatial two-point correlation between a
and b defined as

Cab(r, y, t) = a(x, y, t)b(x+ r, y, t), (A.1)

with the notation r = (rx, rz). In particular, let us notice that

Cab(0, y, t) = a(x, y, t)b(x, y, t). (A.2)

We write Cab(0, y) as a Fourier series (see equation 3.46):

Cab(0, y, t) =
∞∑

p,q=−∞

Ĉab(kp,q, y, t). (A.3)

We can express the Fourier coefficients Ĉab as a function of the Fourier coefficients â
and b̂. Indeed,

â(k′, y, t)̂b(k, y, t) =

(
1

LxLz

)2 ∫ Lx

0

∫ Lz

0

∫ Lx

0

∫ Lz

0

e−i(k′·x+k·x′)a(x, y, t)b(x′, y, t)dx′dx.

(A.4)

With x′ = x+ r,

â(k′, y, t)̂b(k, y, t) =

(
1

LxLz

)2 ∫ Lx

0

∫ Lz

0

e−i(k+k′)·xdx

∫ Lx

0

∫ Lz

0

Cab(r, y)e−i(k·r)dr. (A.5)

We then obtain
â(k′, y, t)̂b(k, y, t) = Ĉab(k, y)δk+k′ (A.6)

using the properties

δk =

(
1

2π

)2 ∫ Lx

0

∫ Lz

0

e−ik·xdx (A.7)

and

Ĉab(k, y) =

(
1

2π

)2 ∫ Lx

0

∫ Lz

0

Cab(r, y)e−i(k·r)dr. (A.8)
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If a is real, we have the property

â∗(k, y, t) = â(−k, y, t). (A.9)

With k′ = −k, the relation (A.6) becomes

â∗(k, y, t)̂b(k, y, t) = Ĉab(k, y). (A.10)

This relation link the Fourier coefficients of the spatial two-point correlations between
a and b to the spectral one-point correlation between the Fourier coefficients of a and
b. By combining the result with equations (A.2) and (A.3), we obtain

a(x, y, t)b(x, y, t) =
∞∑

p,q=−∞

â∗(kp,q, y, t)̂b(kp,q, y, t) (A.11)

This provides a relation between the spatial one-point correlation between a and b and
the spectral one-point correlation between the Fourier coefficients of a and b.



Appendix B

Formulation and decomposition of the
energy exchanges

B.1 Energy exchanges with the decomposition of den-
sity in a constant and variable part

B.1.1 General considerations

In this section, we describe the formulation of the energy exchanges between the
different parts of total energy obtained from the Reynolds decomposition of velocity
and the decomposition of density in a constant and variable part. This formulation is
used in chapter 4 and 5. We use the same physical hypotheses than in section 3.2.2.1.
We will establish two formulations. In the one-stage formulation, only velocity is
decomposed. In the two-stage formulation, both velocity and density are decomposed.

The one-stage formulation relies on the Reynolds decomposition of velocity Ui =
U i + u′i. The kinetic energy is decomposed into three parts: the mean kinetic en-
ergy ρE = 1

2
ρU i U i associated with the mean motion, the turbulence kinetic en-

ergy ρe = 1
2
ρu′iu

′
i associated with the turbulent motion and the mixed kinetic energy

ρe = ρu′iU i associated with both the mean and turbulent motion, that is

ρE = ρE + ρe+ ρe. (B.1)

This leads to the following fourfold decomposition of total energy:

ρE + ρI = ρE + ρe+ ρe+ ρI. (B.2)

The two-stage formulation relies in addition on the decomposition of the density ρ
into a constant part ρ0 and a variable part ρ1,

ρ(x, t) = ρ0 + ρ1(x, t). (B.3)

where x is the position vector. Here, ρ1 is a turbulent function, ρ1 = ρ′1+ρ1. The kinetic
energy ρE is decomposed into a constant density part ρ0E and a variable density part
ρ1E. The half-trace of the velocity correlation tensor E is understood as the constant
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density portion of kinetic energy up to the constant scalar factor ρ0. Similarly, the
mean kinetic energy ρE, the turbulence kinetic energy ρe and the mixed kinetic energy
ρe are decomposed into a constant density part, ρ0E, ρ0e and ρ0e respectively, and
a variable density part, ρ1E, ρ1e and ρ1e respectively. The internal energy per unit
volume ρI is also decomposed into a constant density part ρ0I and a variable density
part ρ1I. This leads to the following eightfold decomposition of total energy:

ρE + ρI = ρ0E + ρ0e+ ρ0e+ ρ0I + ρ1E + ρ1e+ ρ1e+ ρ1I. (B.4)

To devise the formulations, let us write here for latter use the evolution equation
of U i, u′i and I:

∂U i

∂t
+ Uj

∂Ui
∂xj

=
1

ρ

∂Υij
∂xj

, (B.5)

∂u′i
∂t

+

(
Uj
∂Ui
∂xj

)′
=

(
1

ρ

∂Υij
∂xj

)′
, (B.6)

∂I

∂t
+ Uj

∂I

∂xj
=

1

ρ

∂

∂xj

(
λ
∂T

∂xj

)
+

1

ρ
Υij

∂Ui
∂xj

. (B.7)

Equation (B.5) is obtained by dividing both sides of equation (3.2) by the density ρ
then taking the statistical average. Equation (B.6) is obtained by dividing both sides
of equation (3.2) by ρ then subtracting from the result equation (B.5). Equation (B.7)
is obtained by dividing equation (3.3) by ρ.

B.1.2 One-stage formulation

In order to identify the energy exchanges between the different parts of the fourfold
decomposition (B.2) of total kinetic energy, we shall derive the evolution equation of
each of these quantities.

First, to obtain the evolution equation of the mean kinetic energy ρE, we will take
the sum of two contributions. First, we multiply equation (B.5) by ρU i,

ρ
∂E

∂t
+ ρU iUj

∂Ui
∂xj

= ρU i
1

ρ

∂Υij
∂xj

. (B.8)

Next, we multiply the mass conservation equation (3.1) by E,

E
∂ρ

∂t
+ E

∂ρUj
∂xj

= 0. (B.9)

The summation of equations (B.8) and (B.9) gives:

∂ρE

∂t
+ E

∂ρUj
∂xj

+ ρU iUj
∂Ui
∂xj

= ρU i
1

ρ

∂Υij
∂xj

. (B.10)

Second, to obtain the evolution equation of the turbulence kinetic energy ρe, we
will take the sum of two contributions. First, we multiply equation (B.6) by ρu′i,

ρ
∂e

∂t
+ ρu′i

(
Uj
∂Ui
∂xj

)′
= ρu′i

(
1

ρ

∂Υij
∂xj

)′
. (B.11)
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Next, we multiply the mass conservation equation (3.1) by e,

e
∂ρ

∂t
+ e

∂ρUj
∂xj

= 0. (B.12)

The summation of equations (B.11) and (B.12) gives:

∂ρe

∂t
+ e

∂ρUj
∂xj

+ ρu′i

(
Uj
∂Ui
∂xj

)′
= ρu′i

(
1

ρ

∂Υij
∂xj

)′
. (B.13)

Third, to obtain the evolution equation of the mixed kinetic energy ρe, we will take
the sum of three contributions. First, we multiply equation (B.5) by ρu′i,

ρu′i
∂U i

∂t
+ ρu′iUj

∂Ui
∂xj

= ρu′i
1

ρ

∂Υij
∂xj

. (B.14)

Next, we multiply equation (B.6) by ρU i,

ρU i
∂u′i
∂t

+ ρU i

(
Uj
∂Ui
∂xj

)′
= ρU i

(
1

ρ

∂Υij
∂xj

)′
. (B.15)

Finally, we multiply the mass conservation equation (3.1) by e,

e
∂ρ

∂t
+ e

∂ρUj
∂xj

= 0. (B.16)

The summation of equations (B.14), (B.15) and (B.16) gives:

∂ρe

∂t
+ e

∂ρUj
∂xj

+ ρu′iUj
∂Ui
∂xj

+ ρU i

(
Uj
∂Ui
∂xj

)′
= ρu′i

1

ρ

∂Υij
∂xj

+ ρU i

(
1

ρ

∂Υij
∂xj

)′
. (B.17)

Fourth, the evolution equation of the internal energy ρI is given by (3.3).

The equations (B.10), (B.13), (B.17) and (3.3) constitute the set of partial differ-
ential equations that embodies the instantaneous energy exchanges between the four
part of total energy. However, it is not obvious from these equations how the energy
exchanges between the four part of total energy must be understood. Following the
criteria described in section B.1.1, it is rewritten as:

∂ρE

∂t
+
∂ρUjE

∂xj
− ∂ΥijU i

∂xj
= −ρU iUj

∂u′i
∂xj

+ρU i

(
Uj
∂Ui
∂xj

)′
−ρU i

(
1

ρ

∂Υij
∂xj

)′
−Υij

∂U i

∂xj
,

(B.18)

∂ρe

∂t
+
∂ρUje

∂xj
− ∂Υiju

′
i

∂xj
= −ρu′iUj

∂U i

∂xj
+ρu′iUj

∂Ui
∂xj
−ρu′i

1

ρ

∂Υij
∂xj
−Υij

∂u′i
∂xj

, (B.19)

∂ρe

∂t
+
∂ρUje

∂xj
= ρU iUj

∂u′i
∂xj
−ρU i

(
Uj
∂Ui
∂xj

)′
+ρU i

(
1

ρ

∂Υij
∂xj

)′
+ρu′iUj

∂U i

∂xj
−ρu′iUj

∂Ui
∂xj

+ρu′i
1

ρ

∂Υij
∂xj

,

(B.20)

∂ρI

∂t
+
∂ρUjI

∂xj
− ∂

∂xj

(
λ
∂T

∂xj

)
=
ρΥij
ρ

∂U i

∂xj
+Υij

∂u′i
∂xj

. (B.21)

With the notations (3.13) to (3.22), equations (B.18), (B.19), (B.20) and (B.21) leads
to the system of equations (3.9)–(3.12).
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B.1.3 Two-stage formulation

In order to identify the energy exchanges between the different parts of the eightfold
decomposition (B.4) of total kinetic energy, we shall derive the evolution equation of
each of these quantities. We recall that the two-stage formulation is based on the
decomposition of density into a constant part ρ0 and a variable part ρ1 = ρ1 + ρ′1, that
is ρ = ρ0+ρ1 + ρ′1. This intents to have the formulation involve quantities more directly
comparable to those of the incompressible case, in which the density is a constant.

First, to obtain the evolution equation of the constant density part of the mean
kinetic energy ρ0E, we multiply equation (B.5) by ρ0U i,

∂ρ0E

∂t
+ ρ0U iUj

∂Ui
∂xj

= ρ0U i
1

ρ

∂Υij
∂xj

. (B.22)

Second, to obtain the evolution equation of the variable density part of the mean
kinetic energy ρ1E, we will take the sum of two contributions. First, we multiply
equation (B.5) by ρ1U i,

ρ1
∂E

∂t
+ ρ1U iUj

∂Ui
∂xj

= ρ1U i
1

ρ

∂Υij
∂xj

. (B.23)

Next, we multiply the mass conservation equation (3.1) by E,

E
∂ρ1

∂t
+ E

∂(ρ0 + ρ1)Uj
∂xj

= 0. (B.24)

The summation of equations (B.23) and (B.24) gives:

∂ρ1E

∂t
+ E

∂ρ0Uj
∂xj

+ E
∂ρ1Uj
∂xj

+ ρ1U iUj
∂Ui
∂xj

= ρ1U i
1

ρ

∂Υij
∂xj

. (B.25)

Third, to obtain the evolution equation of the constant density part of the turbu-
lence kinetic energy ρ0e, we multiply equation (B.6) by ρ0u

′
i,

∂ρ0e

∂t
+ ρ0u

′
i

(
Uj
∂Ui
∂xj

)′
= ρ0u

′
i

(
1

ρ

∂Υij
∂xj

)′
. (B.26)

Fourth, to obtain the evolution equation of the variable density part of the turbu-
lence kinetic energy ρ1e, we will take the sum of two contributions. First, we multiply
equation (B.6) by ρ1u

′
i,

ρ1
∂e

∂t
+ ρ1u

′
i

(
Uj
∂Ui
∂xj

)′
= ρ1u

′
i

(
1

ρ

∂Υij
∂xj

)′
. (B.27)

Next, we multiply the mass conservation equation (3.1) by e,

e
∂ρ1

∂t
+ e

∂(ρ0 + ρ1)Uj
∂xj

= 0. (B.28)
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The summation of equations (B.27) and (B.28) gives:

∂ρ1e

∂t
+ e

∂ρ0Uj
∂xj

+ e
∂ρ1Uj
∂xj

+ ρ1u
′
i

(
Uj
∂Ui
∂xj

)′
= ρ1u

′
i

(
1

ρ

∂Υij
∂xj

)′
. (B.29)

Fifth, to obtain the evolution equation of the constant density part of the mixed
kinetic energy ρ0e, we will take the sum of two contributions. First, we multiply
equation (B.5) by ρ0u

′
i,

ρ0u
′
i

∂U i

∂t
+ ρ0u

′
iUj

∂Ui
∂xj

= ρ0u
′
i

1

ρ

∂Υij
∂xj

. (B.30)

Next, we multiply equation (B.6) by ρ0U i,

ρ0U i
∂u′i
∂t

+ ρ0U i

(
Uj
∂Ui
∂xj

)′
= ρ0U i

(
1

ρ

∂Υij
∂xj

)′
. (B.31)

The summation of equations (B.30) and (B.31) gives:

∂ρ0e

∂t
+ ρ0u

′
iUj

∂Ui
∂xj

+ ρ0U i

(
Uj
∂Ui
∂xj

)′
= ρ0u

′
i

1

ρ

∂Υij
∂xj

+ ρ0U i

(
1

ρ

∂Υij
∂xj

)′
. (B.32)

Sixth, to obtain the evolution equation of the variable density part of the mixed
kinetic energy ρ1e, we will take the sum of three contributions. First, we multiply
equation (B.5) by ρ1u

′
i,

ρ1u
′
i

∂U i

∂t
+ ρ1u

′
iUj

∂Ui
∂xj

= ρ1u
′
i

1

ρ

∂Υij
∂xj

. (B.33)

Next, we multiply equation (B.6) by ρ1U i,

ρ1U i
∂u′i
∂t

+ ρ1U i

(
Uj
∂Ui
∂xj

)′
= ρ1U i

(
1

ρ

∂Υij
∂xj

)′
. (B.34)

Finally, we multiply the mass conservation equation (3.1) by e,

e
∂ρ1

∂t
+ e

∂(ρ0 + ρ1)Uj
∂xj

= 0. (B.35)

The summation of equations (B.33), (B.34) and (B.35) gives:

∂ρ1e

∂t
+e

∂ρ0Uj
∂xj

+e
∂ρ1Uj
∂xj

+ρ1u
′
iUj

∂Ui
∂xj

+ρ1U i

(
Uj
∂Ui
∂xj

)′
= ρ1u

′
i

1

ρ

∂Υij
∂xj

+ρ1U i

(
1

ρ

∂Υij
∂xj

)′
.

(B.36)

Seventh, to obtain the evolution equation of the constant density part of the internal
energy ρ0I, we multiply equation (B.7) by ρ0,

∂ρ0I

∂t
+ ρ0Uj

∂I

∂xj
=
ρ0

ρ

∂

∂xj

(
λ
∂T

∂xj

)
+
ρ0Υij
ρ

∂Ui
∂xj

. (B.37)
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Eighth, to obtain the evolution equation of the variable density part of the internal
energy ρ1I, we will take the sum of two contributions. First, we multiply equation
(B.7) by ρ1,

ρ1
∂I

∂t
+ ρ1Uj

∂I

∂xj
=
ρ1

ρ

∂

∂xj

(
λ
∂T

∂xj

)
+
ρ1Υij
ρ

∂Ui
∂xj

. (B.38)

Next, we multiply the mass conservation equation (3.1) by I,

I
∂ρ1

∂t
+ I

∂(ρ0 + ρ1)Uj
∂xj

= 0. (B.39)

The summation of equations (B.38) and (B.39) gives:

∂ρ1I

∂t
+ I

∂ρ0Uj
∂xj

+ I
∂ρ1Uj
∂xj

+ ρ1Uj
∂I

∂xj
=
ρ1

ρ

∂

∂xj

(
λ
∂T

∂xj

)
+
ρ1Υij
ρ

∂Ui
∂xj

. (B.40)

Following the criteria described in section B.1.1, the equations (B.22), (B.25),
(B.26), (B.29), (B.32), (B.36), (B.37) and (B.40) are rewritten as:

∂ρ0E

∂t
+
∂ρ0UjE

∂xj
− ∂

∂xj

(
ρ0Υij
ρ

U i

)
= −ρ0U iUj

∂u′i
∂xj

+ρ0U i

(
Uj
∂Ui
∂xj

)′
−ρ0U i

(
1

ρ

∂Υij
∂xj

)′
+ρ0E

∂Uj
∂xj
−ΥijU i

∂

∂xj

(
ρ0

ρ

)
−ρ0Υij

ρ

∂U i

∂xj
,

(B.41)
∂ρ1E

∂t
+
∂ρ1UjE

∂xj
− ∂

∂xj

(
ρ1Υij
ρ

U i

)
= −ρ1U iUj

∂u′i
∂xj

+ρ1U i

(
Uj
∂Ui
∂xj

)′
−ρ1U i

(
1

ρ

∂Υij
∂xj

)′
−ρ0E

∂Uj
∂xj

+ΥijU i
∂

∂xj

(
ρ0

ρ

)
−ρ1Υij

ρ

∂U i

∂xj
,

(B.42)

∂ρ0e

∂t
+
∂ρ0Uje

∂xj
− ∂

∂xj

(
ρ0Υij
ρ

u′i

)
= −ρ0u

′
iUj

∂U i

∂xj
+ρ0u

′
iUj

∂Ui
∂xj
−ρ0u

′
i

1

ρ

∂Υij
∂xj

+ρ0e
∂Uj
∂xj
−Υiju′i

∂

∂xj

(
ρ0

ρ

)
−ρ0Υij

ρ

∂u′i
∂xj

,

(B.43)

∂ρ1e

∂t
+
∂ρ1Uje

∂xj
− ∂

∂xj

(
ρ1Υij
ρ

u′i

)
= −ρ1u

′
iUj

∂U i

∂xj
+ρ1u

′
iUj

∂Ui
∂xj
−ρ1u

′
i

1

ρ

∂Υij
∂xj

−ρ0e
∂Uj
∂xj

+Υiju
′
i

∂

∂xj

(
ρ0

ρ

)
−ρ1Υij

ρ

∂u′i
∂xj

,

(B.44)

∂ρ0e

∂t
+
∂ρ0Uje

∂xj
= ρ0U iUj

∂u′i
∂xj
−ρ0U i

(
Uj
∂Ui
∂xj

)′
+ρ0U i

(
1

ρ

∂Υij
∂xj

)′
+ρ0u

′
iUj

∂U i

∂xj
−ρ0u

′
iUj

∂Ui
∂xj

+ρ0u
′
i

1

ρ

∂Υij
∂xj

+ρ0e
∂Uj
∂xj

,

(B.45)
∂ρ1e

∂t
+
∂ρ1Uje

∂xj
= ρ1U iUj

∂u′i
∂xj
−ρ1U i

(
Uj
∂Ui
∂xj

)′
+ρ1U i

(
1

ρ

∂Υij
∂xj

)′
+ρ1u

′
iUj

∂U i

∂xj
−ρ1u

′
iUj

∂Ui
∂xj

+ρ1u
′
i

1

ρ

∂Υij
∂xj
−ρ0e

∂Uj
∂xj

,

(B.46)
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∂ρ0I

∂t
+
∂ρ0UjI

∂xj
− ∂

∂xj

(
ρ0λ

ρ

∂T

∂xj

)
= ρ0I

∂Uj
∂xj
−λ ∂T

∂xj

∂

∂xj

(
ρ0

ρ

)
+
ρ0Υij
ρ

∂U i

∂xj
+
ρ0Υij
ρ

∂u′i
∂xj

,

(B.47)

∂ρ1I

∂t
+
∂ρ1UjI

∂xj
− ∂

∂xj

(
ρ1λ

ρ

∂T

∂xj

)
= −ρ0I

∂Uj
∂xj

+λ
∂T

∂xj

∂

∂xj

(
ρ0

ρ

)
+
ρ1Υij
ρ

∂U i

∂xj
+
ρ1Υij
ρ

∂u′i
∂xj

.

(B.48)

The comparison of equations (B.41), (B.42), (B.43), (B.44), (B.45), (B.46), (B.47)
and (B.48) let us identify the following terms:

• the convection Φc (??), which is decomposed into eight parts: Φc0 associated
with the constant density mean kinetic energy, Φc1 associated with the variable
density mean kinetic energy, ϕc0 associated with the constant density turbulence
kinetic energy, ϕc1 associated with the variable density turbulence kinetic energy,
ϕc

0
associated with the constant density mixed kinetic energy, ϕc

1
associated with

the variable density mixed kinetic energy, ΦT,c0 associated with constant density
internal energy and ΦT,c1 associated with variable density internal energy,

Φc = Φc0 + Φc1 + ϕc0 + ϕc1 + ϕc
0

+ ϕc
1

+ ΦT,c0 + ΦT,c1 , (B.49)

with

Φc0 = −∂ρ0UjE

∂xj
, (B.50)

Φc1 = −∂ρ1UjE

∂xj
, (B.51)

ϕc0 = −∂ρ0Uje

∂xj
, (B.52)

ϕc1 = −∂ρ1Uje

∂xj
, (B.53)

ϕc
0

= −∂ρ0Uje

∂xj
, (B.54)

ϕc
1

= −∂ρ1Uje

∂xj
, (B.55)

ΦT,c0 = −∂ρ0UjI

∂xj
, (B.56)

ΦT,c1 = −∂ρ1UjI

∂xj
, (B.57)

• the transfer by external force ΦΥ (3.7), which is decomposed into four parts:
ΦΥ0 associated with the constant density mean kinetic energy, ΦΥ1 associated with
the variable density mean kinetic energy, ϕΥ0 associated with the constant density
turbulence kinetic energy and ϕΥ1 associated with the variable density turbulence
kinetic energy,

ΦΥ = ΦΥ0 + ΦΥ1 + ϕΥ0 + ϕΥ1 , (B.58)
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with

ΦΥ0 =
∂

∂xj

(
Υij
ρ
ρ0U i

)
, (B.59)

ΦΥ1 =
∂

∂xj

(
Υij
ρ
ρ1U i

)
, (B.60)

ϕΥ0 =
∂

∂xj

(
Υij
ρ
ρ0u

′
i

)
, (B.61)

ϕΥ1 =
∂

∂xj

(
Υij
ρ
ρ1u

′
i

)
, (B.62)

• the transfer by conduction Φλ (3.8), which is decomposed into two parts: Φλ0 as-
sociated with the constant density internal energy and Φλ1 associated with the
variable density internal energy,

Φλ = Φλ0 + Φλ1 , (B.63)

with

Φλ0 =
∂

∂xj

(
ρ0

ρ
λ
∂T

∂xj

)
, (B.64)

Φλ1 =
∂

∂xj

(
ρ1

ρ
λ
∂T

∂xj

)
, (B.65)

• the interaction between the turbulence kinetic energy and the mixed kinetic en-
ergy P (3.19), which is decomposed into two parts: P0 associated with the con-
stant density kinetic energy and P1 associated with the variable density kinetic
energy,

P = P0 + P1, (B.66)

with

P0 = −ρ0u
′
iUj

∂U i

∂xj
+ ρ0u

′
iUj

∂u′i
∂xj
− ρ0u

′
i

1

ρ

∂Υij
∂xj

, (B.67)

P1 = −ρ1u
′
iUj

∂U i

∂xj
+ ρ1u

′
iUj

∂u′i
∂xj
− ρ1u

′
i

1

ρ

∂Υij
∂xj

, (B.68)

• the interaction between the mean kinetic energy and the mixed kinetic energy P (3.20),
which is decomposed into two parts: P0 associated with the constant density ki-
netic energy and P1 associated with the variable density kinetic energy,

P = P0 + P1, (B.69)

with

P0 = −ρ0U iUj
∂u′i
∂xj

+ ρ0U i

(
Uj
∂Ui
∂xj

)′
− ρ0U i

(
1

ρ

∂Υij
∂xj

)′
, (B.70)

P1 = −ρ1U iUj
∂u′i
∂xj

+ ρ1U i

(
Uj
∂Ui
∂xj

)′
− ρ1U i

(
1

ρ

∂Υij
∂xj

)′
, (B.71)



B.1. Energy exchanges with the decomposition 275

• the energy dilatation correlation Zc,

Zc = ρ0(E + I)
∂Uj
∂xj

, (B.72)

which is decomposed into four parts: Zc associated with the mean kinetic energy,
ζc associated with the turbulence kinetic energy, ζc associated with the mixed
kinetic energy and ZT,c associated with the internal energy,

Zc = Zc + ζc + ζc + ZT,c, (B.73)

with

Zc = ρ0E
∂Uj
∂xj

, (B.74)

ζc = ρ0e
∂Uj
∂xj

, (B.75)

ζc = ρ0e
∂Uj
∂xj

, (B.76)

ZT,c = ρ0I
∂Uj
∂xj

, (B.77)

• the interaction between the constant and variable density part of total energy by
external force ZΥ ,

ZΥ = −ΥijUi
∂

∂xj

(
ρ0

ρ

)
, (B.78)

which is decomposed into two parts: ZΥ associated with the mean kinetic energy
and ζΥ associated with the turbulence kinetic energy,

ZΥ = ZΥ + ζΥ , (B.79)

with

ZΥ = −ΥijU i
∂

∂xj

(
ρ0

ρ

)
, (B.80)

ζΥ = −Υiju′i
∂

∂xj

(
ρ0

ρ

)
, (B.81)

• the interaction between the constant and variable density part of total energy by
conduction Zλ,

Zλ = −λ ∂T
∂xj

∂

∂xj

(
ρ0

ρ

)
, (B.82)

• the interaction between kinetic energy and internal energy E , which is decom-
posed into four parts: E0 associated with the constant density mean kinetic en-
ergy, E1 associated with the variable density mean kinetic energy, ε0 associated
with the constant density turbulence kinetic energy and ε1 associated with the
variable density turbulence kinetic energy,

E = E0 + E1 + ε0 + ε1, (B.83)
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with

E0 = −ρ0Υij
ρ

∂U i

∂xj
, (B.84)

E1 = −ρ1Υij
ρ

∂U i

∂xj
, (B.85)

ε0 = −ρ0Υij
ρ

∂u′i
∂xj

, (B.86)

ε1 = −ρ1Υij
ρ

∂u′i
∂xj

. (B.87)

With those notations, equations (B.41), (B.42), (B.43), (B.44), (B.45), (B.46), (B.47)
and (B.48) are rewritten as:

∂ρ0E

∂t
= Φc0 + ΦΥ0 + P0 + Zc + ZΥ + E0, (B.88)

∂ρ1E

∂t
= Φc1 + ΦΥ1 + P1 − Zc − ZΥ + E1, (B.89)

∂ρ0e

∂t
= ϕc0 + ϕΥ0 + P0 + ζc + ζΥ + ε0, (B.90)

∂ρ1e

∂t
= ϕc1 + ϕΥ1 + P1 − ζc − ζΥ + ε1, (B.91)

∂ρ0e

∂t
= ϕc

0
− P0 − P0 + ζc, (B.92)

∂ρ1e

∂t
= ϕc − P1 − P1 − ζc, (B.93)

∂ρ0I

∂t
= ΦT,c0 + Φλ0 + ZT,c + Zλ − E0 − ε0, (B.94)

∂ρ1I

∂t
= ΦT,c1 + Φλ1 − ZT,c − Zλ − E1 − ε1. (B.95)

This set of equations is very similar to the system of equations (3.29)–(3.36) obtained
with a Reynolds decomposition of density.

B.2 Decomposition of the terms associated with con-
stant density turbulence kinetic energy

In this section, we consider a fully developed turbulent channel flow as in section
4.2.4. The flow is compressible and has highly variable fluid properties thus falls into
the scope of the analysis of section B.1. This lets us use the two-stage formulation to
investigate the energy exchanges within the flow. We study in particular the constant
density turbulence kinetic energy, that we recall is given by the half-trace of the velocity
fluctuation correlation tensor up to the constant scalar factor ρ0. We will investigate
the terms of its evolution equation in the spatial and spectral domain. In both cases,
we decompose the terms of its evolution equation to make the incompressible part
of each term emerge, that is the part that does not vanish to zero in incompressible
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flows with constant fluid properties. The incompressible part of each term henceforth
called incompressible terms are written in a formally identical manner to the terms
of the evolution equation of the turbulence kinetic energy known to the literature for
incompressible flows [312, 235]. Though, their actual behaviour is a priori different in
a compressible configuration because of the temperature velocity coupling. Identifying
incompressible terms will at the same time shed light on the terms specific to com-
pressible flows with variable fluid properties, whether because the incompressibility
condition is no longer obeyed or because of the variations of the fluid properties with
temperature. These terms will henceforth be referred to as the thermal terms.

B.2.1 Hypothesis and geometry

We denote x the streamwise direction, y the wall-normal direction and z the span-
wise direction. The dimensions of the domain in the x, y and z directions are denoted
Lx, Ly and Lz respectively. The flow has two directions of homogeneity, x and z,
and a zero mean spanwise velocity, U z = 0. In an incompressible flow with constant
fluid properties, the mean wall-normal velocity would also be zero, Uy = 0. The mean
wall-normal velocity Uy differs from zero in the compressible variable density channel
because it is in balance with the turbulent mass flux ρ′u′y : ρUy = −ρ′u′y.

The external force tensor Υij is the sum of the viscous shear stress tensor Σij and
of pressure stress:

Υij = Σij − Pδij. (B.96)

We assume a Newtonian fluid and neglect the bulk viscosity. The viscous shear stress
tensor is thus given by

Σij = 2µSij −
2µ

3
Skkδij, (B.97)

with Sij the rate of deformation tensor,

Sij =
1

2

(
∂Ui
∂xj

+
∂Uj
∂xi

)
, (B.98)

whose fluctuating part will be denoted s′ij hereafter.

B.2.2 Decomposition in the spatial domain

The evolution equation of the half-trace of the velocity fluctuation correlation ten-
sor e is identical to equation (B.43) up to a scalar factor ρ0,

∂e

∂t
= −∂Uje

∂xj
+

∂

∂xj

Υij
ρ
u′i − u′iu′j

∂U i

∂xj
+ e

∂Uj
∂xj
− Υiju′i

∂

∂xj

(
1

ρ

)
− Υij

ρ

∂u′i
∂xj

. (B.99)

In the following, we will use new notations to remove the constant part of density from
the notations given in equations (B.49) to (B.87). We identify the following terms:

• the convection ϕc\,

ϕc
\

=
ϕc0
ρ0

= −∂eUj
∂xj

, (B.100)
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• the transfer by external force ϕΥ
\
,

ϕΥ
\

=
ϕΥ0
ρ0

=
∂

∂xj

Υij
ρ
u′i, (B.101)

• the production P\,

P\ =
P0

ρ0

= −u′iu′j
∂U i

∂xj
, (B.102)

• the kinetic energy dilatation correlation ζc\,

ζc
\

=
ζc

ρ0

= e
∂Uj
∂xj

, (B.103)

• the interaction with variable density kinetic energy by external force ζΥ
\
,

ζΥ
\

=
ζΥ

ρ0

= −Υiju′i
∂

∂xj

(
1

ρ

)
, (B.104)

• the interaction with internal energy ε\,

ε\ =
ε0

ρ0

= −Υij
ρ

∂u′i
∂xj

. (B.105)

With those notations, equation (B.99) is rewritten as

∂e

∂t
= ϕc

\
+ ϕΥ

\
+ P\ + ζc

\
+ ζΥ

\
+ ε\. (B.106)

Each term of the right-hand side of equation (B.99) will be decomposed in order to
formally compare the equations of the half-trace of the velocity fluctuation correlation
tensor in constant property incompressible fluid flows and variable density compress-
ible flows, and identify the additional terms in the latter situation. We will use the
symmetries of the flow and its homogeneity in the streamwise and spanwise directions
to simplify the writing (∂ ·

∂x
= ∂ ·

∂z
= 0 and U z = 0). We will also use the fact that

the mean wall-normal velocity vanishes in the incompressible case (Uy = 0) to identify
incompressible terms.

A notational convention will be used where the subscript I denotes the incompress-
ible part of a given term and the subscript Γ the complementary thermal part. A
subscript comprising α other than I or Γ denotes a term that vanishes in incompress-
ible flows with constant fluid properties because α vanishes to zero in this configuration.
For instance, a subscript Uy denotes a term that vanishes in the incompressible case
because the mean wall-normal velocity Uy goes to zero. This allows us to always recall
which terms are purely compressible and have an indication of the physical reason why
they are. In addition, when a term includes a product with the viscous shear stress ten-
sor, it is decomposed in three parts. We denote with a subscript 1 the part associated
with the product with the velocity gradient and with a subscript 2 the part associated
with the product with the transpose of the velocity gradient. The part associated with
the product with the velocity divergence is denoted with the subscript Θ since the term
vanishes for an incompressible flow because of the dilatation Θ = ∂jUj.
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B.2.2.1 Decomposition of the convection

We decompose the convection (B.100) into an incompressible part ϕcI
\ and a thermal

part ϕcΓ
\,

ϕc
\

= −∂eUj
∂xj

= ϕcI
\
+ ϕcΓ

\
, (B.107)

with

ϕcI
\

= −
∂eu′y
∂y

, (B.108)

ϕcΓ
\

= −∂eUy

∂y
= ϕc

Uy

\
. (B.109)

The incompressible part ϕcI
\ of the convection is also called turbulent diffusion, tur-

bulent transfer or turbulent convection in the literature since it is the diffusion of the
constant density turbulence kinetic energy by the turbulent motion. The thermal part
ϕcΓ

\ similarly is called mean convection since it is the convection of the constant density
turbulence kinetic energy by the mean motion. Given the homogeneity of the flow in
the streamwise and spanwise directions, convection by the mean motion can only occur
through the mean wall-normal velocity. It vanishes in the incompressible case since the
mean flow becomes entirely streamwise.

B.2.2.2 Decomposition of the transfer by external force

The transfer by external force (B.101) is decomposed using (B.96) into the sum of
a viscous contribution ϕν\ and a pressure contribution ϕp\,

ϕΥ
\

=
∂

∂y

Υiy
ρ
u′i = ϕν

\
+ ϕp

\
, (B.110)

with

ϕν
\

=
∂

∂y

Σiy

ρ
u′i, (B.111)

ϕp
\

= − ∂

∂xi

P

ρ
u′i. (B.112)

First, we focus on the viscous contribution. Using (B.97), we decompose the viscous
transfer in a part associated with the rate of deformation tensor and a part associated
with the dilatation,

∂

∂y

u′iΣiy

ρ
=

∂

∂y

(
2νu′iSiy −

2ν

3
Siiu′y

)
. (B.113)

We split viscosity into a mean and fluctuating part in the first term of the right-hand
side of equation (B.113), ν = ν + ν ′, then decompose the derivative to isolate the
derivative of the mean viscosity,

∂

∂y

u′iΣiy

ρ
= ν

∂

∂y
2u′iSiy +

∂ν

∂y
2u′iSiy +

∂

∂y

(
2ν ′u′iSiy −

2ν

3
Siiu′y

)
. (B.114)
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The first term of the right-hand side of this equation is the term with the mean viscosity
outside the derivative. The decomposition of the rate of deformation tensor allows us
to isolate a new term associated with the dilatation fluctuation ϑ′ = ∂ju

′
j.

ν
∂

∂y
2u′iSiy = ν

∂2e

∂y2
+ ν

∂2u′yu
′
y

∂y2
− ν ∂

∂y
u′y
∂u′i
∂xi

(B.115)

Hence, to decompose the viscous transfer into an incompressible part ϕνI
\ and a thermal

part ϕνΓ
\,

ϕν
\

=
∂

∂y

Σiy

ρ
u′i = ϕνI

\
+ ϕνΓ

\
, (B.116)

we define
ϕνI

\
= ϕνI,1

\
+ ϕνI,2

\
, (B.117)

with

ϕνI,1
\

= ν
∂2e

∂y2
, (B.118)

ϕνI,2
\

= ν
∂2u′yu

′
y

∂y2
, (B.119)

and
ϕνΓ

\
= ϕνϑ′,2

\
+ ϕν∂ν,1

\
+ ϕν∂ν,2

\
+ ϕνν′,1

\
+ ϕνν′,2

\
+ ϕνΘ

\
, (B.120)

with

ϕνϑ′,2
\

= −ν ∂
∂y
u′y
∂u′i
∂xi

, (B.121)

ϕν∂ν,1
\

=
∂e

∂y

∂ν

∂y
, (B.122)

ϕν∂ν,2
\

= u′i
∂u′y
∂xi

∂ν

∂y
, (B.123)

ϕνν′,1
\

=
∂

∂y

(
ν ′u′i

∂Ui
∂y

)
, (B.124)

ϕνν′,2
\

=
∂

∂y

(
ν ′u′i

∂Uy
∂xi

)
, (B.125)

ϕνΘ
\

= − ∂

∂y

(
2ν

3
u′y
∂Ui
∂xi

)
. (B.126)

The terms ϕν∂ν,1
\ and ϕν∂ν,2

\ are related to the variation of the mean viscosity, ϕνν′,1
\ and

ϕνν′,2
\ to the fluctuations of the viscosity and ϕνϑ′,2

\ and ϕνΘ
\ to the dilatation.

We now focus on the pressure contribution to the transfer by external force. We
decompose the density into a mean and fluctuating part, ρ = ρ+ρ′. This is done using
the relation

1

ρ
=

1

ρ
− ρ′

ρ(ρ+ ρ′)
. (B.127)
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Then, we decompose the derivative to isolate the derivative of the mean density. This
leads to the decomposition of the pressure transfer into an incompressible part ϕpI

\
and

a thermal part ϕpΓ
\
,

ϕp
\

= − ∂

∂y

P

ρ
u′y = ϕpI

\
+ ϕpΓ

\
, (B.128)

where

ϕpI
\

= −1

ρ

∂

∂y
u′yP (B.129)

and

ϕpΓ
\

= ϕp∂ρ
\
+ ϕpρ′

\
, (B.130)

with

ϕp∂ρ
\

=
u′yP

ρ2

∂ρ

∂y
, (B.131)

ϕpρ′
\

=
∂

∂y

u′yPρ
′

ρ(ρ+ ρ′)
. (B.132)

The term ϕp∂ρ
\
is associated with the variation of the mean density and ϕpρ′

\
to the

fluctuations of the density.

B.2.2.3 Decomposition of the production

We decompose the production (B.102) into an incompressible part PI
\ and a thermal

part PΓ
\,

P\ = −u′iu′j
∂U i

∂xj
= PI

\
+ PΓ

\
, (B.133)

with

PI
\

= −u′xu′y
∂Ux

∂y
, (B.134)

PΓ
\

= −u′yu′y
∂Uy

∂y
= PUy

\
. (B.135)

The thermal part of production is related to the addition of a mean wall-normal velocity
in the compressible case.

B.2.2.4 Decomposition of the kinetic energy dilatation correlation

Although the kinetic energy dilatation correlation (B.103) is a purely compressible
term, we decompose it in two parts ζc

Θ

\ and ζcϑ′
\ by splitting the velocity divergence in

the mean dilatation and the dilatation fluctuation. We obtain

ζc
\

= e
∂Uj
∂xj

= ζc
Θ

\
+ ζcϑ′

\
, (B.136)
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with

ζc
Θ

\
= e

∂U j

∂xj
, (B.137)

ζcϑ′
\

= e
∂u′j
∂xj

. (B.138)

This is of unobvious purpose at first, but will be useful latter when establishing the
spectral formulation of the energy exchanges.

B.2.2.5 Decomposition of the interaction with variable density turbulence
kinetic energy by external force

We decompose the interaction with variable density turbulence kinetic energy by
external force (B.104) by introducing (B.96) and (B.97) into the expression of ζΥ

\
. We

obtain

ζΥ
\

= −Υiju′i
∂

∂xj

(
1

ρ

)
= ζp∂ρ

\
+ ζν

\
, (B.139)

where

ζp∂ρ
\

= −u
′
iP

ρ2

∂ρ

∂xi
(B.140)

and

ζν
\

= ζν∂ρ,1
\
+ ζν∂ρ,2

\
+ ζνΘ

\
, (B.141)

with

ζν∂ρ,1
\

=
ν

ρ

∂ρ

∂xj
u′i
∂Ui
∂xj

, (B.142)

ζν∂ρ,2
\

=
ν

ρ

∂ρ

∂xj
u′i
∂Uj
∂xi

, (B.143)

ζνΘ
\

= −2ν

3ρ

∂ρ

∂xi
u′i
∂Uj
∂xj

. (B.144)

Each term is associated with variations of the density and ζνΘ
\ additionaly with the

dilatation.

B.2.2.6 Decomposition of the interaction with internal energy

The interaction with internal energy (B.105) is split using (B.96) into the sum of a
viscous contribution εν\ and a pressure contribution εpϑ′

\
,

ε\ = −Υij
ρ

∂u′i
∂xj

= εν
\
+ εpϑ′

\
, (B.145)
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with

εν
\

= −Σij

ρ

∂u′i
∂xj

, (B.146)

εpϑ′
\

=
P

ρ

∂u′i
∂xi

. (B.147)

The pressure contribution is the pressure dilatation correlation [260], a reversible ex-
change between the constant density part of turbulence kinetic energy and of internal
energy. The viscous contribution is the dissipation, an irreversible exchange between
the constant density part of turbulence kinetic energy and of internal energy.

Using (B.97), we decompose the dissipation in a part associated with the rate of
deformation tensor and a part associated with the dilatation,

εν
\

= −2νSij
∂u′i
∂xj

+
2ν

3

∂u′i
∂xi

∂Uj
∂xj

. (B.148)

The decomposition of viscosity into a mean and fluctuating part in the first term of
the right-hand side of equation (B.148), ν = ν + ν ′, splits the dissipation εν\ into an
incompressible part ενI

\ and a thermal part ενΓ
\,

εν
\

= −Σij

ρ

∂u′i
∂xj

= ενI
\
+ ενΓ

\
. (B.149)

we define
ενI
\

= −2νs′ijs
′
ij = ενI,1

\
+ ενI,2

\
, (B.150)

with

ενI,1
\

= −ν ∂u
′
i

∂xj

∂u′i
∂xj

, (B.151)

ενI,2
\

= −ν ∂u
′
i

∂xj

∂u′j
∂xi

, (B.152)

and

ενΓ
\

= −2ν ′Sijs′ij +
2ν

3

∂u′i
∂xi

∂Uj
∂xj

= ενν′,1
\
+ ενν′,2

\
+ ενΘ

\
, (B.153)

with

ενν′,1
\

= −ν ′ ∂u
′
i

∂xj

∂Ui
∂xj

, (B.154)

ενν′,2
\

= −ν ′ ∂u
′
i

∂xj

∂Uj
∂xi

, (B.155)

ενΘ
\

=
2ν

3

∂u′i
∂xi

∂Uj
∂xj

. (B.156)

The terms ενν′,1
\ and ενν′,2

\ are related to the fluctuations of the viscosity and ενΘ
\ to

the dilatation. Note that as the other terms, the decomposition of the dissipation
is not unique. Another popular decomposition for compressible flows expresses the
dissipation associated with the mean viscosity in a solenoidal term, an inhomogeinity
term and a dilatation term [261, 127].
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B.2.3 Decomposition in the spectral domain

The study of the half-trace of the velocity correlation tensor in a compressible flows
with highly variable fluid properties will now be extended to the spectral domain.
We will first establish its spectral evolution equation, then explain the decomposition
employed.

As in section 4.2.4, the Fourier coefficients of the Fourier series expansion of g are
denoted with the hat operator (̂) and are given by [173]:

ĝ(k, y, t) =
1

LxLz

∫ Lx

0

∫ Lz

0

g(x, y, t)e−ik·xdx. (B.157)

It follows that g(x, y, z) can be expressed as a Fourier series,

g(x, y, t) =
∞∑

p,q=−∞

ĝ(kp,q, y, t)e
ikp,q ·x, (B.158)

where p and q are positive or negative integers, x = (x, z) is the position vector in
the xOz plane and kp,q = k = (kx, kz) = (2πp

Lx
, 2πq
Lz

) is the position vector in the kxOkz
plane. The spectral equivalent ě of the statistically averaged half-trace of the velocity
fluctuation correlation tensor e is

ě =
1

2
û′i
∗
û′i. (B.159)

To obtain the evolution equation of ě, we apply a Fourier transform on equation
(3.2),

∂Ûi
∂t

+
̂
Uj
∂Ui
∂xj

=
1

ρ

∂Υij
∂xj

∧

. (B.160)

then multiply by û′i
∗
and take the statistical average. Noticing

∂ě

∂t
= Re

(
û′i
∗∂û′i
∂t

)
, (B.161)

where Re denotes the real part operator, we obtain

∂ě

∂t
= Re

−û′i∗̂Uj ∂Ui∂xj
+ û′i

∗ 1

ρ

∂Υij
∂xj

∧ . (B.162)

This equation is analogous to the spatial equation (B.99) in the spectral domain. We
aim to rewrite this equation to obtain a spectral equation that associates to each term of
the spatial equation a spectral equivalent. For most terms, this is achieved by carrying
out the same mathematical rearrangements than in the spatial domain. However, the
Fourier transform adds mathematical restrictions that sometimes prevent us to carry
out exactly the same operations than in the spatial domain. This hinders us from
obtaining in this manner a spectral equivalent of the turbulent convection ϕcI

\ and
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the kinetic energy turbulent dilatation correlation ζcϑ′
\. Thereby, it is slightly more

complicated to obtain the spectral equivalent of these two terms. For this reason, we
will introduce the spectral equation in two steps. First, the evolution equation of the
half-trace of the velocity correlation tensor in spectral domain will be written with
the spectral equivalent Ď

\
of the sum of these two terms undissociated. Then, we

will address the spectral equivalent of the turbulent convection and the kinetic energy
turbulent dilatation correlation.

In order to rewrite equation (B.162), we split the velocity into a mean and fluctu-
ating part, Ui = U i + u′i, and decompose the terms noticing

û′i
∗ 1

ρ

∂Υij
∂xj

∧

=
∂

∂y
û′i
∗Υiy
ρ

∧

+ û′i
∗Υij
ρ2

∂ρ

∂xj

∧

− ∂̂u′i
∂xj

∗
Υij
ρ

∧

, (B.163)

and

Re

(
U jû′i

∗ ∂̂u′i
∂xj

)
= Uy

∂ě

∂y
. (B.164)

We obtain

∂ě

∂t
= Re

−∂Uyě

∂y
+

∂

∂y
û′i
∗Υiy
ρ

∧

− û′i
∗
û′j
∂U i

∂xj
+ ě

∂Uy

∂y
+ û′i

∗Υij
ρ2

∂ρ

∂xj

∧

− ∂̂u′i
∂xj

∗
Υij
ρ

∧

− û′i
∗̂
u′j
∂u′i
∂xj

 .

(B.165)

We identify the following terms:

• the convection by mean motion ϕ̌cΓ
\, associated with the spatial convection by

mean motion ϕcΓ
\,

ϕ̌cΓ
\

= −∂Uyě

∂y
= ϕ̌c

Uy

\
, (B.166)

• the transfer by external force ϕ̌Υ
\
, associated with the spatial transfer by external

force ϕΥ
\
,

ϕ̌Υ
\

= Re

(
∂

∂y
û′i
∗Υiy
ρ

∧)
, (B.167)

• the production P̌
\
, associated with the spatial production P\,

P̌
\

= Re
(
−û′i

∗
û′j
∂U i

∂xj

)
, (B.168)

• the kinetic energy mean dilation correlation ζ̌c
Θ

\
, associated with the spatial ki-

netic energy mean dilation correlation ζc
Θ

\,

ζ̌c
Θ

\
= ě

∂Uy

∂y
, (B.169)
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• the interaction with variable density kinetic energy by external force ζ̌Υ
\
, associ-

ated with the spatial interaction with variable density kinetic energy by external
force ζΥ

\
,

ζ̌Υ
\

= Re

(
û′i
∗Υij
ρ2

∂ρ

∂xj

∧)
, (B.170)

• the interaction between kinetic energy and internal energy ε̌\, associated with the
spatial interaction with internal energy ε\,

ε̌
\

= Re

− ∂̂u′i
∂xj

∗
Υij
ρ

∧ , (B.171)

• the undissociated term Ď
\
, associated with the sum of the spatial turbulent con-

vection ϕcI
\ and of the kinetic energy turbulent dilation correlation ζcϑ′

\ (we will
decompose this term section B.2.3.1),

Ď
\

= Re

−û′i∗̂u′j ∂u′i∂xj

 . (B.172)

With those notations, the equation (B.165) is rewritten as

∂ě

∂t
= ϕ̌cΓ

\
+ ϕ̌ν

\
+ P̌

\
+ ζ̌c

Θ

\
+ ζ̌ν

\
+ ε̌

\
+ Ď

\
. (B.173)

In the following, each term of the right-hand side of equation (B.165) will be de-
composed similarly to the spatial decomposition. When possible, the terms will be
decomposed in order to have a one-to-one correspondence with the terms of the spa-
tial decomposition. In this case, the inverted hat operator (ˇ) is used to indicate the
spectral equivalent of a spatial term. The spectral and spatial terms are tied closely.
Indeed, the expression of the spatial term can be recovered from the associated spectral

term and vice versa. Given a spectral term written in the form Re
(
û′i
∗
â

)
, for any a,

the associated spatial term is u′ia. The spectral term stems from the Fourier coefficients
of the spatial two-point correlation between u′i and a. This property is explained in
appendix A. In addition, the spatial terms can be computed from the summation of
the associated spectral term over the whole wavenumber space, using relation (A.11)
of appendix A.

B.2.3.1 Spectral terms associated with the turbulent convection motion
and the kinetic energy turbulent dilatation correlation

Because of the mathematical restrictions brought by the addition of the Fourier
transform, two terms could not be obtained in the spectral formulation by simply
reproducing the same steps than in the spatial domain: the convection by turbulent
motion and the kinetic energy turbulent dilatation correlation. In the following, we
present two ways to handle the issue.
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1. We decompose the spatial equation differently, limiting ourselves to mathematical
operations that can be reproduced in the spectral domain. For instance, let we
define in the spatial domain:

• the triadic transfer ϕτf
\
,

ϕτf
\

= −u′i
∂u′iu

′
j

∂xj
, (B.174)

• the turbulent deformation ϕdf
\
,

ϕdf
\

= u′iu
′
i

∂u′j
∂xj

. (B.175)

The triadic transfer and the turbulent deformation are related to the turbulent
convection and the kinetic energy turbulent dilation correlation by

ϕτf
\

= −u′i
∂u′iu

′
j

∂xj
= −

∂eu′y
∂y
− e

∂u′j
∂xj

= ϕcI
\ − ζcϑ′

\
, (B.176)

and

ϕdf
\

= 2ζcϑ′
\
. (B.177)

Substituting using (B.176) and (B.177) the turbulence kinetic energy turbulent
dilatation correlation and the turbulent convection by the triadic transfer and the
turbulent deformation in the spatial formulation leads to an alternative spatial
formulation. The undissociated spectral term Ď

\
is then decomposed as

Ď
\

= ϕ̌τf
\
+ ϕ̌df

\
, (B.178)

in which we define the following spectral terms:

• the triadic transfer ϕ̌τf
\
, associated with the spatial triadic transfer ϕτf

\
,

ϕ̌τf
\

= Re

−û′i∗ ∂̂u′iu′j∂xj

 , (B.179)

• the turbulent deformation ϕ̌df
\
, associated with the spatial turbulent defor-

mation ϕdf
\
,

ϕ̌df
\

= Re

û′i∗̂u′i∂u′j∂xj

 . (B.180)

This approach gives a clear one-to-one correspondence between the terms of the
spectral and spatial decompositions. It has been employed previously by Bolotnov
et al. [28] and Aulery et al. [10]. However, this decomposition is irrelevant in our
case since it is not suited to the representation of the energy exchanges established
in the spatial domain.
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2. We decompose the undissociated spectral term Ď
\
as

Ď
\

= Re

−û′i∗̂u′j ∂u′i∂xj

 = Re

−1

2

∂û′i
∗
û′iu
′
y

∂y
+

1

2
û′i
∗̂
u′i
∂u′j
∂xj

+
1

2

∂̂u′i
∂xj

∗

û′iu
′
j −

1

2
û′i
∗̂
u′j
∂u′i
∂xj

 .

(B.181)
then associate first two terms of the right-hand side of this equation to the tur-
bulent convection and the kinetic energy turbulent dilatation respectively. The
last two terms remain as a purely spectral term without associated spatial term.
As can be easily proved from relation (A.11), the summation over the whole
wavenumber space of the last two terms combined is zero. Thus, their com-
bined spectrum has no spatial contribution. In other words, we carry out the
decomposition

Ď
\

= ϕ̌cI
\
+ ζ̌cϑ′

\
+ Ξ̌

\
, (B.182)

and identify the following terms:

• the turbulent convection ϕ̌cI
\, associated with the spatial turbulent convec-

tion ϕcI
\,

ϕ̌cI
\

= Re

−1

2

∂û′i
∗
û′iu
′
y

∂y

 , (B.183)

• the kinetic energy turbulent dilatation correlation ζ̌cϑ′
\
, associated with the

spatial kinetic energy turbulent dilatation correlation ζcϑ′
\,

ζ̌cϑ′
\

= Re

1

2
û′i
∗̂
u′i
∂u′j
∂xj

 , (B.184)

• the purely spectral term Ξ̌
\
, with no contribution in the spatial domain,

Ξ̌
\

= Re

1

2

∂̂u′i
∂xj

∗

û′iu
′
j −

1

2
û′i
∗̂
u′j
∂u′i
∂xj

 . (B.185)

This approach has been adopted in this paper.

B.2.3.2 Decomposition of the transfer by external force

The transfer by external force (B.167) is decomposed using (B.96) into the sum of
a viscous contribution ϕ̌ν\ and a pressure contribution ϕ̌p\,

ϕ̌Υ
\

= Re

(
∂

∂y
û′i
∗Υiy
ρ

∧)
= ϕ̌ν

\
+ ϕ̌p

\
, (B.186)

with

ϕ̌ν
\

= Re

(
∂

∂y
û′i
∗Σiy

ρ

∧)
, (B.187)
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ϕ̌p
\

= Re

(
− ∂

∂y
û′y
∗P

ρ

∧)
. (B.188)

First, we focus on the viscous contribution. We decompose the viscous shear stress
tensort in a part associated with the rate of deformation tensor and a part associated
with the dilatation. Then, we split viscosity into a mean and fluctuating part, and
decompose the derivative to isolate the derivative of the mean viscosity,

∂

∂y
û′i
∗Σiy

ρ

∧

=
∂

∂y

(
û′i
∗
2νSiy
∧

− û′y
∗2ν

3
Sii

∧)

= 2ν
∂

∂y
û′i
∗
Siy
∧

+ 2
∂ν

∂y
û′i
∗
Siy
∧

+
∂

∂y

(
2û′i
∗
ν ′Siy
∧

− 2

3
û′y
∗
νSii
∧

)
. (B.189)

We decompose the first term of the right-hand side of this equation to isolate a new
dilatation-associated term,

2ν
∂

∂y
û′i
∗
Siy
∧

= ν
∂2ě

∂y2
+ ν

∂2û′y
∗
û′y

∂y2
− ν ∂

∂y

∂u′i
∂xi

∧∗

û′y (B.190)

Hence, to decompose the viscous transfer into an incompressible part ϕ̌νI
\ and a thermal

part ϕ̌νΓ
\,

ϕ̌ν
\

= Re

(
∂

∂y
û′i
∗Σiy

ρ

∧)
= ϕ̌νI

\
+ ϕ̌νΓ

\
, (B.191)

we define
ϕ̌νI

\
= ϕ̌νI,1

\
+ ϕ̌νI,2

\
, (B.192)

with

ϕ̌νI,1
\

= Re
(
ν
∂2ě

∂y2

)
, (B.193)

ϕ̌νI,2
\

= Re

ν ∂2û′y
∗
û′y

∂y2

 . (B.194)

and
ϕ̌νΓ

\
= ϕ̌νϑ′,2

\
+ ϕ̌ν∂ν,1

\
+ ϕ̌ν∂ν,2

\
+ ϕ̌νν′,1

\
+ ϕ̌νν′,2

\
+ ϕ̌νΘ

\
, (B.195)

with

ϕ̌νϑ′,2
\

= Re

−ν ∂
∂y

∂u′i
∂xi

∧∗

û′y

 , (B.196)

ϕ̌ν∂ν,1
\

= Re
(
∂ě

∂y

∂ν

∂y

)
, (B.197)

ϕ̌ν∂ν,2
\

= Re

û′i∗∂u′y∂xi

∧

∂ν

∂y

 , (B.198)
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ϕ̌νν′,1
\

= Re

(
∂

∂y

(
û′i
∗
ν ′
∂Ui
∂y

∧))
, (B.199)

ϕ̌νν′,2
\

= Re

(
∂

∂y

(
û′i
∗
ν ′
∂Uy
∂xi

∧))
, (B.200)

ϕ̌νΘ
\

= Re

(
∂

∂y

(
−2

3
û′y
∗
ν
∂Ui
∂xi

∧))
. (B.201)

We now focus on the pressure contribution to the transfer by external force. We
decompose the density into a mean and fluctuating part using relation (B.127). Then,
we decompose the derivative to isolate the derivative of the mean density. This leads
to the decomposition of the pressure transfer into an incompressible part ϕ̌pI

\
and a

thermal part ϕ̌pΓ
\
,

ϕ̌p
\

= Re

(
− ∂

∂y
û′y
∗P

ρ

∧)
= ϕ̌pI

\
+ ϕ̌pΓ

\
, (B.202)

where

ϕ̌pI
\

= Re
(
−1

ρ

∂

∂y
û′y
∗
P̂

)
(B.203)

and

ϕ̌pΓ
\

= ϕ̌p∂ρ
\
+ ϕ̌pρ′

\
, (B.204)

with

ϕ̌p∂ρ
\

= Re

 û′y∗P̂
ρ2

∂ρ

∂y

 , (B.205)

ϕ̌pρ′
\

= Re

(
∂

∂y
û′y
∗ Pρ′

ρ(ρ+ ρ′)

∧)
. (B.206)

B.2.3.3 Decomposition of the production

We decompose the production (B.168) into an incompressible part P̌I
\
and a thermal

part P̌Γ
\
,

P̌
\

= Re
(
−û′i

∗
û′j
∂U i

∂xj

)
P̌I

\
+ P̌Γ

\
, (B.207)

with

P̌I
\

= Re
(
−û′x

∗
û′y
∂Ux

∂y

)
, (B.208)

P̌Γ
\

= Re
(
−û′y

∗
û′y
∂Uy

∂y

)
= P̌Uy

\
. (B.209)
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B.2.3.4 Decomposition of the interaction with variable density turbulence
kinetic energy by external force

We decompose the interaction with variable density turbulence kinetic energy by
external force (B.170) by introducing (B.96) and (B.97) into the expression of ζ̌Υ

\
. We

obtain

ζ̌Υ
\

= Re

(
û′i
∗Υij
ρ2

∂ρ

∂xj

∧)
= ζ̌p∂ρ

\
+ ζ̌ν

\
, (B.210)

where

ζ̌p∂ρ
\

= Re

(
−û′i

∗ P

ρ2

∂ρ

∂xi

∧)
(B.211)

and

ζ̌ν
\

= Re

(
û′i
∗Σij

ρ2

∂ρ

∂xj

∧)
= ζ̌ν∂ρ,1

\
+ ζ̌ν∂ρ,2

\
+ ζ̌νΘ

\
, (B.212)

with

ζ̌ν∂ρ,1
\

= Re

(
û′i
∗ν

ρ

∂ρ

∂xj

∂Ui
∂xj

∧)
, (B.213)

ζ̌ν∂ρ,2
\

= Re

(
û′i
∗ν

ρ

∂ρ

∂xj

∂Uj
∂xi

∧)
, (B.214)

ζ̌νΘ
\

= Re

(
−û′i

∗2ν

3ρ

∂ρ

∂xi

∂Uj
∂xj

∧)
. (B.215)

B.2.3.5 Decomposition of the interaction with internal energy

The interaction with internal energy (B.171) is split using (B.96) into the sum of
a viscous contribution ε̌ν

\ called dissipation and a pressure contribution ε̌pϑ′
\
called

pressure dilatation correlation,

ε̌
\

= Re

− ∂̂u′i
∂xj

∗
Υij
ρ

∧ = ε̌ν
\
+ ε̌pϑ′

\
, (B.216)

with

ε̌ν
\

= Re

− ∂̂u′i
∂xj

∗
Σij

ρ

∧ , (B.217)

ε̌pϑ′
\

= Re

 ∂̂u′i
∂xi

∗
P

ρ

∧ . (B.218)
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Using (B.97), we decompose the dissipation in a part associated with the rate of
deformation tensor and a part associated with the dilatation. Then, the decomposition
of viscosity into a mean and fluctuating part, ν = ν + ν ′, splits the dissipation of
turbulent motion ε̌\ into an incompressible part ε̌I

\ and a thermal part ε̌Γ
\,

ε̌
\

= Re

− ∂̂u′i
∂xj

∗
Σij

ρ

∧ = ε̌I
\
+ ε̌Γ

\
. (B.219)

we define
ε̌I
\

= Re
(
−2νŝ′ij

∗
ŝ′ij

)
= ε̌I,1

\
+ ε̌I,2

\
, (B.220)

with

ε̌I,1
\

= Re

−ν ∂̂u′i
∂xj

∗
∂̂u′i
∂xj

 , (B.221)

ε̌I,2
\

= Re

−ν ∂̂u′i
∂xj

∗
∂̂u′j
∂xi

 . (B.222)

and

ε̌Γ
\

= Re

−2ν̂ ′Sij
∗
ŝ′ij +

∂̂u′i
∂xi

∗
2ν

3

∂Uj
∂xj

∧ = ε̌ν′,1
\
+ ε̌ν′,2

\
+ ε̌Θ

\
, (B.223)

with

ε̌ν′,1
\

= Re

− ∂̂u′i
∂xj

∗

ν ′
∂Ui
∂xj

∧ , (B.224)

ε̌ν′,2
\

= Re

− ∂̂u′i
∂xj

∗

ν ′
∂Uj
∂xi

∧ , (B.225)

ε̌Θ
\

= Re

 ∂̂u′i
∂xi

∗
2ν

3

∂Uj
∂xj

∧ . (B.226)

The spatial and spectral decompositions are summarised and compared in equations
and .



Appendix C

A priori tests of tensorial
eddy-viscosity models

In this appendix, we assess a priori the relevance the relevance of tensorial eddy-
viscosity models based on the Sigma model for the momentum convection subgrid
term as it appears in the streamwise velocity transport equation in figure C.1, in the
spanwise velocity transport equation in figure C.2, in the wall-normal velocity transport
equation in figure C.3 and with regard to the subgrid kinetic energy dissipation in figure
C.4, and of tensorial eddy-viscosity models based on the Anisotropic Smagorinsky
model for the momentum convection subgrid term as it appears in the streamwise
velocity transport equation in figure C.5, in the spanwise velocity transport equation
in figure C.6, in the wall-normal velocity transport equation in figure C.7 and with
regard to the subgrid kinetic energy dissipation in figure C.8. The tensorial Sigma
and Anisotropic Smagorinsky models have the same constant as the scalar Sigma and
Anisotropic Smagorinsky models. The procedure used for the a priori tests is the same
as in section 9.2.
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(c) Concordance correlation coefficient.

Figure C.1 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the streamwise-related part of the exact momentum convection
subgrid term ∂jFUjUx and tensorial Sigma models ∂jτ

H(k)Sigma
xj (U ,∆).
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Figure C.2 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the spanwise-related part of the exact momentum convection
subgrid term ∂jFUjUz and tensorial Sigma models ∂jτ

H(k)Sigma
zj (U ,∆).
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(c) Concordance correlation coefficient.

Figure C.3 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the wall-normal-related part of the exact momentum convec-
tion subgrid term ∂jFUjUy and tensorial Sigma models ∂jτ

H(k)Sigma
yj (U ,∆).
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Figure C.4 – Correlation coefficient, regression coefficient, and concordance correlation co-
efficient between the subgrid kinetic energy dissipation of the exact momentum convection
subgrid term ρFUjUiSij and tensorial Sigma models ρτH

(k)Sigma
ij (U ,∆)Sij .
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(c) Concordance correlation coefficient.

Figure C.5 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the streamwise-related part of the exact momentum convection
subgrid term ∂jFUjUx and tensorial Anisotropic Smagorinsky models ∂jτ

H(k)An.Smag.
xj (U ,∆).
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Figure C.6 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the divergence of the spanwise-related part of the exact momentum convection
subgrid term ∂jFUjUz and tensorial Anisotropic Smagorinsky models ∂jτ

H(k)An.Smag.
zj (U ,∆).
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Figure C.7 – Correlation coefficient, regression coefficient, and concordance correlation
coefficient between the divergence of the wall-normal-related part of the exact momen-
tum convection subgrid term ∂jFUjUy and tensorial Anisotropic Smagorinsky models

∂jτ
H(k)An.Smag.
yj (U ,∆).
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(a) Correlation coefficient.
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(b) Regression coefficient.
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(c) Concordance correlation coefficient.

Figure C.8 – Correlation coefficient, regression coefficient, and concordance correlation coeffi-
cient between the subgrid kinetic energy dissipation of the exact momentum convection sub-
grid term ρFUjUiSij and tensorial Anisotropic Smagorinsky models ρτH

(k)An.Smag.
ij (U ,∆)Sij .





Appendix D

A posteriori tests

D.1 Tables of friction Reynolds number

D.1.1 Isothermal simulation at Reτ = 180

Model Friction Reynolds number
Mesh 24C Mesh 36C Mesh 48B

None (no model) 160 175 179

Smag 174 204 193
WALE 148 159 162
Sigma 145 157 161
AMD 141 154 158
Koba 152 165 169
AnSmag 140 155 158

Grad (CGrad. = 1) 161 178 183
Grad, CGrad. = 2 — — 188
Grad, CGrad. = 2, filtered — — 180
Grad, CGrad. = 9, filtered — — 182
Simil (filter T) 159 174 179
Simil, filter A 155 169 174

H(1)AMD — — 169
H(2)AMD — — 190
H(3)AMD — — 162
H(4)AMD 156 171 174
H(5)AMD — — 185
H(6)AMD — — 167
H(4)Smag — — 251
H(4)WALE — — 172
H(4)Sigma — — 171
H(4)AnSmag — — 173

Table D.1 – (Continued on next page). See page 305 for label.



304 D. A posteriori tests

Model Friction Reynolds number
Mesh 24C Mesh 36C Mesh 48B

Grad+AMD 147 143 163
(1-H(1))Grad+H(1)AMD 154 167 170
(1-H(2))Grad+H(2)AMD 176 193 196
(1-H(3))Grad+H(3)AMD 146 158 161
(1-H(4))Grad+H(4)AMD 160 176 177
(1-H(5))Grad+H(5)AMD 173 187 190
(1-H(6))Grad+H(6)AMD 155 169 171
(1-H(7))Grad+H(6)AMD 158 174 176

Simil+AMD 143 155 158
(1-H(1))Simil+H(1)AMD 156 169 171
(1-H(2))Simil+H(2)AMD 175 190 192
(1-H(3))Simil+H(3)AMD 146 158 161
(1-H(4))Simil+H(4)AMD 162 175 177
(1-H(5))Simil+H(5)AMD 171 184 186
(1-H(6))Simil+H(6)AMD 153 166 169
(1-H(7))Simil+H(6)AMD 153 167 170

PDSmag 150 161 162
TPDSmag — — 162
PDAnSmag — — 148
GDSmag 162 178 178
GDWALE 145 165 170
GDSigma 139 155 161
GDAMD — — 167
GDKoba — — 168
GDAnSmag 147 155 150
TGDSmag 158 174 175
TGDWALE — — 172
TGDSigma — — 166
TGDAMD — — 176
TGDKoba — — 170
TGDAnSmag 147 164 164

PDGrad — — 193
TPDGrad — — 180
GDGrad — — 192
TGDGrad — — 184

P1Grad+AMD — — 168
PDGrad+PDAMD* — — 179
PDGrad+P1AMD* — — 179
P1Grad+PDAMD* — — 191
P2(Grad+AMD)* — — 191
TP1Grad+AMD — — 165
TPDGrad+TPDAMD* — — 172

Table D.1 – (Continued on next page). See page 305 for label.
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Model Friction Reynolds number
Mesh 24C Mesh 36C Mesh 48B

TPDGrad+TP1AMD* — — 174
TP1Grad+TPDAMD* — — 175
TP2(Grad+AMD)* — — 176
G1Grad+AMD — — 167
GDGrad+GDAMD — — 182
GDGrad+G1AMD — — 181
G1Grad+GDAMD* — — 192
G2(Grad+AMD)* — — 192
TG1Grad+AMD — — 166
TGDGrad+TGDAMD — — 182
TGDGrad+TG1AMD* — — 185
TG1Grad+TGDAMD — — 185
TG2(Grad+AMD)* — — 186

Table D.1 – (Continued). Friction Reynolds number of the isothermal simulations at Reτ =
180. The reference friction Reynolds number of the filtered direct numerical simulation is 176.
An asterisk (*) indicates the clipping of the AMD-related part.

D.1.2 Anisothermal simulation at Reτ = 180

Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–None–None (no model) 235;102;168 260;106;183 269;105;187

V–Smag–None —;—;— —;—;— 203;094;149
V–WALE–None 221;091;156 238;095;166 244;097;170
V–Sigma–None 218;088;153 235;094;165 242;096;169
V–AMD–None 213;085;149 231;092;162 238;094;166
V–Koba–None —;—;— —;—;— 253;100;177
V–AnSmag–None —;—;— —;—;— 236;096;166

V–Grad–None (CGrad. = 1) 237;103;170 265;108;186 275;108;191
V–Grad–None, CGrad. = 2 —;—;— —;—;— 284;110;197
V–Grad–None, CGrad. = 2, filtered —;—;— —;—;— 269;106;187
V–Grad–None, CGrad. = 9, filtered —;—;— —;—;— 271;108;190
V–Simil–None (filter T) —;—;— —;—;— 268;105;186
V–Simil–None, filter A —;—;— —;—;— 257;105;181

V–H(1)AMD–None —;—;— —;—;— 254;098;176
V–H(2)AMD–None —;—;— —;—;— 287;106;196
V–H(3)AMD–None —;—;— —;—;— 244;095;170
V–H(4)AMD–None 232;095;164 255;101;178 261;100;180
V–H(5)AMD–None —;—;— —;—;— 281;102;192
V–H(6)AMD–None —;—;— —;—;— 251;098;175
V–H(4)Smag–None —;—;— —;—;— 418;126;272

Table D.2 – (Continued on next page). See page 310 for label.
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–H(4)WALE–None —;—;— —;—;— 258;101;179
V–H(4)Sigma–None —;—;— —;—;— 257;100;179
V–H(4)AnSmag–None —;—;— —;—;— 261;100;180

V–Grad+AMD–None —;—;— —;—;— 244;096;170
V–(1-H(1))Grad+H(1)AMD–None —;—;— —;—;— 256;099;177
V–(1-H(2))Grad+H(2)AMD–None —;—;— —;—;— 297;111;204
V–(1-H(3))Grad+H(3)AMD–None —;—;— —;—;— 244;095;169
V–(1-H(4))Grad+H(4)AMD–None 239;099;169 263;104;183 267;102;184
V–(1-H(5))Grad+H(5)AMD–None —;—;— —;—;— 290;108;199
V–(1-H(6))Grad+H(6)AMD–None —;—;— —;—;— 258;100;179
V–(1-H(7))Grad+H(6)AMD–None 236;098;167 260;103;182 265;102;184

V–PDSmag–None —;—;— —;—;— 246;097;171
V–PDAnSmag–None —;—;— —;—;— 222;092;157
V–GDSmag–None —;—;— —;—;— 265;104;185
V–GDWALE–None —;—;— —;—;— 256;100;178
V–GDSigma–None —;—;— —;—;— 244;097;170
V–GDAMD–None —;—;— —;—;— 251;099;175
V–GDKoba–None —;—;— —;—;— 252;100;176
V–GDAnSmag–None —;—;— —;—;— 225;094;160
V–TGDSmag–None —;—;— —;—;— 265;100;182
V–TGDWALE–None —;—;— —;—;— 260;100;180
V–TGDSigma–None —;—;— —;—;— 252;098;175
V–TGDAMD–None —;—;— —;—;— 262;100;181
V–TGDKoba–None —;—;— —;—;— 257;100;178
V–TGDAnSmag–None —;—;— —;—;— 250;096;173

V–PDGrad–None —;—;— —;—;— 290;111;201
V–TPDGrad–None —;—;— —;—;— 270;106;188
V–GDGrad–None —;—;— —;—;— 288;111;200
V–TGDGrad–None —;—;— —;—;— 277;107;192

V–P1Grad+AMD–None —;—;— —;—;— 253;096;175
V–PDGrad+PDAMD*–None —;—;— —;—;— 268;102;185
V–PDGrad+P1AMD*–None —;—;— —;—;— 268;102;185
V–P1Grad+PDAMD*–None —;—;— —;—;— 288;110;199
V–P2(Grad+AMD)*–None —;—;— —;—;— 289;110;199
V–TP1Grad+AMD–None —;—;— —;—;— 247;097;172
V–TPDGrad+TPDAMD*–None —;—;— —;—;— 256;095;176
V–TPDGrad+TP1AMD*–None —;—;— —;—;— —;—;—
V–TP1Grad+TPDAMD*–None —;—;— —;—;— 259;096;177
V–TP2(Grad+AMD)*–None —;—;— —;—;— 264;105;185
V–G1Grad+AMD–None —;—;— —;—;— 250;097;173
V–GDGrad+GDAMD–None —;—;— —;—;— 270;104;187
V–GDGrad+G1AMD–None —;—;— —;—;— 270;104;187
V–G1Grad+GDAMD*–None —;—;— —;—;— 288;111;200

Table D.2 – (Continued on next page). See page 310 for label.
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–G2(Grad+AMD)*–None —;—;— —;—;— 287;111;199
V–TG1Grad+AMD–None —;—;— —;—;— 250;097;173
V–TGDGrad+TGDAMD–None —;—;— —;—;— 273;103;188
V–TGDGrad+TG1AMD*–None —;—;— —;—;— 267;107;192
V–TG1Grad+TGDAMD–None —;—;— —;—;— 278;105;191
V–TG2(Grad+AMD)*–None —;—;— —;—;— 280;107;194

V–None–Smag 245;097;171 —;—;— 280;101;190
V–None–WALE 234;103;168 —;—;— 269;105;187
V–None–Sigma 234;103;169 —;—;— 269;105;187
V–None–AMD 235;103;169 —;—;— 269;105;187
V–None–SAMD 235;103;169 —;—;— 269;105;187
V–None–Koba 235;103;169 —;—;— 269;105;187
V–None–AnSmag 235;102;168 —;—;— 269;105;187

V–None–Smag, CSmag. = 1.65 251;095;173 —;—;— 287;098 ;193
V–None–WALE, CWALE = 0.95 234;104;169 —;—;— 268;106;187
V–None–WALE, CWALE = 1.10 234;104;169 —;—;— 268;106;187
V–None–WALE, CWALE = 1.65 234;105;170 —;—;— 268;107;187
V–None–Sigma, CSigma = 2.60 234;104;169 —;—;— 269;106;187
V–None–AMD, CAMD = 0.90 235;103;169 —;—;— 271;105;188
V–None–SAMD, CSAMD = 0.90 236;103;170 —;—;— 269;106;188
V–None–Koba, CKoba. = 0.135 235;103;169 —;—;— 269;105;187
V–None–AnSmag, CSmag. = 0.17 236;101;169 —;—;— 270;105;188

V–None–Grad (CGrad. = 1) 235;102;168 —;—;— 269;105;187
V–None–Grad, CGrad. = 2 235;102;169 —;—;— 269;105;187
V–None–Grad, CGrad. = 2, filtered 235;103;169 —;—;— 269;105;187
V–None–Grad, CGrad. = 9, filtered 235;104;169 —;—;— 269;106;187
V–None–Simil (filter T) 235;102;169 —;—;— 269;105;187
V–None–Simil, filter A 235;103;169 —;—;— 269;106;187

V–None–Grad+AMD 235;103;169 —;—;— 269;105;187
V–None–TGDSmag 235;102;168 —;—;— 269;105;187
V–None–TGDWALE —;—;— —;—;— 269;105;187
V–None–TGDSigma 234;103;168 —;—;— 269;105;187
V–None–TGDAMD 235;102;168 —;—;— 269;105;187
V–None–TGDSAMD 235;103;169 —;—;— 269;105;187
V–None–TGDKoba 235;102;168 —;—;— 269;105;187
V–None–TGDAnSmag 235;102;168 —;—;— 270;105;188

F–None–Smag —;—;— —;—;— —;—;—
F–None–WALE 234;102;168 —;—;— 268;105;187
F–None–Sigma 234;102;168 —;—;— 268;105;187
F–None–AMD —;—;— —;—;— 268;105;187
F–None–SAMD 234;102;168 —;—;— 268;105;187

Table D.2 – (Continued on next page). See page 310 for label.
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

F–None–Koba 234;102;168 —;—;— 269;105;187
F–None–AnSmag 233;101;167 —;—;— 269;105;187

F–None–Smag, CSmag. = 1.65 —;—;— —;—;— —;—;—
F–None–WALE, CWALE = 0.95 —;—;— —;—;— 268;105;186
F–None–WALE, CWALE = 1.10 —;—;— —;—;— 267;105;186
F–None–WALE, CWALE = 1.65 —;—;— —;—;— —;—;—
F–None–Sigma, CSigma = 2.60 —;—;— —;—;— 268;105;186
F–None–AMD, CAMD = 0.90 —;—;— —;—;— —;—;—
F–None–SAMD, CSAMD = 0.90 —;—;— —;—;— —;—;—
F–None–Koba, CKoba. = 0.135 —;—;— —;—;— —;—;—
F–None–AnSmag, CSmag. = 0.17 232;100;166 —;—;— 268;104;186

F–None–Grad (CGrad. = 1) 235;102;168 —;—;— 269;105;187
F–None–Grad, CGrad. = 2 235;102;168 —;—;— 269;105;187
F–None–Grad, CGrad. = 2, filtered 234;102;168 —;—;— 269;105;187
F–None–Grad, CGrad. = 9, filtered 234;103;168 —;—;— 268;105;186
F–None–Simil (filter T) 235;102;168 —;—;— 269;105;187
F–None–Simil, filter A 234;103;168 —;—;— 268;105;186

F–None–Grad+AMD —;—;— —;—;— —;—;—
F–None–TGDSmag 235;102;168 —;—;— 269;105;187
F–None–TGDWALE —;—;— —;—;— 269;105;187
F–None–TGDSigma —;—;— —;—;— 269;105;187
F–None–TGDAMD 235;102;168 —;—;— 269;105;187
F–None–TGDSAMD 234;102;168 —;—;— 269;105;187
F–None–TGDKoba —;—;— —;—;— 269;105;187
F–None–TGDAnSmag 234;101;167 —;—;— 269;104;186

V–Smag–Smag —;—;— —;—;— 326;104;215
V–WALE–WALE 220;091;156 238;095;166 244;097;170
V–WALE–WALE, CWALE = 1.10 —;—;— —;—;— 220;091;156
V–WALE–WALE, CWALE = 1.65 —;—;— —;—;— 211;089;150
V–Sigma–Sigma 217;089;153 235;095;165 242;097;169
V–AMD–AMD 213;085;149 231;093;162 237;095;166
V–Koba–Koba —;—;— —;—;— 253;100;177
V–AnSmag–AnSmag —;—;— —;—;— 237;096;166

V–Grad–Grad (CGrad. = 1) 237;104;170 265;108;186 275;107;191
V–Grad–Grad, CGrad. = 2 —;—;— —;—;— 283;110;197
V–Grad–Grad, CGrad. = 2, filtered —;—;— —;—;— 269;106;188
V–Grad–Grad, CGrad. = 9, filtered —;—;— —;—;— 270;109;190
V–Simil–Simil (filter T) 233;102;168 259;106;182 268;105;186
V–Simil–Simil, filter A 227;101;164 249;105;177 257;105;181

V–GDSmag–GDSmag —;—;— —;—;— 266;104;185
V–GDWALE–GDWALE —;—;— —;—;— 256;100;178

Table D.2 – (Continued on next page). See page 310 for label.
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–GDSigma–GDSigma —;—;— —;—;— 243;097;170
V–GDAMD–GDAMD —;—;— —;—;— 251;098;175
V–GDKoba–GDKoba —;—;— —;—;— 252;100;176
V–GDAnSmag–GDAnSmag —;—;— —;—;— 227;094;160
V–TGDSmag–TGDSmag —;—;— —;—;— 265;100;182
V–TGDWALE–TGDWALE —;—;— —;—;— 260;101;180
V–TGDSigma–TGDSigma —;—;— —;—;— 252;098;175
V–TGDAMD–TGDAMD —;—;— —;—;— 262;100;181
V–TGDKoba–TGDKoba —;—;— —;—;— 256;100;178
V–TGDAnSmag–TGDAnSmag —;—;— —;—;— 250;097;174

V–H(4)AMD–Smag 246;090;168 264;097;180 274;096;185
V–H(4)AMD–WALE 232;095;164 255;101;178 261;100;181
V–H(4)AMD–Sigma 232;095;164 255;101;178 261;100;181
V–H(4)AMD–AMD 232;095;164 256;101;178 —;—;—
V–H(4)AMD–SAMD, CSAMD = 0.30 233;096;164 255;102;178 261;101;181
V–H(4)AMD–Koba 232;095;164 255;101;178 261;100;181
V–H(4)AMD–AnSmag 233;095;164 256;101;178 262;100;181

V–H(4)AMD–Smag, CSmag. = 1.65 256;089;172 269;095;182 283;094;189
V–H(4)AMD–WALE, CWALE = 0.95 232;096;164 254;102;178 260;101;181
V–H(4)AMD–Sigma, CSigma = 2.60 232;096;164 254;102;178 260;101;181
V–H(4)AMD–AMD, CAMD = 0.90 233;096;164 255;102;178 261;101;181
V–H(4)AMD–SAMD, CSAMD = 0.90 232;096;164 255;103;179 261;102;181
V–H(4)AMD–Koba, CKoba. = 0.135 232;096;164 255;102;178 261;101;181
V–H(4)AMD–AnSmag, CSmag. = 0.17 234;094;164 257;101;179 263;100;182

V–H(4)AMD–Grad (CGrad. = 1) 232;095;164 255;101;178 261;101;181
V–H(4)AMD–Grad, CGrad. = 2 —;—;— —;—;— —;—;—
V–H(4)AMD–Grad, CGrad. = 2, filtered —;—;— —;—;— —;—;—
V–H(4)AMD–Grad, CGrad. = 9, filtered —;—;— —;—;— —;—;—
V–H(4)AMD–Simil (filter T) 233;095;164 256;101;178 261;100;181
V–H(4)AMD–Simil, filter A 232;096;164 254;102;178 260;101;181

F–Smag–Smag —;—;— —;—;— 310;104;207
F–WALE–WALE 220;091;156 237;095;166 243;096;170
F–WALE–WALE, CWALE = 1.10 —;—;— —;—;— 219;091;155
F–WALE–WALE, CWALE = 1.65 —;—;— —;—;— 211;089;150
F–Sigma–Sigma 217;088;153 235;094;164 241;096;169
F–AMD–AMD 212;085;149 230;091;161 237;093;165
F–Koba–Koba —;—;— —;—;— 253;100;177
F–AnSmag–AnSmag —;—;— —;—;— 236;095;165

F–Grad–Grad (CGrad. = 1) 237;103;170 265;108;186 275;107;191
F–Grad–Grad, CGrad. = 2 —;—;— —;—;— 283;110;196
F–Grad–Grad, CGrad. = 2, filtered —;—;— —;—;— 268;106;187

Table D.2 – (Continued on next page). See page 310 for label.
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

F–Grad–Grad, CGrad. = 9, filtered —;—;— —;—;— 269;108;188
F–Simil–Simil (filter T) 233;102;167 259;105;182 267;104;186
F–Simil–Simil, filter A 228;099;164 250;103;176 257;103;180

F–GDSmag–GDSmag —;—;— —;—;— 265;105;185
F–GDWALE–GDWALE —;—;— —;—;— 256;100;178
F–GDSigma–GDSigma —;—;— —;—;— 243;097;170
F–GDAMD–GDAMD —;—;— —;—;— 250;098;174
F–GDKoba–GDKoba —;—;— —;—;— 252;100;176
F–GDAnSmag–GDAnSmag —;—;— —;—;— 226;092;159
F–TGDSmag–TGDSmag —;—;— —;—;— 264;100;182
F–TGDWALE–TGDWALE —;—;— —;—;— 260;100;180
F–TGDSigma–TGDSigma —;—;— —;—;— 252;098;175
F–TGDAMD–TGDAMD —;—;— —;—;— 262;100;181
F–TGDKoba–TGDKoba —;—;— —;—;— 256;100;178
F–TGDAnSmag–TGDAnSmag —;—;— —;—;— 249;096;172

F–H(4)AMD–Smag —;—;— —;—;— —;—;—
F–H(4)AMD–WALE 232;095;163 255;100;178 260;099;180
F–H(4)AMD–Sigma 232;095;163 255;100;177 260;099;180
F–H(4)AMD–AMD 232;094;163 255;100;177 —;—;—
F–H(4)AMD–SAMD, CSAMD = 0.30 232;094;163 254;100;177 260;099;179
F–H(4)AMD–Koba 232;094;163 255;100;178 261;099;180
F–H(4)AMD–AnSmag 232;094;163 255;099;177 261;099;180

F–H(4)AMD–Smag, CSmag. = 1.65 —;—;— —;—;— —;—;—
F–H(4)AMD–WALE, CWALE = 0.95 231;095;163 254;100;177 259;099;179
F–H(4)AMD–Sigma, CSigma = 2.60 231;095;163 254;100;177 259;099;179
F–H(4)AMD–AMD, CAMD = 0.90 —;—;— —;—;— —;—;—
F–H(4)AMD–SAMD, CSAMD = 0.90 —;—;— —;—;— —;—;—
F–H(4)AMD–Koba, CKoba. = 0.135 232;095;163 254;100;177 260;099;180
F–H(4)AMD–AnSmag, CSmag. = 0.17 230;093;162 254;098;176 261;098;179

F–H(4)AMD–Grad (CGrad. = 1) 232;094;163 255;100;177 261;099;180
F–H(4)AMD–Grad, CGrad. = 2 —;—;— —;—;— —;—;—
F–H(4)AMD–Grad, CGrad. = 2, filtered —;—;— —;—;— —;—;—
F–H(4)AMD–Grad, CGrad. = 9, filtered —;—;— —;—;— —;—;—
F–H(4)AMD–Simil (filter T) 232;094;163 255;100;178 261;099;180
F–H(4)AMD–Simil, filter A 232;094;163 254;099;177 260;099;179

Table D.2 – (Continued). Friction Reynolds number of the anisothermal simulations at Reτ =
180. The reference friction Reynolds number of the filtered direct numerical simulation is 183
(261;105;183).

D.1.3 Anisothermal simulation at Reτ = 395
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 96B

V–None–None (no model) 595;233;414

V–WALE–None 554;221;387
V–Sigma–None 550;219;385
V–AMD–None 539;216;377
V–Grad–None (CGrad. = 1) 607;237;422
V–Simil–None (filter T) 593;233;413
V–Simil–None, filter A 576;231;403

V–H(4)AMD–None 592;233;413
V–(1-H(4))Grad+H(4)AMD–None 603;236;419
V–(1-H(7))Grad+H(6)AMD–None 597;234;416

V–Smag–Smag —;—;—
V–WALE–WALE 554;220;387
V–WALE–WALE, CWALE = 1.10 —;—;—
V–WALE–WALE, CWALE = 1.65 —;—;—
V–Sigma–Sigma 550;219;385
V–AMD–AMD 539;215;377
V–Koba–Koba —;—;—
V–AnSmag–AnSmag —;—;—

V–Simil–Simil (filter T) 593;233;413
V–Simil–Simil, filter A 577;230;403

V–H(4)AMD–Smag 619;224;421
V–H(4)AMD–WALE 593;233;413
V–H(4)AMD–Sigma 592;234;413
V–H(4)AMD–AMD 594;232;413
V–H(4)AMD–SAMD, CSAMD = 0.30 594;233;413
V–H(4)AMD–Koba 592;233;413
V–H(4)AMD–AnSmag 593;233;413

V–H(4)AMD–Smag, CSmag. = 1.65 634;217;425
V–H(4)AMD–WALE, CWALE = 0.95 592;233;413
V–H(4)AMD–Sigma, CSigma = 2.60 593;233;413
V–H(4)AMD–AMD, CAMD = 0.90 595;234;413
V–H(4)AMD–SAMD, CSAMD = 0.90 593;234;412
V–H(4)AMD–Koba, CKoba. = 0.135 592;234;413
V–H(4)AMD–AnSmag, CSmag. = 0.17 595;233;414

V–H(4)AMD–Simil (filter T) 593;234;413
V–H(4)AMD–Simil, filter A 594;233;413

F–Smag–Smag —;—;—
F–WALE–WALE 553;220;387
F–WALE–WALE, CWALE = 1.10 —;—;—

Table D.3 – (Continued on next page). See page 312 for label.
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Formulation–Model#1–Model#2 Friction Reynolds number (cold side;hot side;average)
Mesh 96B

F–WALE–WALE, CWALE = 1.65 —;—;—
F–Sigma–Sigma 548;219;383
F–AMD–AMD 535;215;375
F–Koba–Koba —;—;—
F–AnSmag–AnSmag —;—;—

F–Simil–Simil (filter T) 594;233;413
F–Simil–Simil, filter A 571;230;400

F–H(4)AMD–Smag 584;226;405
F–H(4)AMD–WALE 590;233;411
F–H(4)AMD–Sigma 590;234;412
F–H(4)AMD–AMD 588;233;411
F–H(4)AMD–SAMD, CSAMD = 0.30 588;233;411
F–H(4)AMD–Koba 590;233;411
F–H(4)AMD–AnSmag 590;233;412

F–H(4)AMD–Smag, CSmag. = 1.65 —;—;—
F–H(4)AMD–WALE, CWALE = 0.95 588;233;411
F–H(4)AMD–Sigma, CSigma = 2.60 588;233;410
F–H(4)AMD–AMD, CAMD = 0.90 —;—;—
F–H(4)AMD–SAMD, CSAMD = 0.90 —;—;—
F–H(4)AMD–Koba, CKoba. = 0.135 590;233;412
F–H(4)AMD–AnSmag, CSmag. = 0.17 589;233;411

F–H(4)AMD–Simil (filter T) 590;233;411
F–H(4)AMD–Simil, filter A 588;233;410

Table D.3 – (Continued). Friction Reynolds number of anisothermal simulations at Reτ = 395.
The reference friction Reynolds number of the filtered direct numerical simulation is 392
(556;227;392).

D.2 Tables of wall heat flux

D.2.1 Anisothermal simulation at Reτ = 180

Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–None–None (no model) 1253;1256;1254 1450;1434;1442 1503;1508;1506

V–Smag–None —;—;— —;—;— 1238;1242;1240
V–WALE–None 1062;1071;1067 1259;1260;1260 1348;1352;1350
V–Sigma–None 1030;1039;1034 1243;1246;1244 1334;1339;1336
V–AMD–None 0993;1004;0998 1191;1198;1194 1290;1294;1292
V–Koba–None —;—;— —;—;— 1407;1411;1409

Table D.4 – (Continued on next page). See page 318 for label.
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–AnSmag–None —;—;— —;—;— 1296;1300;1298

V–Grad–None (CGrad. = 1) 1278;1281;1280 1474;1455;1464 1523;1528;1525
V–Grad–None, CGrad. = 2 —;—;— —;—;— 1547;1551;1549
V–Grad–None, CGrad. = 2, filtered —;—;— —;—;— 1494;1498;1496
V–Grad–None, CGrad. = 9, filtered —;—;— —;—;— 1461;1465;1463
V–Simil–None (filter T) —;—;— —;—;— 1452;1457;1454
V–Simil–None, filter A —;—;— —;—;— 1344;1348;1346

V–H(1)AMD–None —;—;— —;—;— 1386;1390;1388
V–H(2)AMD–None —;—;— —;—;— 1528;1533;1530
V–H(3)AMD–None —;—;— —;—;— 1328;1333;1331
V–H(4)AMD–None 1175;1184;1180 1392;1391;1392 1447;1451;1449
V–H(5)AMD–None —;—;— —;—;— 1474;1480;1477
V–H(6)AMD–None —;—;— —;—;— 1394;1399;1397
V–H(4)Smag–None —;—;— —;—;— 1802;1807;1804
V–H(4)WALE–None —;—;— —;—;— 1449;1453;1451
V–H(4)Sigma–None —;—;— —;—;— 1443;1447;1445
V–H(4)AnSmag–None —;—;— —;—;— 1436;1440;1438

V–Grad+AMD–None —;—;— —;—;— 1314;1318;1316
V–(1-H(1))Grad+H(1)AMD–None —;—;— —;—;— 1419;1423;1421
V–(1-H(2))Grad+H(2)AMD–None —;—;— —;—;— 1612;1617;1615
V–(1-H(3))Grad+H(3)AMD–None —;—;— —;—;— 1318;1323;1320
V–(1-H(4))Grad+H(4)AMD–None 1272;1280;1276 1471;1466;1468 1496;1501;1499
V–(1-H(5))Grad+H(5)AMD–None —;—;— —;—;— 1573;1578;1576
V–(1-H(6))Grad+H(6)AMD–None —;—;— —;—;— 1452;1457;1454
V–(1-H(7))Grad+H(6)AMD–None 1243;1252;1247 1451;1446;1448 1502;1507;1504

V–PDSmag–None —;—;— —;—;— 1353;1357;1355
V–PDAnSmag–None —;—;— —;—;— 1224;1229;1227
V–GDSmag–None —;—;— —;—;— 1500;1504;1502
V–GDWALE–None —;—;— —;—;— 1428;1432;1430
V–GDSigma–None —;—;— —;—;— 1349;1353;1351
V–GDAMD–None —;—;— —;—;— 1397;1401;1399
V–GDKoba–None —;—;— —;—;— 1401;1405;1403
V–GDAnSmag–None —;—;— —;—;— 1229;1234;1231
V–TGDSmag–None —;—;— —;—;— 1438;1442;1440
V–TGDWALE–None —;—;— —;—;— 1430;1435;1432
V–TGDSigma–None —;—;— —;—;— 1374;1379;1377
V–TGDAMD–None —;—;— —;—;— 1440;1443;1441
V–TGDKoba–None —;—;— —;—;— 1413;1418;1415
V–TGDAnSmag–None —;—;— —;—;— 1349;1353;1351

V–PDGrad–None —;—;— —;—;— 1575;1578;1576
V–TPDGrad–None —;—;— —;—;— 1443;1446;1444
V–GDGrad–None —;—;— —;—;— 1558;1561;1559
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–TGDGrad–None —;—;— —;—;— 1500;1504;1502

V–P1Grad+AMD–None —;—;— —;—;— 1348;1351;1350
V–PDGrad+PDAMD*–None —;—;— —;—;— 1487;1491;1489
V–PDGrad+P1AMD*–None —;—;— —;—;— 1484;1489;1487
V–P1Grad+PDAMD*–None —;—;— —;—;— 1582;1586;1584
V–P2(Grad+AMD)*–None —;—;— —;—;— 1583;1587;1585
V–TP1Grad+AMD–None —;—;— —;—;— 1346;1350;1348
V–TPDGrad+TPDAMD*–None —;—;— —;—;— 1324;1327;1325
V–TPDGrad+TP1AMD*–None —;—;— —;—;— —;—;—
V–TP1Grad+TPDAMD*–None —;—;— —;—;— 1344;1349;1347
V–TP2(Grad+AMD)*–None —;—;— —;—;— 1425;1429;1427
V–G1Grad+AMD–None —;—;— —;—;— 1333;1337;1335
V–GDGrad+GDAMD–None —;—;— —;—;— 1498;1502;1500
V–GDGrad+G1AMD–None —;—;— —;—;— 1498;1502;1500
V–G1Grad+GDAMD*–None —;—;— —;—;— 1561;1565;1563
V–G2(Grad+AMD)*–None —;—;— —;—;— 1557;1561;1559
V–TG1Grad+AMD–None —;—;— —;—;— 1353;1356;1355
V–TGDGrad+TGDAMD–None —;—;— —;—;— 1466;1471;1468
V–TGDGrad+TG1AMD*–None —;—;— —;—;— 1508;1513;1510
V–TG1Grad+TGDAMD–None —;—;— —;—;— 1523;1529;1526
V–TG2(Grad+AMD)*–None —;—;— —;—;— 1530;1535;1532

V–None–Smag 2514;0794;1654 —;—;— 2207;1453;1830
V–None–WALE 1308;1311;1310 —;—;— 1535;1539;1537
V–None–Sigma 1338;1340;1339 —;—;— 1554;1559;1557
V–None–AMD 1393;1386;1389 —;—;— 1614;1618;1616
V–None–SAMD 1376;1369;1372 —;—;— 1604;1608;1606
V–None–Koba 1294;1296;1295 —;—;— 1529;1534;1531
V–None–AnSmag 1364;1300;1332 —;—;— 1534;1532;1533

V–None–Smag, CSmag. = 1.65 3459;0534;1996 —;—;— 2773;1269;2021
V–None–WALE, CWALE = 0.95 1419;1421;1420 —;—;— 1608;1612;1610
V–None–WALE, CWALE = 1.10 1468;1470;1469 —;—;— 1643;1648;1645
V–None–WALE, CWALE = 1.65 1676;1676;1676 —;—;— 1817;1822;1820
V–None–Sigma, CSigma = 2.60 1498;1499;1498 —;—;— 1657;1662;1660
V–None–AMD, CAMD = 0.90 1589;1562;1576 —;—;— 1788;1791;1790
V–None–SAMD, CSAMD = 0.90 1584;1553;1568 —;—;— 1776;1779;1778
V–None–Koba, CKoba. = 0.135 1362;1364;1363 —;—;— 1575;1580;1577
V–None–AnSmag, CSmag. = 0.17 1570;1376;1473 —;—;— 1588;1572;1580

V–None–Grad (CGrad. = 1) 1291;1292;1291 —;—;— 1535;1539;1537
V–None–Grad, CGrad. = 2 1323;1323;1323 —;—;— 1566;1570;1568
V–None–Grad, CGrad. = 2, filtered 1332;1328;1330 —;—;— 1572;1576;1574
V–None–Grad, CGrad. = 9, filtered 1558;1529;1544 —;—;— 1782;1786;1784
V–None–Simil (filter T) 1326;1326;1326 —;—;— 1557;1562;1560
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–None–Simil, filter A 1581;1559;1570 —;—;— 1776;1780;1778

V–None–Grad+AMD 1426;1418;1422 —;—;— 1650;1654;1652
V–None–TGDSmag 1270;1245;1257 —;—;— 1520;1498;1509
V–None–TGDWALE —;—;— —;—;— 1532;1536;1534
V–None–TGDSigma 1325;1327;1326 —;—;— 1555;1559;1557
V–None–TGDAMD 1289;1290;1289 —;—;— 1546;1550;1548
V–None–TGDSAMD 1350;1345;1348 —;—;— 1570;1574;1572
V–None–TGDKoba 1270;1272;1271 —;—;— 1524;1528;1526
V–None–TGDAnSmag 1344;1292;1318 —;—;— 1601;1588;1594

F–None–Smag —;—;— —;—;— —;—;—
F–None–WALE 1310;1312;1311 —;—;— 1535;1539;1537
F–None–Sigma 1336;1338;1337 —;—;— 1553;1558;1555
F–None–AMD —;—;— —;—;— 1627;1652;1640
F–None–SAMD 1370;1363;1366 —;—;— 1598;1602;1600
F–None–Koba 1290;1292;1291 —;—;— 1529;1533;1531
F–None–AnSmag 1362;1298;1330 —;—;— 1529;1527;1528

F–None–Smag, CSmag. = 1.65 —;—;— —;—;— —;—;—
F–None–WALE, CWALE = 0.95 —;—;— —;—;— 1600;1604;1602
F–None–WALE, CWALE = 1.10 —;—;— —;—;— 1635;1640;1638
F–None–WALE, CWALE = 1.65 —;—;— —;—;— —;—;—
F–None–Sigma, CSigma = 2.60 —;—;— —;—;— 1650;1655;1652
F–None–AMD, CAMD = 0.90 —;—;— —;—;— —;—;—
F–None–SAMD, CSAMD = 0.90 —;—;— —;—;— —;—;—
F–None–Koba, CKoba. = 0.135 —;—;— —;—;— —;—;—
F–None–AnSmag, CSmag. = 0.17 1561;1372;1466 —;—;— 1582;1567;1574

F–None–Grad (CGrad. = 1) 1290;1291;1290 —;—;— 1535;1539;1537
F–None–Grad, CGrad. = 2 1322;1322;1322 —;—;— 1563;1568;1565
F–None–Grad, CGrad. = 2, filtered 1334;1329;1331 —;—;— 1570;1575;1573
F–None–Grad, CGrad. = 9, filtered 1561;1532;1546 —;—;— 1776;1779;1778
F–None–Simil (filter T) 1327;1327;1327 —;—;— 1554;1559;1557
F–None–Simil, filter A 1582;1560;1571 —;—;— 1768;1772;1770

F–None–Grad+AMD —;—;— —;—;— —;—;—
F–None–TGDSmag 1250;1245;1248 —;—;— 1498;1496;1497
F–None–TGDWALE —;—;— —;—;— 1534;1538;1536
F–None–TGDSigma —;—;— —;—;— 1554;1559;1557
F–None–TGDAMD 1291;1292;1292 —;—;— 1546;1550;1548
F–None–TGDSAMD 1348;1344;1346 —;—;— 1567;1571;1569
F–None–TGDKoba —;—;— —;—;— 1524;1528;1526
F–None–TGDAnSmag 1383;1311;1347 —;—;— 1597;1584;1590

V–Smag–Smag —;—;— —;—;— 1846;1301;1574
V–WALE–WALE 1089;1097;1093 1284;1284;1284 1371;1376;1374
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–WALE–WALE, CWALE = 1.10 —;—;— —;—;— 1203;1208;1206
V–WALE–WALE, CWALE = 1.65 —;—;— —;—;— 1107;1111;1109
V–Sigma–Sigma 1069;1079;1074 1280;1282;1281 1369;1373;1371
V–AMD–AMD 1067;1077;1072 1278;1279;1278 1358;1363;1361
V–Koba–Koba —;—;— —;—;— 1426;1431;1429
V–AnSmag–AnSmag —;—;— —;—;— 1327;1325;1326

V–Grad–Grad (CGrad. = 1) 1313;1314;1314 1513;1491;1502 1553;1557;1555
V–Grad–Grad, CGrad. = 2 —;—;— —;—;— 1615;1619;1617
V–Grad–Grad, CGrad. = 2, filtered —;—;— —;—;— 1560;1564;1562
V–Grad–Grad, CGrad. = 9, filtered —;—;— —;—;— 1688;1692;1690
V–Simil–Simil (filter T) 1257;1260;1258 1455;1439;1447 1503;1508;1506
V–Simil–Simil, filter A 1289;1290;1289 1487;1472;1479 1537;1541;1539

V–GDSmag–GDSmag —;—;— —;—;— 1531;1507;1519
V–GDWALE–GDWALE —;—;— —;—;— 1437;1442;1440
V–GDSigma–GDSigma —;—;— —;—;— 1368;1373;1371
V–GDAMD–GDAMD —;—;— —;—;— 1432;1437;1435
V–GDKoba–GDKoba —;—;— —;—;— 1416;1421;1419
V–GDAnSmag–GDAnSmag —;—;— —;—;— 1278;1274;1276
V–TGDSmag–TGDSmag —;—;— —;—;— 1457;1436;1446
V–TGDWALE–TGDWALE —;—;— —;—;— 1453;1458;1456
V–TGDSigma–TGDSigma —;—;— —;—;— 1410;1415;1412
V–TGDAMD–TGDAMD —;—;— —;—;— 1480;1484;1482
V–TGDKoba–TGDKoba —;—;— —;—;— 1433;1437;1435
V–TGDAnSmag–TGDAnSmag —;—;— —;—;— 1405;1401;1403

V–H(4)AMD–Smag 2490;0849;1669 2396;1024;1710 2165;1458;1812
V–H(4)AMD–WALE 1197;1207;1202 1419;1418;1418 1474;1478;1476
V–H(4)AMD–Sigma 1217;1226;1222 1439;1436;1438 1487;1491;1489
V–H(4)AMD–AMD 1278;1283;1281 1508;1494;1501 —;—;—
V–H(4)AMD–SAMD, CSAMD = 0.30 1263;1268;1265 1497;1483;1490 1540;1545;1542
V–H(4)AMD–Koba 1191;1200;1196 1413;1411;1412 1468;1473;1470
V–H(4)AMD–AnSmag 1278;1231;1254 1476;1410;1443 1479;1478;1479

V–H(4)AMD–Smag, CSmag. = 1.65 3514;0591;2052 3086;0704;1895 2764;1311;2037
V–H(4)AMD–WALE, CWALE = 0.95 1257;1267;1262 1474;1472;1473 1520;1524;1522
V–H(4)AMD–Sigma, CSigma = 2.60 1300;1310;1304 1520;1516;1518 1560;1565;1562
V–H(4)AMD–AMD, CAMD = 0.90 1443;1439;1441 1693;1655;1674 1693;1697;1695
V–H(4)AMD–SAMD, CSAMD = 0.90 1420;1414;1417 1677;1637;1657 1684;1688;1686
V–H(4)AMD–Koba, CKoba. = 0.135 1221;1231;1226 1451;1449;1450 1501;1505;1503
V–H(4)AMD–AnSmag, CSmag. = 0.17 1473;1316;1394 1629;1442;1536 1539;1527;1533

V–H(4)AMD–Grad (CGrad. = 1) 1203;1212;1207 1424;1420;1422 1480;1484;1482
V–H(4)AMD–Grad, CGrad. = 2 —;—;— —;—;— —;—;—
V–H(4)AMD–Grad, CGrad. = 2, filtered —;—;— —;—;— —;—;—
V–H(4)AMD–Grad, CGrad. = 9, filtered —;—;— —;—;— —;—;—
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

V–H(4)AMD–Simil (filter T) 1223;1231;1227 1447;1442;1444 1488;1492;1490
V–H(4)AMD–Simil, filter A 1406;1405;1406 1644;1622;1632 1659;1664;1662

F–Smag–Smag —;—;— —;—;— 1821;1288;1555
F–WALE–WALE 1088;1097;1093 1281;1282;1282 1362;1367;1365
F–WALE–WALE, CWALE = 1.10 —;—;— —;—;— 1204;1208;1206
F–WALE–WALE, CWALE = 1.65 —;—;— —;—;— 1101;1104;1102
F–Sigma–Sigma 1064;1073;1069 1273;1275;1274 1361;1365;1363
F–AMD–AMD 1060;1070;1065 1264;1265;1264 1346;1351;1348
F–Koba–Koba —;—;— —;—;— 1422;1427;1425
F–AnSmag–AnSmag —;—;— —;—;— 1301;1314;1308

F–Grad–Grad (CGrad. = 1) 1311;1312;1311 1510;1488;1499 1554;1558;1556
F–Grad–Grad, CGrad. = 2 —;—;— —;—;— 1610;1614;1612
F–Grad–Grad, CGrad. = 2, filtered —;—;— —;—;— 1557;1561;1559
F–Grad–Grad, CGrad. = 9, filtered —;—;— —;—;— 1680;1684;1682
F–Simil–Simil (filter T) 1254;1257;1256 1453;1437;1445 1504;1508;1506
F–Simil–Simil, filter A 1289;1290;1289 1486;1471;1479 1528;1532;1530

F–GDSmag–GDSmag —;—;— —;—;— 1494;1507;1501
F–GDWALE–GDWALE —;—;— —;—;— 1436;1441;1439
F–GDSigma–GDSigma —;—;— —;—;— 1368;1372;1370
F–GDAMD–GDAMD —;—;— —;—;— 1428;1434;1431
F–GDKoba–GDKoba —;—;— —;—;— 1412;1416;1414
F–GDAnSmag–GDAnSmag —;—;— —;—;— 1255;1272;1263
F–TGDSmag–TGDSmag —;—;— —;—;— 1434;1432;1433
F–TGDWALE–TGDWALE —;—;— —;—;— 1447;1451;1449
F–TGDSigma–TGDSigma —;—;— —;—;— 1403;1408;1406
F–TGDAMD–TGDAMD —;—;— —;—;— 1469;1473;1471
F–TGDKoba–TGDKoba —;—;— —;—;— 1430;1434;1432
F–TGDAnSmag–TGDAnSmag —;—;— —;—;— 1390;1387;1388

F–H(4)AMD–Smag —;—;— —;—;— —;—;—
F–H(4)AMD–WALE 1199;1209;1204 1416;1415;1416 1465;1469;1467
F–H(4)AMD–Sigma 1210;1219;1214 1429;1427;1428 1472;1477;1475
F–H(4)AMD–AMD 1264;1269;1266 1500;1487;1494 —;—;—
F–H(4)AMD–SAMD, CSAMD = 0.30 1250;1255;1253 1484;1471;1477 1519;1524;1522
F–H(4)AMD–Koba 1186;1195;1190 1406;1404;1405 1459;1465;1462
F–H(4)AMD–AnSmag 1261;1215;1238 1464;1398;1431 1470;1470;1470

F–H(4)AMD–Smag, CSmag. = 1.65 —;—;— —;—;— —;—;—
F–H(4)AMD–WALE, CWALE = 0.95 1250;1259;1255 1464;1462;1463 1506;1511;1509
F–H(4)AMD–Sigma, CSigma = 2.60 1287;1297;1292 1502;1499;1500 1543;1548;1546
F–H(4)AMD–AMD, CAMD = 0.90 —;—;— —;—;— —;—;—
F–H(4)AMD–SAMD, CSAMD = 0.90 —;—;— —;—;— —;—;—
F–H(4)AMD–Koba, CKoba. = 0.135 1218;1228;1223 1441;1439;1440 1488;1492;1490
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 24C Mesh 36C Mesh 48B

F–H(4)AMD–AnSmag, CSmag. = 0.17 1434;1285;1359 1605;1426;1516 1517;1504;1510

F–H(4)AMD–Grad (CGrad. = 1) 1190;1198;1194 1415;1411;1413 1466;1470;1468
F–H(4)AMD–Grad, CGrad. = 2 —;—;— —;—;— —;—;—
F–H(4)AMD–Grad, CGrad. = 2, filtered —;—;— —;—;— —;—;—
F–H(4)AMD–Grad, CGrad. = 9, filtered —;—;— —;—;— —;—;—
F–H(4)AMD–Simil (filter T) 1212;1220;1216 1434;1430;1432 1481;1487;1484
F–H(4)AMD–Simil, filter A 1389;1389;1389 1630;1606;1618 1635;1638;1637

Table D.4 – (Continued). Wall heat flux of the anisothermal simulations at Reτ = 180. The
reference wall heat flux of the filtered direct numerical simulation is 1724 (1734;1714;1724).

D.2.2 Anisothermal simulation at Reτ = 395

Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 96B

V–None–None (no model) 3154;3156;3155

V–WALE–None 3020;3022;3021
V–Sigma–None 2989;2992;2990
V–AMD–None 2884;2890;2887
V–Grad–None (CGrad. = 1) 3168;3168;3168
V–Simil–None (filter T) 3067;3068;3067
V–Simil–None, filter A 2812;2815;2813

V–H(4)AMD–None 3232;3239;3235
V–(1-H(4))Grad+H(4)AMD–None 3313;3320;3316
V–(1-H(7))Grad+H(6)AMD–None 3305;3304;3304

V–Smag–Smag —;—;—
V–WALE–WALE 3047;3049;3048
V–WALE–WALE, CWALE = 1.10 —;—;—
V–WALE–WALE, CWALE = 1.65 —;—;—
V–Sigma–Sigma 3038;3040;3039
V–AMD–AMD 3047;3050;3049
V–Koba–Koba —;—;—
V–AnSmag–AnSmag —;—;—

V–Simil–Simil (filter T) 3163;3167;3165
V–Simil–Simil, filter A 3193;3196;3194

V–H(4)AMD–Smag 4621;2894;3757
V–H(4)AMD–WALE 3269;3268;3268
V–H(4)AMD–Sigma 3240;3246;3243
V–H(4)AMD–AMD 3438;3438;3438
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Formulation–Model#1–Model#2 Wall heat flux, W/m2 (cold side;hot side;average)
Mesh 96B

V–H(4)AMD–SAMD, CSAMD = 0.30 3398;3406;3402
V–H(4)AMD–Koba 3266;3272;3269
V–H(4)AMD–AnSmag 3241;3234;3238

V–H(4)AMD–Smag, CSmag. = 1.65 5519;2335;3927
V–H(4)AMD–WALE, CWALE = 0.95 3346;3347;3346
V–H(4)AMD–Sigma, CSigma = 2.60 3414;3420;3417
V–H(4)AMD–AMD, CAMD = 0.90 3667;3760;3714
V–H(4)AMD–SAMD, CSAMD = 0.90 3614;3736;3675
V–H(4)AMD–Koba, CKoba. = 0.135 3321;3325;3323
V–H(4)AMD–AnSmag, CSmag. = 0.17 3323;3293;3308

V–H(4)AMD–Simil (filter T) 3314;3316;3315
V–H(4)AMD–Simil, filter A 3677;3679;3678

F–Smag–Smag —;—;—
F–WALE–WALE 3056;3058;3057
F–WALE–WALE, CWALE = 1.10 —;—;—
F–WALE–WALE, CWALE = 1.65 —;—;—
F–Sigma–Sigma 3033;3036;3034
F–AMD–AMD 3051;3055;3053
F–Koba–Koba —;—;—
F–AnSmag–AnSmag —;—;—

F–Simil–Simil (filter T) 3161;3163;3162
F–Simil–Simil, filter A 3202;3203;3202

F–H(4)AMD–Smag 4630;2902;3766
F–H(4)AMD–WALE 3268;3272;3270
F–H(4)AMD–Sigma 3297;3297;3297
F–H(4)AMD–AMD 3434;3436;3435
F–H(4)AMD–SAMD, CSAMD = 0.30 3412;3421;3417
F–H(4)AMD–Koba 3266;3272;3269
F–H(4)AMD–AnSmag 3261;3252;3256

F–H(4)AMD–Smag, CSmag. = 1.65 —;—;—
F–H(4)AMD–WALE, CWALE = 0.95 3333;3342;3338
F–H(4)AMD–Sigma, CSigma = 2.60 3401;3410;3406
F–H(4)AMD–AMD, CAMD = 0.90 —;—;—
F–H(4)AMD–SAMD, CSAMD = 0.90 —;—;—
F–H(4)AMD–Koba, CKoba. = 0.135 3318;3325;3322
F–H(4)AMD–AnSmag, CSmag. = 0.17 3313;3281;3297

F–H(4)AMD–Simil (filter T) 3320;3322;3321
F–H(4)AMD–Simil, filter A 3671;3676;3674

Table D.5 – (Continued). Wall heat flux of anisothermal simulations at Reτ = 395. The
reference wall heat flux of the filtered direct numerical simulation is 3473 (3492;3452;3473).
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D.3 Tables of thermodynamical pressure

D.3.1 Anisothermal simulation at Reτ = 180

Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 24C Mesh 36C Mesh 48B

V–None–None (no model) 1.560× 10+5 1.536× 10+5 1.523× 10+5

V–Smag–None — — 1.539× 10+5

V–WALE–None 1.538× 10+5 1.527× 10+5 1.526× 10+5

V–Sigma–None 1.532× 10+5 1.530× 10+5 1.528× 10+5

V–AMD–None 1.528× 10+5 1.531× 10+5 1.527× 10+5

V–Koba–None — — 1.526× 10+5

V–AnSmag–None — — 1.535× 10+5

V–Grad–None (CGrad. = 1) 1.560× 10+5 1.537× 10+5 1.522× 10+5

V–Grad–None, CGrad. = 2 — — 1.520× 10+5

V–Grad–None, CGrad. = 2, filtered — — 1.527× 10+5

V–Grad–None, CGrad. = 9, filtered — — 1.533× 10+5

V–Simil–None (filter T) — — 1.526× 10+5

V–Simil–None, filter A — — 1.542× 10+5

V–H(1)AMD–None — — 1.518× 10+5

V–H(2)AMD–None — — 1.506× 10+5

V–H(3)AMD–None — — 1.521× 10+5

V–H(4)AMD–None 1.542× 10+5 1.532× 10+5 1.518× 10+5

V–H(5)AMD–None — — 1.499× 10+5

V–H(6)AMD–None — — 1.521× 10+5

V–H(4)Smag–None — — 1.488× 10+5

V–H(4)WALE–None — — 1.521× 10+5

V–H(4)Sigma–None — — 1.522× 10+5

V–H(4)AnSmag–None — — 1.519× 10+5

V–Grad+AMD–None — — 1.522× 10+5

V–(1-H(1))Grad+H(1)AMD–None — — 1.517× 10+5

V–(1-H(2))Grad+H(2)AMD–None — — 1.511× 10+5

V–(1-H(3))Grad+H(3)AMD–None — — 1.521× 10+5

V–(1-H(4))Grad+H(4)AMD–None 1.545× 10+5 1.530× 10+5 1.515× 10+5

V–(1-H(5))Grad+H(5)AMD–None — — 1.508× 10+5

V–(1-H(6))Grad+H(6)AMD–None — — 1.519× 10+5

V–(1-H(7))Grad+H(6)AMD–None 1.545× 10+5 1.533× 10+5 1.521× 10+5

V–PDSmag–None — — 1.523× 10+5

V–PDAnSmag–None — — 1.536× 10+5

V–GDSmag–None — — 1.520× 10+5

V–GDWALE–None — — 1.523× 10+5

V–GDSigma–None — — 1.527× 10+5

V–GDAMD–None — — 1.524× 10+5

Table D.6 – (Continued on next page). See page 325 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 24C Mesh 36C Mesh 48B

V–GDKoba–None — — 1.527× 10+5

V–GDAnSmag–None — — 1.545× 10+5

V–TGDSmag–None — — 1.513× 10+5

V–TGDWALE–None — — 1.519× 10+5

V–TGDSigma–None — — 1.520× 10+5

V–TGDAMD–None — — 1.516× 10+5

V–TGDKoba–None — — 1.522× 10+5

V–TGDAnSmag–None — — 1.520× 10+5

V–PDGrad–None — — 1.511× 10+5

V–TPDGrad–None — — 1.524× 10+5

V–GDGrad–None — — 1.518× 10+5

V–TGDGrad–None — — 1.516× 10+5

V–P1Grad+AMD–None — — 1.510× 10+5

V–PDGrad+PDAMD*–None — — 1.509× 10+5

V–PDGrad+P1AMD*–None — — 1.509× 10+5

V–P1Grad+PDAMD*–None — — 1.511× 10+5

V–P2(Grad+AMD)*–None — — 1.510× 10+5

V–TP1Grad+AMD–None — — 1.524× 10+5

V–TPDGrad+TPDAMD*–None — — 1.505× 10+5

V–TPDGrad+TP1AMD*–None — — —
V–TP1Grad+TPDAMD*–None — — 1.500× 10+5

V–TP2(Grad+AMD)*–None — — 1.530× 10+5

V–G1Grad+AMD–None — — 1.519× 10+5

V–GDGrad+GDAMD–None — — 1.519× 10+5

V–GDGrad+G1AMD–None — — 1.519× 10+5

V–G1Grad+GDAMD*–None — — 1.517× 10+5

V–G2(Grad+AMD)*–None — — 1.517× 10+5

V–TG1Grad+AMD–None — — 1.521× 10+5

V–TGDGrad+TGDAMD–None — — 1.511× 10+5

V–TGDGrad+TG1AMD*–None — — 1.516× 10+5

V–TG1Grad+TGDAMD–None — — 1.512× 10+5

V–TG2(Grad+AMD)*–None — — 1.517× 10+5

V–None–Smag 1.518× 10+5 — 1.488× 10+5

V–None–WALE 1.562× 10+5 — 1.523× 10+5

V–None–Sigma 1.563× 10+5 — 1.523× 10+5

V–None–AMD 1.565× 10+5 — 1.523× 10+5

V–None–SAMD 1.564× 10+5 — 1.525× 10+5

V–None–Koba 1.562× 10+5 — 1.522× 10+5

V–None–AnSmag 1.554× 10+5 — 1.522× 10+5

V–None–Smag, CSmag. = 1.65 1.522× 10+5 — 1.484× 10+5

V–None–WALE, CWALE = 0.95 1.568× 10+5 — 1.525× 10+5

V–None–WALE, CWALE = 1.10 1.571× 10+5 — 1.525× 10+5

Table D.6 – (Continued on next page). See page 325 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 24C Mesh 36C Mesh 48B

V–None–WALE, CWALE = 1.65 1.587× 10+5 — 1.532× 10+5

V–None–Sigma, CSigma = 2.60 1.573× 10+5 — 1.525× 10+5

V–None–AMD, CAMD = 0.90 1.571× 10+5 — 1.524× 10+5

V–None–SAMD, CSAMD = 0.90 1.572× 10+5 — 1.527× 10+5

V–None–Koba, CKoba. = 0.135 1.566× 10+5 — 1.523× 10+5

V–None–AnSmag, CSmag. = 0.17 1.546× 10+5 — 1.523× 10+5

V–None–Grad (CGrad. = 1) 1.562× 10+5 — 1.523× 10+5

V–None–Grad, CGrad. = 2 1.563× 10+5 — 1.524× 10+5

V–None–Grad, CGrad. = 2, filtered 1.563× 10+5 — 1.525× 10+5

V–None–Grad, CGrad. = 9, filtered 1.576× 10+5 — 1.531× 10+5

V–None–Simil (filter T) 1.562× 10+5 — 1.522× 10+5

V–None–Simil, filter A 1.572× 10+5 — 1.528× 10+5

V–None–Grad+AMD 1.565× 10+5 — 1.524× 10+5

V–None–TGDSmag 1.558× 10+5 — 1.520× 10+5

V–None–TGDWALE — — 1.522× 10+5

V–None–TGDSigma 1.563× 10+5 — 1.523× 10+5

V–None–TGDAMD 1.561× 10+5 — 1.522× 10+5

V–None–TGDSAMD 1.563× 10+5 — 1.524× 10+5

V–None–TGDKoba 1.560× 10+5 — 1.524× 10+5

V–None–TGDAnSmag 1.554× 10+5 — 1.521× 10+5

F–None–Smag — — —
F–None–WALE 1.561× 10+5 — 1.521× 10+5

F–None–Sigma 1.561× 10+5 — 1.520× 10+5

F–None–AMD — — 1.515× 10+5

F–None–SAMD
F–None–Koba 1.561× 10+5 — 1.522× 10+5

F–None–AnSmag 1.548× 10+5 — 1.519× 10+5

F–None–Smag, CSmag. = 1.65
F–None–WALE, CWALE = 0.95 — — 1.518× 10+5

F–None–WALE, CWALE = 1.10 — — 1.518× 10+5

F–None–WALE, CWALE = 1.65 — — —
F–None–Sigma, CSigma = 2.60 — — 1.517× 10+5

F–None–AMD, CAMD = 0.90 — — —
F–None–SAMD, CSAMD = 0.90 — — —
F–None–Koba, CKoba. = 0.135 — — —
F–None–AnSmag, CSmag. = 0.17 1.530× 10+5 — 1.511× 10+5

F–None–Grad (CGrad. = 1) 1.560× 10+5 — 1.522× 10+5

F–None–Grad, CGrad. = 2 1.560× 10+5 — 1.521× 10+5

F–None–Grad, CGrad. = 2, filtered 1.561× 10+5 — 1.521× 10+5

F–None–Grad, CGrad. = 9, filtered 1.563× 10+5 — 1.518× 10+5

F–None–Simil (filter T) 1.560× 10+5 — 1.520× 10+5

Table D.6 – (Continued on next page). See page 325 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 24C Mesh 36C Mesh 48B

F–None–Simil, filter A 1.560× 10+5 — 1.514× 10+5

F–None–Grad+AMD — — —
F–None–TGDSmag 1.558× 10+5 — 1.521× 10+5

F–None–TGDWALE — — 1.522× 10+5

F–None–TGDSigma — — 1.520× 10+5

F–None–TGDAMD 1.559× 10+5 — 1.518× 10+5

F–None–TGDSAMD 1.559× 10+5 — 1.520× 10+5

F–None–TGDKoba — — 1.522× 10+5

F–None–TGDAnSmag 1.546× 10+5 — 1.514× 10+5

V–Smag–Smag — — 1.491× 10+5

V–WALE–WALE 1.539× 10+5 1.527× 10+5 1.526× 10+5

V–WALE–WALE, CWALE = 1.10 — — 1.539× 10+5

V–WALE–WALE, CWALE = 1.65 — — 1.546× 10+5

V–Sigma–Sigma 1.536× 10+5 1.531× 10+5 1.530× 10+5

V–AMD–AMD 1.528× 10+5 1.532× 10+5 1.527× 10+5

V–Koba–Koba — — 1.526× 10+5

V–AnSmag–AnSmag — — 1.536× 10+5

V–Grad–Grad (CGrad. = 1) 1.561× 10+5 1.539× 10+5 1.522× 10+5

V–Grad–Grad, CGrad. = 2 — — 1.521× 10+5

V–Grad–Grad, CGrad. = 2, filtered — — 1.529× 10+5

V–Grad–Grad, CGrad. = 9, filtered — — 1.539× 10+5

V–Simil–Simil (filter T) 1.564× 10+5 1.540× 10+5 1.525× 10+5

V–Simil–Simil, filter A 1.575× 10+5 1.559× 10+5 1.545× 10+5

V–GDSmag–GDSmag — — 1.519× 10+5

V–GDWALE–GDWALE — — 1.522× 10+5

V–GDSigma–GDSigma — — 1.529× 10+5

V–GDAMD–GDAMD — — 1.523× 10+5

V–GDKoba–GDKoba — — 1.526× 10+5

V–GDAnSmag–GDAnSmag — — 1.545× 10+5

V–TGDSmag–TGDSmag — — 1.512× 10+5

V–TGDWALE–TGDWALE — — 1.518× 10+5

V–TGDSigma–TGDSigma — — 1.521× 10+5

V–TGDAMD–TGDAMD — — 1.516× 10+5

V–TGDKoba–TGDKoba — — 1.523× 10+5

V–TGDAnSmag–TGDAnSmag — — 1.521× 10+5

V–H(4)AMD–Smag 1.503× 10+5 1.498× 10+5 1.483× 10+5

V–H(4)AMD–WALE 1.541× 10+5 1.532× 10+5 1.518× 10+5

V–H(4)AMD–Sigma 1.543× 10+5 1.534× 10+5 1.519× 10+5

V–H(4)AMD–AMD 1.542× 10+5 1.531× 10+5 —
V–H(4)AMD–SAMD, CSAMD = 0.30 1.544× 10+5 1.536× 10+5 1.521× 10+5

V–H(4)AMD–Koba 1.541× 10+5 1.533× 10+5 1.517× 10+5

Table D.6 – (Continued on next page). See page 325 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 24C Mesh 36C Mesh 48B

V–H(4)AMD–AnSmag 1.536× 10+5 1.528× 10+5 1.518× 10+5

V–H(4)AMD–Smag, CSmag. = 1.65 1.512× 10+5 1.506× 10+5 1.479× 10+5

V–H(4)AMD–WALE, CWALE = 0.95 1.545× 10+5 1.535× 10+5 1.518× 10+5

V–H(4)AMD–Sigma, CSigma = 2.60 1.547× 10+5 1.537× 10+5 1.522× 10+5

V–H(4)AMD–AMD, CAMD = 0.90 1.548× 10+5 1.537× 10+5 1.521× 10+5

V–H(4)AMD–SAMD, CSAMD = 0.90 1.551× 10+5 1.541× 10+5 1.527× 10+5

V–H(4)AMD–Koba, CKoba. = 0.135 1.543× 10+5 1.534× 10+5 1.520× 10+5

V–H(4)AMD–AnSmag, CSmag. = 0.17 1.530× 10+5 1.524× 10+5 1.519× 10+5

V–H(4)AMD–Grad (CGrad. = 1) 1.542× 10+5 1.533× 10+5 1.519× 10+5

V–H(4)AMD–Grad, CGrad. = 2 — — —
V–H(4)AMD–Grad, CGrad. = 2, filtered — — —
V–H(4)AMD–Grad, CGrad. = 9, filtered — — —
V–H(4)AMD–Simil (filter T) 1.541× 10+5 1.533× 10+5 1.517× 10+5

V–H(4)AMD–Simil, filter A 1.547× 10+5 1.538× 10+5 1.522× 10+5

F–Smag–Smag — — 1.464× 10+5

F–WALE–WALE 1.536× 10+5 1.524× 10+5 1.523× 10+5

F–WALE–WALE, CWALE = 1.10 — — 1.533× 10+5

F–WALE–WALE, CWALE = 1.65 — — 1.532× 10+5

F–Sigma–Sigma 1.531× 10+5 1.526× 10+5 1.524× 10+5

F–AMD–AMD 1.519× 10+5 1.517× 10+5 1.512× 10+5

F–Koba–Koba — — 1.524× 10+5

F–AnSmag–AnSmag — — 1.525× 10+5

F–Grad–Grad (CGrad. = 1) 1.558× 10+5 1.535× 10+5 1.519× 10+5

F–Grad–Grad, CGrad. = 2 — — 1.514× 10+5

F–Grad–Grad, CGrad. = 2, filtered — — 1.524× 10+5

F–Grad–Grad, CGrad. = 9, filtered — — 1.521× 10+5

F–Simil–Simil (filter T) 1.558× 10+5 1.534× 10+5 1.519× 10+5

F–Simil–Simil, filter A 1.554× 10+5 1.533× 10+5 1.519× 10+5

F–GDSmag–GDSmag — — 1.519× 10+5

F–GDWALE–GDWALE — — 1.521× 10+5

F–GDSigma–GDSigma — — 1.525× 10+5

F–GDAMD–GDAMD — — 1.516× 10+5

F–GDKoba–GDKoba — — 1.524× 10+5

F–GDAnSmag–GDAnSmag — — 1.530× 10+5

F–TGDSmag–TGDSmag — — 1.511× 10+5

F–TGDWALE–TGDWALE — — 1.515× 10+5

F–TGDSigma–TGDSigma — — 1.515× 10+5

F–TGDAMD–TGDAMD — — 1.508× 10+5

F–TGDKoba–TGDKoba — — 1.519× 10+5

F–TGDAnSmag–TGDAnSmag — — 1.508× 10+5

F–H(4)AMD–Smag — — —

Table D.6 – (Continued on next page). See page 325 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 24C Mesh 36C Mesh 48B

F–H(4)AMD–WALE 1.535× 10+5 1.522× 10+5 1.509× 10+5

F–H(4)AMD–Sigma 1.534× 10+5 1.521× 10+5 1.507× 10+5

F–H(4)AMD–AMD 1.529× 10+5 1.517× 10+5 —
F–H(4)AMD–SAMD, CSAMD = 0.30 1.532× 10+5 1.519× 10+5 1.504× 10+5

F–H(4)AMD–Koba 1.533× 10+5 1.522× 10+5 1.508× 10+5

F–H(4)AMD–AnSmag 1.523× 10+5 1.512× 10+5 1.506× 10+5

F–H(4)AMD–Smag, CSmag. = 1.65 — — —
F–H(4)AMD–WALE, CWALE = 0.95 1.536× 10+5 1.521× 10+5 1.505× 10+5

F–H(4)AMD–Sigma, CSigma = 2.60 1.536× 10+5 1.520× 10+5 1.507× 10+5

F–H(4)AMD–AMD, CAMD = 0.90 — — —
F–H(4)AMD–SAMD, CSAMD = 0.90 — — —
F–H(4)AMD–Koba, CKoba. = 0.135 1.535× 10+5 1.522× 10+5 1.508× 10+5

F–H(4)AMD–AnSmag, CSmag. = 0.17 1.509× 10+5 1.499× 10+5 1.498× 10+5

F–H(4)AMD–Grad (CGrad. = 1) 1.532× 10+5 1.520× 10+5 1.510× 10+5

F–H(4)AMD–Grad, CGrad. = 2 — — —
F–H(4)AMD–Grad, CGrad. = 2, filtered — — —
F–H(4)AMD–Grad, CGrad. = 9, filtered — — —
F–H(4)AMD–Simil (filter T) 1.532× 10+5 1.520× 10+5 1.507× 10+5

F–H(4)AMD–Simil, filter A 1.528× 10+5 1.514× 10+5 1.499× 10+5

Table D.6 – (Continued). Thermodynamical pressure of the anisothermal simulations at
Reτ = 180. The reference thermodynamic pressure of the filtered direct numerical simulation
is 1.496× 10+5.

D.3.2 Anisothermal simulation at Reτ = 395

Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 96B

V–None–None (no model) 1.532× 10+5

V–WALE–None 1.536× 10+5

V–Sigma–None 1.538× 10+5

V–AMD–None 1.541× 10+5

V–Grad–None (CGrad. = 1) 1.529× 10+5

V–Simil–None (filter T) 1.535× 10+5

V–Simil–None, filter A 1.545× 10+5

V–H(4)AMD–None 1.537× 10+5

V–(1-H(4))Grad+H(4)AMD–None 1.534× 10+5

V–(1-H(7))Grad+H(6)AMD–None 1.535× 10+5

V–Smag–Smag —
V–WALE–WALE 1.535× 10+5

Table D.7 – (Continued on next page). See page 327 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 96B

V–WALE–WALE, CWALE = 1.10 —
V–WALE–WALE, CWALE = 1.65 —
V–Sigma–Sigma 1.536× 10+5

V–AMD–AMD 1.539× 10+5

V–Koba–Koba —
V–AnSmag–AnSmag —

V–Simil–Simil (filter T) 1.533× 10+5

V–Simil–Simil, filter A 1.544× 10+5

V–H(4)AMD–Smag 1.497× 10+5

V–H(4)AMD–WALE 1.534× 10+5

V–H(4)AMD–Sigma 1.537× 10+5

V–H(4)AMD–AMD 1.533× 10+5

V–H(4)AMD–SAMD, CSAMD = 0.30 1.537× 10+5

V–H(4)AMD–Koba 1.536× 10+5

V–H(4)AMD–AnSmag 1.536× 10+5

V–H(4)AMD–Smag, CSmag. = 1.65 1.490× 10+5

V–H(4)AMD–WALE, CWALE = 0.95 1.536× 10+5

V–H(4)AMD–Sigma, CSigma = 2.60 1.536× 10+5

V–H(4)AMD–AMD, CAMD = 0.90 1.532× 10+5

V–H(4)AMD–SAMD, CSAMD = 0.90 1.533× 10+5

V–H(4)AMD–Koba, CKoba. = 0.135 1.535× 10+5

V–H(4)AMD–AnSmag, CSmag. = 0.17 1.536× 10+5

V–H(4)AMD–Simil (filter T) 1.536× 10+5

V–H(4)AMD–Simil, filter A 1.537× 10+5

F–Smag–Smag —
F–WALE–WALE 1.533× 10+5

F–WALE–WALE, CWALE = 1.10 —
F–WALE–WALE, CWALE = 1.65 —
F–Sigma–Sigma 1.532× 10+5

F–AMD–AMD 1.528× 10+5

F–Koba–Koba —
F–AnSmag–AnSmag —

F–Simil–Simil (filter T) 1.529× 10+5

F–Simil–Simil, filter A 1.528× 10+5

F–H(4)AMD–Smag 1.483× 10+5

F–H(4)AMD–WALE 1.530× 10+5

F–H(4)AMD–Sigma 1.528× 10+5

F–H(4)AMD–AMD 1.525× 10+5

F–H(4)AMD–SAMD, CSAMD = 0.30 1.528× 10+5

F–H(4)AMD–Koba 1.530× 10+5

Table D.7 – (Continued on next page). See page 327 for label.
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Formulation–Model#1–Model#2 Thermodynamical pressure, Pa
Mesh 96B

F–H(4)AMD–AnSmag 1.528× 10+5

F–H(4)AMD–Smag, CSmag. = 1.65 —
F–H(4)AMD–WALE, CWALE = 0.95 1.528× 10+5

F–H(4)AMD–Sigma, CSigma = 2.60 1.526× 10+5

F–H(4)AMD–AMD, CAMD = 0.90 —
F–H(4)AMD–SAMD, CSAMD = 0.90 —
F–H(4)AMD–Koba, CKoba. = 0.135 1.527× 10+5

F–H(4)AMD–AnSmag, CSmag. = 0.17 1.526× 10+5

F–H(4)AMD–Simil (filter T) 1.527× 10+5

F–H(4)AMD–Simil, filter A 1.524× 10+5

Table D.7 – (Continued). Thermodynamical pressure of anisothermal simulations at Reτ =
395. The reference thermodynamical pressure of the filtered direct numerical simulation is
1.504× 10+5.

D.4 Table of dynamic parameters

Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

Mesh 24C Mesh 36C Mesh 48 B

Smag. — — 0.028 (0.001)
WALE — — 0.443 (0.037)
Sigma — — 0.920 (0.047)
AMD — — 0.448 (0.019)
Kobayashi — — 1.107 (0.094)
An. Smag. — — 1.467 (0.106)

Gradient — — 2.411 (0.066)

Table D.8 – Average and normalised standard deviation of the dynamic parameter of the
large-eddy simulations with the global-average dynamic Smagorinsky, WALE, Sigma, AMD,
Kobayashi and Anisotropic Smagorinsky models in the Velocity formulation in the aniso-
thermal channel at Reτ = 180 with the meshes 24C, 36C and 48B.



328 D. A posteriori tests

Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

xx xy xz yy zy zz

Smag. 7.537 (0.522) 0.023 (0.001) 0.061 (0.052) 0.255 (0.028) −0.009 (0.005) −0.256 (0.040)
WALE −0.807 (0.157) 1.306 (0.097) 0.421 (0.042) 0.275 (0.064) −0.025 (0.023) 0.387 (0.057)
Sigma 1.548 (0.280) 1.508 (0.081) 0.593 (0.073) 0.177 (0.060) 0.007 (0.031) 0.158 (0.053)
AMD 0.867 (0.138) 0.651 (0.038) 0.217 (0.040) −0.025 (0.034) 0.024 (0.022) −0.060 (0.030)
Kobayashi 2.544 (0.301) 2.580 (0.195) 0.746 (0.143) −0.096 (0.075) 0.047 (0.047) −0.039 (0.069)
An. Smag. 5.708 (0.535) 1.258 (0.151) 0.241 (0.092) 1.357 (0.270) −0.219 (0.087) −0.289 (0.082)

Gradient 2.323 (0.068) 2.263 (0.068) 1.400 (0.037) 2.799 (0.068) 1.587 (0.038) 1.879 (0.033)

Table D.9 – Average and normalised standard deviation of the dynamic parameters of the
large-eddy simulations with the tensorial global-average dynamic Smagorinsky, WALE, Sigma,
AMD, Kobayashi and Anisotropic Smagorinsky models in the Velocity formulation in the
anisothermal channel at Reτ = 180 with the mesh 48B.

Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

AMD-related Gradient-related

G1Grad+AMD — 1.582 (0.047)
GDGrad+GDAMD 0.420 (0.017) 2.005 (0.063)
GDGrad+G1AMD 0.420 (0.017) 1.980 (0.064)
G1Grad+GDAMD* 0.011 (0.013) 2.404 (0.065)
G2(Grad+AMD)* 0.012 (0.013) 2.399 (0.065)

Table D.10 – Average and normalised standard deviation of the AMD-related and gradient-
related dynamic parameters of the large-eddy simulations with global-average dynamic
gradient-AMD mixed models in the Velocity formulation in the anisothermal channel at
Reτ = 180 with the mesh 48B. An asterisk (*) indicates the clipping of the AMD-related
part.
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Average of the dynamic parameter (standard deviation),〈
Cmod

〉
(
√
〈(Cmod)2〉 − 〈Cmod〉2)

xx xy xz yy zy zz

TG1Grad+AMD — — — — — —
TGDGrad+TGDAMD 0.853 (0.123) 0.667 (0.035) 0.227 (0.039) −0.037 (0.031) 0.036 (0.022) −0.071 (0.027)
TGDGrad+TG1AMD* 0.000 (0.000) 0.180 (0.019) 0.088 (0.023) 0.081 (0.020) 0.001 (0.004) 0.000 (0.000)
TG1Grad+TGDAMD 0.773 (0.101) 0.711 (0.036) 0.227 (0.040) −0.027 (0.034) 0.039 (0.021) −0.071 (0.028)
TG2(Grad+AMD)* 0.000 (0.000) 0.273 (0.029) 0.087 (0.022) 0.082 (0.021) 0.001 (0.004) 0.000 (0.000)

(a) AMD-related dynamic parameters

xx xy xz yy zy zz

TG1Grad+AMD 1.640 (0.051) 0.411 (0.079) 1.214 (0.055) 2.275 (0.084) 1.468 (0.066) 1.634 (0.053)
TGDGrad+TGDAMD 2.004 (0.067) 2.091 (0.070) 1.409 (0.032) 2.552 (0.070) 1.583 (0.035) 1.771 (0.033)
TGDGrad+TG1AMD* 2.239 (0.069) 2.222 (0.069) 1.413 (0.036) 2.732 (0.070) 1.604 (0.037) 1.863 (0.033)
TG1Grad+TGDAMD 2.054 (0.064) 1.263 (0.051) 1.377 (0.035) 2.601 (0.073) 1.578 (0.036) 1.789 (0.032)
TG2(Grad+AMD)* 2.262 (0.066) 1.894 (0.061) 1.406 (0.036) 2.748 (0.070) 1.604 (0.037) 1.868 (0.033)

(b) Gradient-related dynamic parameters

Table D.11 – Average and normalised standard deviation of the AMD-related and gradient-
related dynamic parameters of the large-eddy simulations with tensorial global-average dy-
namic gradient-AMD mixed models in the Velocity formulation in the anisothermal channel
at Reτ = 180 with the mesh 48B. An asterisk (*) indicates the clipping of the AMD-related
part.





Appendix E

Spectral analysis of turbulence in
anisothermal channel flows

This chapter reproduces the paper F. Aulery, D. Dupuy, A. Toutant, F. Bataille,
and Y. Zhou. Spectral analysis of turbulence in anisothermal channel flows. Computers
& Fluids, 151:115–131, 2017 [11].

Abstract

In very anisothermal turbulent flows, the temperature gradient and tur-
bulence are strongly coupled. The impact of the temperature gradient on
turbulent kinetic energy (TKE) balance terms is of particular importance.
It is investigated using direct numerical simulations and large eddy simula-
tions of a fully developed anisothermal channel flow. A lowMach flow at two
turbulent Reynolds number (180 and 395) is considered. The temperatures
of the two channel walls are 293 K and 586 K. Comparison with isothermal
channel flows are carried out. The turbulent kinetic energy spectral evo-
lution equation is established and is decomposed into the three distinctive
mechanisms: production, nonlinear transfer and viscous effects. The de-
composition isolates the terms that vanish in the isothermal case, namely
purely anisothermal effects. The behavior of each term is first discussed
in the isothermal case. The alteration of the TKE balance terms with the
temperature gradient is then analysed relatively to the Reynolds number
variation. The thermal gradient effect is characterized by the combined
effect of local Reynolds number variation and the complex interaction be-
tween temperature and turbulence. The purely anisothermal contribution
moves the energy from the hot side to the cold side and accounts for near
10% of the total process.

E.1 Introduction

Flows under strong temperature gradient are prevalent in many industrial processes.
In particular, the conception of a high temperature solar receiver for concentrated solar
power plants requires a better understanding of the physical effects of the temperature
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gradient on the turbulence [72]. These flows are characterized by a strong coupling
between the energy equation and the momentum equation. Besides, high variations
of the fluid properties associated with the temperature gradient are observed. As a
result, these flows deviate from the behavior of incompressible flows [290]. An improved
understanding of the energy transfers occurring in these flows would provide valuable
informations to explain how the temperature gradient modify the flow. This would also
benefit the development of turbulence models taking into account the specificities of
these flows. Hence, we need reliable knowledge of the turbulent kinetic energy budget,
that is of the mechanisms which governs the energy distribution: production, nonlinear
transfer and viscous effects. The analysis of the aforementioned terms of the dynamic
equation for the energy transfer process can be performed on the physical space or
extended to the spectral space. The latter approach has been adopted in this study.

The analysis of turbulent kinetic energy assumes the decomposition of total kinetic
energy, fundamental property of the flow, into two contributions: the mean kinetic
energy, associated with the mean motion and the turbulent kinetic energy, associated
with the turbulent motion. In the isothermal case, such decomposition of the total
kinetic energy through Reynolds averaging is straightforward and brings no ambiguity
about the physical interpretation of the terms [50]. Using this decomposition, the
energy cascade process has been studied extensively for incompressible isothermal flows.
The first studies on the subject were focused on homogeneous isotropic turbulence.
For instance, Kolmogorov’s hypothesis on the locality of the energy transfer [81] and
interacting scales [324, 325] have been validated by numerical simulations. Extension
to the isothermal channel flows has been pursued by Domaradzki et al. [83], Marati et
al. [188], Bolotnov et al. [28], and Cimarelli et al. [58, 59].

In the anisothermal case, the decomposition of total kinetic energy into mean and
turbulent kinetic energy is a complex problem. The decomposition is not unique due
to the variable density. This leads to several different definitions of turbulent kinetic
energy. The most common decomposition uses density-weighted averaging, also called
Favre averaging [95], to group total kinetic energy into two terms (see e.g. [312, 127]).
This method has also been referred by Chassaing et al. as binary regrouping [50]. This
is opposed to the ternary regrouping proposed by Chassaing [47]. Another methodology
uses a variable change based on density square root weighted velocity. This variable
change has been used by various authors in spatial and spectral space [10, 318, 144,
247, 68]. Regardless of the decomposition used, the spectral behaviour of anisothermal
flow has so far received little attention from the litterature, though some interesting
behaviours have been shown. For instance, the well-known Kolmogorov -5/3 scaling law
[148] falls short because of the strong dilatational effects of the temperature gradient
[266]. The temperature gradient can in these flows be considered as a strong external
agency that modifies the turbulence properties. This is analogous to flows subjected to
strong magnetic field, rotation, or stratification [328, 326, 327]. Aulery et al. [10] have
performed an analysis of the energy transfer processes with respect to the effect of the
temperature gradient. This is to the best knowledge of the authors the only spectral
study of the turbulent kinetic energy balance terms in this setting. However, the scope
of the study is limited to a single Reynolds number.

We aim to enrich this study with further analysis of the influence of the turbulent
Reynolds number on the role of the temperature gradient. Following Aulery et al. [10],
turbulent kinetic energy spectral evolution equation is written using density square root
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weighted velocity. Our approach is based on the evaluation from numerical simulations
of the terms of the dynamic equation for the energy transfer process in the case of a
fully developed anisothermal channel flow. This geometry is one of the simpler that
involves turbulence and high temperature gradient. Furthermore, the two homoge-
neous directions make the study of the energy transfer process easier. Direct numerical
simulation and large eddy simulation are carried out to provide the data for this study.
Knowledge of the instantaneous three-dimensional velocity flows is required to com-
pute the various source terms of the energy transfer process, an information difficult
to obtain using experimental investigations, limited by the measurement techniques,
or closure theories, so far restricted to homogeneous isotropic turbulence.

The spectral equation for the turbulent kinetic energy and the decomposition used
can be found in section E.2. The detailed channel flow configuration is described in
section E.3 as well as the numerical method used and its validation in the isothermal
case. Further details about the implementation of the turbulent kinetic energy evolu-
tion terms are also provided. Results are discussed in section E.4 for the isothermal
case and in section E.5 for the anisothermal case.

E.2 Momentum and spectral transport equations

E.2.1 Basic equations for direct numerical simulations

In this study, a low Mach number approximation is considered. This approach is
relevant when acoustics effects are negligible, an hypothesis valid for low Mach number
(Ma < 0.3). Following Paolucci [219], the method used relies on an asymptotic devel-
opment of the variables of the Naviers-Stokes equations as a power series of the Mach
number. Removing all but the smaller order terms leads to a new set of equations, free
of acoustics constraints and Courant–Friedrichs–Lewy condition [69]. The development
also splits the pressure in two different terms:

• The thermodynamical pressure P0 appears in the energy conservation equation
and the equation of state. It is constant in space and represents the mean pressure
in the domain.

• The mechanical pressure P appears in the momentum conservation equation
and represents the pressure associated with momentum variations. It can vary
spatially.

The gas considered is air; The effect of gravity is neglected and an ideal gas is consid-
ered.

These assumptions result in the following set of equations:
Mass equation:

∂ρ

∂t
+
∂ (ρUj)

∂xj
= 0 (E.1a)

Momentum equation:

∂ρUi
∂t

+
∂ρUjUi
∂xj

= −∂P
∂xi

+
∂

∂xj

[
µ

(
∂Ui
∂xj

+
∂Uj
∂xi

)]
− 2

3

∂

∂xj

(
µ
∂Uj
∂xj

)
(E.1b)
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Energy equation:

ρCp

(
∂T

∂t
+ Uj

∂T

∂xj

)
=
∂P0

∂t
+

∂

∂xj

(
λ
∂T

∂xj

)
(E.1c)

Ideal gas law:
P0 = ρrT (E.1d)

Thermodynamic pressure homogeneity:

∂P0

∂x
=
∂P0

∂y
=
∂P0

∂z
= 0 (E.1e)

In this set of equations, ρ is the density, T the temperature, µ the dynamic viscosity,
λ the thermal conductivity, Cp the heat capacity at constant pressure, r the ideal gas
specific constant, t the time, P the mechanical pressure, P0 the thermodynamic pres-
sure, Ui the i-th component of velocity and xi the Cartesian coordinate in i-direction.
Einstein summation convention is used. The temporal evolution of the thermodynam-
ical pressure P0 is computed from the integration of equation (E.1c) using the ideal
gas law (E.1d) and the fact that the thermodynamical pressure P0 is constant in space
(E.1e).

E.2.2 Equations and models for large-eddy simulations

In this study, direct numerical simulations (DNS) and large eddy simulations (LES)
are performed. In the case of LES, the subgrid terms related to the convective terms
of equations (E.1b) and (E.1c) are modeled. The non-linear terms occurring in the
viscous terms and in the conductive heat fluxes terms are neglected. Let us denote
( · ) the spatial filtering operator and ( ·̃ ) the Favre filtering operator defined for an
arbitrary quantity φ as [109]:

φ̃ =
ρφ

ρ
(E.2)

The filtered low Mach number set of equations used with regard to LES is:

∂ρ

∂t
+
∂ρŨj
∂xj

= 0 (E.3a)

∂ρŨi
∂t

+
∂ρŨjŨi
∂xj

= −∂P
∂xi

+
∂

∂xj

[
µ

(
∂Ũi
∂xj

+
∂Ũj
∂xi

)]
− 2

3

∂

∂xi

(
µ
∂Ũj
∂xj

)
− ∂ρτij

∂xj
(E.3b)

Cp

(
∂ρT̃

∂t
+
∂ρŨjT̃

∂xj

)
=
∂P0

∂t
+

∂

∂xj

(
λ
∂T̃

∂xj

)
− ∂ρCp=j

∂xj
(E.3c)

P0 = rρT̃ (E.3d)

∂P0

∂x
=
∂P0

∂y
=
∂P0

∂z
= 0 (E.3e)

with:
τij = ŨjUi − ŨjŨi (E.4a)



E.2. Momentum and spectral transport equations 335

=j = ŨjT − ŨjT̃ (E.4b)

The WALE model [213] has been chosen for the modelling of the subgrid scale
tensor τij. First, the subgrid scale viscosity νsg is computed using:

νsg =
(
Cw∆̃

)2
(
sdijs

d
ij

)3/2(
S̃ijS̃ij

)5/2

+
(
sdijs

d
ij

)5/4
(E.5)

with ∆̃ the subgrid characteristic length scale, Cw a constant, S̃ij the filtered strain
tensor:

S̃ij =
1

2

(
∂Ũi
∂xj

+
∂Ũj
∂xi

)
(E.6)

and sdij the traceless symmetric part of the square of the velocity gradient tensor which
can be written as:

sdij = S̃ikS̃kj + Ω̃ikΩ̃kj −
1

3
δij

(
S̃mnS̃mn − Ω̃mnΩ̃mn

)
(E.7)

where Ω̃ij is the filtered rotation vector:

Ω̃ij =
1

2

(
∂Ũi
∂xj
− ∂Ũj
∂xi

)
(E.8)

The deviatoric part τ dij of the subgrid scale tensor is then calculated with the following
expression:

τ dij = τij −
1

3
δijτkk = −2νsgS̃ij (E.9)

The complementary term 1
3
δijτkk is added to the filtered pressure term and requires no

modelling.

The subgrid scale heat flux =j is calculated using a subgrid scale diffusivity model
[93]:

=j = κsg
∂T̃

∂xj
(E.10)

with κsg the subgrid scale diffusivity, linked to the subgrid scale viscosity through the
subgrid scale Prandtl number Prsg = νsg

κsg
.

To compute dynamic viscosity, Sutherland law [287] has been adopted:

µ(T ) = µ0

(
T

T0

) 3
2 T0 + S

T + S
(E.11)

with µ0 = 1.716 · 10−5, S = 110.4 and T0 = 273.15. Thermal conductivity is deduced
from Prandtl number, assumed constant and equal to 0.7:

λ(T ) =
Cp
Pr

µ(T ) (E.12)

The heat capacity at constant pressure is Cp = 1005 J kg−1 K−1. The ideal gas specific
constant is r = 287 J kg−1 K−1.
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E.2.3 Turbulent kinetic energy equation

We use a change of variable, introduced by Cook and Zhou [68] and Kida and
Orszag [144], suitable for the study of flows with an highly variable density. Firstly,
we focus on the left side of the low Mach moment equation (E.1b):

∂ρUi
∂t

+
∂ρUiUj
∂xj

(E.13)

Introducing the new variables Vi = ρ
1
2Ui and b = ρ−

1
2 into (E.13), we get:
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(E.14)

From the mass equation (E.1a), we can write:

∂ρ

∂t
+ Uj

∂ρ

∂xj
= −ρ∂Uj

∂xj
(E.15)

Now, by substituting (E.15) into (E.14):
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(E.16)

Finally, the variable change leads to the following momentum equation:

∂Vi
∂t

+
∂ViUj
∂xj

− 1

2
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∂Uj
∂xj

= b

[
−∂P
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∂Ui
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∂Uj
∂xi

)]
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3

∂
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(µ
∂Uj
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)

]
(E.17)

Following Aulery et al. [10], the turbulent kinetic energy evolution can be decom-
posed into three main mechanisms which are the turbulent production Π defined by
equation (E.19a), the total transfer

∑
n Tn which is the sum of all triadic and pressure

terms and finally the viscous part D (E.19g) that brings together all viscous effects.

∂Ec(k, y, t)

∂t
= Π(k, y, t) +

∑
n

Tn(k, y, t) +D(k, y, t) (E.18)

A derivation of the spectral turbulent kinetic energy evolution equation is presented in
E.6.

E.2.4 Decomposition of TKE evolution terms

For our study, we choose to decompose transfer mechanisms using a Bolotnov et
al. [28] based decomposition. The triadic and pressure part are split following the
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gradient direction. The terms with derivatives in the homogeneous xOz plane ( ∂
∂x

and
∂
∂z
) are named in-plane terms. The terms with derivatives in the wall-normal direc-

tion ( ∂
∂y
) are named inter-plane terms. In addition, we take into account the variation

of scalar quantities due to temperature that results from the non-free divergence, the
mean wall-normal velocity 〈Uy〉 and density gradient. These terms are null for isother-
mal incompressible flow and are stacked in one thermal effects term (E.19f). These
denominations are derived from the work of Bolotnov et al. [28]. It is worth noting
that these notations are linked to the mathematical writing of the term and may differ
from physical behaviours.

Turbulent production

Π =

∫
k

−<
[
v̂′x
∗
û′y
∂ 〈Vx〉
∂y

]
dk (E.19a)

Triadic in-plane term
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Triadic inter-plane term

Tit =

∫
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dk (E.19c)

Pressure in-plane term
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∫
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Pressure inter-plane term
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Thermal effect term
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(E.19f)

Viscous effect
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In the following sections, the averaged kinetic energy 〈Ec〉 = 1
2

〈
v̂′i
∗
v̂′i

〉
, statisti-

cal average of the instantaneous kinetic energy Ec, will be studied. This quantity is
independent of time. Its evolution equation can be written as:

∂ 〈Ec〉 (k, y)

∂t
= 〈Π〉 (k, y) + 〈Tin〉 (k, y) + 〈Tit〉 (k, y) + 〈Φin〉 (k, y)

+ 〈Φit〉 (k, y) + 〈Γ〉 (k, y) + 〈D〉 (k, y) = 0
(E.20)

Consequently, the statistical average of each term of equation (E.19) will be analysed
and computed.

E.3 Simulated datasets and validation

E.3.1 Channel flow configuration

A rectangular channel flow is studied, as represented by figure E.1. The flow is
periodic along the streamwise x direction and spanwise z direction. The channel walls
are normal to the y direction. The top wall is at constant temperature T2 and the
bottom wall at temperature T1 = 293 K. The temperature ratio between the hot and
cold wall is Tr = T2/T1. We studied configurations of temperature ratios Tr = 1 and
Tr = 2. The dimensions of the channel in the x, y and z directions are denoted Lx,
Ly and Lz respectively. The domain size is: Lx = 4πh, Ly = 2h and Lz = 2πh with
h = 15 mm.

Figure E.1 – Biperiodic anisothermal channel flow

Because of the temperature gradient, the turbulent Reynolds numbers Reτ at each
sides of the channel are different, with the turbulent Reynolds number at the cold
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Name Type Reτ Tr Lx Lz ∆x+ ∆z+ ∆y+ Nx Ny Nz

180-1 DNS 184 1 4πh 2πh 6 3 0.25-2.3 382 300 382
180-2 DNS 270-108 2 4πh 2πh 17.6 5.9 0.5-7.8 192 140 288
395-1 LES 395 1 4πh 2πh 11 11 0.75-7.5 448 200 224
395-2 LES 542-221 2 4πh 2πh 14 14 1-7.5 448 200 224

Table E.1 – List of simulations and mesh parameters.

side being greater. Thus, the mean turbulent Reynolds number Remτ is defined as the
average of the turbulent Reynolds number calculated at the cold side and at the hot
side. Simulations were carried out in various configurations as described in table E.1.
In this table, the number of grid points in the direction i is denoted Ni and the cell size
in wall-units ∆i+. The wall-units scaling is based on the turbulent Reynolds number
of the cold side, since it is more restrictive.

Two mean turbulent Reynolds number were selected (180 and 395) as well as tem-
perature ratios of 2 and 1 for the incompressible limit case. Hence, four configurations
are simulated in total. The computational cost increase with Reynolds number re-
stricts the mesh refinement at Remτ = 395 compared to the simulations at Remτ = 180.
As the temperature gradient induces a local Reynolds number increase, the simula-
tions performed are more precise in the isothermal case for similar reasons. The cell
sizes in wall-units in the wall-normal direction is increased by 0.25 from an isothermal
simulation to the anisothermal equivalent and 0.5 from low Reynolds number to high
Reynolds number.

Since the simulations at Remτ = 180 are less expensive in terms of computational
cost, we were able to capture the fine flow behavior using direct numerical simulation.
This contrasts with the simulations at Remτ = 395. At high Reynolds number, the
calculation power and mesh sizes required for a full DNS would be excessive. Large eddy
simulation appears as the preferable alternative. With the subgrid scales modelling,
the simulations can yield accurate statistics despite coarser meshes relatively to the
turbulent Reynolds number. Therefore, DNS is used at Remτ = 180 and LES at Remτ =
395.

E.3.2 Numerical set up

The resolution of the low Mach equations involves a finite volume solver. A third
order Runge–Kutta is used for time derivatives. A fourth order centered scheme is
used for momentum convection. A third order QUICK scheme (quadratic upstream
interpolation for convective kinetics [170]) is used for temperature convection. TrioCFD
is used to perform the simulations [38].

As there is no mean pressure gradient in the channel flow because of periodic bound-
ary conditions, a streamwise volume force F is added to keep the mass flow rate con-
stant. For both the DNS and the LES, the driving force is regulated through the mass
flow rate second derivative:

Ft+1 = Ft + C0
Dtarget − 2Dt +Dt−1

∆t
(E.21)



340 E. Spectral analysis of turbulence

with C0 a damping constant, D the mass flow rate, Dtarget the targeted mass flow
rate and t− 1, t and t + 1 indices related to the previous, current and next time step
respectively. Walls have no slip condition. The initial velocity field is parabolic in the
streamwise direction and sinusoidal in the wall-normal direction and permits to initiate
the turbulence.

Four meshes were adopted as shown in table E.1. Each mesh is regular in both ho-
mogeneous directions. The grid points in the wall-normal direction follow a hyperbolic
tangent transformation:

yk = Ly

(
1 +

1

a
tanh

[(
k − 1

Ny − 1
− 1

)
tanh−1(a)

])
(E.22)

where a is a constant associated with the mesh dilatation. The precision increase in the
boundary layer compared to an uniform mesh allows the use of the no-slip boundary
condition.

E.3.3 Data collection and filtering for spectral analysis

The data required to compute the different terms of equation (E.19) is acquired
during the simulation. The terms of equation (E.19) are calculated at each wall-normal
coordinate at particular time steps then time averaged. A time-sampling corresponding
to 20 timesteps was used. The time average is performed over a total duration of 12.3 tc,
where tc = h/Uτ is the characteristic timescale of the simulation. This is sufficient for
the spectral statistics to converge. The Fourier transform is numerically computed as:

ĝ(kx,m, y, kz,n) =
1

NxNz

Nx−1∑
p=0

Nz−1∑
k=0

g(xp, y, zk) exp

(
−2πi

(
mp

Nx

+
kn

Nz

))
(E.23)

This is done using the FFTW C subroutine library [103].

A low pass filter is applied to the spectral data. This could be done because a clear
separation between high frequency noise and the wanted signal appears in the Fourier
transform of the spectral data. This can be seen as a moving-average that takes into
account 2D wavenumber vectors of nearby norms. The energy transfer processes are
direction-dependant, that is not identical in x and z directions. It is thus of great
importance that this averaging does not favor a particular direction.

E.3.4 Validation of the mean field profiles

The numerical method described above has been validated with regard to DNS
using the results of Kim et al. [146] in the isothermal case. The simulation performed
by Kim et al. [146] has a turbulent Reynolds number of 180. It has been compared to
our DNS in the same conditions in figures E.2 and E.3. The following standard scaling
is used:

y+ = Reτ
y

h
(E.24a)

U+ =
〈U〉
Uτ

(E.24b)
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where Uτ is the wall friction velocity. Similarly to (E.24b), each RMS quantity in
figure E.3 is scaled by the friction velocity Uτ and the velocity correlation by U2

τ . The
two simulations give nearly identical results for both mean and fluctuating quantities.
Similar validation has been performed regarding LES with the results of Moser et
al. [203] in the isothermal case at Reτ = 395 (not shown here). This validates our
numerical method at the incompressible limit for both DNS and LES.
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E.3.5 Validation of the spectra measurements

As written in E.2.4, the TKE evolution equation decomposition follows Bolotnov et
al. [28] decomposition and allows comparison on isothermal flow spectra. Figure E.4
compares the turbulent production (equation (E.19a)), figure E.5 the in-plane triadic
transfer term (equation (E.19b)) and figure E.6 the inter-plane transfer term (equation
(E.19c)). All these figures use the same normalisation as Bolotnov and the colors scales
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are identical. The following scaling is used for the wave number:

k+ =
kh

Reτ
(E.25)

The comparison reveals that our results match with those of Bolotnov with respect
to magnitude and global shape for all terms. The turbulent production (figure E.4) is
centered on the same area (0.056 < k+ < 1 and 10 < y+ < 17) and decreases at the
same rate.

For the in-plane triadic transfer (figure E.5), our results are in agreement with the
two major areas found by Bolotnov: one negative centered on k+ = 0.08 and y+ = 12,
and one positive centered on y+ = 18 and k+ = 0.178. A low magnitude positive area
appears in our simulation around k+ = 0.02 and y+ = 13 whereas the figure of Bolotnov
suggests that the term tends to zero around this area. However, it is worth noting that
a small positive area appears in the data provided by Bolotnov et al. (see figure 23
of [28]). Consequently, our figure E.5(a) that contains more contour values than the
figure E.5(b) from Bolotnov gives some information of figure 23 in Bolotnov et al. [28].
Furthermore, our results and those of Bolotnov that indicate a positive area at large
scales are consistent with the backscatter effect identified in wall-bounded turbulence
[232, 160, 57].

At last, the inter-plane triadic transfer term has same magnitude and comprises the
same two main parts which are: a positive centered area on k+ = 0.056 and y+ = 5.6
and a negative one at k+ = 0.08 and y+ = 15. Some differences can be observed in our
simulation: the high value of low k+ are stronger and the negative area is less spread.

These results validate our simulation and its data-processing at the incompressible
limit.
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Figure E.6 – Comparison of inter-plane triadic transfer spectra.

E.4 Isothermal energy transport of distinctive Reynolds
numbers

We start this section by making a remark on the individual transfer terms reported
in figures E.7 to E.17. For each set, a vertical reading gives a thermal comparison
(isothermal case, cold and hot sides for the anisothermal case) at a constant Reynolds
number, while a horizontal reading gives a comparison between Reynolds Number for
a same thermal configuration. Figure E.7 and figures E.8 – E.17 are scaled by Uτν
and by the maximum of production in the isothermal case for each Reynolds number,
respectively. The wave number is scaled with the half-height of the channel h. The
analysis done in this section requires only the middle panel of figures E.7 to E.17.
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E.4.1 Isothermal turbulent spectra at low Reynolds number

At first, the turbulent kinetic energy is plotted on figure E.7(c). As expected, the
maximum of TKE is around y+ = 11 for the larger scales (kh < 2). Compared to the
high scales, the energy of the small scales is divided by more than 1010. This ensures
the capture of the essential phenomena from the largest scale to the smallest. The
significant parts of TKE and transfer mechanisms are not filtered in the case of LES,
as they are located beyond the cutoff frequency which is around kh = 20 (the filter is
only visible at high Reynolds number).

The TKE production (figure E.8(c)) is limited at kh < 4 in term of the spectral
scales and at y+ > 5 in term of the wall distance. The maximum of the production is
close to the maximum of TKE. The scale range of the production decreases with the
distance from the wall. At y+ = 40, the production scale range is 0.6 < kh < 2 and
the scale is 0.6 < kh < 4 at y+ = 10. The production tends to zero near y+ = 100.

The total energy transfer (figure E.9(c)) is characterized by an inverse cascade
from intermediary spectral scales to the large scales. The intermediary scales where
the energy is removed are located near the production term peak area. Note that the
size of structures receiving energy is longer than the channel size (kh > 1). The energy
transfer occurs between scales with a scale ratio greater than two, which is characteristic
of non-local transfers [48]. In global point of view, the energy is transferred closer to
the wall, a mechanism removing the energy to the streaks.

As expected, the viscous effect (figure E.10(c)) balances the total energy transfer
mechanism. The energy is taken from the viscous layer at large scales and tends to
zero at the small scales. This may correspond to the friction created by the streaks
close to the wall.

The total energy transfer is the sum of all triadic and pressure terms. Let us now
study them individually

The triadic in-plane term (figure E.11(c)) is composed of three areas around y+ =
20. The first and last areas are positive with smaller y+ ranges but the middle one
is negative with larger spectral and y+ ranges. This term, therefore, is involved with
both the inverse and direct transfer of energy in the spectral scale. We can see a link
between the wall distance and the scale of the negative area. This behaviour is observed
for all terms and for all areas with y+ > 10.

The inter-plane transfer term (figure E.12(c)) is a mixed transfer term. The energy
is transferred both in the wall and scale directions from the negative area in a similar
manner to the total transfer mechanisms. The energy is received at both the large
scales and close to the wall (5 < y+ < 10). Note that this transfer has a stronger
magnitude than that of the in-plane term, hence, dominates the behaviour of the the
total triadic term (figure E.13(c)).

In contrast with the triadic terms, the pressure terms (figures E.14(c) and E.15(c))
transfer energy between wall distances without scale shift (the transfer is centered on
kh = 0.7). For the inter-plane term, the energy is taken in the central part of the
flow and transferred around y+ = 45. For the in-plane term, the transfer occurs from
y+ = 45 to the near wall region.

The total pressure term (figure E.16(c)) is composed of four areas: a positive area
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near the wall, a negative area near y+ = 20, a positive area near y+ = 60 and a negative
area close to the center of the channel. Globally, the energy is transferred towards the
wall with little scale shift. The total triadic transfer and the total pressure terms play
a distinctive role. As the total pressure term is very small in front of the total triadic
term, the total energy transfer is nearly identical to the total triadic term, and thus of
the inter-plane triadic term.

E.4.2 Reynolds number effects on isothermal turbulent spectra

The impact of Reynolds number variations on the turbulent kinetic energy balance
terms will be investigated using the isothermal results at Reτ = 180 and Reτ = 395.

To begin with, the turbulent kinetic energy and TKE evolution terms tend to
have wider wave space and y+ ranges at high Reynolds number. At the same time, the
mechanisms are more distributed in the spectral space. The spatial extent of production
stretches both into the central channel area and closer to the wall at Reτ = 395
when compared to the Reτ = 180 case, increasing from 5 < y+ < 50 (figure E.8(c))
to 3 < y+ < 300 (figure E.8(d)). Its spectral space extent has also increased from
0.7 < kh < 3 to 0.4 < kh < 6. Similar behaviour is observed for total transfer,
in-plane and inter-plane triadic and pressure transfer terms.

Meanwhile, the turbulent scales shift with wall distance at high Reynolds number.
The operative scales are larger far from the wall and smaller closer to the wall. The
negative area range of the in-plane pressure transfer term (figure E.14) is 0.4 < kh < 1
at y+ = 200 and 1 < kh < 2 near y+ = 60. Such scale shift is however not present at
Reτ = 180. The scale shift increases with Reynolds number is followed by all transfer
terms and production.

It may be also be observed that the magnitude of the pressure transfer term as a
proportion of the total transfer is lower at Reτ = 395. This made the pressure relatively
(but not physically) less important than triadic effect.

Finally, the turbulent scales involved in the transfer are less selected at high Reynolds
number. At low Reynolds number, the in-plane triadic transfer (figure E.11(c)) occurs
in 3 very localized areas. Conversely, at high Reynolds number, the areas are no
more separated in the wavenumber space (figure E.11(d)). This is also true for triadic
inter-plane transfer term and the total transfer term.

E.5 Anisothermal turbulent spectra of distinctive Reynolds
numbers

E.5.1 Anisothermal turbulent spectra at low Reynolds number

In this subsection, the effect of thermal gradient is described by comparing an aniso-
thermal flow at Reτ = 180 against that from the isothermal simulation in last section.
We will defer the investigation of the Reynolds number variations in an anisothermal
setting to the next subsection.
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Figure E.7 – Turbulent kinetic energy, divided by Uτν.
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Figure E.12 – Triadic inter-plane term.
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Figure E.13 – Total triadic term.
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Figure E.14 – Pressure in-plane term.
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Figure E.15 – Pressure inter-plane term.
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Figure E.16 – Total pressure term.
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The thermal effect term (figure E.17, left panel), which is negligible in isothermal
simulations, now has the same magnitude as the pressure transfer terms (∼ 10% of
total transfer term). This term is negative at the hot side and positive at the cold
side. This can be seen as an energy transfer from hot to cold side. One explanation is
based on the mean vertical velocity, which is directed to the cold side. In the termal
effect term (equation (E.19f)), one gets the advection of turbulent kinetic energy by

the wall-normal velocity 〈Uy〉
∂ 1

2
v̂′i
∗
v̂′i

∂y
. This term transfers TKE away from the wall at

the hot side and towards the wall at the cold side.

Recall that the local Reynolds number is directly impacted by the thermal gradient.
It is interesting that the terms at the hot side have larger magnitude than those at
the cold side. The opposite behaviour would have been expected as the temperature
gradient reduces the local Reynolds number at the hot side. Particular care should be
taken in the interpretation of these amplitudes, as these differences do not necessarily
apply to the total integrated values. On many terms, the hot side has a stronger
magnitude than the cold side, but due to the lower wave number range of active areas
the total energy handled is actually lower than at the cold side. We can observe this
phenomenon for the triadic inter-plane transfer (figures E.12(a) and E.12(e)). The hot
side negative area has a two times larger amplitude than the cold side. At the same
time, the negative area with maximum values has a very small wave number range at
the hot side and a large one at the cold side.

The in-plane pressure term (figures E.14(a) and E.14(e)) is heavily modified by the
temperature gradient. The behaviour of the hot side is similar to the isothermal case
with a positive area close to the wall and a negative area near the center of the channel.
At the cold side, an additional positive area appears at large scales near y+ = 100.
This asymmetry between the two sides of the channel is not present in the inter-plane
pressure term (figures E.15(a) and E.15(e)). The inter-plane presure term is larger
than its in-plane counterpart.

The total pressure term is modified as well (figures E.16(a) and E.16(e)). The
positive area located near y+ = 60 in the isothermal case (figure E.16(c)) has vanished
at the hot side (figure E.16(e)), leaving just a negative one from y+ = 10 to the center
of the channel. Conversely, at the cold side of the channel (figure E.16(a)), the positive
area is intensified in magnitude and increased in size.

Finally, the thermal gradient induces a Reynolds number variation between the
flows at different sides of the channel. Compared to the cold side, the terms at the
hot side are contracted, losing small scales. This is easily observable on the in-plane
triadic term (figures E.11(a) and E.11(e)). For the TKE spectra, the small scales at
the hot side have lower values while the large scales have the same energy level as that
at the cold side. The shorter spectral range in the hot side is a direct consequence of
a reduced local Reynolds number.

E.5.2 Reynolds number effects on anisothermal turbulent spec-
tra

We now consider the effects of Reynolds number variations on the turbulent kinetic
energy balance terms using the anisothermal results at both Reτ = 180 and Reτ = 395.
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The impact of the Reynolds number at both sides of the channel as well as the interplay
between the temperature gradient and the mean Reynolds number must be considered.

The significant influence of increased Reynolds number is evident when the left and
right panels of Figs. E.7 – E.17 are compared. At high Reynolds number, the aniso-
thermal spectra largely experience a combined effect from the temperature gradient
and the Reynolds number. The amplitudes of TKE evolution terms are intensified at
both sides of the channel by the temperature gradient. The amplitudes are often far
larger in the anisothermal spectra than their isothermal counterpart.

In many cases, the wave space and spatial extents of the TKE evolution terms also
seem to increase with the temperature gradient. Such analysis should be taken with
care, as terms are not more distributed in wave number space but just appear larger
due to the higher amplitude.

The triadic in-plane term (figures E.11(b) and E.11(f)) evolves slightly differently
with Reynolds number in the isothermal and anisothermal case. The positive area at
large scales disappears almost completely in the isothermal case, whereas it remains
significant in the anisothermal case.

Even at the Reτ = 395 case, the near wall region of the hot and cold sides of the
in-plane triadic transfer and of the total pressure term have a different behaviour. In
the in-plane triadic term, the near wall negative area is greater at the cold side than
at the hot side. In the total pressure term, the near wall positive area is greater at the
hot side than at the cold side.

E.6 Conclusion

In this paper, we studied the effect of a strong temperature gradient on turbulent
kinetic energy transfer processes in a fully developed channel flow. The analysis uses
a variable change based on density square root weighted velocity, suited to the study
of variable density flows. An equation of the turbulent kinetic energy spectral bud-
get is obtained, then decomposed to highlight the mechanisms that govern the energy
distribution: production, nonlinear transfer and viscous effects. The decomposition
also allows simple comparison with the isothermal channel. Direct numerical simula-
tions and large-eddy simulations have been carried out to compute the two dimensional
transfer mechanism spectra of each term at both low and high Reynolds numbers. The
isothermal simulations confirmed an important inverse energy cascade that transports
the energy to the scales bigger than the channel height. The turbulent structures asso-
ciated with these scales are located near to the wall where the viscous action removes
the major part of the turbulent kinetic energy. This behaviour persists under a strong
temperature gradient. More significantly, we showed that the existence of the wall and
temperature gradient introduced significant new process in turbulent kinetic energy
transfer independently of the mean turbulent Reynolds number. At high Reynolds
number, the channel flow is split between two distinctive turbulent behaviours follow-
ing the side of the channel. At the cold side, the temperature gradient increases the
local turbulent Reynolds number and turbulence is intensified compared to the isother-
mal case. At the hot side, the high temperature reduces the local turbulent Reynolds
number but the temperature gradient has an opposite effect, creating turbulence. This
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leads to a counter-intuitive increase of turbulent kinetic energy processes at the hot
side. Furthermore, a non-isothermal transfers accounting for 10% of the total energy
transfer moves energy from the hot side to the cold side following the mean vertical
velocity.
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Appendix: Derivation of the spectral turbulent kinetic
energy evolution equation

We apply a Fourier transform on equation (E.17). Taking into account the non-
periodicity of y direction, the Fourier operator (E.26) is a 2D Fourier transform in the x
and z directions. The Fourier transform of a function g(x, y, z) is denoted F y

k {g(x, y, z)}
or ĝ(k, y) and defined as:

F y
k {g(x, y, z)} = ĝ(k, y) =

1

LxLz

∫ Lx

0

∫ Lz

0

g(x, y, z) exp(−ik · x)dxdz (E.26)

where k = (kx, kz) is the 2D wave vector and x = (x, z) is the 2D position vector. Let
us apply this operator on equation (E.17):
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(E.27)

Using a classical Reynolds decomposition, we split the velocity between mean part and
fluctuation part (Vi = 〈Vi〉 + v′i). In addition, the flow homogeneity gives (〈Uz〉 =

0,∂〈f〉
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+ û′y
∂ 〈Vi〉
∂y

+ 〈Uj〉
∂̂v′i
∂xj

+ F y
k

{
∂v′iu

′
j

∂xj

}
F y
k

{
Vi
∂Uj
∂xj

}
= 〈Vi〉

∂̂u′j
∂xj

+ v̂′i
∂ 〈Uy〉
∂y

+
̂
v′i
∂u′j
∂xj

we obtain:

∂v̂′i
∂t

= −û′y
∂ 〈Vi〉
∂y

− 〈Uj〉
∂̂v′i
∂xj
− 1

2

(
〈Vi〉

∂̂u′j
∂xj

+ v̂′i
∂ 〈Uy〉
∂y

−
̂
v′i
∂u′j
∂xj

)
− F y

k

{
∂v′iu

′
j

∂xj

}
− b̂ ∂P

∂xi

+F y
k

{
b
∂

∂xj

[
µ

(
∂Ui
∂xj

+
∂Uj
∂xi

)]
− b2

3

∂

∂xi

(
µ
∂Uj
∂xj

)}
(E.28)
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Following, we multiply equation (E.28) by v̂′i
∗
, where ĝ∗ is the complex conjugate of ĝ,

and sum the equation on i subscript.
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Noticing that: ∑
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where Ec = 1
2
v̂′i
∗
v̂′i is the instantaneous turbulent kinetic energy (TKE) in the spectral

space and < is the real part of a complex number, we obtain the spectral equation of
the instantaneous turbulent kinetic energy evolution:
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Note that <[v̂′i
∗
〈Ux〉 ∂̂v

′
i

∂x
] is equal to zero, because v̂′i

∗
〈Ux〉 ∂̂v

′
i

∂x
is a pure imaginary num-

ber. It remains only <[v̂′i
∗
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′
i

∂y
].

The spectral equation (E.31) of the instantaneous TKE evolution depends on the
four parameters kx, kz, y and t. In order to simplify the interpretation of the terms,
we integrate the 2D Fourier space following the wave vector k norms:

f(k, y) =

∫
k=‖k‖

f(kx, kz, y)dk (E.32)
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Nomenclature

Acronyms

AMD Anisoptric minimum dissipation

CSP Concentrated solar power

DNS Direct numerical simulation

FRAM Filtering remedy and methodology

G1 One-parameter global-average dynamic

G2 Two-parameter global-average dynamic

GD Global-average dynamic

HPC High-performance computing

LES Large-eddy simulation

MMG Multiplicative mixed model based on the gradient model

P1 One-parameter plane-average dynamic

P2 Two-parameter plane-average dynamic

PD Plane-average dynamic

QUICK Quadratic upstream interpolation for convective kinematics

RANS Reynolds-average Navier–Stokes

SAMD Scalar AMD

SMMG Scalar MMG

TG1 Tensorial one-parameter global-average dynamic

TG2 Tensorial two-parameter global-average dynamic

TGD Tensorial global-average dynamic

TP1 Tensorial one-parameter plane-average dynamic

TP2 Tensorial two-parameter plane-average dynamic

TPD Tensorial plane-average dynamic

TRUST TrioCFD software for thermohydraulics

VSS Volumetric strain-stretching

WALE Wall-adapting local eddy viscosity
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Roman symbols

a Mesh dilatation parameter (no dimension)

C Dynamic constant (no dimension)

C•• Spatial two-point correlation m2/s2

C•• Filter-derivative non-commutation subgrid term

Cp Isobaric heat capacity J kg−1 K−1

Cv Isochoric heat capacity J kg−1 K−1

c Speed of sound m/s

D Mass flow rate, undissociated spectral term kg/s, W/m3

D Gradient model for the density-velocity correlation subgrid term

d Scalar gradient

da Scaled scalar gradient

E Mean kinetic energy per unit mass J/kg

e Mixed kinetic energy per unit mass J/kg

e Turbulence kinetic energy per unit mass J/kg

F•• Filter-multiplication non-commutation subgrid with the classical filter

Fg Coherent structure function (no dimension)

G•• Filter-multiplication non-commutation subgrid with the Favre filter

G Gradient model for the momentum convection subgrid term

g Velocity gradient s−1

ga Scaled velocity gradient m/s

H(n) Constant second-order tensor (no dimension)

H enthalpy per unit mass J/kg

h Half-height of the channel m

I Internal energy per unit mass J/kg

k Wavenumber vector m−1

k Wave number m−1

L Scale-similarity tensor

L Dimension of the domain m

Ma Mach number (no dimension)

N Number of grid points (no dimension)

P Pressure, mecanical pressure Pa

P0 Thermodynamical pressure Pa

Pr Prandtl number (no dimension)

Prt Subgrid-scale Prandtl number (no dimension)

P Interaction between turbulence kinetic energy and mixed kinetic energy W/m3

P Interaction between mean kinetic energy and mixed kinetic energy W/m3

Q Conductive heat flux W/m2



Nomenclature 365

Re Real part

Re Reynolds number (no dimension)

Reλ Taylor Reynolds number (no dimension)

Reτ Friction Reynolds number (no dimension)

Re∗τ Local friction Reynolds number (no dimension)

R Volumetric strain-stretching s−2

r Ideal gas specific constant J kg−1 K−1

S Entropy per unit mass J/(kgK)

S Rate of deformation tensor s−1

Sd Traceless symmetric part of the squared velocity gradient tensor s−2

T Temperature K

t Time s

U Velocity vector m/s

Uτ Friction velocity m/s

U∗τ Local friction velocity m/s

V Volume of the domain m3

v Specific volume m3/kg

x Position vector m

x Longitudinal Cartesian coordinate m

y Wall-normal Cartesian coordinate m

Z Interaction between the mean and fluctuating density part of total energy W/m3

ZT Interaction between the mean and fluctuating density part of internal energy W/m3

Z Interaction between the mean and fluctuating density part of mean kinetic energy
W/m3

z Transverse Cartesian coordinate m

Greek symbols

α Isobaric thermal expansion coefficient K−1

β Isochoric thermal pressure coefficient K−1

χS Isentropic compressibility Pa−1

χT Isothermal compressibility Pa−1

∆ Cell size m

∆ Filter length m

∆ Filter length m

∆̂ Test filter width m

∆̂ Test filter width m

δ Kronecker delta (no dimension)

∆t Timestep s
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E Interaction between kinetic energy and internal energy W/m3

E Interaction between mean kinetic energy and internal energy W/m3

ε Interaction between turbulence kinetic energy and internal energy W/m3

η Second viscosity Pa s

γ Adiabatic index (no dimension)

κe Subgrid-scale diffusivity m2/s

λ Thermal conductivity W/(mK)

µ Dynamic viscosity Pa s

ν Kinematic viscosity m2/s

νe Subgrid-scale viscosity m2/s

Ω Rate of rotation tensor s−1

Φ Conservative energy transfer W/m3

ΦT Conservative energy transfer associated with internal energy W/m3

Φ Conservative energy transfer associated with mean kinetic energy W/m3

ϕ Conservative energy transfer associated with turbulence kinetic energy W/m3

ϕ Conservative energy transfer associated with mixed kinetic energy W/m3

π Subgrid term associated with the density-velocity correlation

ρ Density kg/m3

σ Singular values of the velocity gradient tensor s−2

Σ Viscous stress tensor Pa

τ Subgrid term associated with momentum convection

Θ Dilatation, divergence of velocity s−1

Υ Total stress tensor Pa

ξ Uniform grid coordinate m

ζ Interaction between the mean and fluctuating density part of turbulence kinetic energy
W/m3

ζ Interaction between the mean and fluctuating density part of mixe kinetic energy
W/m3

Superscripts

•(n) n-th order of squared Mach number asymptotic development

•c Related to convection

•p Related to pressure stress

•b Bulk flow variable

•λ Related to heat flux

•ν Related to viscous flux

•Υ Related to total stress

•◦ Constant scaling, bulk flow variable scaling
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•+ Classical wall scaling

•∗ Semi-local wall scaling

•× Average wall scaling

• Statistical average, classical filter

•̃ Favre filter

•̌ Spectral counterpart, classical filter counterpart

•̂ Test filter, Favre filter counterpart

Subscripts

•0 At the cold wall, related to the mean density part of total energy

•1 At the hot wall, related to the fluctuating density part of total energy

•I Incompressible

•Γ Thermal

•ω At the wall

Other symbols

[•] Iverson bracket

〈•〉 Statistical average

∧ Logical conjunction

¬ Logical negation

∨ Logical disjunction

Dt Material or total derivative with respect to time

∂t Partial derivative with respect to time
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Analysis and modelling of the interaction between heat and turbulence in
high-temperature solar receivers

Abstract In solar power towers, the solar flux is concentrated towards a solar receiver,
wherethrough its energy is transferred to a heat transfer fluid. The flow in the solar
receiver is turbulent, strongly anisothermal and at low Mach number. The optimisation
of the solar receiver requires a better understanding and modelling of the interaction
between temperature and turbulence. In this thesis, this is investigated following two
approaches. First, we study the energy exchanges between the different parts of total
energy. To this end, a new representation of the energy exchanges, based on the
Reynolds averaging, is established. The representation allows the characterisation,
from direct numerical simulations of a strongly anisothermal channel flow, of the effect
of the temperature gradient on the energy exchanges associated with turbulence kinetic
energy in the spatial and spectral domains. Second, we study the large-eddy simulation
of the low Mach number equations. Using the results of direct numerical simulations,
we identify the specific subgrid terms to model when the unweighted classical filter is
used and when the density-weighted Favre filter is used. In both cases, the performance
of different subgrid-scale models is assessed a priori. The relevance of the subgrid-scale
models is then verified a posteriori by carrying out large-eddy simulations.

Keywords turbulence, temperature, variable-property flows, large-eddy simulation,
anisothermal channel flow, low Mach number

Analyse et modélisation de l’interaction entre thermique et turbulence dans
les récepteurs solaires à haute température

Résumé Dans les centrales solaires à tour, le flux solaire est concentré vers un récep-
teur solaire où son énergie est transférée à un fluide caloporteur. L’écoulement au sein
du récepteur solaire est turbulent, fortement anisotherme et à bas nombre de Mach.
L’optimisation du récepteur solaire exige une meilleure compréhension et modélisation
de l’interaction entre la température et la turbulence. Cette thèse cherche à y contri-
buer selon deux approches. Tout d’abord, on étudie les échanges énergétiques entre les
différentes parties de l’énergie totale. On propose pour cela une nouvelle représentation
des échanges énergétiques, fondée sur la moyenne de Reynolds. Cette représentation
permet la caractérisation, à partir de simulations numériques directes d’un canal plan
bipériodique anisotherme, de l’effet du gradient de température sur les échanges éner-
gétiques associées à l’énergie cinétique turbulente dans les domaines spatial et spectral.
Ensuite, on étudie la simulation des grandes échelles des équations de bas nombre de
Mach. En utilisant les résultats de simulations numériques directes, on identifie les
termes sous-mailles spécifiques à modéliser lorsque l’on utilise le filtre classique, non
pondéré, et lorsque l’on utilise le filtre de Favre, pondéré par la masse volumique. Dans
les deux cas, on évalue a priori la performance de différents modèles sous-mailles. La
pertinence des modèles est vérifiée a posteriori par la réalisation de simulation des
grandes échelles.

Mots-clés turbulence, température, écoulements à propriétés variables, simulation des
grandes échelles, canal plan anisotherme, bas nombre de Mach
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