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Abstract  

This thesis is directed towards the proposition and demonstration of a set of novel 

advanced atomic force microscopy based techniques under ultra-high vacuum conditions, 

enabling to map simultaneously the surface topography and the photo-carrier dynamics at the 

nanometre scale. In fact, by monitoring the dependence of the average surface photo-voltage 

measured with Kelvin probe force microscopy, as a function of the repetition frequency of a 

modulated excitation source, we will access the built-up and decay dynamics of the surface 

photo-voltage response which in turn will allows us to study the photo-carrier dynamics over 

a wide range of samples. In order to enable the 2-dimensional nano-imaging process, Kelvin 

probe force microscopy under modulated illumination measurements are acquired repeatedly 

over each point of a predefined grid area over the sample acquiring a set of spectroscopy curves. 

Then, using an automatic mathematical fit procedure, spectroscopy curves are translated into 

pixels of the photo-carrier dynamic time-constant images. 

Moreover, these set of novel techniques will be used to investigate the surface photo-

voltage dynamics in several kinds of photovoltaic samples from different technological 

branches such as small grain polycrystalline silicon thin films, silicon nanocrystal-based third 

generation cells, bulk heterojunction donor-acceptor organic photovoltaics and organic-

inorganic hybrid perovskite single crystal cells, discussing in each case the photo-carrier 

recombination process and its relation with the material’s structuration/morphology. Finally, 

technical aspects of these novel techniques will be discussed as well as their limitations and 

remaining open questions regarding results interpretation. 
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Résumé  

Cette thèse propose, décrit et utilise un ensemble de techniques basées sur la 

microscopie à force atomique sous ultravide pour la cartographie simultanée, à l'échelle 

nanométrique, de la topographie de surface et des dynamiques temporelles des photo-porteurs. 

Ainsi, en contrôlant la dépendance du photo-potentiel de surface moyen mesuré par 

microscopie à force de sonde Kelvin en fonction de la fréquence de répétition d'une source 

lumineuse externe d'excitation, le dispositif expérimental permet d’accéder aux dynamiques 

temporelles du photo-potentiel de surface qui, à leur tour, permettent d'étudier les dynamiques 

des photo-porteurs sur une large gamme d'échantillons. Afin de permettre le processus de nano-

imagerie bidimensionnelle, ces mesures sont acquises de manière répétée en enregistrant des 

courbes spectroscopiques en chaque point d’une grille prédéfinie. En utilisant une procédure 

d'ajustement mathématique automatique, les dynamiques temporelles des photo-porteurs sont 

extraites à partir des données expérimentales. 

Cet ensemble de nouvelles méthodes est utilisé pour l’étude de plusieurs types 

d'échantillons issus de différentes technologies photovoltaïques telles que des couches minces 

en silicium poly-cristallin à petits grains, des cellules de troisième génération à nano cristaux 

de silicium, des cellules photovoltaïques organiques et des cellules à base de matériaux de 

structure pérovskite. Dans chaque cas, on décrit les processus de recombinaison des photo-

porteurs ainsi que leur lien avec la morphologie et la structuration du matériau. Enfin, les 

aspects techniques de ces nouvelles méthodes d’analyse sont présentés, ainsi que leurs limites, 

notamment celles concernant l'interprétation des résultats. 
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Most governments around the world, as well as the scientific community have agreed 

that in order to prevent catastrophic climate change, global warming must remain under 2°C 

with respect to pre-industrial mean temperatures.[1] However, the mean global temperature 

has already risen by 0.8°C since 1880, with two-thirds of the warming occurring since 1975, at 

a rate of roughly 0.15-0.20°C per decade.[2] Figure 1.1 shows yearly temperature anomalies 

from 1880 to 2014 as recorded by the United States of America (USA) national aeronautics 

and space administration (NASA), the USA national oceanic and atmospheric administration  

(NOAA), the Japan meteorological agency, and the British met office Hadley centre.[3] All 

data sources show an increasingly fast warming in the past few decades, being the last decade 

the warmest. In December 2015, at the United Nations climate change conference (COP 21) in 

Paris, governments acknowledged the increasing threat of climate change and agreed to work 

together towards keeping global warming to 1.5°C at most. However, society is already facing 

extreme weather conditions. From dangerous storms and floods, to heatwaves and droughts, 

extreme weather events are increasing in frequency and intensity.[1] 

At the same time, world population increases at a rate of approximately 1.1% per year. 

Currently there are over 7.4 billion humans living on earth, and world population is expected 

to reach 10 billion by mid-2050.[4] This growth in population translates into an increasing 

energy demand that cannot be satisfied with fossil fuels in the long term, not only because of 

its negative impact on climate change but also for it is a limited resource.  

Our dependence on fossil energy is polluting air, increasing the spread of disease and 

making water supplies scarcer and less safe.[1] Urgent action is needed to reduce carbon 
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emissions if dangerous climate change is to be avoided. The vast majority of fossil fuels, which 

are the biggest driver of climate change,[5] have to be left in the ground, to have a chance of 

preventing dangerous global warming. But at the same time, the energy demand of an 

increasing population has to be attended.  

 

Figure 1.1– The line plot below shows yearly temperature anomalies from 1880 to 2014 as recorded by 

NASA, NOAA, the Japan Meteorological Agency, and the Met Office Hadley Centre (United Kingdom). 

From Ref. [3] 

Fortunately, renewable energy alternatives are growing rapidly and are more 

competitive than ever. Among the different renewable energy sources, the sun is arguably the 

most abundant clean source of energy that is capable of enabling sustainable economic growth, 

with minimum detrimental impact on the environment.[6] To emphasize this, it if often alleged 

that sunlight received by earth in one hour is enough to meet the annual energy needs of the 

current worldwide population.[7]  

Solar power, once so expensive it only made economic sense in spacecraft, is becoming 

affordable enough that it is anticipated to drive coal and natural-gas plants out of business 

earlier than previously forecasted. Indeed, solar modules costs have steadily halved every 10 
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years since 1976 following Swanson’s law[8] prediction, currently modules prices for several 

PV technologies are well below 1$ per Watt in most Earth locations as shown in Figure 1.2. 

Moreover, while prices are dropping, solar energy generation is increasing. In 2016, new solar 

photovoltaic capacity around the world grew by 50% according to the International Energy 

Agency.[9]  

 

Figure 1.2– Global PV modules price trend 2009-2016. Data from Ref. [10] 

To date, photovoltaic (PV) technology stands out as the only renewable energy option 

that: i) generates electricity without moving parts, ii) is practical for small and large scale 

applications, iii) is suitable for the urban environment as well as remote applications, iv) is 

silent, v) is a very low-maintenance technology and vi) has a low ‘embodied energy’, meaning 

the amount of energy invested in making PV modules is relatively small, although this can 

largely vary depending on the technology. 

Most of today’s installed photovoltaic panels are single junction cells based on 

monocrystalline silicon.[11] Monocrystalline silicon solar cells have been continuously 

progressing in efficiency and decreasing fabrication cost over the last half decade.[12, 13] 

Monocrystalline silicon cells with efficiencies of up to 26.6%[14] have already been attained, 

which already accounts for more than 70% of the theoretically achievable performance. As 
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mentioned before, nowadays, they are capable of generating electricity at a comparable cost to 

the price of electricity generated from fossil fuels in some parts of the world.[15] However, 

there are many other newer and promising PV technologies with lower fabrication costs and 

continuously increasing efficiencies as shown in Figure 1.3. Many of them rely on the use of 

thin films of poly/multi-crystalline or nano-structured materials, or on materials displaying a 

heterogeneous morphology at the mesoscopic or nanoscopic scale. 

 

Figure 1.3– Research solar cell efficiency records confirmed and published by the National Renewable 

Energy Laboratory. From Ref. [14] 

Multi-crystalline solar cells, which have the advantage of being fabricated without the 

high cost generated by the Czochralski crystal growth process,[16] have already achieve 

efficiencies of up to 22.3%.[14] Thin layer solar cells of copper indium gallium selenide 

(CIGS) and cadmium telluride (CdTe) have been developed at reduced costs and show 

efficiencies of up to 22.6%.[14] The highest efficiency so far, with values of 46% has been 

achieved by multi-junction solar cells based on an indium gallium phosphide/gallium 

arsenide/indium gallium arsenide structure (InGaP/GaAs/InGaAs).[12] Organic photovoltaic 

(OPV) systems, based on organic π-conjugated materials create a promising complementary 
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branch in view of silicon technologies[11] and recently efficiencies of 13.1% have been 

reached.[17] Besides such relatively high performances, OPV cells also offer numerous 

advantages compared to inorganic solar cells. In contrast to the latter, they can be produced 

without any energy-intensive manufacturing process. Furthermore, these OPV cells are 

lightweight and can potentially be constructed on flexible substrates offering possibilities for 

new applications like the integration in mobile devices, buildings and even in clothes as shown 

in Figure 1.4.[11, 18]  

 

Figure 1.4– (a) Concept of a stitchable OPV on textile electrode. (b) Textile-based organic photovoltaic 

integrated with clothing. From Ref. [18] 

In the emerging field of hybrid perovskites solar cells, efficiencies of up to 22.7%[14] 

have been reached. These cells can be manufactured with simple wet chemistry techniques in 

a traditional laboratory environment with the potential to be scaled up with relative 

feasibility.[6, 19] There is a growing interest in this technology as it promises to break the 

prevailing PV paradigm by combining both ultimately low cost and high efficiency.[6] 

For these emerging PV technologies, it is crucial to fully understand the complex 

interplay between the nanostructure and photo-transport mechanisms. Indeed, the investigation 

of PV devices under operation conditions at the nanometer scale can give us valuable 

information about processes that occur at a scale of the order of tens and hundreds of 

nanometers, such as exciton dissociation, carrier transport across the material and carrier 

recombination. Undeniably, fundamental understanding of structure property relations in 
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energy materials and devices on the mesoscopic and nanoscopic levels is prerequisite to 

knowledge-driven design and optimization as well as to increase the commercial 

competitiveness of these technologies. 

Indeed, the local investigation of certain PV characterization parameters, plays an 

important role in the ongoing performance improvement process. For instance, the work 

function (WF), which is the minimum energy needed to remove an electron to a point in the 

vacuum immediately outside of the surface (see Chapter 3) has a significant importance in the 

field of photovoltaics as it influence the band line-up at the interface between organic or 

perovskite materials and the electrodes of the PV device,[20, 21] hence its local study is of 

upmost importance when it comes to minimize sources of losses and maximize charge 

collection. [21-23] 

Indeed, identifying the mechanisms of loss is at the core of the ongoing quest for 

increasing PV performances, as well as quantifying the role of heterogeneities on the 

recombination at the nanoscale. As we well see, photo-carrier lifetime is a parameter of 

paramount importance in the overall efficiency of a solar cell as it defines the proportion of 

photo-generated charges collected at the electrodes. 

To date, most experimental approaches developed to probe recombination dynamics 

and hence photo-carrier lifetime, focus on the use of methods such as transient photo-

voltage[24], charge extraction[25], microwave photo-conductivity decay (µW-PCD)[26] and 

quasi-steady-state photo-conductance (QSSPC).[27] Yet, these techniques average out sample 

properties over macroscopic scales, rendering them unsuitable for directly assessing the 

influence of the nanostructure and local defects on photo-carrier dynamics.  

In order to overcome this, few teams started to develop time-resolved scanning probe 

microscopies focused in addressing photo-carrier dynamics at the nanoscale.[28] In this 

context, Kelvin Probe Force Microscopy (KPFM)[29] under frequency modulated illumination 

arises as an alternative in photo-carrier dynamics measurements, as it has been used to probe 

the recombination dynamics in organic[28, 30] and the minority carrier lifetime in inorganic 
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semiconductors.[31, 32] However, for the most part, time-resolved KPFM-based methods have 

only been applied to obtain information coming from single points of the sample. 

In that context, the focus of this thesis is directed towards the proposition and 

demonstration of a set of novel advanced atomic force microscopy (AFM)[33] based 

techniques under ultra-high vacuum (UHV) conditions, enabling to map simultaneously the 

surface topography at the nanometre scale and the photo-carrier dynamics with a temporal 

resolution covering 9 decades, from the nanosecond to the second scales (see Chapter 4). In 

particular, the technique covering the nanosecond to the millisecond range consist in 

monitoring the dependence of the average surface photo-voltage (SPV) measured with KPFM, 

as a function of the repetition frequency of a modulated excitation source. This process is 

repeated over each point of a predefined grid area over the sample enabling the 2-dimensional 

nano-imaging process of the photo-carrier dynamics. 

After a brief but concise description of the employed scanning probe microscopy 

techniques, where special attention is given to describe the basic principle behind KPFM and 

WF measurements (see Chapter 3), in Chapter 4 KPFM under frequency-modulated 

illumination (FMI-KPFM) is used to investigate the SPV dynamics in several kinds of PV 

samples from different technological branches ranging from small grain polycrystalline silicon 

thin film and silicon nanocrystal-based third generation cells, to bulk heterojunction (BHJ) 

donor-acceptor (DA) OPV and organic-inorganic hybrid perovskite single crystal cells, giving 

in each case special attention to the photo-carrier recombination process and its relation with 

the material’s structuration/morphology.  

Chapter 5 will be a FMI-KPFM technical chapter devoted to the introduction of 

plausible artefacts sources and guidelines to diminish their influence on measurements. 

Finally, in Chapter 6 an automatic numerical simulation routine that enables to predict 

the behaviour of spectroscopy curves of the average surface photovoltage as a function of a 

frequency-modulated excitation source in photovoltaic materials, is used to compare simulated 

and FMI-KPFM experimental results. In this chapter it is also shown how this simulation 
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routine can complement experimental results as additional information about the sample’s 

photo-carriers dynamics can be gained via the numerical analysis. 

1.1 Thesis Outline 

In the following, a short outline of this thesis will be presented: 

In Chapter 2 the basics of inorganic organic and hybrid photovoltaics will be 

introduced including all elements needed for the discussion of the experimental results. In this 

chapter an insightful overview of several emerging photovoltaic technologies will be given, 

paying special attention to their possible forthcoming role in the PV market. The importance 

of nano-characterization for the development of different emerging PV technologies will be 

also highlighted in this chapter. 

As mentioned above, Chapter 3 will give a summarized description of the employed 

scanning probe microscopy techniques as well as the used UHV AFM systems. Here, special 

attention is given to describe the basic principle behind KPFM and WF measurements 

highlighting its importance in the field of photovoltaics. To better illustrate KPFM working 

principle, in this chapter, an original WF calibration procedure for KPFM probes under UHV 

using monocrystalline metallic materials with known crystallographic orientation is proposed 

and demonstrated. 

Chapter 4 will introduce the conception and implementation of a novel KPFM-based 

technique (FMI-KPFM) that allows the acquisition of SPV dynamics images, with a sub-10 nm 

lateral resolution. Small grain polycrystalline silicon thin films, silicon nanocrystal-based third 

generation cells, organic donor-acceptor blends and organic-inorganic hybrid perovskite single 

crystal cells will be used as samples. For each sample, the discussion will be focus on the photo-

carrier recombination process and its relation with the material’s structuration/morphology. 
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Chapter 5 will be focused on the discussion of plausible sources of artefacts in FMI-

KPFM measurements, such as capacitance and resonant-induced effects. An improved 

measurement protocol will be introduced, aiming at avoiding or diminishing these effects.  

In Chapter 6 insights on FMI-KPFM data treatment are given. Here, special attention 

is given to the development of an automatic numerical simulation routine that enables to 

compare simulated and FMI-KPFM experimental results. It is show how experimental FMI-

KPFM results are confirmed by the numerical analysis and how additional information about 

the photo-carriers dynamics can be found via this simulation routine. 

The conclusion in Chapter 7 will summarize the thesis, discuss current projects and 

describe future perspectives. 
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Ce chapitre a pour objectif d'introduire les bases du composant photovoltaïque en 

matériau inorganique organique et hybride, tout en incluant tous les éléments nécessaires pour 

l’analyse des résultats expérimentaux. Notamment, un aperçu approfondi de plusieurs 

technologies émergentes est présenté, en accordant une attention particulière à leur éventuel 

rôle dans le développement futur des composants pour le photovoltaïque. L'importance de la 

nano-caractérisation pour le développement de ces dispositifs est également soulignée dans ce 

chapitre. 

2.1 Context 

About 4.5-billion years ago, in the wide vastness of space, gravity, one of the 

fundamental forces of nature, drew the remnants from the violent death of previous stars along 

with gas and dust together to create a protostar that would eventually become our Sun.[1] This 

young protostar was basically a giant ball of hydrogen and helium. Few tens of millions years 

later, the temperature and pressure inside this protostar increased, jumpstarting the hydrogen’s 
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nuclear fusion process that drives the Sun nowadays (i.e., turning hydrogen into helium). Fast-

forward to the future and we will see that in approximately 5-billion years the sun will run out 

of hydrogen in its core,[2] from that point on, gravity will compress the start which in turn will 

increase the temperature and pressure until the point where helium is able to fuse into carbon. 

The energy produced by the helium fusion will cause the Sun to expand outwards many times 

its current size and become a red giant.[3] While there is still a scientific debate around whether 

our planet will be engulfed by the Sun’s expansion or whether it will orbit dangerously close 

to the dimmer star, either way, life as we know it on Earth will cease to exist. Fast-forward 1-

billion years more into the future and we will witness the Sun’s shrinking back down to become 

a white dwarf, at this point, the life-giving light will slowly dissipate.[2, 4] 

However, in the meantime, the Sun has been the source of all of the energy that drives 

biological and physical processes on Earth. The Sun is responsible for the appearance of life 

on Earth, as every known life form uses solar energy in some way to sustain itself.  

Since the dawn of humankind solar energy has been vital for survival. Aboriginal 

cultures used the Sun's energy for crucial activities such as heating their dwellings and curing 

their nourishment.[5] Solar energy played a very important role in these cultures as many of 

them even worshiped and revered the Sun. As ages passed, more complex ways of capturing 

the energy irradiated by the sun were developed. Already in 1200 A.D. in the America's, the 

Anasazi tribe incorporated passive solar design in their cliff dwellings that captured the winter 

sun to warm their homes.[6] As cultures developed, some even created laws related to 

accessing solar energy. In the ancient Roman Empire it was forbidden by the law to build a 

dwelling that blocked the Sun from their neighbour’s home. Indeed, the Roman law enforced 

solar rights as an important source of light and heat.[7] 

However, it was not until 1883, when C. E. Fritts, developed the first device which 

enabled the direct conversion of light into electricity.[8]  It consisted of a thin sheet of selenium 

melted on a metal substrate and covered with a silver film. A few more decades will pass before 

modern photovoltaic cells based on p-n junctions were invented in 1954 by American 

researchers at Bell Labs.[9] It was by chance, that they found that silicon p-n junctions 
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produced current when the light in the room was lit. From that moment on, the solar cells’ 

performance grew quickly. The first performances were of the order of 6% with p-n junction 

types of Cu2S/CdS, GaAs and CdTe.  

Few years later to this invention, organic electronics emerged. Although currently their 

performance is lower compared to silicon-based technologies, the use of inexpensive and 

abundant polymers is a promising alternative for the semiconductor technology. The first steps 

of this technological branch are to be found in 1970, when Shirakawa, MacDiarmid and Heeger 

discovered the possibility of turning a polymer conductive by doping it.[10] In turns out that 

these polymers owe their conductivity to delocalized electrons jumping from site to site 

between the atoms that form the molecules. In fact, in their ground state, a polymer can be 

considered as a semiconductor with a wide gap and low conductivity. After doping, for 

example with oxygen, the conductivity increases significantly. These polymers paved the way 

for a large number of applications, including organic photovoltaics (OPV). The first organic 

photovoltaic heterojunction was manufactured in 1986 by Tang et al.[11] Tang developed a 

bilayer device based on copper phthalocyanine and a perylene tetracarboxylic derivative and 

achieved a power conversion efficiency of about 1%. Currently, the power conversion 

efficiency record in the OPV field is held by Zhao et al., with a  13.1% efficiency.[12] 

More recently, we have witnessed the extraordinary fast emergence of a novel class of 

solar cell technology based on mixed organic–inorganic halide perovskites. Perovskites are a 

crystallographic family with general ABX3 stoichiometry.[13] Their discovery is credited to 

Gustav Rose following his report on the oxide perovskite CaTiO3 in 1839.[14] The advantage 

of the use of these materials for PV applications relies on the fact that they are relatively 

inexpensive, can be deposited onto flexible substrates, they possess long electron-hole 

diffusion lengths, and relatively high carrier mobilities[15] and a high light absorption 

coefficient which enables ultrathin films of around 500 nm to absorb the black body solar 

radiation.[16, 17] Miyasaka and co-workers were apparently the first to report photovoltaic 

results for perovskites.[18] In 2006, they reported cells with an efficiency of 2.2%. Nowadays, 

laboratory devices have shown efficiencies of more than 22%.[19] This rise in efficiency is 

what sparked the interest in this promising technology. 
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Whereas the above mentioned technologies rely on different physical mechanisms to 

convert light into electricity, they all respond to the same need, find a solution to the world's 

increasing energy demand while limiting the human impact on the Earth's climate.  

In the following, a summarized guide including the basics on classic PV silicon and 

other inorganic photovoltaic technologies, as well as on other emerging technologies such as 

OPV, perovskites and technologies including the use of micro/nano-structured materials (also 

called third generation solar cells) are given. It will provide the reader with the essential 

elements for the comprehension and discussion of the experimental results shown in 

subsequent chapters.  

In this section the reader will find a description of the physics behind the functioning 

of these PV technologies, highlighting some key characterization parameters as well as the 

importance of their local study using different near-field microscopy techniques for their 

further development. Finally, the expected forthcoming role of each of these technologies in 

the PV market will be addressed.  

2.2 Physics of classic solar cells: The case of silicon and other 

inorganic photovoltaics technologies 

The photoelectric effect is the ability of matter to eject or emit free electrons (also called 

photo-electrons) when illuminated. It was observed and described for the first time by Heinrich 

Hertz in 1887.  

According to classical Maxwell’s wave theory,[20] as the light flux increases, greater 

the energy with which the electrons should be ejected or emitted from the material. However, 

experiments prove this prediction to be wrong, instead it was found that the energies of the 

emitted electrons were independent of the intensity of the light radiation. It was Albert Einstein 

in 1905 who propose that actually, light itself consisted of individual energy packages which 

he called quanta, later called photons.[21] It was quanta that interacted with the electrons of 
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matter behaving like discrete particles instead of a continuous wave. In his model, the energy 

of each quanta was proportional to its frequency in the following way: 

𝐸 = ℎ𝑣                                                                              (2.1) 

Where ℎ is the Planck’s constant and 𝑣 is the frequency of the incident light. 

In short, according to Einstein, the photons of a light beam possess an intrinsic energy 

which is proportional to the frequency of the light. When electrons within some material 

interact with a photon, the energy of the photon is absorbed by the electrons. If the energy 

acquired by an electron is greater than its binding energy, this electron will be ejected, 

otherwise, the electron will not be able to escape the material. A logical conclusion of 

Einstein’s theory is that if the intensity (flux) of a light beam source directed to a material is 

increased, this will not bring more energetic electrons ejected as result. On the other hand, if 

the frequency of this light beam source is increased, the energy of the emitted electrons will 

increase proportionally. This model was later confirmed experimentally and Einstein won the 

Nobel Prize in physics in 1921 for his discovery.  

It turns out, that photoemission can occur in any material, but it is most easily 

observable in metals or other conductors and semi-conductors.  

A particular case of the photoelectric effect is the photovoltaic effect which was actually 

discovered and described several years prior to Hertz’s discovery. Indeed, it was in 1839 when 

Alexandre Becquerel discovered the photovoltaic effect while studying the effect of light on 

electrolytic cells.[22] This effect describes the creation of a potential difference in a material 

upon exposure to light. 

While in both the photoelectric and photovoltaic effect, light is absorbed, causing 

excitation of an electron or other charge carrier to a higher-energy state, the main distinction 

between them relies in that the photoelectric effect refers to the case when the electron is ejected 

out of the material. On the other hand the photovoltaic effect, refers to the case when the excited 

charge carrier is still contained within the material. 
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Photovoltaic devices, which main function is to directly convert light into electricity 

are based on the photovoltaic effect. For this energy conversion to take place, a material in 

which the absorption of light raises an electron to a higher energy state is required.  

Like other solids, semiconductor materials have electronic band structure determined 

by the crystal properties of the material. The actual energy distribution among the electrons is 

described by the Fermi level[23] and the temperature of the electrons (kinetic energy).[24] In 

semiconductors without any doping, the Fermi level lies in the middle of a forbidden band or 

band gap between two allowed bands, called the valence band and the conduction band as 

shown in Fig. 2.1.  

 

Figure 2.1– Band gap schematic. EF denotes the Fermi level. 

In short, the photovoltaic effect describes photons with energies greater than the energy 

bandgap of the semiconductor being absorbed, and electrons being promoted from the valence 

band to conduction band, leaving a corresponding number of holes in the valence band.  

This electron-hole pair which is called exciton, remains bound by the Coulomb[25] 

attraction force. In inorganic semiconductors like silicon, this binding energy is about the same 

as the thermal energy at room temperature (~25 meV)[26], consequently, excitons are naturally 

dissociated. This process is called photo-generation, as mobile electrons and holes are created 

due to absorption of electromagnetic radiation. The photo-generation rate is determined by the 

number of photons, that is, the number of excited electrons, and not the energy of the photons. 

Though all of the photon energy is absorbed, only a part of it can be used. The energy used is 
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the one gained over the energy bandgap, the rest of it is lost to phonons, generally called 

thermalization.[27]  

At this point is important to remind the reader that any electron which exists in the 

conduction band is in a meta-stable state and will eventually stabilize to a lower energy position 

in the valence band. When this occurs, it will move into an empty valence band state. 

Consequently, when the electron stabilizes back down into the valence band, it will also 

effectively remove a hole. The energy difference between the initial and final state of the 

electron is released in the process. This process is called photo-carrier recombination.[28] In 

the case of inorganic photovoltaics devices, there are basically three types of photo-carrier 

recombination: i) radiative, ii) non-radiative, and iii) Auger recombination. As depicted in 

Figure 2.2a, in the case of non-radiative recombination, this energy is passed on to one or more 

phonons[29], in the case of radiative recombination, the energy difference between the initial 

and final state of the electron is emitted in the form of a photon (Figure 2.2b), and in the case 

of Auger recombination it is given off in the form of kinetic energy to another electron in the 

conduction band (Figure 2.2c). 

 

Figure 2.2– Recombination mechanisms in inorganic semiconductors: (a) non-radiative, (b) radiative and (c) 

Auger. In (a) ET denotes de energy level of a defect or impurity in the material also called trap. 

Depending on the intrinsic characteristics of the material, photo-carrier recombination 

trough one of the recombination mechanisms can be more significant than through the others. 
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For instance, depending on the band gap type, radiative recombination can be more important 

than non-radiative. We remind the reader that the band gap of a semiconductor material is 

always either direct or indirect.[26] As depicted in Figure 2.3, this distinction refers to the 

alignment of the minimal-energy state in the conduction band with respect to the maximal-

energy state in the valence band. Indeed, if these two energy levels are aligned, the band gap 

is direct, on the contrary, if this energy states are not aligned the band gap is an indirect one. 

Therefore, radiative photo-carrier recombination is more likely to occur in materials such as 

gallium arsenide (GaAs) with direct band gaps, while non-radiative Shockley–Read–Hall 

recombination[30] is usually the predominant recombination type present in Si-based devices 

favoured by defects and dislocations in the material. Here, is also important to highlight that in 

highly doped materials, Auger recombination becomes also an important source of energy loss.  

 

Figure 2.3– Photon absorption in direct (left) and indirect (right) bandgap semiconductor. Here the valance 

band, conduction band, and band gap are denoted as EV, EC and EG respectively. 

 

Actually there are several sources of losses in a solar cell device, some are intrinsic to 

the material such as the losses due to poor light absorption, and there are other sources of losses 

that do not depend on the material but rather the device design such as the losses due to the 
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shadowing effect of the electrodes bus bars over the active material. In fact, to quantify the 

total solar conversion efficiency η of solar cell devices, the following expression is often used:  

                                                     𝜂 =
𝑉𝑂𝐶𝐼𝑆𝐶𝐹𝐹

𝑃
                                                         (2.2) 

Where 𝑉𝑂𝐶 is the open circuit voltage and can be defined as the electron-hole quasi Fermi level 

splitting, 𝐼𝑆𝐶  is the short circuit current, this is the current generated when the load resistance 

is zero, 𝐹𝐹 is the fill-factor which is the ratio of the maximum power generated by the cell 

divided by 𝑉𝑂𝐶𝐼𝑆𝐶, and 𝑃 is the incident light radiation power. On Earth’s surface, the solar 

radiation power is approximately 963 Wm−2.[31] 

Among different parameters which can be used to describe processes that occur in solar 

cell devices that impacts their efficiency, carrier lifetime τ is arguably one of the most important 

ones. This parameter is defined as the time during which an electron excited by light remains 

in the conduction band before falling back into the valence band. The carrier lifetime must not 

be confused with the carrier generation lifetime, which is the duration required to convey an 

electron in the conduction band. Indeed, carrier lifetime plays a central role in the global 

effectiveness of solar photovoltaic cells since it limits the proportion of photo-generated 

charges collected on the electrodes. 

We have already described the photo-generation process that take place in PV devices, 

this is, photon absorption and exciton generation. However, photo-generation is only half of 

the energy conversion process that takes place in PV devices. Actually, in order to take 

advantage of the energy of the electrons raised to higher energy states, these electrons must be 

collected. That is actually the main reason why it is desirable to have substantial carrier 

lifetimes in solar cells, since this allows to maximize the quantity of collected charges. 

Nevertheless, for this charge collection to occur, the electrons and holes need to be 

driven apart to the cathode and the anode respectively which are usually placed at the top and 

bottom of the solar cell device. For this, a built-in electric field within the cell is usually 

required. To create this electric field, two semiconductor layers with different doping types are 

usually “sandwiched” together, creating a p-n junction. A p-n junction consists in one layer of 
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negatively-doped material, physically connected to another layer of positively-doped material. 

A p-type semiconductor possesses abundance of positively charged holes while and an n-type 

semiconductor has an abundance of negatively charged electrons. When n-type and p-type 

silicon layers contact, excess electrons move from the n-type side to the p-type side. Because 

of the flow of electrons (and holes), the p-n junction creates the electric field that drive free 

electrons and holes towards the electrodes as depicted in Figure 2.4. 

Connecting conductive leads to both sides of the solar cell will result in the creation of 

a side-to-side return path within the cell, allowing the process to continue as long as light is 

provided to the cell. It is this current of electrons traveling from the n-type side to the p-type 

side through the circuitry and the potential difference between both layers, what define the 

electrical power that a solar cell can provide. Maximum power is supplied to the electrical load 

when its impedance matches that of the illuminated PV cell.[31] 

 

Figure 2.4– p-n junction schematic. An exciton is photo-generated, the charges are then separated and 

guided to the corresponding electrodes. The valence and conduction bands Ev and Ec are identified, as well 

as the Fermi level EF, the local vacuum level E0 and the potential Δ created by the junction. The photon’s 

energy is defined as ℎ𝑣, which must be higher than the band gap to promote an electron from the valance 

band to the conduction band. 
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After near half a century of industrial production, Si-based solar cells are now easily 

manufactured at large scales, all over the world and especially in China where currently more 

than half of the world’s photovoltaics are produced.[32] Currently, silicon remains the 

predominant material used in PV applications, not only because of the mature processing 

technology, but also for its abundance on earth and well adapted electronic properties. Indeed, 

silicon has a band gap of 1.12 eV[33] making it suitable for the spectral range[17] of sunlight 

on earth.  

Within silicon based materials, the crystalline quality spans from single crystal to 

amorphous materials, including materials with different grains size, density and quality of grain 

boundaries.  

In mono-crystalline silicon (c-Si), the wafer material is cut from cylindrical ingots that 

are typically grown by the Czochralski process.[34] c-Si solar cells display a distinctive pattern 

of small white diamonds. This material offers the best properties to achieve cell efficiency 

records. However, the high cost generated by the Czochralski crystal growth is a serious 

weakness for further increase of the PV cell fabrication.  

Unlike mono-crystalline Si-based solar panels, multi-crystalline solar cells, do not 

require the Czochralski crystal growth process. Instead, for the production of this material, 

molten silicon is poured into a container and then allowed to cool resulting in silicon ingots 

with large columnar grains.[31] This means that multi-crystalline solar cells are made from 

multifaceted silicon crystal, i.e., a crystal that has grown in multiple directions. These materials 

have the advantage of being less expensive that c-Si however multi-crystalline solar cells are 

generally 2-3%[31] less efficient than solar cells made of the crystalline material. This reduced 

efficiency is explained by minority carrier recombination occurring at different defects in the 

material. Indeed, depending on the crystallization process, the material can have different 

structural defects, which determine and limit the efficiency of multi-crystalline PV devices. 

Actually, these defects in the material can act as sinks for photo-excited carriers, negatively 

impacting the total efficiency. However, in despite of its lower efficiency, multi-crystalline 

silicon is the most used material at the industrial level[32] because of its reduced manufacturing 
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cost and the fact that the efficiency gap between c-Si and multi-crystalline solar cells has been 

reducing over time with the implementation of new design concepts.[19] 

On the other side of the spectrum, we find amorphous silicon (a-Si H) which is often 

used in thin film PV technology applications. Thin films of amorphous silicon are produced 

using chemical vapour deposition (CVD)[35] of gases containing silane (SiH4).[36] Layers of 

this material can be deposited onto rigid or flexible substrates depending on the desired 

application. Actually, the material which is used in solar cells is hydrogenated amorphous 

silicon, aSi:H, an alloy of silicon and hydrogen, here the hydrogen plays the important role of 

passivating the dangling bonds that result from the random arrangement of the silicon atoms. 

Because of its wide band gap (1.7 eV), only a few microns of material are needed to absorb the 

most energetic (high frequency) incident light.[31] 

Actually, it turns out that the microstructure of the deposit can be tuned by diluting the 

silane gases in hydrogen. In fact, for highly diluted gases, the deposit consists of regions of 

crystalline silicon immersed in an amorphous matrix. This two-phase material is known as 

poly-crystalline silicon with grains sizes on the micro/nano-meter range (sometimes also called 

micro-crystalline silicon). This material shows several useful advantages over a-Si, one being 

that if grown properly it can have a higher electron mobility, due to the presence of the silicon 

crystallites.[31] As a-Si, micro-crystalline silicon is often used in silicon thin film PV 

technologies. 

There is a large variety of new emerging silicon PV technologies, the goal of these 

technologies being to reduce the thickness of the silicon in the panel to minimise materials 

usage, to increase the light absorption of the material by advanced light trapping techniques, to 

tune the band gap by the introduction of embedded nanostructures, to prevent photo-carrier 

recombination and to reduce the energy required in the fabrication process. In short, to improve 

the economic competitiveness of PV against fossil and non-renewable energy sources. Among 

these technologies we find black silicon technology,[37] silicon nanocrystals embedded in a 

dielectric matrix[38] and all-silicon tandem solar cells.[39] 
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In most of these emerging technologies, where materials are micro/nano-structured, 

unveiling the photo-transport mechanisms and identifying the sources of losses by carrier 

recombination is key for their further development. Indeed, investigating the photo-carrier 

dynamics in nanostructured and heterogeneous energy materials is of crucial importance from 

both fundamental and technological points of view. 

However, emerging PV technologies are not all silicon-based. In fact, there is a wide 

variety of materials that have been used in the fabrication of photovoltaic devices. As above 

mentioned, GaAs has a direct energy bandgap as well as other III-V compounds such as indium 

phosphide (InP) and gallium antimonide (GaSb). These materials possess high optical 

absorption coefficients and good values of minority carrier lifetimes (in highly pure, single 

crystal material) rendering them exceptional materials for making high efficiency solar 

cells.[31] The main disadvantage of photovoltaic devices based on these compounds is the high 

cost associated to their production with the high quality required for PV applications. In fact, 

the use of these materials in solar cells has its beginning in space applications where the cost 

of production did not constitut a drawback against the high-conversion efficiencies together 

with the high resistance to extra-terrestrial radiation that these materials possess. 

Another interesting compound for PV applications is cadmium telluride (CdTe). 

Indeed, this II-VI compound, which also possess a direct band gap, is commonly used in PV 

thin film technology applications as well as copper indium gallium (di)selenide (CIGS) which 

has the advantage of being able to be deposited on flexible substrates, producing highly 

flexible, lightweight solar panels. 

In the 80’s, multi-junction devices (also called tandem devices) were developed. In fact, 

by adding several junctions, several band gaps can be defined and more energy can be extracted 

from each incident photon. In other words, the use of multi-junctions allows to minimize 

energy losses due to electron (and hole) thermalization. As mentioned before, this technology 

holds the conversion efficiency record with 46%[19], however, theoretical calculations predicts 

that efficiencies of about 72% could be attained for devices with 32 junctions.[40] 
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Although inorganic materials dominate the PV market, there is a relatively new 

technology compared to Si-based PV technologies that arises as a promising approach for the 

development of alternative PV. Indeed, organic solar cells present many intrinsic advantages, 

such as their light weight, flexibility, and principally their low material and manufacturing 

costs. In the following, a brief description introducing the basics of OPVs will be given. 

2.3  Organic photovoltaics 

Organic photovoltaics are built using thin films of organic semiconductors which 

includes polymers, oligomers as well as fullerene derivatives.[41-43] Solution processed 

organic solar cells[44] combine electron donor (polymers or small molecules) and acceptor 

(usually fullerene derivatives) in π-conjugated systems. 

A π-conjugated system simply refers to the way a molecule is structured. In a 

conjugated system, atoms within the molecule form alternating double and single bonds. Single 

bonds are known as σ-bonds and are associated with localized electrons, and double bonds 

contains both σ-bond and a π-bond. In a π-conjugated system, bonds are covalent, i.e., they 

share their outer shell electrons (valence electron) with their nearest neighbours to obtain a 

stable energy noble gas configuration (octet rule).[45]. Thanks to the mutual overlap of π 

orbitals along the conjugation path, the π-electrons are much more mobile than the σ-electrons. 

Indeed, they can jump from site to site between atoms, which causes the wave functions to 

delocalize over the conjugated backbone.[46] According to the model of linear combination of 

atomic orbitals (LCAO)[47], the covalent bonds are created by a linear combination of the 

orbitals of the isolated atom. Therefore, bound and unbound orbitals with respectively lower 

and higher energy are obtained. This process is called hybridization. Figure 2.5 depicts 

hybridization for the case of ethene (C2H4).  In this case, two orbitals π and π * are obtained. 

As π is a lower energy level, it contains the two valence electrons.  
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Figure 2.5– (a) Electron occupation of: ground state and 𝑠𝑝2-hybridized orbitals of a carbon atom. (b) C2H4 

molecular structure. (c) Illustration of the orbitals of the ethylene molecule. The double bond between the 

carbon atoms consists of an σ-bond made up of the electrons of the hybrid 2𝑠𝑝 states, and a π-bond between 

the electrons of the 2𝑝z state. Two configurations are possible, the π state (bound orbitals) and the π * state 

(unbound orbitals). The phase of the p orbitals is indicated by black and grey colour. (d) Energy diagram of 

the ethylene molecule. When the molecule is not excited, the two electrons are in the π state which is 

energetically lower. Illustration according to Ref. [48] and adapted from Ref. [49] 

In general, the π-bands are either empty (so-called lowest energy unoccupied orbital – 

LUMO) or filled with electrons (so-called highest energy occupied orbital - HOMO). The gap 

between the LUMO and HOMO levels has the same properties as the band gap in inorganic 

semiconductors. In most organic semiconductors this band gap ranges from 1 to 4 eV. In the 

case of a donor-acceptor interface (described hereafter), these energetic offsets define a type-

II heterojunction as depicted in Figure 2.6a.  

Under electromagnetic radiation, the energy state of these π electrons increases, and 

they can be excited from the molecule's HOMO to the LUMO, this is known as a π - π* 
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transition. This generates positive and a negative polarons (analogous to an electron-hole pair 

in inorganics photovoltaics). During this energy transition, the molecule remains stable due to 

the strong covalent bonds.  

OPVs belong to the class of photovoltaic cells known as excitonic solar cells, which 

are defined by strongly bound electron–hole pairs that are formed after light excitation 

(typically between 0.1-1 eV). The existence of strongly bound excitons arise as a consequence 

of the low dielectric constants in the organic components. Indeed, electronic wave functions in 

organic molecules are more localized, and electrostatic attraction can thus keep the electron 

and hole together as an exciton. In excitonic solar cells, exciton dissociation occurs almost 

exclusively at the interface between two materials of differing electron affinities (and/or 

ionization potentials): in this case, the interface between the electron donor and the electron 

acceptor.[43] Moreover, OPV devices possess a short exciton diffusion length (10-30 nm), 

consequently, charge separation can indeed limit the efficiency of these devices.  

To overcome this, in the early 1990’s the bulk heterojunction (BHJ) architecture was 

developed. In this type of structure the donor and acceptor materials are processed to form two 

interpenetrated networks phase-segregated at the 10-30 nm scale to match the exciton diffusion 

length as depicted in Figure 2.6b. In this architecture, once the photo-generated exciton 

(typically generated in the donor material) reach the donor-acceptor interface via diffusion, 

usually a charge transfer to the acceptor material occurs, this transfer at the interface creates a 

so-called charge transfer state (CST). At this point, the CTS can either recombine or split up 

into free charges, which can be later collected by the electrodes as illustrated in Figure 2.6c. 

Here, we stress that in order to have an efficient charge extraction, it is crucial to establish 

Ohmic contacts.[50] Adapted interface design[51, 52] is also critical to achieve selective 

electrical contacts for holes at the anode and electrons at the cathode in BHJ devices. 

Essentially, this is achieved by using materials with low and high work functions for electrons 

and holes extraction, respectively. 
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Figure 2.6– (a) Type-II energy level alignment between a π-conjugated electron donor polymer (in this case 

P3HT) and a π-conjugated electron acceptor molecule (PCBM). Here, the open circuit voltage is defined by 

the splitting of holes and electrons quasi Fermi levels (represented by dotted lines) under illumination. 

(b) Organic bulk heterojunction solar cell. In the figure, D stands for electron donor and A for electron 

acceptor. (c) Exciton (binding energy BEX) dissociation into a charge transfer state (coulomb binding energy 

BECTS) at a donor-acceptor interface. The free charges resulting from the splitting of the CTS are collected at 

the cathode (electrons) and anode (holes). Panels (a) and (b) were reproduced from [53]. Panel (c) was 

adapted and reproduced from [49] 

In Figure 2.7 the essential steps of photo-induced charge carrier generation and 

collection in a complete donor-acceptor BHJ OPV device are depicted. In short: upon photon 

absorption, excitons are generated, if excitons do not relax and recombine before reaching the 

donor-acceptor interface, then as mentioned before, the excitons reach the donor-acceptor 

interface via diffusion. At this point, the exciton is effectively dissociated into a CTS. Once the 

exciton has been dissociated into a CTS, it can immediately recombine or dissociate into free 

charges. All recombination events described so far are often referred to as geminate 

recombination. If the CTS split into free charges, they can either be collected by the electrodes, 

reach another donor-acceptor interface region and recombine with an opposite charge (non-
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geminate recombination) or get trapped in a lower energy state trap in the material (charge 

trapping). If the charge is released from the trap, it can either recombine with a free counter 

charge at the donor-acceptor region (trap-delayed recombination) or reach the electrodes and 

be collected. 

 

Figure 2.7– Major steps of charge generation and recombination. 1) Exciton diffusion to the donor-acceptor 

interface and creation of the CTS. 2) Separation of the bound polaron pair into free charges (alternatively, at 

this point geminate recombination can also occur). 3) Non-geminate recombination of free charge carriers. 4) 

Charge trapping, release, and trap-delayed recombination with a free counter charge charges (alternatively, 

the release charge can get collected by the electrodes). Illustration reproduced from[53]. 

Based on the aforementioned, the source of losses in BHJ OPV may essentially arise 

from the relaxation of excitons which fail to reach the donor-acceptor interface, the 

recombination of CTS states or alternatively, the recombination of geminate polaron pairs, as 

well as from the electron-hole annihilation of quasi free polarons generated by recombination 

events on their way towards the electrodes. Additionally, tail states[44, 54] which often display 

low de-trapping rates, can also be the source of charge trapping. Finally, trapped charges can 

recombine with a free opposed charge via the so-called trap-assisted recombination process, 

also denoted as trap-delayed recombination.[55] 

Moreover, considering that the charge carrier mobility in solution processed BHJ is 

low, the performances of functioning devices is significantly limited by the competition 

between charge extraction to the electrodes and non-geminate recombination processes. 

Indeed, non-geminate recombination processes has been shown to be a major loss mechanism 

which limits the performances of operating devices. However, to date, there is still no clear 
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understanding of all parameters necessary for a full quantitative description of the loss 

mechanisms in a BHJ OPV cell.[48] Nonetheless, mounting evidence seems to point out that 

the nanostructure has a critical impact on the photo-carrier dynamics. Indeed, it has been 

demonstrated, for instance, that in the case of P3HT:PCBM blends, the relative strength of trap-

assisted recombination is strongly sample processing-dependent.[56]  

Noteworthy progress has been achieved this past decade in understanding the photo-

carrier generation and transport mechanisms in relation with the nanostructure in BHJs. 

However, many questions are not definitely settled, largely due to the highly complex phase 

morphology of BHJs.[57] As we will see in Chapter 4, there is a growing interest of the 

scientific community on studying photo-carrier dynamics at the nanoscale in BHJ OPV 

devices. Indeed, the study of photo-carrier dynamics at the local scale have the potential to 

yield valuable information about photo-transport mechanisms that could help to unveil the 

complex interplay between morphology and photo-carrier dynamics. 

 Although as mentioned before, a comprehensive understanding of the physical 

processes within an organic solar cell is still missing, organic electronic devices are on the rise 

and have already entered our day-to-day life.  

Currently, the industrial production of OPV devices has already been on the going for 

several years. Specialized companies develop and synthesize small organic molecules and use 

the deposition of these molecules in a low temperature, roll-to-roll vacuum process at large 

scales.  

Recently, one of the leading companies in the OPV market signed a development 

agreement with one of the world’s largest producer of flat glass, aiming to develop building 

integrated photovoltaics by integrating organic solar films in glass to collect solar energy.[58] 

Actually, a patented technology that enables the generation of clean electricity on see-through 

glass windows has already been developed, this technology make use of the energy of natural 

sunlight and artificial sources such as fluorescent and LED lighting. Indeed, as mentioned in 

Chapter 1, considering the advantages that OPV offers, the niche markets it could impact are 

many, ranging from building integrated photovoltaics to smaller flexible organic solar cells for 
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the integration in bags or mobile devices.[49] In the future it is expected that OPVs will lead 

the creation of new markets and novel applications such as therapeutic bandages for monitoring 

wounds recovery, wearable electronics for monitoring and improving athletic performance as 

well as highly efficient curved architectural solar power.[58] 

However, OPVs are not the only type of solar cell technology that could eventually be 

used in novel and exciting PV applications for a fraction of the cost of classic Si-solar cells. In 

fact, a newcomer to the PV field has quickly reached power conversion efficiencies of more 

than 21% while possessing some of the advantages present in OPVs, such as their light weight, 

and low material and manufacturing costs. Indeed, organic-inorganic hybrid perovskites, 

adopting the chemical formula ABX3 (see Figure 2.8a), where, A and B are cations of dissimilar 

sizes and X are anions, typically oxygen, halogens or alkali metals have very recently become 

a new platform for the development of next-generation light harvesting and opto-electronic 

devices.[59] In the following, the reader will find a brief description introducing the basics of 

perovskite photovoltaics. 

2.4 Perovskite photovoltaics 

As mentioned before, perovskite photovoltaics made their debut in 2006 when 

Miyasaka and colleagues fabricated a perovskite-based solar cell with a power conversion 

efficiency of 2.2%.[18] Since then, a meteoric rise in power conversion efficiencies has made 

them the rising star in the PV field and raised a huge interest among the scientific community. 

Indeed, they show an extraordinary combination of opto-electronic properties that make them 

excellent materials for the fabrication of PV devices including, high absorption coefficients, 

direct band gaps, high carrier mobility, high diffusion lengths and long carrier lifetimes.  

The structure of a thin-film-like perovskite solar cells (i.e., planar configuration) is 

depicted in Figure 2.8b. It consist in a perovskite layer sandwiched between an electron 

transporting/hole blocking layer (ETL) and a hole transporting/electron blocking layer (HTL). 

In this technology, many of the standard interface layers from the world of OPVs work 
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relatively well. For example, PEDOT:PSS[60] and the PTAA-class of polymers work well as 

hole interface layers as well as Spiro-OMeTAD[61], while PCBM, C60[60], ZnO[62] and 

TiO2[63] make effective electron interfaces. Depending of the electrode configuration, the 

planar cells can be referred to as regular n-i-p or inverted p-i-n devices. In Figure 2.8c the 

relative position of the energy levels of two electron transporting materials, a perovskite, and 

a hole transporting material are illustrated. 

 

Figure 2.8– (a) ABX3 perovskite structure; A: methyl ammonium or formaldehyde ammonium, B: Pb or Sn, 

X: halogen). (b) Planar perovskite solar cell architecture. (c) Relative position of the energy levels of TiO2 

and PCBM, the perovskite CH3NH3PbI3 and a hole transporting material (Spiro-OMeTAD). Panel (a) was 

adapted and reproduced from [53]. Panels (b) and (c) were reproduced from [53] without modifications. 

The physics of the charge generation and transport mechanisms in hybrid-perovskites 

is still the subject of great debate and intensive investigations. Photo-physical studies have 

shown that in perovskite-structured materials, due to the low exciton binding energy (as 

opposed to the case of OPVs), free charge carriers can be directly generated at room 

temperature under optical excitation. In these devices, due to the WF difference between the 

anode and the cathode, an internal built-in electric field might be generated, responsable of 

directly driving the charge carriers to the electrodes for collection. But even in the case of a 

low built-in electric field, selective contacts can still drive the electron and hole flows thanks 

to their large carrier diffusion lengths in the material.  

At this point, the reader might be under the impression that the description of the photo-

physical properties of perovskite devices agree with those present in inorganic-based direct 

band gap photovoltaics such as GaAs. Indeed, it has been suggested through electron beam-
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induced current profiling investigations[64] that in fact the perovskite material present in the 

planar cell configuration can be considered as a high quality low-doped intrinsic 

semiconductor. Another characteristic that perovskites share with some previous existing PV 

technologies is the fact that similar to the case of OPV devices, charge collection efficiency 

relies on the proper alignment between the energy levels of the different interfaces layers 

depicted in Figure 2.8b. Certainly, interface engineering is essential to achieve highly efficient 

planar perovskite devices[65], highlighting once more the importance of accurate WF 

measurements at an adapted scale.[66] 

 In perovskite devices, structural and chemical defects could potentially affect the solar 

cell performance. These loss mechanisms remain intensively investigated. However, to date, 

there is no certainty if structural defects such as grain boundaries are detrimental to the overall 

device performance as they could be at the source of charge trapping and trap-delayed 

recombination[60, 67], or if on the contrary their influence is benign.[64] Nonetheless, even in 

the case where grain boundaries are in fact benign, there are many other types of 

structural/chemical defects that actually do act as carrier traps, this possibly due to a non-

stoichiometric composition and defect sites at the surface of the film.[68-70] However, the 

correct identification of these defects is still a work in progress.[71, 72] 

 A particularity of perovskite solar cell devices against their OPV and inorganic 

counterparts is the presence of ion migration mechanisms. Indeed, the presence of ion 

migration in perovskite solar cells has received intensive attention from the scientific 

community, however, so far a comprehensive understating of exactly how it impacts the cell 

performance is still elusive. Nonetheless, there is some growing evidence that points to photo-

induced (and electric-field induced) ion-migration as a mechanism that impact the 

optoelectronic characteristics of organic-inorganic halide perovskites.[73] Indeed, some 

models have been developed where the anomalous hysteresis and the defect assisted ion 

migration in perovskite materials are related.[74] In short, it has been suggested that ion-defect 

migration is particularly likely to be involved in the slow photoconductivity reaction and solar 

cell hysteresis phenomena.[75] Moreover, some recent investigation exposed that a complex 

interplay can exist between the charge carriers, the low energy traps, and mobile halides.[76, 
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77] As we will see in Chapter 4, it is very important to bear in mind this particularity when 

performing Kelvin probe force microscopy investigations on these materials. 

2.5 Characterization methods 

As mentioned in Chapter 1, identifying the mechanisms of loss is at the core of the 

ongoing quest for increasing PV performances. Indeed, the comprehensive understanding of 

the role that heterogeneities play on carrier recombination at the nanoscale is key to improve 

cell performances. In fact, nowadays, this strongly relies on the development of advanced 

characterization techniques capable of imaging their opto-electronic properties at the 

nanoscale.  While there exist several experimental approaches which have been developed to 

probe recombination dynamics such as such as transient photo-voltage[78], charge 

extraction[79], microwave photo-conductivity decay (µW-PCD)[80] and quasi-steady-state 

photo-conductance (QSSPC)[81], most of these techniques average out sample properties over 

macroscopic scales (few mm2 at best). Indeed, most of these techniques do not allow to assess 

the influence of the nanostructure and local defects on photo-carrier dynamics.  

Another approach, based on scanning electron microscopy (SEM)[82] allows to map 

the photo-carriers diffusion length and in some cases the effective photo-carrier lifetime with 

a submicron spatial resolution (at best). Indeed, electron beam induced current (EBIC)[83], is 

a technique that allows to measure the diffusion lengths of minority carriers, or to obtain images 

of the location of defects in the material causing photo-carrier recombination, whether or not 

they emit light when recombining. While the lateral resolution achievable by EBIC allows the 

characterization of some polycrystalline materials, it fails in the case of nanostructured 

materials, impeding to gain a comprehensive understanding of the role of heterogeneities at the 

nanoscale.  

We can also find approaches based on atomic force microscopy (AFM) which allow to 

obtain information about the photo-carrier recombination dynamics at the local scale. This is 

the case of techniques relying on a time-resolved analysis of the AFM cantilever dynamics 
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(transients) after an optical pulse. For instance, time-resolved electrostatic force microscopy 

(trEFM) [84], is a technique which allow to achieve a temporal resolution of 100 µs and a 

lateral resolution of 100 nm. In short, this technique relies on the analysis of the frequency shift 

decay after optical pulsing. Moreover, in 2012 a trEFM-derived technique called fast free 

trEFM (FF-trEFM) was introduced by the same group[85], where the temporal resolution was 

improved by nearly one order of magnitude. However, both trEFM and FF-trEFM were used 

at the stage of “proof of concept” and where only implemented over OPV devices. 

Furthermore, we can also find other AFM-based techniques relying on the recording of 

a mean signal under modulated excitation (illumination or a voltage bias). In fact, this particular 

approach has been developed only by few groups [86-89] and is based on Kelvin probe force 

microscopy (KPFM), an electrostatic mode AFM (see Chapter 3 for more details). In short, 

techniques based on this approach measure the evolution of the average surface photo-potential 

with respect to the repetition frequency of a modulated illumination source. In other words, 

photo-modulated KPFM can yield an averaged time-integral value of the instantaneous 

photovoltage.  Techniques implementing this approach have been used to evaluate the minority 

carrier lifetime in micro-crystalline silicon based solar cells[86], third generation solar cells 

based on silicon nano-crystals[87], the cross section of an epitaxial silicon solar cell [89] and 

the photo-carrier dynamics in organic BHJ thin films[88]. However, in almost all cases, 

information about the photo-carrier dynamics can only be obtained at single locations of the 

sample (without lateral resolution), again limiting the assessment of the influence of the 

nanostructure and local defects on photo-carrier dynamics. 

In that context, this thesis is directed towards the development and implementation of 

KPFM-based methods enabling the imaging of the photo-carrier dynamics with a lateral 

resolution which allows to assess the influence of local heterogeneities (few nanometres) on 

photo-carrier dynamics in a wide range of PV materials. In short, the main challenge that will 

be addressed in this thesis, consist in the development of photo-carrier dynamics high 

resolution imaging modes instead of photo-potential dynamics point measurements. 
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Conclusion 

A large path has been covered since the invention of the firsts modern PV devices with 

efficiencies around 6% and the use of expensive materials, passing through the development 

of Si-based, thin film technology and tandem PV devices where high energy conversion 

efficiencies were reached allowing these technologies to compete for the first time with fossil 

energy sources in terms of price, to the development of PV devices made of abundant, flexible 

and inexpensive materials which hold the promise of changing the way we produce energy. 

Indeed, the development of some emerging PV technologies such as OPVs and 

perovskites seems to be especially promising due to their low manufacturing costs. Particularly 

perovskite devices appear to combine this advantage with high energy conversion efficiencies.  

However, the lack of a complete and thoughtful understanding of the loss mechanisms 

and degradation process[90] in these materials, holds back the large scale production and 

commercialization of solar cell devices. 

Having briefly described the leading technologies in the field of PV, it seems rather 

obvious that the further development of these technologies, including but not limited to 

emerging third generation PVs, strongly relies on the development of advanced 

characterization methods capable of investigating their opto-electronic properties at the 

nanoscale.  

Indeed, regardless of the technology, the crucial task in the further development of PVs 

is to identify the sources of losses, especially those due to photo-carrier recombination. This 

challenge renders scanning probe microscopy (SPM) techniques as a natural tool to fulfil this 

task as they allow the local investigation of these materials. 

In that sense, this thesis is directed towards the investigation at the nanometre scale of 

one of the most important parameters in the characterization of PV devices, the photo-carrier 

lifetime. In the following chapters of this thesis, the more general term of photo-carrier 
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dynamics will be used to describe the time between photon absorption and photo-carrier 

recombination in inorganic, organic and hybrid PV materials. 

Before introducing a novel characterization method based on the use of scanning probe 

microscopy techniques under frequency-modulated illumination, which for the first time 

enable the imaging of the photo-carriers dynamics in a wide range of PV devices with a spatial 

resolution that can reach a few nanometres, (see Chapter 4), Chapter 3 will review the 

employed scanning probe microscopy techniques that gave rise to the aforementioned 

technique. Here, particular attention to the description of Kelvin probe force microscopy and 

WF measurements will be given as it constitutes a tool that has proven to be useful in the 

characterization of the energy level alignment at the interfaces of PV devices. 
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Dans ce chapitre, une description des techniques de microscopie en champ proche 

utilisées au cours de cette thèse est présentée, ainsi qu'une description des systèmes de 

microscopie à force atomique sous ultravide. Une attention particulière est accordée à la 

description du principe de fonctionnement de la microscopie à sonde Kelvin, et de son 

utilisation dans les mesures de travail de sortie à l'échelle nanométrique. Dans cet objectif, un 
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protocole pour l'étalonnage de travail de sortie des pointes est proposé et démontré, permettant 

l'acquisition de mesures du travail de sortie absolues et résolues spatialement sur des 

échantillons nanostructurés, ouvrant ainsi la voie à son application dans la caractérisation de 

différentes structures et dispositifs électroniques. 

3.1 Context 

 Scanning probe microscopy (SPM) techniques can probe functional photovoltaic 

materials and solar cell devices at the nanoscale under operation conditions, therefore they are 

ideally suited to characterize how the local structure and the electronic heterogeneity can 

impact performances in these materials and devices.  

In this chapter, a summarized description of the scanning probe microscopy techniques 

employed during the course of this thesis will be given, as well as a description of the used 

ultra-high vacuum (UHV) atomic force microscopy (AFM) systems. Here, special attention is 

given to the description of the basics behind the functioning of Kelvin probe force microscopy 

(KPFM) and its use in work function (WF) investigations at the nanometre scale. In this sense, 

a protocol for the WF calibration of AFM cantilever tips is proposed and demonstrated, 

enabling the acquisition of spatially resolved absolute WF measurements over nanostructured 

samples by KPFM, paving the way for its application in the characterization of different 

electronic structures and devices. 

3.2 Nanotechnology 

 The study of matter and structures at the nanometre scale has gained an enormous 

importance over the past decades thanks to the large range of applications that this emerging 

field of research can offer. In fact, some applications promise to change our daily life. Indeed, 

from cancer-fighting nano-robots[1] to harvesting solar energy with third-generation 

nanostructured photovoltaic devices[2], nanotechnology is already modifying the way we live.  
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 Arguably, it can be stated that nanotechnology has its origin back in the late 1950s when 

Richard Feynman gave his famous lecture "There's Plenty of Room at the Bottom," at an 

American Physical Society meeting at Caltech in Pasadena, California.[3] In that occasion, 

Feynman raised the attention on the idea of miniaturization and it is often claimed that his talk 

provided inspiration for what eventually would become the field of nanotechnology. 

However, it was not until 1981 with the invention of the scanning tunnelling 

microscope (STM)[4] when the door to the nano-world was first opened and the field of 

scanning probe microscopy was born. Indeed, the invention of the STM represented a major 

breakthrough in surface and nanoscience as it enabled for the first time, the investigation and 

manipulation of matter on an atomic scale. In short, STM relies on electrons tunnelling through 

the vacuum between a conducting tip and the surface to be examined. Since the resulting 

tunnelling current depends on tip position, applied voltage, and the local density of states of 

the sample, information about the surface of the sample can be acquired by monitoring the 

current as the tip scans across the surface. 

Nonetheless, a disadvantage of STM is the need for conducting samples as the 

technique is based on the concept of quantum tunnelling.[5] At the same time, early STM 

experiments revealed that significant forces can act between tip and sample in addition to the 

tunnelling current.[6] This finding leaded Binnig, Quate and Gerber in 1986 to use these forces 

to map the tip–sample interaction, therefore creating what would later become the atomic force 

microscope.[7] 

3.3 Atomic force microscopy 

 Atomic force microscopy probes the mechanic interactions that exist between a flexible 

AFM cantilever with tip and a conducting, semiconducting or insulating surface under 

investigation.[7] The cantilever tip probes the tip–sample interaction forces and thereby traces 

the topographic contours. These interaction forces can be of electrostatic, magnetic, chemical, 

capillary, adhesive and/or of van der Waals type.[8] Indeed, using AFM, it is possible to 
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distinguish a sample based on its morphological properties. For instance, as it will be described 

in detail in a further part of this chapter, in its static mode, AFM is a technique where the 

cantilever tip is in contact with the surface of the sample at a constant force while scanning it. 

In this case, the topographic information from the sample arises from the deflection of the 

cantilever due to the sample surface roughness. On the other hand, in its dynamical modes, 

AFM relies on the oscillation of the cantilever close to the sample surface and in the specific 

case of intermittent contact mode this includes and intermittent tip-sample contact during the 

cantilever oscillation. In any case, the interaction of the cantilever tip with the above mention 

forces modifies the cantilever oscillation movement.  In fact, this change in the oscillation, 

carries the information used to image the surface of the sample. 

In both static and dynamical modes, the deflection and movement of the cantilever is 

measured by optical techniques, while the tip-sample distance and the relative horizontal 

displacement is controlled using piezoelectric ceramics as they are a type of material that 

expand or contract in the presence of a voltage gradient. Here, we will not discuss the case of 

Qplus AFM[9], where the force sensor is based on a piezoelectric quartz resonator 

AFM can reach a lateral resolution of the order of a fraction of a nanometre[10], (around 

1000 times better than the optical diffraction limit) nevertheless, the topographic resolution 

depends on the tip’s characteristics, such as its shape and apex diameter, as well as on the 

environment (vacuum, liquid or air) and also on the operation mode that as mentioned before 

can be either static (contact mode) or dynamical (non-contact and intermittent contact).  

Usually, in beam-deflection AFM, the cantilever tip is a sharp 3-15 μm tall pyramid 

with 5-50 nm apexes radius as depicted in Figure 3.1.[11] In most cases, silicon cantilevers are 

used with their specific spring constant (𝑘), resonance frequency (𝑓0) and quality factor of the 

vibrating cantilever (𝑄), which indicates the rate of energy loss due to dissipation (i.e., relative 

to the stored energy in the cantilever oscillation).[12] In fact, this last parameter is a very 

important value in dynamical mode AFM and it will be discussed in a further section of this 

chapter.  
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Figure 3.1– (a) Scanning electron microscopy image of an AFM cantilever. (b) Zoomed image of the 

cantilever tip.  Images from both panels were reproduced from Ref. [11] 

As mentioned before, the deflection and movement of the cantilever is measured by 

optical techniques. In fact, nowadays the most common detection system is the beam deflection 

system introduced by Meyer et al. in 1988.[13] As depicted in Figure 3.2, it consist on the 

reflection of a laser beam by the cantilever which is collected by a four quadrant photo-sensitive 

diode (PSD). Both the deflection and the movement of the cantilever can be estimated from the 

flux of light reaching the quadrants of the photodiode.  

 

Figure 3.2– Schematics of an optical-beam AFM cantilever deflection system with a four quadrant photo-

sensitive diode. 

As stated above, AFM imaging can be implemented in different modes. In the 

following, these modes will be discussed, paying particular attention to dynamical non-contact 

mode, which was the employed mode for the investigations presented in this thesis. 



50 Chapter 3: Scanning probe microscopy techniques  

 

 

3.3.1 Contact mode 

For non-specialist readers, contact mode AFM can be think of as a vinyl record being 

played (see Figure 3.3b). In this example, the needle (analogous to the cantilever tip) follows 

the topographic contour of the record (analogous to the sample surface) which is translated into 

sound (instead of being translated into an image). Indeed, in contact mode operation, the AFM 

tip continuously touches the sample surface, and the tip–sample interaction forces deflect the 

cantilever.[14] The cantilever deflection is monitored and used as a feedback signal as depicted 

in Figure 3.3a. In other words, topographic information is directly obtained via the static 

cantilever deflection, which is proportional to the tip-sample interaction forces.  

 

Figure 3.3– (a) Contact AFM operation mode depiction. (b) Phonograph needle running through the grooves 

of a vinyl record under an electron microscope. Image in panel (b) was taken by Ben Krasnow and extracted 

from Ref. [15] 

In this mode, the contact force between tip and sample is usually around 10−10 N, [11] 

here, this force 𝐹 is related to the cantilever deflection by Hooke’s law: 
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                                                          𝐹 = 𝑘𝑧                                                                       (3.1) 

where 𝑘 is the cantilever spring constant and 𝑧 the deflection of the cantilever. 

In some cases, low interaction forces are required (i.e., in the case of fragile samples), 

therefore, soft cantilevers (k ~0.01 N/m) are often used in order to produce substantial 

deflections without the need to increase the applied force.[11] At this point we highlight that 

this deflection can be either negative or positive depending on the attractive or repulsive 

character of the interaction.  

 

Figure 3.4– Approach-retract curve (force curve). According to Ref. [16] 

In Figure 3.4, the so-called force curve depicts five different regions that appear as a 

function of the cantilever tip vertical displacement (z). First, region 1 illustrates a null 

interaction between tip and sample when the tip is far from the surface. In region 2 the tip 

experiences a jump-to-contact with the surface. Region 3 shows the cantilever positive 

deflection as the tip is repelled by the sample surface. Subsequently, when the tip is retracted 
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from the surface, attractive forces (adhesion or capillary) cause a region of negative deflection 

to appear as marked by region 4, followed by a null tip-sample interaction when the tip is finally 

separated from the surface as show by region 5. 

This mode is used for example, when performing electrical conductivity measurements 

by conducting AFM (c-AFM) or electrical resistance measurements by scanning spreading 

resistance microscopy (SSRM) where an intimate tip-sample contact is needed. Moreover, 

contact mode AFM is also used to electrically charge nanostructures and in nanostructures 

thermic resistance investigations.[11] 

However, in contact mode AFM, the rather large contact area between tip and sample, 

prevents to easily obtain atomic resolution images.[17] Furthermore, the sample surface can 

potentially be modified by the tip (just as sometimes occurs to vinyl records). 

To overcome these drawbacks, dynamic mode AFM was developed. As mentioned 

before, in this mode, a mechanical excitation is applied to the cantilever. Due to the interaction 

forces between tip and sample, this oscillation is modified. In fact, it is this change in the 

cantilever oscillation what is used to image the surface of the sample under investigation. There 

are basically two existing dynamic modes: amplitude modulation (AM) and frequency 

modulation (FM) mode. 

3.3.2 Amplitude modulation atomic force microscopy mode 

In AM-AFM mode, a mechanical excitation is applied to the cantilever at its resonance 

frequency 𝑓0 with a typical amplitude of a few tens of nanometres in the case of air 

conditions.[14] Upon variations in the average tip-sample separation, and therefore changes in 

the tip-sample interaction forces, the amplitude of the cantilever's oscillation is modified. The 

amplitude change is measured and used as feedback signal in order to keep the tip-sample 

average distance at a fixed set-point. In that way, the cantilever follows the sample's 

topographic contours and the surface can be imaged as depicted in Figure 3.5. This mode is 

sometimes called tapping mode or intermittent contact mode since usually at the lowest point 
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of the cantilever oscillation movement, there is a physical contact between the cantilever tip 

and the sample.  

 

Figure 3.5– AFM amplitude modulation operation mode depiction. In this mode, for most setup conditions, 

the cantilever tip touches the sample at the lowest point of its oscillation movement (intermittent contact). 

Here, the oscillation amplitude is used as feedback signal to maintain an average constant tip-sample 

distance. 

As previously mentioned, a very important parameter in dynamic mode AFM is the 

quality factor 𝑄 of the vibrating cantilever which strongly influences the imaging resolution 

[12, 18] and defines the bandwidth of the cantilever resonance relative to 𝑓0: 

                                                       𝑄 =
𝑓0

𝐹𝑊𝐻𝑀
                                                             (3.2) 

where, FWHM is the full width at half maxima of the cantilever resonance with respect to 𝑓0. 

𝑄 depends on the environmental conditions of the experiment. Indeed, under air, it can 

typically reach values of several hundreds, while in UHV conditions it can typically reach 

values of few ten thousands. If we take this into account, along with the time scale of an 

amplitude change in AM-mode (𝜏𝐴𝑀 ≈ 2𝑄 𝑓0⁄ )[17] which exhibits a liner dependence with 𝑄, 

we soon realize that measurements via AM-AFM in UHV conditions are extremely slow. In 
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fact, this is the reason why AM-mode is an unsuitable technique for UHV conditions. In turn, 

the majority of the experiments in air or liquid are often performed in AM-mode.[11] 

Finally, from an analytical description based on the harmonic oscillator model it can be 

proved that the tip-sample interaction forces are directly related to the change in the oscillation 

amplitude of the cantilever. Meaning that in AM-AFM, the force between tip and sample is 

directly measured.[6, 12] 

3.3.3 Frequency modulation atomic force microscopy mode 

If in AM-AFM mode, the cantilever oscillation frequency fluctuates around 𝑓0 and the 

oscillation amplitude changes carry the information about the sample surface, in FM-AFM 

(also called non-contact mode), the oscillation amplitude is maintained at a fixed set point and 

the oscillation frequency is used as feedback signal to regulate the average tip-sample 

distance.[19] Indeed, in FM-AFM upon changes in the tip-sample distance, and thus changes 

in the tip-sample interaction, the cantilever's resonance frequency is shifted as depicted in 

Figure 3.6.  

 

Figure 3.6– AFM frequency modulation operation mode depiction. In this mode, the oscillation frequency is 

used as feedback signal to maintain an average constant tip-sample distance 
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As it will be described below, the shift in the oscillation frequency of the cantilever 

depends on the force gradient between tip and sample. This means that as opposed to AM-

AFM mode, in FM-AFM the force gradient between tip and sample is measured, rather than 

the force itself. As a consequence of this, for most samples the implementation of  FM-AFM 

mode offers an increased spatial resolution compared to AM-AFM mode. [12, 19] 

Once more, at this point, we make reference to 𝑄, as in the case of FM-mode, the 

expression for the minimum detectable frequency shift in FM-mode is given by: 

                                              𝛿(∆𝑓)𝑚𝑖𝑛 = √
𝑓0𝑘𝐵𝑇𝐵

4𝜋𝑘𝑄〈𝑧𝑜𝑠𝑐
2 〉

                                                    (3.3)          

where, 𝑘𝐵𝑇 denotes de thermal energy, 𝐵 the measurement bandwidth and 〈𝑧𝑜𝑠𝑐
2 〉 the mean 

square amplitude of the driven cantilever oscillation. 

 Indeed, in Eq. 3.3 the impact of 𝑄 is directly visualized. [12, 18] Evidently, the 

measurement sensitivity increases with 𝑄. This renders the FM-mode operation in UHV 

particularly advantageous. Particularly when we take into account that the time scale of a 

frequency change in FM-mode is independent of 𝑄 (𝜏𝐹𝑀 ≈ 1 𝑓0⁄ ).[17]  

From a theoretical point of view, in dynamic AFM modes, the mechanical excitation 

applied to the cantilever can be described by the following expression: 

                                                𝐹 = 𝐹0 cos(𝑤𝑡)                                                        (3.4) 

where, 𝑤 is angular frequency and 𝑡 is time. 

 This excitation applied to the cantilever far away from the surface of the sample results 

in a motion that can be expressed as:[11, 12, 20, 21] 

                                                    𝑚𝑐�̈� + 𝛼�̇� + 𝑘𝑧 = 𝐹0 cos(𝑤𝑡)                                          (3.5) 

where, 𝑚𝑐 is the mass of the cantilever and both α and k, are constants.  



56 Chapter 3: Scanning probe microscopy techniques  

 

 

 If we divide Eq. 3.5 by 𝑚𝑐 and we apply the following variable substitutions  𝛽 =

𝛼/𝑚𝑐; 𝑤0
2 = 𝑘/𝑚 and 𝐵 = 𝐹0/𝑚𝑐 the following expression is obtained: 

                                                      �̈� + 𝛽�̇� + 𝑤0
2𝑧 = 𝐵 cos(𝑤𝑡)                                          (3.6) 

Here, β depends on the fluid damping of the oscillator and 𝑤0 is the cantilever resonance 

angular frequency. 

 Solving Eq. 3.6 yields: 

                                                    𝑧(𝑡) = 𝐴(𝑤) cos[𝑤𝑡 − ∅(𝑤)]                                          (3.7) 

where: 

                                                       𝐴(𝑤) =
𝐵

√(𝑤0
2−𝑤2)2+𝛽2𝑤2

                                              (3.8) 

                                                          ∅(𝑤) = tan−1 𝛽𝑤

𝑤0
2−𝑤2                                                 (3.9) 

 Here, 𝐴(𝑤) represents the cantilever oscillation amplitude and ∅(𝑤) the phase shift 

between the cantilever oscillation and its excitation. At this point, 𝑄 can now be defined as 

the ratio between 𝑤0 and β. [11] 

If the cantilever is now brought in close approach to the sample surface, different tip-

sample interaction forces 𝐹𝑖𝑛𝑡 occur and an additional term has to be added to the system's 

motion equation (Eq. 3.5), yielding:[11, 12, 20] 

                               𝑚𝑐�̈� + 𝛼�̇� + 𝑘𝑧 = 𝐹0 cos(𝑤𝑡) +  𝐹𝑖𝑛𝑡(𝑧, 𝑡)                               (3.10) 

Since the different tip-sample interaction forces are not linearly dependent on the tip-

sample separation,  𝐹𝑖𝑛𝑡 adds a nonlinear z-dependent component to the differential equation. 

Therefore, Eq. 3.10 cannot be analytically solved without making some approximations.[20] 

Nonetheless, for minor amplitudes and moderated force gradients, the interaction forces 

can be linearized and it is possible to establish the following relation:[18, 22] 
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                                      ∆𝑓

𝑓0
= −

1

2𝑘

𝜕𝐹𝑖𝑛𝑡

𝜕𝑧
                                            (3.11)                                  

This relation applies in the case where the oscillation amplitude lies in the linear force 

field between tip and sample (oscillation amplitudes of 20-100 pm). However, in the case of 

most cantilever-based AFM systems, the oscillations amplitudes are normally larger than 1 nm. 

In other words, the tip probes a significant part of the nonlinear force-field and 𝜕𝐹𝑖𝑛𝑡/𝜕𝑧 is not 

constant over one cantilever oscillation cycle.  

For this reason, F. Giessibl introduced an approach via canonical perturbation theory. 

This approach results in:[22, 23] 

                                        
∆𝑓

𝑓0
𝑘𝐴 = ∫

𝑑∅

2𝜋
𝐹𝑖𝑛𝑡(�̅� + 𝐴 cos ∅) cos ∅

2𝜋

0
                                       (3.12)  

Here, the integral defines the integration over one cantilever oscillation cycle. 

Quantities on the left side of the expression can be experimentally determined and compared 

to the integrated force.[23] Inversed versions of Eq. 3.12 (𝐹𝑖𝑛𝑡[∆𝑓]) have been developed by 

others.[24, 25] 

Figure 3.7 depicts a simplified scheme of the FM-AFM functioning system. The 

deflection signal coming from the photodiode is pre-amplified and passed through a bandpass 

filter. Then, the automatic gain control measures the amplitude and compares it to the 

previously defined set-point. Subsequently, it adapts the excitation amplitude of the cantilever 

actuator accordingly. This means that the energy lost via dissipation effects (damping) is 

restored by the automatic gain control. At the same time, a phase-locked loop (PLL), measures 

the frequency shift ∆𝑓 coming out from the bandpass filter and adapts the cantilever 𝑧-position 

to maintain the demanded frequency shift set-point. It also ensures that the cantilever is 

oscillating at its resonance frequency by means of a phase shifter. Finally, the sample 

topographic information can be obtained from the 𝑧-feedback circuit. Concerning the ∆𝑓 

signal, a topographic map of constant ∆𝑓 shall be considered an indicative of a correctly 

parametrized regulation feedback.   
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Figure 3.7–FM-AFM simplified functioning system scheme according to Ref. [21]. 

So far in this chapter, we introduced the existence of different interaction forces 

between the cantilever tip and the surface of the sample. In fact, the whole AFM operating 

principle is based on this. We discussed how depending on the AFM operation mode, these 

forces can either modify the cantilever bending upon tip-sample contact, or modify the 

oscillation movement of the cantilever in the vicinity of the sample. We also mentioned that 

these forces can be short range or long range forces. Hereafter, to grasp a better understanding 

on the nature and origin of these interaction forces, a brief description of the most relevant ones 

under UHV conditions will be given.  

3.3.4 Tip-sample interaction forces 

In UHV conditions, the total interaction force 𝐹𝑖𝑛𝑡 generally consist in the superposition 

of long-range electrostatic forces 𝐹𝑒𝑙 and van der Waals forces 𝐹𝑣𝑑𝑊 as well as the addition of 
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different short-range forces 𝐹𝑆𝑅 such as chemical forces and some short-ranges electrostatic 

forces:[25] 

                                              𝐹𝑖𝑛𝑡 = 𝐹𝑒𝑙 + 𝐹𝑣𝑑𝑊 + 𝐹𝑆𝑅                                          (3.13) 

 While there exist other interaction forces between tip and sample, such as magnetic 

forces or capillary forces, they will not be considered as these forces have a stronger influence 

when measuring in liquid environment and all measurements taken during this thesis where 

acquired under UHV conditions.  

 Figure 3.8 depicts 𝐹𝑖𝑛𝑡 as a function of 𝑧. In this figure, attractive forces have a negative 

sign and shift downwards the force curve, on the contrary, repulsive force contributions present 

a positive sign and shift upwards the force curve.  

 

Figure 3.8– Total tip-sample interaction force 𝐹𝑖𝑛𝑡 over tip-sample distance z, according to Ref. [17] 

As it can be observed from Figure 3.8, the cantilever tip probes a certain part of the 

force curve around the set-point. The long-range electrostatic and van der Waals forces 

dominate the tip-sample interactions at increased tip-sample distances, while for small tip-
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sample distances, chemical and other short-range forces dominate the interaction. Typically, 

for tip-sample distances over 1 nm, the long-range forces dominate the interaction while the 

short-range forces dominate the interaction when tip-sample distance is on the order of several 

ångströms. In the particular case of FM-mode, the cantilever tip usually passes through both 

long-range and short-range forces regimes which results in an averaging of the different force 

contributions.  

In the following, the frequency shift ∆𝑓 experienced by the cantilever oscillation in 

FM-mode is described in terms of the different components forces that the cantilever tip probes. 

Given the superposition of different forces that contribute to the total interaction force 

between the tip and sample (see Eq. 3.13), one can express the total frequency shift of the 

cantilever oscillation as following:[23] 

                                          ∆𝑓 = ∆𝑓𝑒𝑙 + ∆𝑓𝑣𝑑𝑊 + ∆𝑓𝑆𝑅                                          (3.14) 

where each of the above mentioned forces contribute separately to the total frequency shift 

experience by the cantilever tip. 

An analytical model for each force contribution will be given in the following. 

3.3.4.1 Electrostatic forces 

If both the tip and sample are conductive or semi-conductive and there exists a non-

zero potential difference between them, long-range electrostatic forces will appear. To model 

this situation we will describe the tip-sample system as a capacitor with a capacitance 𝐶  which 

depends on the distance z between tip and sample.[6] Knowing that the electric energy of a 

capacitor is defined by: 

                                                           𝑊𝑒𝑙 =
1

2
𝐶𝑉𝑒𝑓𝑓

2                                              (3.15) 

where, 𝑉𝑒𝑓𝑓
2  denotes the effective tip-sample potential difference. 



Chapter 3: Scanning probe microscopy techniques 61 

 

 

 Additionally, knowing that in a capacitor, when the electrodes lie at fixed potential 

values, the electrostatic force is given by the positive gradient of  𝑊𝑒𝑙, we can define the 

electrostatic force 𝐹𝑒𝑙(𝑧) between the tip and sample in the following way:[20] 

                                                            𝐹𝑒𝑙(𝑧) =
𝜕 𝑊𝑒𝑙(𝑧)

𝜕𝑧
                                                     (3.16) 

 Additionally, if we consider 𝑉𝑒𝑓𝑓 to be the bias difference 𝑉𝐷𝐶 applied between tip and 

sample, minus the contact potential difference (CPD), defined here as the difference between 

tip 𝛷𝑡𝑖𝑝 and sample 𝛷𝑠𝑎𝑚𝑝𝑙𝑒  work functions divided by the elementary charge |𝑒|, we get: 

                                                  𝑉𝑒𝑓𝑓
2 = (𝑉𝐷𝐶 − (

𝛷𝑡𝑖𝑝−𝛷𝑠𝑎𝑚𝑝𝑙𝑒

|𝑒|
))

2

                                       (3.17) 

 Substituting Eq. 3.17 into Eq. 3.15 and the latter into Eq. 3.16, yields:[20] 

                                            𝐹𝑒𝑙(𝑧) =
1

2

𝜕𝐶(𝑧)

𝜕𝑧
(𝑉𝐷𝐶 − (

𝛷𝑡𝑖𝑝−𝛷𝑠𝑎𝑚𝑝𝑙𝑒

|𝑒|
))

2

                              (3.18) 

 Since the capacitance decreases with the tip-sample distance, the gradient 𝜕𝐶(𝑧) 𝜕𝑧⁄  

shall always be of negative sign. Therefore, 𝐹𝑒𝑙(𝑧) is negative and the capacitive force is always 

attractive. As we will see further in this chapter when discussing Kelvin probe force 

microscopy in detail, the electrostatic force 𝐹𝑒𝑙(𝑧) can be nullified by applying a static voltage 

bias that compensate the CPD as it can be observed from Eq. 3.18. 

 To quantify the typical electrostatic force magnitude in a common tip-sample system, 

we can think of the tip as a sphere with radius 𝑅 being located at a distance 𝑧 above an infinitely 

large sample plane.[6] When the tip is brought close to the sample (𝑧 ≪ 𝑅) the electrostatic 

force 𝐹𝑒𝑙(𝑧) can be described in the following way:[26, 27] 

          𝐹𝑒𝑙(𝑧) = −𝜋𝜖0 (
𝑅2

𝑧(𝑧−𝑅)
) (𝑉𝐷𝐶 − (

𝛷𝑡𝑖𝑝−𝛷𝑠𝑎𝑚𝑝𝑙𝑒

|𝑒|
))

2

≈  −𝜋𝜖0
𝑅

𝑧
(𝑉𝐷𝐶 − 𝐶𝑃𝐷)2         (3.19) 

 where 𝜖0 is the vacuum permittivity. 



62 Chapter 3: Scanning probe microscopy techniques  

 

 

 Assuming typical values of  𝑅 = 50 𝑛𝑚, 𝑧 = 0.5 𝑛𝑚 and (𝑉𝐷𝐶 − 𝐶𝑃𝐷) =  1 𝑉 we get 

a 𝐹𝑒𝑙  ~ − 1 𝑛𝑁. 

 Furthermore, from the simplified model presented in Eq. 3.19, an expression for the 

electrostatic frequency shift contribution ∆𝑓𝑒𝑙 was derived by Guggisberg et al:[23] 

                                                    
∆𝑓𝑒𝑙

𝑓0
𝑘𝐴 = −

𝜋𝜖0𝑅

√2�̅�𝐴
(𝑉𝐷𝐶 − 𝐶𝑃𝐷)2                                     (3.20) 

 Eq. 3.20 reveals that ∆𝑓𝑒𝑙 depends on 𝑉𝑒𝑓𝑓
2  and decays with 1 √𝑧⁄ . 

3.3.4.2 Van der Waals forces 

Molecules can attract each other at moderate distances (1-10 nm). These attractive 

forces are collectively called van der Waals forces. These forces are much weaker than 

chemical bonds, and random thermal motion around room temperature can usually overcome 

or disrupt them. Van der Waals forces include all intermolecular forces that act between 

electrically neutral molecules. Van der Waals interactions are caused by variations in the local 

electric dipole moment of an atom or a molecule and their mutual polarization.[6]  

Analogously to the case of the electrostatic forces, the following expression defines the 

van der Waals tip-sample interaction energy for the same simplified tip-sample system 

previously described:[28] 

                                                       𝐸𝑣𝑑𝑊(𝑧) = −
𝐻𝑅

6(𝑧−𝑅)
                                         (3.21) 

where, 𝑅 denotes again the cantilever tip radius and corresponds to the material specific 

Hamaker constant which depends on tip and sample materials type. For most solids, this 

constant lies around 1 eV.[11] 

 Knowing that the van der Waals force 𝐹𝑣𝑑𝑊 corresponds to the gradient of the 

interaction energy (Eq. 3.21) for tip-sample distances greatly inferior to the cantilever tip 

radius (𝑧 ≪ 𝑅), we obtain: 
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                                                                     𝐹𝑣𝑑𝑊 = −
𝐻𝑅

6(𝑧−𝑅)2
                                           (3.22) 

 Using Eq. 3.22 one can determine that for the same typical values used in the precedent 

example and assuming 𝐻 =  1 𝑒𝑉, the van der Waals force lies around -10 𝑛𝑁. This means that 

𝐹𝑣𝑑𝑊 can potentially influence topographic measurements performed in nc-AFM as 

demonstrated by F. Fuchs.[17]   

 Finally, as in the case of 𝐹𝑒𝑙 the frequency shift caused by the van der Waals interaction 

can be defined as:[23] 

                                                           
∆𝑓𝑣𝑑𝑊

𝑓0
𝑘𝐴 = −

𝐻𝑅

12√2𝐴�̅�3 2⁄                                            (3.23) 

Eq. 3.23 reveals that ∆𝑓𝑒𝑙 decays with 1 √𝑧3⁄ . 

3.3.4.3 Short-range forces 

These interactions occur at small tip-sample distance where the electron wave functions 

of the tip and sample overlap, they can be both attractive and repulsive forces.[6] 

Indeed, when the tip is brought very close to the sample surface (1-2 Ångströms) a 

strong repulsion force appears, this occurs when occupied electrons orbitals overlap. In fact, 

this is described by the Pauli exclusion principle which states that two identical fermions cannot 

occupy the same quantum state. At the same time an attractive force can appear between two 

atoms that are capable of developing a mutual chemical bond. 

These short-range forces can be described via empirical interaction-energy models such 

as the Morse potential:[23] 

                           𝐸𝑀𝑜𝑟𝑠𝑒 =  −𝐸𝑏𝑜𝑛𝑑 [2𝑒(−
(𝑧−𝑧0)

𝑘
) − 𝑒(−2

(𝑧−𝑧0)

𝑘
)]                             (3.24) 

here, 𝐸𝑏𝑜𝑛𝑑 is the bonding energy, 𝑘 the decay length  and 𝑧0 the equilibrium distance two 

atoms. 
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This model describes the potential energy of two atoms in close approach. In Eq. 3.24 

we find two terms, the first one is an attractive term which represents the result of chemical 

bond formation. The second one is a repulsive term which describes the Pauli exclusion 

principle.  

There is also another very common model to describe these interaction energies, the 

Lennard-Jones potential:[29] 

                                  𝐸𝐿𝐽 =  −𝐸𝑏𝑜𝑛𝑑 [2 (
𝑧0

𝑧
)

6

− (
𝑧0

𝑧
)

12

]                                        (3.25) 

 This model also describes two terms, a repulsive and an attractive one. Having 

described the Lennard-Jones potential model, we now go back to the Morse potential model, 

as it predicts the short-range force 𝐹𝑆𝑅 to be of the form: 

                           𝐹𝑆𝑅 =  −
2𝐸𝑏𝑜𝑛𝑑

𝑘
[𝑒(−

(𝑧−𝑧0)

𝑘
) − 𝑒(−2

(𝑧−𝑧0)

𝑘
)]                                    (3.26) 

From Eq. 3.26 we can observe that 𝐹𝑆𝑅 decays exponentially with the tip-sample 

distance. Moreover, to describe the frequency shift contribution due to short-range forces ∆𝑓𝑆𝑅, 

we can in an approximatively way, ignore the term describing the repulsive energy-

interactions, as one mostly chooses a set-point in the attractive short-range regime, always 

avoiding the Pauli repulsion regime since it can damage the cantilever tip. Therefore, again, in 

an approximatively way we can describe the frequency shift contribution due to short-range 

forces ∆𝑓𝑆𝑅 in the following way:[23] 

                                                     
∆𝑓𝑆𝑅

𝑓0
𝑘𝐴 = −

√2𝐸𝑏𝑜𝑛𝑑

√𝜋𝐴𝑘
𝑒(−

(�̅�−𝑧0)

𝑘
)
                                       (3.27) 

3.4 Kelvin probe force microscopy 

The concept behind KPFM was first introduced by Lord Kelvin in 1898 to measure the 

work function difference between two metallic plates.[30] Indeed, Lord Kelvin realized that 

when two metal plates are brought into electrical contact, a current will flow from one plate to 
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the other until a certain equilibrium is reached (this equilibrium is defined by the Fermi levels 

alignment of the plates), and a contact potential difference appears between these two plates. 

By this mean, the WF of a material can be measured relative to a reference material with known 

WF. This concept was further refined by W. A. Zisman in 1932, when he introduced an 

oscillating reference electrode which created an AC voltage directly related to the CPD 

between the two electrodes.[31] Additionally, Zisman performed measurements under vacuum 

conditions. Nowadays, this method is still implemented in large-scale systems with the same 

purposes.  

Moreover, in 1991 this technique was adapted for the AFM. This adaptation was made 

by Nonnenmacher et al. when he and his colleagues figured out that the vibrating AFM 

cantilever could be used as a reference electrode, enabling WF measurements with the highest 

spatial resolution ever achieved so far. As a result KPFM was invented.[32] 

At this point of the discussion it becomes very important to give a proper definition to 

the WF. In this sense, the definition used in this thesis is the one given by Cahen et al. who 

defined the WF of a material as the minimum energy needed to remove an electron from its 

electronic ground state within the material to a point in the vacuum immediately outside of the 

surface. In the case of a metal it is expressed analytically in the following way:[33] 

                                              𝛷𝑚𝑒𝑡𝑎𝑙 = 𝐸𝑣𝑎𝑐𝑢𝑢𝑚 − 𝐸𝑓                                             (3.28) 

where, 𝐸𝑣𝑎𝑐𝑢𝑢𝑚 represents the vacuum level and 𝐸𝑓 the Fermi level respectively. 

Having defined what the WF of a material is, we can now introduce the KPFM working 

principle. In short, KPFM works by detecting the electrostatic forces between tip and sample. 

Then by applying a proper static compensation bias 𝑉𝐷𝐶, theses electrostatic forces are 

nullified, therefore 𝑉𝐷𝐶 should equal in magnitude to the CPD between tip and sample. 

Moreover, we already know from Eq. 3.17 that the 𝐶𝑃𝐷 = (𝛷𝑡𝑖𝑝 − 𝛷𝑠𝑎𝑚𝑝𝑙𝑒) |𝑒|⁄ . This means 

that KPFM allows to map the WF of a sample relative to the WF of the tip. As we will see on 

the following section of this chapter, when using an AFM cantilever with known work function, 

the sample absolute local WF can be measured. 
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However, simple as it might appear, we already mentioned that there are several 

interaction forces between tip and sample, so the question presents itself: How to distinguish 

𝐹𝑒𝑙 from the other force contributions? In fact, to do this, a bias modulation 𝑉𝐴𝐶 is applied 

additionally to the static compensation bias 𝑉𝐷𝐶. This means that the total applied bias between 

tip and sample can be expressed in the following way:[34] 

                                          𝑉𝑏𝑖𝑎𝑠 =  𝑉𝐷𝐶 + 𝑉𝐴𝐶 sin(𝑤𝑡)                                               (3.29) 

This bias modulation results in the following oscillating electrostatic force: 

                            𝐹𝑒𝑙(𝑧) =
1

2

𝜕𝐶(𝑧)

𝜕𝑧
[(𝑉𝐷𝐶 − 𝐶𝑃𝐷) + 𝑉𝐴𝐶 sin(𝑤𝑡)]2                      (3.30) 

Moreover, this resulting oscillating force can be decomposed into three spectral 

components:[34] 

                                    𝐹𝐷𝐶 =
1

2

𝜕𝐶(𝑧)

𝜕𝑧
[(𝑉𝐷𝐶 − 𝐶𝑃𝐷)2 +

1

2
𝑉𝐴𝐶

2 ]                               (3.31) 

                                   𝐹𝑤 =
𝜕𝐶(𝑧)

𝜕𝑧
(𝑉𝐷𝐶 − 𝐶𝑃𝐷) 𝑉𝐴𝐶 sin(𝑤𝑡)                               (3.32) 

                                             𝐹2𝑤 = −
𝜕𝐶(𝑧)

𝜕𝑧

𝑉𝐴𝐶
2

4
cos(2𝑤𝑡)                                     (3.33) 

In this set of equations, 𝐹𝐷𝐶  represents a static component of the electrostatic force that 

simply adds an offset to the total tip-sample interaction force 𝐹𝑖𝑛𝑡. 𝐹2𝑤 is the second harmonic 

component, which can be used for the detection of the capacitance gradient.[35] Lastly, the 

most interesting component of the resulting electrostatic force for us at this point is 𝐹𝑤. As it 

can be observed from Eq. 3.32, by adjusting 𝑉𝐷𝐶, 𝐹𝑤 can be nullified completely. In fact, the 

condition that shall be fulfilled for this to occur is 𝑉𝐷𝐶 = 𝐶𝑃𝐷 = (𝛷𝑡𝑖𝑝 − 𝛷𝑠𝑎𝑚𝑝𝑙𝑒) |𝑒|⁄ .  

Let us imagine that the WF of the tip is higher than that of the sample, in that case, when 

the tip and the sample are not electrically connected, there exist an alignment of both tip and 

sample vacuum levels as depicted in Figure 3.9a. Upon electrical contact, just as in the case of 

original Lord Kelvin’s technique, there is an alignment of the tip and sample Fermi levels, and 

an electrical current will flow, in this example from the sample to the tip. Consequently, 
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electrostatic interaction forces between tip and sample will appear, as well as a CPD between 

tip and sample as a result of the tip induced charging which will additionally offset the vacuum 

energy level of the sample with respect to that the tip as depicted in Figure 3.9b. In KPFM, by 

means of adjusting 𝑉𝐷𝐶, the feedback loop tries to compensate the detected electrostatic force 

component 𝐹𝑤 as depicted in Figure 3.9c. As above mentioned, this compensation, as well as 

the re-alignment of tip and sample’s vacuum energy levels is achieved when 𝑉𝐷𝐶 = 𝐶𝑃𝐷 =

(𝛷𝑡𝑖𝑝 − 𝛷𝑠𝑎𝑚𝑝𝑙𝑒) |𝑒|⁄ . 

 

Figure 3.9– CPD measuring principle with KPFM. In the first case (a) tip and sample are depicted with their 

respective work functions and Fermi levels. In this condition, both sample and tip vacuum energy levels are 

aligned.  In (b) tip and sample are electrically connected. At this point an electric current will flow until both 

tip and sample Fermi levels are aligned. As a result of this, a CPD will appear between tip and sample, 

offsetting the vacuum energy levels of the tip-sample system. In (c) the KPFM feedback loop compensated 

the electrostatic force 𝐹𝑤 by making 𝑉𝐷𝐶 = 𝐶𝑃𝐷. At this point, the vacuum energy levels of both tip and 

sample are re-aligned. 
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As we have seen, the detection of the 𝐹𝑤 component of the total electrostatic force lies 

at the base of the KPFM functioning.  In fact, this detection can be made by two different 

KPFM modes. As in the case of AFM, KPFM can be implemented in AM or FM mode.[34] In 

the following an overview of both modes will be given. 

3.4.1 Amplitude modulation Kelvin probe force microscopy 

In AM-KPFM, the dynamic bias excitation 𝑉𝐴𝐶 which function is to modulate the 

resulting electrostatic force, is applied at a modulation frequency equal to the first harmonic 𝑓1 

of the resonance frequency 𝑓0 of the AFM cantilever.[35] This frequency usually lies around 

6.3 times the value of 𝑓0. Therefore, an electrostatic force 𝐹𝑒𝑙 with a 𝐹𝑤 component appears and 

causes a resonant oscillation at 𝑓1 in addition to the one at 𝑓0 which is used for the topographic 

AFM regulation.[20] By detecting the amplitude of the second resonance, 𝐹𝑤 is directly 

obtained. Then the KPFM feedback loop adjust 𝑉𝐷𝐶 in order to supress 𝐹𝑤. Consequently, the 

amplitude of the first harmonic resonance of the cantilever is supressed and the CPD 

determined. 

Although the resonance at 𝑓1 is broader than the one at 𝑓0, under UHV conditions a 

quality factor 𝑄1 associated to the oscillation at 𝑓1 on the order of 6000 can be typically 

achieved which is still relatively high, allowing a good spatial resolution.[21] Here, is 

important to mention that, as opposed to the case of AM-AFM where measurements in UHV 

are extremely slow, AM-KPFM can be performed in UHV without this inconvenient, as the 

time scale of an amplitude change in AM-KPFM (𝜏𝐴𝑀 ≈ 2𝑄1 𝑓1⁄ ) does not represents an issue 

due to a lower 𝑄1 factor in comparison to 𝑄0 and a frequency 𝑓1 ≈ 6.3𝑓0 which results in a 

characteristic time 𝜏𝐴𝑀 of few tens of milliseconds.[21] Let us check this, taking typical values 

of 𝑓1 = 472 𝑘𝐻𝑧 and 𝑄1 = 6000, we obtain 𝜏𝐴𝑀 = 25 𝑚𝑠. Fast but faster than 10 ms, this is 

the reason why AM-KPFM is considered a relatively slow technique. Moreover, the 

implementation of this mode demands that the superior bandwidth of the photodiode cantilever 

oscillation detection shall be higher than 𝑓1. 
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3.4.2 Frequency modulation Kelvin probe force microscopy 

In the case of FM-KPFM, 𝑉𝐴𝐶 is applied at an arbitrary low frequency 𝑤, usually laying 

around 1 kHz, thus inducing a modulated electrostatic force 𝐹𝑒𝑙 with a 𝐹𝑤 component which is 

detected by sensing the variation of the frequency shift ∆𝑓0 at the selected frequency 𝑤, which 

can be expressed in the following way:[21] 

                          ∆𝑓0(𝑤) ∝  
𝜕𝐹𝑤

𝜕𝑧
=

𝜕2𝐶

𝜕𝑧2
(𝑉𝐷𝐶 − 𝐶𝑃𝐷)𝑉𝐴𝐶 sin(𝑤𝑡)                             (3.34) 

Similar to the case of AM-KPFM, in FM-KPFM a feedback loop adjust 𝑉𝐷𝐶 in order to 

supress ∆𝑓0, thus nullifying 𝜕𝐹𝑤 𝜕𝑧⁄  and finally obtaining CPD. In this mode, while the 

frequency 𝑤 can be chosen arbitrarily, it shall be set high enough to avoid crosstalk with the 

AFM topography feedback loop and low enough to be within the bandwidth of the 

∆𝑓 demodulator.[36]  

 At this point, it is important to mention that in practice, a better energy/WF resolution 

is often achieved using AM-KPFM mode (around 5-7 meV depending on the cantilever, with 

respect to 10-15 meV in FM-KPFM). This improved energetic resolution arise due to the fact 

that AM-KPFM measurements achieves a better signal-to-noise ratio thanks to the CPD 

detection via the first harmonic cantilever.[37-39]  

On the other hand, in most experimental cases, a better spatial resolution is obtained via 

FM-KPFM as in this mode, the electrostatic force gradient of one of the 𝐹𝑒𝑙 component 

( 𝜕𝐹𝑤 𝜕𝑧⁄ )  is detected instead of the electrostatic force component 𝐹𝑤 itself.[40] Indeed, the 

detection of the force gradient is made via the tip apex, whereas detecting the force itself 

involves the whole tip and cantilever.[41] Nevertheless, we highlight the fact that in the 

literature, atomic CPD resolutions obtained through both techniques can be found.[36, 42]  

During this thesis, both modes were implemented depending on the measurement 

objective. For instance, in experimental investigations were the energetic resolution was a 

critical matter, the AM-KPFM mode was implemented. On the other hand, when the 
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measurement objective was focus on achieving a high lateral resolution, FM-KPFM was 

privileged.  

In figure 3.10 a schematic depicting both the AM- and FM-KPFM operation including 

feedback circuits is given. In this graph, the black circuit along with the blue boxes corresponds 

to the FM-AFM as introduced in a previous section of this chapter while the red circuit 

corresponds to the regulation system which is needed in addition for the implementation of 

KPFM. 

 

Figure 3.10– Schematic of KPFM and its feedback system. Black circuitry including blue boxes represents 

the schematic for FM-AFM as depicted in Figure 3.7. The red parts of the scheme represents the additional 

feedback loops and circuitry needed for the implementation of KPFM in both AM and FM modes. Notice that 

the sample has been electrically grounded. 

3.4.3 Kelvin probe force spectroscopy 

Alternatively, CPD measurements can also be made via the acquisition of spectroscopy 

curves of ∆𝑓(𝑉), also called frequency-shift bias spectroscopy or Kelvin probe force 

spectroscopy (KPFS). Indeed, by recording the evolution of the frequency shift in FM-AFM as 

a function of a static tip-sample bias 𝑉𝐷𝐶, a full Kelvin parabola curve is obtained as depicted 

in Figure 3.11 and according to:[43, 44] 

                    ∆𝑓(𝑉𝑑𝑐) ∝
𝑑𝐹𝑒𝑙

𝑑𝑧
= −

1

2

𝑑2𝐶

𝑑𝑧2
(𝑉𝑑𝑐 − 𝐶𝑃𝐷)2 + ∆𝑓𝑠𝑒𝑡−𝑝𝑜𝑖𝑛𝑡                       (3.35) 
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Fitting Eq. 3.35 to the measured parabola will result in the obtainment of the CPD as 

well as the second derivative of the capacitance 𝑑2𝐶 𝑑𝑧2⁄ .  

 

Figure 3.11– Full kelvin parabola ∆𝑓( 𝑉𝐷𝐶) of the frequency-shift  ∆𝑓 as a function of a static tip-sample 

bias 𝑉𝐷𝐶. Black dotted line serve as an eye guide to indicate the tangent line at the vertex of the parabola. 

Green dotted line indicated the CPD value in the x-axis. This curve was acquired over a nanophase 

segregated PDBS-TQx/PC71BM organic blend using a Bruker super sharp silicon probe with a resonance 

frequency of ca. 306.6 kHz and a quality factor 𝑄 of ca. 30 k. 

This technique allow the acquisition of CPD maps by the repetition of this process over 

each point of a pre-defined grid area over the surface of the sample.[21, 45] 

3.5 Calibrated work function mapping by Kelvin probe force 

microscopy 

One of the main reasons (among several) why is interesting to measure the CPD between 

an AFM tip and a sample lies in that the CPD is directly linked with the WF of the sample 

relative to that of the tip. In fact, during this thesis, we employed a setup where the 

compensation bias is applied to the cantilever tip, therefore, in our case KPFM yields a CPD 

that can be expressed as: 
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                                       𝑉𝐷𝐶 = 𝐶𝑃𝐷 =  
𝛷𝑡𝑖𝑝−𝛷𝑠𝑎𝑚𝑝𝑙𝑒 

|𝑒|
                                              (3.38) 

At this point, a curious reader might wonder, why so much interest on studying the WF 

of materials? As it turns out, the WF is a parameter of utmost importance in the description and 

control of any electronic device behaviour as well as charge carrier injection and transport. 

Moreover, due to its sensitivity to chemical variations on surfaces, its measurement can be used 

as a tool to investigate surfaces conditions.[46] Moreover, as briefly mentioned in Chapter 1, 

the WF has also significant importance in the fields of electroluminescence and photovoltaics, 

for instance it influence the band line-up at the interface between organic materials and 

electrodes, which is also noteworthy in the development of organic light-emitting diodes.[47] 

There are several procedures used to measure the WF of a material. Among those 

methods, one can find methods based on thermionic emission, on photoemission and the 

original Kelvin probe method to name a few.[30, 48, 49] However, the majority of these 

approaches, lack the spatial resolution required for the nano-characterization of electronics 

components, not to mention nano-objects or nanostructured surfaces. An exception to this, is 

precisely KPFM, which as seen before, provides spatially resolved measurements of the CPD 

between an AFM cantilever tip and the surface of conducting and semi-conducting samples. In 

fact, the use of an AFM cantilever with known work function allows to measure the local 

absolute WF of a sample. 

Indeed, the WF of an AFM cantilever tip can be calibrated against a reference surface 

with known WF. Highly oriented pyrolytic graphite (HOPG) is often used as this reference for 

several reasons such as availability, cost, low resistivity and its hydrophobic properties among 

others. However, HOPG WF values found in the literature are very much dispersed, ranging 

from a value below 4.5 eV [50-52] to as high as 5 eV, [53-56] such dispersion of WF values 

can potentially introduce a high uncertainty level in the cantilever tip WF calibration, 

compromising the WF value obtained over the surface of interest. We note that large dispersion 

of HOPG WF values in the literature can be found even for measurements under the same 

environmental conditions: under air from 4.6 eV to 5 eV [54, 55, 57-59] and in UHV conditions 

from 4.48 eV to 5 eV.[50, 53, 58-61] For HOPG, theory predicts a value between 4.46 eV and 



Chapter 3: Scanning probe microscopy techniques 73 

 

 

4.64 eV depending on the number of layers.[62] Thus, attention must be payed when choosing 

the HOPG reference value. Furthermore, HOPG WF values can be quite laterally dispersed 

over a measured surface (up to few hundreds mV), even if measurements are acquired over 

micrometre areas.[63-65] 

These reasons leaded us to propose and demonstrate an alternative AFM tip WF 

calibration protocol, using different monocrystalline metallic reference samples with known 

surface orientation as references instead of the most commonly used HOPG sample.[66] In that 

endeavour, we use FM-AFM combined with FM-KPFM under UHV conditions. Indeed, the 

use of this configuration offers several advantages. For instance, the implementation of FM-

AFM prevents any physical contact between the tip and the sample, as opposed to intermittent 

contact mode, where the sample’s surface can be modified by the tip upon physical contact and 

vice versa. Moreover, this configuration also allows to maintain a constant effective distance 

between tip and sample. Additionally, under UHV, both tip and sample can be stored without 

suffering any substantial surfaces modification for a time period ranging from several days to 

few weeks depending on sample composition.  

3.5.1 Highly oriented pyrolytic graphite: A work function reference 

sample? 

Before introducing the proposed protocol for AFM tip WF calibration, a clean 

mechanically under air delaminated ZYB grade HOPG sample, provided by the Bruker 

Company was investigated under UHV conditions by AFM combined with FM-KPFM. The 

intention of these measurements is to evaluate if indeed HOPG samples can potentially be used 

as reference samples when performing AFM tip WF calibrations, or if on the contrary the lateral 

dispersion of WF values even over micrometre areas impedes its use for WF calibration 

purposes.  

For these measurements, we used a Nanosensor platinum/iridium point probe plus 

electrostatic force microscopy (Pt/Ir-PPP-EFM) cantilever tip, with a resonance frequency of 

ca. 61.2 kHz. The three-dimensional distribution of the chemical composition of this kind of 
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tips has already been the subject of study.[67] In addition to the measurements on the as-

cleaved sample (Fig 3.12a, b), UHV annealing was performed on the same sample for different 

temperatures: 300°C, 600°C and 700°C, each time during 30 minutes. The annealing performed 

at temperatures lower than 700°C did not provide a smoothing of the sample’s surface potential, 

even after the annealing cycles at 300°C and 600°C, the surface potential images (not shown 

here) displayed multiple dark and white patches and a CPD contrast as high as 60 mV. In 

contrast, as shown in Figures 3.12c,d the CPD of the 700°C annealed sample was uniform (with 

the exception of flakes edges) and it reveals a homogeneous 𝐶𝑃𝐷 = −260 ±  15 𝑚𝑉 on the 

HOPG flakes.  

 

Figure 3.12– Topography (a, c) and CPD (b, d) images on HOPG by FM-KPFM. AFM detuning frequency 

was ∆𝑓 =  −25 𝐻𝑧. FM-KPFM was implemented using a modulation frequency 𝑓 =  958 𝐻𝑧 and 

electrostatically excited with 𝑉𝐴𝐶  =  500 𝑚𝑉. Sample presented on panels: (a) and (b) is as-cleaved (without 

annealing), while panels (c) and (d) present the sample after been annealed in UHV at 700°C during 30 min. 

All panels were reproduced from Ref. [66]. 

This experiment proves that in the case of HOPG, a sample preparation is needed to 

obtain consistent WF values. Nerveless, the different values of the HOPG WF found in the 

literature can lead to confusion. To dispel these doubts, in the following, three monocrystalline 

metallic samples with known crystallographic orientation are proposed as reference surfaces 

for AFM tip WF calibration. Then using the proposed protocol, the HOPG WF value will be 

calculated. Finally, to demonstrate the capability in terms of lateral resolution of WF absolute 

measurements by KPFM, the local WF variation over a nanostructured semiconductor sample 

presenting Al0.7Ga0.3As and GaAs layers with variable thickness will be investigated. 
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3.5.2 An alternative work function calibration protocol 

For this calibration protocol, three monocrystalline metallic samples with known 

crystallographic orientation are proposed as reference surfaces: i) Ag(111), ii) Cu(100) and 

iii) Al(110). All reference samples, which are commercially available, were provided by the 

Goodfellow Cambridge Limited Company and stoked in UHV conditions during 

measurements. Prior to this, all samples were stocked in ambient conditions. While the 

proposed samples are not equally adapted for WF calibration (i.e., different oxidation rates, 

surface roughness, surface contamination, cost, etc.), the purpose of having three different 

metallic samples is to verify results self-consistency. Additionally, the above mentioned 

samples were selected following the criteria of having the maximum possible difference 

between their known WF values as shown in Table I. 

Table I. WF values found in literature for proposed samples. 

 Ag(111)[68] Cu(100)[69] Al(110)[70] 

ϕSample 4.74 ±0.02 eV 4.59 eV 4.06 ±0.03 eV 

 

Note that values presented in Table I can largely vary from one author to another, for 

Ag(111)[71-78], Cu(100)[79-85] and Al(110)[86, 87]. We note that publications grouping WF 

values for different materials [88-91] can often be useful. WF values for proposed samples 

were selected upon critical examination of methods including the use of an UHV system and 

reduced uncertainty values although this last parameter was not always available.  

Following a surface cleaning procedure which shall include both reference samples and 

the tip, this to ensure clean surfaces, free of contaminants that could potentially modify 

expected WF values, the tip is calibrated against each one of the references samples separately. 

In this step, we assumed that the WF of the references correspond to the known values 

presented above in Table I. [68-70, 92] Moreover, it is also assumed that the WF of the tip and 

the reference samples is constant over time. 
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With such approach, and if samples are correctly prepared, the cantilever tip absolute 

WF value obtained over each sample should yield approximately the same result. 

To illustrate this, a Pt/Ir-PPP-EFM cantilever tip with a resonance frequency of 

ca. 65.7 kHz previously in-situ heated at 150°C for 20 minutes, was used to obtain CPD 

measurements over each reference sample. At this point, we highlight the fact that this heating 

step is of crucial importance to ensure the tip’s WF stability over time. Indeed, by heating the 

cantilever tip, we removed the adsorbed water from the tip’s surface which can induce strong 

WF variations over time. In fact, we noticed that for some cases of air exposed and non-

prepared tips, WF values can change as much as 600 meV over a 24-hours’ time period due to 

water layer modification on the tip cone. 

During these measurements, topography and CPD were simultaneously acquired by FM-

KPFM and FM-AFM. In all cases AFM detuning frequency was ∆𝑓 =  −10 𝐻𝑧. FM-KPFM 

was implemented using a modulation frequency 𝑤 = 1 𝑘𝐻𝑧 and electrostatically excited 

with 𝑉𝐴𝐶 = 500 𝑚𝑉. As reported previously, [93] in some cases CPD can vary as a function of 

tip-surface distance. In our case (metalized tip and homogeneous metal sample surfaces), we 

did not noticed this dependency when changing the detuning frequency from -25 Hz to -5 Hz. 

However, as a matter of consistency we kept the same detuning frequency during all 

measurements.    

As previously mentioned, prior to the cantilever tip calibration, surface preparation of 

the reference samples is needed. Generally, surface cleaning means the removal of natural 

contaminants, such as oxygen, carbon, and hydrogen containing species which form surface 

layers of only a few nanometres thickness, yet, enough to modify the WF of the sample.  

Surface sputtering by ion bombardment is a common choice for in-situ surface cleaning. 

It offers many advantages, e.g. practicability and easy integration into UHV systems, it is a 

widely used standard procedure for surface cleaning.[94] Nonetheless, ion bombardment has 

some inherent side effects such as damage creation and particle implantation,[95] therefore 

annealing of the bombarded surface is necessary for surface reconstruction. 
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Here, samples were treated with low-energy sputtering to minimize damage creation and 

particle implantation[94] (500-600 eV, argon positive ions, current flux ≈ 40 µA/cm2) and 

annealing cycles with temperatures ranging from 470°C to 520°C, following surfaces 

preparation procedures described elsewhere[96-98], until a ladder-like shape in the sub-

nanometre scale consistent with atomic steps appears on the FM-AFM topographic image 

acquired along with the WF immediately after each cycle. The sputtering and annealing cycles’ 

duration over reference samples are shown in Table II. 

 

Table II. Sputtering and annealing cycles’ duration over all samples. 

Al(110) Cu(100) Ag(111) 

First cycle 

Sputtering 

/ 

Annealing 

2 hours / 

3.5 hours 

0.5 hours / 

0.5 hours 

2 hours / 

1 hour 

Second cycle 
2 hours / 

2 hours 

1.5 hours / 

> 6 hours 

1 hour / 

> 6 hours 

Third cycle 
5 hours / 

2.5 hours 

4 hours / 

4 hours 

3 hours / 

> 6 hours 

Fourth cycle 
2 hours / 

2 hours 
 

 

At this point, we highlight that prior to surface treatment, samples displayed irregular 

surfaces, in some cases with topographic features of few hundreds of nanometres. After each 

surface treatment cycle, surfaces began to display more homogeneous surfaces. Topography 

images of the samples surface at their final state (i.e., after surface preparation was completed) 

are shown in Figure 3.13. In all cases we see ladder-like shapes in the sub-nanometre scale 

consistent with atomic steps, indicating that a clean and reconstructed surface was attained. 

Additionally, the analysis of the damping images, (not shown) recorded simultaneously with 

the KPFM data suggest a homogenous chemical nature at the surface of each of these samples. 

Indeed, a homogenous damping signal means that the dissipated energy of the cantilever tip 

oscillation due to tip-surface interactions remains constant over the imaged area. Lastly, 
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acquired CPD images were also homogeneous, implying that the surface chemistry[99] of the 

analysed area is regular.  

 

 

Figure 3.13– Topography images and corresponding cross section profiles (blue line) of (a) Ag (111), (b) A1 

(110) and (c) Cu (100) samples after surface treatment, showing ladder-like shapes in the sub-nanometre 

scale. Images were acquired with a Pt/Ir-PPP-EFM cantilever tip. AFM detuning frequency was ∆𝑓= -10 Hz. 

All panels were reproduced from Ref. [66]. 

Measured values of the CPD between the Pt/Ir-PPP-EFM tip and the reference samples 

are given in Table III. These potential differences corresponds to the mean value of several 

CPD images acquired over the prepared samples and corroborated by several CPD single-

points measurements. The associated uncertainties corresponds to the full width at half 

maximum value of the images’ Gaussian distribution, as represented in Figure 3.14. In all cases 

CPD values were obtained in FM-KPFM using a modulation frequency of 1 kHz and 

electrostatically excited with 𝑉𝐴𝐶 =  500 𝑚𝑉. Concerning, the stability of the tip WF, it must 

be noted that the final measurements of CPD’s presented in table III were completed after all 

samples preparation steps, this to avoid long time delay between CPD measurements.  
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Table III. Contact potential difference between probe tip and samples. 

 
Measured CPD 

Cu(100) 252 ±17 mV 

Al(110) 773 ±16 mV 

Ag(111) 67 ±18   mV 

 

Using Eq. 3.38 and assuming that each sample’s WF correspond to values commonly 

found on the literature [68-70, 92] we can obtain a tip WF value for each sample. The difference 

between 𝛷𝑡𝑖𝑝 values establish the measurement uncertainty. Results are shown in Table IV. 

 

Table IV. Tip WF calculated from CPD measured on reference samples. 

 

 

 

As shown in Table IV, tip’s WF values calculated over different samples are 

comparable. It is then reasonable to assume a tip WF weighted value of 𝛷𝑡𝑖𝑝 =  4.82 ±

 0.03 𝑒𝑉. Here, it is important to mention that the uncertainty values associated with the 

calculation of the tip’s WF using Ag(111) and Al(110) as references, already include the 

 

Figure 3.14– (a) Topography and (b) CPD measurements on Ag (111) sample. (c) CPD distribution measured 

from image (b) with full width at half maximum equal to 18 mV. All panels were reproduced from Ref. [66]. 

 Cu(100) Al(110) Ag(111) 

𝛷𝑡𝑖𝑝 4.84 ±0.017 eV 4.83 ±0.019 eV 4.81 ±0.02 eV 
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original uncertainty value presented for these samples in Table I. On the other hand, the 

uncertainty of the tip’s WF weighted value (𝛷𝑡𝑖𝑝 =  4.82 ±  0.03 𝑒𝑉) was obtained by 

comparing the results yielded by the calibration against each individual reference sample 

(Table IV). Indeed, these results differed from each other by 60 meV at the most (taking into 

account individual uncertainties), which allowed us to establish an uncertainty of ± 0.03 eV. 

Here, we highlight that the determined tip WF value is relatively close to the WF value 

previously found over a similar cantilever tip (𝛷𝑡𝑖𝑝 =  4.28 ± 0.07 𝑒𝑉) under UHV 

conditions by Sadewasser et al.[100] However, differences in WF values obtained over similar 

cantilever tips should not be interpreted as a sign of inconsistency as the WF value of a 

cantilever tip can be easily impacted by contaminants. 

At this stage, the protocol can be applied to determine the WF value of the previously 

presented ZYB grade HOPG sample. We will use here the sample after the annealing procedure 

performed at 700°C as at this point the sample revealed a uniform CPD distribution. Here, a 

previously calibrated Pt/Ir-PPP-EFM tip with 𝛷𝑡𝑖𝑝 = 4.34 eV and a resonance frequency of 

ca. 81.4 kHz is used. The absolute HOPG WF value found was equal to 4.6 ± 0.03 eV. This 

value agrees with the HOPG WF theoretical value presented above.[62]  

This, strongly suggest that if  mechanically under air delaminated ZYB grade HOPG 

samples are to be used as references for WF calibration procedures, an annealing process 

should be performed to the sample during 30 minutes at 700°C and a WF value around 4.6 ± 

0.03 eV should be taken. In fact, it has been reported that graphene (another common reference 

WF calibration sample) has a WF that varies linearly from ca. 4.3 eV for one monolayer to ca. 

4.6 eV for 4 layers and is saturated above.[101]  Indeed, in situ annealed HOPG displays a WF 

similar to thick graphene.  Being HOPG more affordable than graphene, this means that when 

properly prepared, HOPG can replace graphene as a reference WF calibration sample. 
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3.5.3 Absolute work function measurements: Comparison against 

theoretical values and achievable lateral resolution  

Furthermore, we applied the above described protocol to map the WF over a sample of 

Al0.7Ga0.3As and GaAs layers with variable thickness (BAM-L200 sample). A full description 

of the sample can be found elsewhere.[102] 

These measurements were made after a surface preparation which consisted in heating 

the sample under UHV conditions at 150 °C during 30 minutes in order to remove the adsorbed 

water from the sample’s surface. Such preparation is essential to maximize the CPD contrast 

between materials as reported by Pouch et al..[103] 

Figure 3.15 depicts the BAM-L200 sample structure as well as the topography and CPD 

image acquired by FM-AFM combined with FM-KPFM using a previously calibrated Pt/Ir-

PPP-EFM tip with a WF value of 4.605 ± 0.03 eV and a resonance frequency of ca. 65.7 kHz 

previously heated at 150°C for 20 minutes.  

In this figure we clearly see the CPD contrast between GaAs and Al0.7Ga0.3As regions, 

this contrast agrees with previously reported works.[103] Moreover, WF absolute 

measurements over GaAs and Al0.7Ga0.3As regions yield values of 4.45 ± 0.03 eV and 4.62 ± 

0.03 eV respectively. 

In order to assess measured WF values we compared them to theoretical WF values of 

GaAs and Al0.7Ga0.3As as predicted by theoretical models.[104, 105] Given a sample silicon 

doping level of 5 × 10−7 cm-3 (provided by the manufacturer and confirmed by a 

complementary time-of-flight secondary ion mass spectrometry analysis[106], not shown here) 

this model predicts a WF of 4.07 eV and 3.62 eV at room temperature for GaAs and 

Al0.7Ga0.3As respectively. 
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Figure 3.15– (a) BAM-L200 strip pattern scheme. The doublet layers indexed from P1 to P8 and from P9 to 

P14 have been respectively certified by the fabricant from 587 to 76.5 nm and from 76.5 nm to 17.5 nm. 

Doublet layers indexed from P15 to P17 have been equally certified from 13.3 nm to 6.9 nm respectively. The 

separated Al0.7Ga0.3As layers indexed W8, W10 and W11 are certified to have a thickness of 38 nm, 14.2 nm 

and 3.5 nm respectively. (b) Topography and CPD measurements acquired over dash-lined box area marked 

in (a). (c) CPD cross-section acquired over P3 doublet layers as shown in (b) by the red line. All panels were 

reproduced from Ref. [66]. 

However, in our case WF values measured over the sample, both in the case of GaAs 

and Al0.7Ga0.3As, are influenced by the presence of native oxides. For this reason, measured 

values are not expected to agree with theoretical ones. Indeed, the native oxide over the 

sample’s surface causes a positive band bending of both GaAs and Al0.7Ga0.3As. In turn, results 

on GaAs are in good agreement with values previously obtained by others groups over a similar 

GaAs sample with oxide on its surface.[107, 108] Bastide et al. report a positive band bending 

of 400 meV in the case of GaAs due to the presence of oxide at the surface, consistent with our 

measurements and which explain the difference between theoretical and measured values.[107] 

Additionally, the WF contrast between GaAs and AlGaAs layers is also consistent with contrast 

values previously reported.[103] 
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Finally, we proceed to calibrate a Bruker super sharp silicon (SSS) AFM tip with a 

resonance frequency of ca. 306.6 kHz, previously in-situ prepared by positive argon ion 

sputtering with an energy of 5 keV during 30 minutes. Upon implementation of the 

aforementioned AFM cantilever tip WF calibration protocol, the AFM tip revealed a WF value 

of 4.37 ± 0.03 eV. Thanks to its high aspect ratio this cantilever tip allowed the investigation 

of the local WF variation over the nanometre-thick layers present in sample’s zone 2 as 

depicted in Figure 3.16. Additionally, the use of this tip serves to demonstrate that the 

calibration protocol can be implemented regardless of the AFM tip type. 

Figure 3.15 shows the WF cross section acquired over the P9-P17 area, we noticed that 

the WF contrast previously observed, tends to decrease with layers thickness and it disappears 

when layers thickness drop below few nanometres. As it has been already demonstrated[103] 

this decreasing tendency is due to an overlay of depletion layers, which causes a band bending 

overlap. 

 

Figure 3.16– WF cross-section acquired by FM-KPFM using a SSS probe over the P9-P20 area. A scheme of 

sample’s P9-P17 area was positioned over the cross-section profile to indicate the correspondence between 

CPD peaks and the different sample’s layers. AFM detuning frequency was ∆𝑓 =  −10 𝐻𝑧. FM-KPFM was 

implemented using a modulation frequency 𝑤 = 1 𝑘𝐻𝑧 and electrostatically excited with 𝑉𝐴𝐶 = 500 𝑚𝑉. 

The figure was reproduced from Ref. [66] 
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3.6 Employed scanning probe microscopy setups 

The last section of this chapter will be devoted to give a short overview of the SPM 

employed setups. Indeed, the research presented in this thesis is the result of the collaboration 

between two different research units of the French alternative energies and atomic energy 

commission (CEA), these are: i) the research institute for electronics and information 

technologies (LETI) and ii) the joint CEA-CNRS-Grenoble Alpes University (UGA) research 

unit (UMR5819, which is part of the nanoscience and cryogenics institute - INAC), each one 

possessing a state-of-the-art commercially available Omicron variable temperature UHV SPM 

for AFM investigations, equipped with dedicated illumination setups, complementary in terms 

of wavelength and modulation speed. The setup available at the LETI laboratory is shown in 

Figures 3.17a and 3.17b. As it can be observed from these pictures, the UHV chambers are 

divided into a preparation chamber and an analysis chamber. The latter is equipped with a 

heating stage including an optical pyrometer for temperature control and an argon ion 

sputtering unit among other tools. Figure 3.17a also shows the external Picoquant red (657 nm) 

laser module used for PV samples and devices illumination. 

Figures 3.18a-b shows more in detail the used Omicron unit. Notice that the AFM head 

placed at the analysis chamber is secured against vibrations via an eddy current damper 

vibration isolation system. The head of the analysis chamber includes the AFM's piezo tube 

scanner with tip mount located beneath the sample plate holder. The xyz-scanner has a scan 

range of 8 µm by 8 µm by 1.5 µm. 
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Figure 3.17– LETI’s Omicron UHV variable temperature (VT) AFM system. In (a) the analysis chamber 

including the Picoquant red laser (657 nm) source for PVs illumination, the camera screen, and the sample 

manipulator can be seen. Additionally, from this picture the optical pyrometer of the preparation chamber can 

be observed. In (b) the preparation chamber including the ion source for argon sputtering can be seen. In this 

picture, we can also observe the load lock chamber, where samples are first introduced to the setup, the 

transfer arm which allows to transfer samples to/from the analysis chamber and the Omicron control rack. © 

CEA-LETI/Chr. Morel. 
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Figure 3.18– VT-AFM system from Scienta Omicron. (a) VT-AFM/STM unit with eddy current system and 

SPM head. (b) SPM head with sample plate holder and piezo tube scanner. (c) Omicron beam deflection 

system with laser source, optical components and photo sensitive diode. (d) Ion source used for the argon 

sputtering of tip and samples. (e) Standard stainless steel sample plate. (f) AFM cantilever mounted on chip 

carrier. Images taken from http://www.scientaomicron.com. 

Figure 3.18c, depicts a schema of the integrated beam deflection AFM system. Here, the 

(infrared) laser beam from the external light source is directed towards the cantilever back. 

From there, its reflection is guided by mirrors to the four quadrant photo-detector. Figure 3.18d 

shows a more detailed view of the ion source previously presented in Figure 3.17b. It can be 
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used for the argon sputtering of cantilever tips or samples with the aim of removing native 

oxide and possible contaminants from surfaces. Moreover, Figure 3.18e and Figure 3.18f depict 

a standard UHV compatible sample plate holder and AFM cantilever mounted on a chip carrier 

respectively. 

Finally, the available setup at the INAC laboratory which features an almost identical 

configuration to the one presented previously is shown in Figure 3.19. 

 

Figure 3.19– INAC’s Omicron UHV VT AFM system 

The dedicated external illumination setup of the INAC’s Omicron UHV VT AFM 

system, used for the illumination of different PV samples and devices is show in Figure 3.20. 
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Figure 3.20– In (a) the laser beam is guided via a glass fibre to one of the system’s windows. (b) Multiple 

wavelengths laser source: LightHUB. (c) Standalone PhoxXplus module. Panel (a) was reproduced from Ref. 

[17], images in panels (c) and (d) were taken from http://www.scientaomicron.com. 

Figure 3.20b shows the "LightHUB" from Omicron Laserage GmBH, this equipment is 

connected to the VT-AFM via an optical glass fibre as depicted in Figure 3.20a. The glass fibre 

guides the laser beam towards one of the setup's windows and illuminates the sample which is 

placed on the AFM sample stage. Different laser units can be integrated in the LightHUB and 

the laser beams are guided by the beam combiner unit to the common optical output. In our 

case, two LuxX laser units from Omicron Laserage GmBH with wavelengths of 515 nm and 

685 nm respectively were used. During the last two years of this thesis, a standalone PhoxXplus 

module from Omicron Laserage GmBH (Figure 3.20c) was used instead, due to its faster 

(<1.5 ns) rise and fall times in digital modulation mode. In all cases their optical output can be 

regulated from the sub-mW regime to about 30 mW measured at the exit of the optical fibre. 

Moreover, in some cases, optical densityfilters were employed to work in the µW regime.  
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In the majority of the under illumination investigations, performed using either LETI’s 

or INAC setup, a backside illumination sample holder was used. Indeed, to avoid possible 

shadowing effects caused by the cantilever chip or tip, as well as to avoid heat-related artefacts, 

a backside illumination configuration geometry with indirect illumination was used as depicted 

in Figure 3.21. 

 

Figure 3.21– (a) Backside illumination sample holder for PV samples on transparent substrates. (b) Backside 

illumination geometry, featuring an OPV sample. Both panels were reproduced from Ref. [17] 

Finally, an important equipment used in all under modulated illumination investigations 

(Chapter 4), is the arbitrary waveform generator (AWG, Keysight 33622A) which was used 

to operate the laser sources in the modulation mode. This equipment is present at both LETI’s 

and INAC’s laboratories and its shown in Figure 3.22. 

 

Figure 3.22– Arbitrary waveform generator Keysight 33622A, present at both LETI and INAC laboratories. 

Image taken from https://www.keysight.com. 
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Conclusion 

 During the first half of this chapter, a summarized description of the scanning probe 

microscopy techniques employed during the course of this thesis was given. In this section, 

special attention was granted to the description of KPFM as it represents a tool for the electronic 

investigation of different materials and devices at the nanoscale, being particularly adapted for 

the investigation of PV devices under operation conditions. As we saw, KPFM can be 

implemented in different modes to acquire the CPD between an AFM cantilever tip and the 

surface of a sample.  

 In the second half of this chapter, it was demonstrated how KPFM investigations can 

give access to the absolute WF value of a sample with a lateral resolution of few nanometres. 

In fact, in order to do this, we saw how the WF calibration of the AFM tip was needed. For this 

calibration procedure, we proposed the use of three different metallic samples with known 

crystallographic orientation as references samples, as an alternative to the commonly used 

HOPG sample, which WF value found in the literature can largely vary from one author to the 

other.  

 Furthermore, we demonstrated our proposed calibration protocol over several AFM 

cantilever tips, which were in turn used to: i) measure the absolute WF value of a clean 

mechanically under air delaminated ZYB grade HOPG sample after an annealing procedure 

performed at 700°C during 30 minutes yielding a value of 4.6 ± 0.03 eV and ii) to investigate 

the local absolute WF variation of a nanostructured semiconductor sample presenting 

nanometre-thick layers of Al0.7Ga0.3As and GaAs. 

 Finally, a short overview of the SPM employed setups was given, introducing elements 

and equipment used in the implementation of frequency-modulated illumination (FMI-KPFM) 

investigations. A technique based on KPFM under modulated illumination allowing the 

imaging of the photo-carrier dynamics in different types of PV materials. This technique will 

be introduced and described in the following chapter. 
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Dans ce chapitre, nous introduisons une nouvelle méthode de nano-caractérisation 

pour les composants photovoltaïques basée sur la microcopie à sonde Kelvin sous illumination 

externe modulée en fréquence. Cette technique permet de cartographier la dynamique des 

photo-porteurs avec une résolution nanométrique. Nous décrivons son principe de 

fonctionnement, ainsi que les résultats obtenus sur plusieurs échantillons de composants 

photovoltaïques de troisième génération. En complément, la physique des différents matériaux 

pour le photovoltaïque est abordée en soulignant l’apport des méthodes expérimentales 

décrites précédemment pour les analyser. 

4.1 Context 

So far in this thesis, we have laid the foundations needed to discuss the development 

and implementation of a new non-contact atomic force microscopy (AFM) technique based on 
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the operation of Kelvin probe force microscopy (KPFM) under frequency-modulated 

illumination which enables to simultaneously image the topography along with the surface 

photo-potential dynamics over a large range of photovoltaic samples and devices with a sub-

10 nm lateral resolution.  

As previously discussed in Chapter 2, nowadays, the development and further 

improvement of energy conversion efficiencies in third generation solar cells, strongly relies 

on the development of advanced characterization techniques capable of imaging their opto-

electronic properties at the nanoscale. The interest is to identify the mechanisms of losses which 

occur mainly through carrier recombination. Indeed, the comprehensive understanding of 

carrier recombination mechanisms at the nanoscale is crucial to improve solar cell 

performances. 

A non-exhaustive description of several experimental approaches developed to probe 

recombination dynamics in photovoltaic materials was given in Chapter 2. At that point, 

techniques such as transient photo-voltage[1], charge extraction[2], microwave photo-

conductivity decay (µW-PCD)[3], electron-beam-induced current  (EBIC)[4] and quasi-

steady-state photo-conductance (QSSPC)[5] were introduced, highlighting however the fact 

that these techniques do not allow to assess the influence of the nanostructure and local defects 

on photo-carrier dynamics.  

The need for an increased lateral resolution motivated a few research groups to propose 

approaches based on AFM, which allowed to obtain information about the photo-carrier 

recombination dynamics at the local scale. A good example of techniques based on this 

approach is the case of time-resolved electrostatic force microscopy (trEFM)[6, 7], which as 

previously mentioned is a technique that allows to probe the photo-carrier dynamics with a 

temporal resolution of around 100 µs and a lateral resolution of a few tens of nm. Basically, 

this technique relies on the analysis of the cantilever frequency shift decay after optical pulsing. 

Both trEFM and fast free trEFM (FF-trEFM), which is an updated version of trEFM where the 

temporal resolution was improved, have been used to probe photo-charging rates, i.e., the time 

needed by a system to reach equilibrium after an excitation pulse. However, discussing trEFM 
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or FF-trEFM in terms of recombination dynamics remains somewhat unclear. In fact, neither 

trEFM nor FF-trEFM allow a direct access to the carrier lifetime since both the charge 

generation and recombination impact the time needed to reach an electrostatic charge 

equilibrium, i.e., the electrostatic equilibrium implies that for a given number of generated 

charges, the number of recombined charges shall be the same. Moreover, investigations using 

the above mentioned techniques were only implemented (to the best of our knowledge) over 

OPV devices. 

Furthermore, a few groups[8-11] independently introduced AFM-based techniques 

relying on the recording of the contact potential difference (CPD) mean signal measured by 

KPFM under modulated illumination source (see Figure 4.1a). Indeed, comparing the CPD 

recorded both under illumination and in dark conditions, gives access to the so-called surface 

photovoltage (SPV) which in turn can be interpreted as a local measurement of the device open 

circuit voltage. Then, the photo-potential dynamics can be probed by monitoring the 

dependence of the CPD time average value over time, with respect to the repetition frequency 

of a modulated illumination source, as shown in Figure 4.1b for the case of a polycrystalline 

silicon-based solar cell[8] and in Figure 4.1c for the case of a donor-acceptor organic bulk 

hetero-junction (BHJ) thin film.[10] Alternatively, similar results can be obtained using a 

modulated bias voltage instead of an illumination source.[11] In other words, techniques based 

on this approach measure the evolution of the average surface photo-potential with respect to 

the repetition frequency of an excitation source (illumination or electrical bias). This means 

that photo-modulated KPFM can yield an averaged time-integral value of the instantaneous 

photovoltage.   

So far, techniques implementing this approach have been limited to single-point 

spectroscopy measurements. In other words, information about the photo-carrier dynamics can 

only be obtained at single locations of the sample, again limiting the assessment of the 

influence of the nanostructure and local defects on photo-carrier dynamics. 
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Figure 4.1– In (a) a schematic illustration of the evolution of the surface photovoltage under modulated 

illumination as a function of time: averaged time-integral values of the instantaneous photovoltage are 

acquired as a function of the excitation modulation frequency. SPV decay time constants are calculated 

upon a mathematical fit of this curve. (b,c) Several examples of the implementation of KPFM-based 

techniques relying on the recording of the CPD mean signal to gain access to the photo-potential dynamics 

in photovoltaics: in the case of a polycrystalline silicon-based solar cell (b) and in the case of a donor-

acceptor BHJ thin film (c). Panels (a), (b) and (c) were reproduced from Ref. [BJNANO], Ref.[8] and 

Ref.[10] respectively. 

In that context, here, we implement a 2-dimensional time-resolved imaging mode based 

on frequency-modulated illumination Kelvin probe force microscopy (FMI-KPFM). This new 

technique constitutes a universal nano-characterization tool for photovoltaics. In the following, 

a comprehensive description of this technique will be given. We will discuss its operation 

principle, as well as results of its implementation over several third generation photovoltaic 

samples. While for the most part, the discussion will be focus on FMI-KPFM technical aspects, 

in each case the physics of the different materials will be addressed, highlighting how FMI-

KPFM allows to unveil different physical processes over different samples.  
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4.2 Frequency modulated illumination Kelvin probe force 

microscopy investigations 

 As discussed in the previous chapter, in photovoltaic materials, KPFM can be used to 

probe the photo-generated charge carriers by analysing the CPD shift under illumination, i.e., 

the SPV.[12] Actually, it has been shown that SPV imaging yields a local measurement of the 

device open circuit voltage at the nanometre scale[13], which in turn can be defined as the 

electron-hole quasi Fermi levels splitting under illumination.[14] Moreover, the open circuit 

voltage magnitude is closely related to the carrier recombination mechanisms [15, 16], which 

themselves depend of the nature of local defect and structural heterogeneities in nanostructured 

photovoltaic (PV) devices. Thus, the local SPV contrasts detected in KPFM experiments 

should reflect spatial variations of the photo-carrier recombination rate in relation with the 

nanostructure. Nonetheless, the SPV contrast cannot be interpreted solely in terms of the photo-

carrier dynamics, as there are different contributions to this contrast which are hard to 

disentangle.  For instance, in the case of donor–acceptor (D-A) bulk heterojunction (BHJ) 

organic photovoltaics, the SPV image owes its contrast to variations of the carrier dynamics at 

the local scale but also to variations in the D-A gap.[27] 

In FMI-KPFM, the SPV is measured as a function of a modulated light source 

frequency. In this configuration, KPFM measures a temporally averaged surface potential (SP) 

value for each frequency of the modulated illumination source, as its compensation bias 

regulation loop cannot follow SPV variations faster than its integration time (typically a few 

tens of ms for an optimal signal to noise ratio). Figure 4.2 shows a schematic illustration 

describing the general implementation of FMI-KPFM.  

In this configuration, spectroscopic curves of the SP as a function of the illumination 

modulation frequency 𝑓 with a constant duty cycle (𝐷) are acquired at each point of a pre-

defined grid area over the sample. Here, we underline that generally, the sample illumination 

is performed in the large perturbation regime. This configuration is similar to the one of 

conventional macroscopic large perturbation transient photo-voltage (LPTV) experiments.[18] 
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This, due to the reduced SPV measured using KPFM compared to the open circuit voltage of 

a full solar cell device with electrodes. Indeed, with SPV of few tens of mV, it becomes 

challenging to operate FMI-KPFM in a true non-perturbative regime.  

 

 

Figure 4.2– (a) Schematic illustration of FMI-KPFM. The KPFM surface potential is measured by applying 

a compensation bias to the oscillating AFM tip. Spectroscopy curves of the average surface potential (𝑉𝐴𝑉) 

are acquired at each point of a predefined grid over the sample’s surface, as a function of the illumination’s 

source modulation frequency (𝑓). (b) Surface potential time-response for increasing modulation 

frequencies. (c) Spectroscopic curve 𝑉𝐴𝑉(𝑓). The decay time constant is extracted by performing a 

numerical fit. (d) Automatic curve fit operation is performed on each pixel to recalculate 2-dimensional 

images of the SPV decay time constant (τ). Panels (a), (c) and (d) were adapted from Ref. [17], panel (b) 

was adapted from Ref. [9] 
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Furthermore, the acquisition time of a single spectroscopy curve is typically in the range 

of 1 to 10 seconds. This time depends on the number of selected frequencies. Typically between 

five and few tens frequency points are needed. Moreover, for each frequency, the data 

acquisition time is fixed to overpass the KPFM integration time constant, typically yielding a 

100-200 ms data acquisition time.  

Taking into account that measurements are carried out over a typical 100x100 square 

grid area, the total duration of a single experiment can overpass a 24-hours’ time period. For 

this reason, KPFM measurements are performed in single pass mode[19] in combination with 

beam deflection non-contact (nc-)AFM under ultrahigh vacuum (UHV). Moreover, while all 

2-dimensional frequency-spectroscopy data presented in this work have been achieved in 

closed loop mode, (i.e., uninterrupted z-regulation), in the next chapter we will briefly 

comment on the advantages and disadvantages of this operation mode against open loop mode. 

Furthermore, dynamical surface photo-voltage imaging with KPFM relies on a 

synchronous acquisition of the 2-dimensional frequency-spectroscopy measurements with 

regards to the illumination modulation frequency sweep. In fact, as depicted in Figure 4.3, in 

our setup, we ensure this synchronization by employing logic signals generated by the AFM 

controller to externally trigger an arbitrary waveform generator (AWG). The latter is used to 

generate the illumination pulse groups at the selected frequencies by modulating an adjustable 

output power high frequency (HF) diode-laser device employed to illuminate the sample.  

In practice, this has been done using a Keysigth 33622 AWG, interfaced with the AFM 

controller. A list of discrete frequencies can be defined using the 33622 AWG’s frequency-

sweep option. The generation of each pulse group is triggered during the data acquisition by 

using a user-configurable analogue output. The data is then acquired by using a multiple-

spectroscopy routine, which repeats 𝑛 times the same process for each image’s pixel. 

Moreover, in the case of the scanning probe microscope (SPM) system controlled using the 

Nanonis software (LETI’s setup), the data is stored as a stack of 2-dimensional images of the 

average surface photo-potential at a given illumination modulation frequency, instead of series 

of spectral curves. This, as a result of the SPM controller internal structure. A post data 
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processing is therefore needed to “re-create” 𝑉𝐴𝑉(𝑓) curves at each image’s pixel as depicted 

in Figure 4.4. Conversely, in the case of the SPM system controlled using the Matrix software 

(INAC’s setup), a series of spectral curves are directly stored.  

 

Figure 4.3– 2-dimensional spectroscopy data acquisition: Synchronizing signals are generated by the AFM 

controller, to trigger the generation of pulse groups at pre-selected frequencies (𝑓1, 𝑓2 … 𝑓𝑛) by the AWG. 

The KPFM loop integrates the SP (in red) with a time constant of few tens of milliseconds, yielding an 

average value 𝑉𝑎𝑣  (in blue). 𝑉𝑎𝑣(𝑓) values are simultaneously recorded by the AFM controller as a stack of 

images at a given illumination modulation frequency. 

In terms of data treatment, the temporally averaged surface potential 𝑉𝐴𝑉 measured by 

KPFM can be defined as the time domain integral of the SPV. In fact, if one considers a zero 

SPV built-up time, which is the time needed for the surface photovoltage to appear in the first 

place (associated with the exciton generation, charge dissociation and charge transport along 

the material so that a photo-generated surface potential can be detected using KPFM), the SPV 

decay time-constant can be extracted by fitting the spectroscopy curves using the following 

equation[8, 9, 17], (note that the development of the following equation can be found in the 

appendix section of this thesis).  
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                                𝑉𝐴𝑉(𝑓) = V𝐷𝑎𝑟𝑘 + 𝑆𝑃𝑉. D + 𝜏𝑑 . 𝑓. SPV(1 − e
−

(1−𝐷)

𝜏𝑑.𝑓 )                    (4.1) 

here V𝐷𝑎𝑟𝑘 is the in-dark surface potential, SPV the surface photo-voltage measured under 

continuous wave illumination, 𝜏𝑑 the SPV decay time, 𝑓 the modulation frequency and D the 

illumination duty ratio. Note that Eq. 4.1 does not take into account a SPV built-up time, this 

is justified since in most cases, this time is usually much faster than the SPV decay time. 

In order to fit the 2-dimensional matrix of spectroscopy curves, an automatic curve fit 

operation routine based on the least-square method was developed using the SCILAB software.  

Furthermore, same results were obtained by using the batch processing options of OriginPro 

software (OriginLab Corp.). This routine allowed us to import the spectroscopic curves and to 

recalculate 2-dimensional images of each curve’s characteristic time-constants. 

4.2.1 Silicon based photovoltaics 

Having described the FMI-KPFM operation principle, the first implementation results 

over silicon based photovoltaic samples will be presented in this section. Here, the discussion 

will focus on the role of recessed grain boundaries on carrier recombination over a small grain 

polycrystalline silicon sample. Additionally, the influence of nanocrystal aggregates on the 

minority carrier lifetime of a silicon nanocrystal-based third generation solar cell will be 

investigated. In fact, as we will see further on, for this analysis to be performed, statistical 

fluctuations of the numerical fit procedure shall be ruled out as a possible source of contrast on 

the obtained SPV decay time image. For this reason, the standard error associated with the 

mathematical fit procedure performed over each spectroscopy curve will be imaged. This will 

allow us to confirm that the contrast present on the calculated SPV decay time image has indeed 

a physical origin. 
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Figure 4.4– The spectroscopic approach is based on the acquisition of curves of the surface potential as a 

function of the illumination source modulation frequency on a 2-dimensional grid. When using the Nanonis 

SPM controller, the spectroscopic data is recorded as a stack of images. A post processing treatment is 

performed to reconstruct 𝑉𝐴𝑉(𝑓) curves, and extract a time-constant on each pixel of the grid. When using 

the Matrix SPM controller, this step can be skipped. 

4.2.1.1 Small grain polycrystalline silicon 

As a first example of the implementation of FMI-KPFM, we mapped the spatial 

variations of the effective minority carrier lifetime in a small grain polycrystalline silicon thin 
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film grown on n-doped silicon. This sample was prepared by depositing polycrystalline silicon 

films by chemical vapour deposition onto an n-doped silicon substrate (phosphorus doping 

level in the 1015 cm−3 range), under (SiH4)/H2 flux at 800 °C and under a 20 Torrs pressure. A 

post deposition annealing was performed under hydrogen flux to remove the native oxide. 

Additionally, to reduce the surface roughness (which originates from the variations in the grain 

crystallographic orientation), the films were polished before AFM/ KPFM characterizations by 

using chemical-mechanical planarization. 

In this sample, FMI-KPFM was implemented using beam deflection non-contact AFM 

in frequency modulation mode under UHV. The topographic imaging was performed with 

frequency shifts (negative set-points) and vibration amplitudes of a few Hz and a few tens of 

nanometres, respectively. KPFM measurements have been performed in frequency modulation 

(FM) mode. Moreover, all data have been acquired with PtIr-coated silicon cantilevers (EFM, 

Nanosensors, resonance frequency in the 45−115 kHz range) annealed under vacuum to 

remove contaminants. Concerning the illumination source, a red laser (657 nm) from the 

Picoquant Company (Germany) was used in front side geometry (i.e., sample directly 

illuminated by the laser). Here, the used optical power (2.24 mW/mm2) is defined per unit of 

surface by taking into account the laser beam diameter. Besides, it is normalized in root mean 

square (RMS) units (i.e., averaged power over one modulation cycle). 

Upon FMI-KPFM single point measurements, a positive surface photovoltage was 

observed. Indeed, this positive surface photovoltage is consistent with the band alignment at 

the recessed Si/n-Si interface as depicted in Figure 4.5. 

FMI-KPFM results over the sample are presented in Figure 4.6. Here, we note that, 

even after the surface polishing process, submicron sized domains can be easily identified in 

the AFM topographic images taken over the sample (Figures 4.6b,d). Over this sample, 

effective minority carrier lifetime values around few tens of μs were obtained upon the 

mathematical fit of the spectroscopy curves using Eq.4.1. A deeper analysis of the obtained 

images (Figures 4.6c,e)  reveals the presence of dark patches of few tens of nanometres wide 
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which were found to be correlated with local contrasts in the damping images (Figure 4.6f), 

where the average effective carrier lifetime is significantly reduced.  

 

Figure 4.5– Schematic illustrations of the energy band diagrams for the n-doped silicon substrate (n-Si) and 

the poly-crystalline silicon thin film (poly-Si). (a) Hypothetic case without contact. The 0.3 eV shift 

between the Fermi levels is due to the doping (1015 cm-3) of the n-Si substrate. (b) Fermi level alignment 

and band bending under contact (dark state). (c) Under illumination, the holes accumulate in the poly-Si due 

to the internal electric field at the n-Si/poly-Si interface, this hole injection results in the tension identified as 

photovoltage VPV. All panels were reproduced from Ref. [17]. 

The images taken at higher magnification display the same features than larger-scale 

images (Figures 4.6d,e) confirming that the observed contrasts have a physical origin. These 

observations are indeed consistent with an enhanced non-radiative Shockley–Read–Hall 

recombination due to surface states or recessed grain boundaries. Indeed, both effects are likely 

to occur in this sample because of the high density of grains with non-equivalent 

crystallographic orientations. 

Additionally, the measured effective carrier lifetime values also suggest that non-

radiative processes should be indeed the major pathway for the photo-carrier recombination in 

this sample.  
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Figure 4.6– (a) Schematic structure of the poly-Si film grown by chemical vapour deposition on an n-doped 

silicon substrate. (b,c) Topographic and minority carrier lifetime images (150 × 150 pixels, 1500 × 1500 

nm) acquired during the 2-dimensional spectroscopy under frequency-modulated illumination (655 nm, 20% 

duty, 2.24 mW/mm2). (d−f) Topographic, SPV decay time, and dissipation images (128 × 128 pixels, 700 × 

700 nm) acquired on the area highlighted by black dotted contours in b and c. White-dotted lines in e and f 

highlight correlations between local contrasts in the damping and SPV decay time images. All panels were 

reproduced from Ref. [17]. 

4.2.1.2 Silicon nanocrystal-based third generation solar cell  

Having demonstrated a first implementation example of FMI-KPFM over a small grain 

polycrystalline silicon thin film, we now turn to a slightly more complex sample. In this section, 

we will investigate a silicon nanocrystal-based third generation solar cell as a second 

application example of the technique in the field of inorganic photovoltaics. A schematic 

structure of this sample is depicted in Figure 4.7a. A top view of the sample acquired by 

transmission electron microscopy (Figure 4.7b) shows the nanocrystals embedded in the SiO2 

matrix, the nanocrystals display difference sizes ranging from 3 to 10 nm and are 
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heterogeneously distributed. Moreover, nanocrystals with hydrogenated bonds have been used 

to reduce defects at the interface with the SiO2 matrix.[20]   

 

Figure 4.7– (a) Cross-sectional schematic of a sample with SiNC embedded in 30 nm of SiO2. The layer of 

SiO2 is deposited on the p-Si substrate. (b) Top view of the sample made using transmission electron 

microscopy. Schematic illustration of energy band diagrams of p-Si substrate and SiNC/SiO2 layer in two 

cases: (c) layers are bounded and the internal electric field allows the Fermi levels alignment of the junction 

and (d) layers are bounded and under illumination. In this case, photo-generated electrons in the p-Si 

substrate are injected to the SiNC/SiO2 layer, this injection gives origin to the potential identified as photo-

voltage VPV. All panels were reproduced from Ref.[21] 

In this sample, a negative surface photo-voltage is observed. Indeed, under illumination, 

electron-hole pairs are photo-induced in the p-doped substrate. Subsequently, electrons are 

injected from the p-Si layer to the SiNc/SiO2 matrix due to the band bending at the p-Si/Si-

Nc/SiO2 interface, resulting in a negative surface photo-voltage as depicted in Figures 4.7c-d.  

Here, the FMI-KFPM measurements were carried out using a red (685 nm) LuxX 

(OmicronLaserage GmBH) laser in front side geometry with an optical output power of 

0.61 mW/mm2 as the illumination source. During the 2-dimensional spectroscopy the 

illumination modulation frequencies were swept from 500 Hz to 120 kHz with a 50% duty. 
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Spectroscopic curves (Figure 4.8e) were fitted using Eq. 4.1, yielding effective minority carrier 

lifetimes of a few tens of microseconds. These results are consistent with the lifetime values 

previously measured on discrete locations of samples from the same series in “single-point” 

mode[9] and with photoluminescence measurements performed on similar SiNC/SiO2 

systems.[22] Moreover, the lifetime values indicate that non-radiative processes are the major 

pathway for the photo-carrier recombination. Theoretical calculations[23] have indeed shown 

that radiative recombination should occur on the ms time scale. Despite defects reduction by 

hydrogen passivation, dangling bonds[24] can still be present and act as local non-radiative 

recombination centres.  

Now, the question that present itself is whether the 2-dimensional effective minority 

carrier lifetime map (Figure 4.8c) displays a contrasts that could be related to the sample 

morphology at the nanoscale. Unfortunately, the nature of the surface morphology does not 

allow identifying individual nanocrystals. Besides, neither the topographic nor the damping 

contrasts (Figure 4.8b) seem to display systematic correlations (nor anti-correlations) with the 

lifetime contrasts. In turn, it is clear that the lifetime image displays local contrasts which 

cannot be accounted by simple statistical fluctuations. This assumption is supported by the 

standard error (i.e., standard deviation) of the mathematical fit performed over each 

spectroscopy curve. In fact, an image displaying this associated standard error value for each 

pixel of the effective minority carrier lifetime map is presented in Figure 4.8d. 

The absence of systematic correlations between the effective carrier lifetime image and 

its associated error image strongly support the hypothesis that local contrasts present in the 

dynamical image must have a physical origin. In turn, these contrasts may be accounted by the 

existence of nanocrystals aggregates (or area displaying a higher density of nanocrystals), 

which would act as local recombination centres. The transmission electron microscopy image 

(Figure 4.7b) indeed revealed a non-uniform distribution of the nanocrystals within the silicon 

oxide matrix. 
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Figure 4.8– (a) Non-contact AFM topographic image (100 × 100 pixels, 700 × 700 nm) acquired during 

FMI-KPFM investigation (685 nm, 50% duty, 0.61 mW/mm2). (b) Damping image. (c) SPV decay time 

image. (d) Standard error of the SPV decay time image. (e) Spectroscopic curves showing the SPV 

evolution with respect to the illumination frequency modulation. Red and black curves were obtained 

over areas indicated in c as white and red dotted circles respectively. Panel a, and panels c-e were 

reproduced from Ref. [21] 

Alternatively, surface contaminants could be invoked to account for the existence of 

localized recombination centres. However, this latter hypothesis seems unlikely, as the 

damping and lifetime contrasts are not clearly correlated nor anti-correlated. 
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4.2.2 Bulk heterojunction donor-acceptor organic photovoltaics 

The study of the optoelectronic properties of organic photovoltaics (OPV) with KPFM 

can be traced back to the beginning of the twenty-first century. Around that time, a milestone 

in the field was reached thanks to the work of Shaheen and co-workers [25] who demonstrated 

that the D-A blend morphology plays a crucial role in the overall performance of OPV devices. 

In fact, the authors demonstrated that by implementing a much finer phase segregation between 

the donor and acceptor components, conversion efficiencies could be dramatically improved. 

This work was the predecessor of a series of investigations aiming to unveil the complex 

interplay between the D-A phase composition, interfaces morphology, photo carrier dynamics 

and transport. Actually, poly(2-methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-phenylenevinylene 

blended with methano-fullerene(6,6)-phenyl C61-butyric acid methyl ester (MDMO-PPV-

PCBM) has been used as a benchmark by several teams working in the field of KPFM 

measurements. Among these investigations we highlight the work of Chiesa et al.[26] who 

established the strength of KPFM to locally probe the photo-carrier generation in polymer solar 

cells.  

KPFM is now a well-established technique which if often used to image the local SPV 

of bulk heterojunction (BHJ) D-A OPV samples.[27] This is done by performing KPFM 

investigations under dark conditions followed by under illumination measurements. 

Subtracting CPD images obtained under both conditions should yield the SPV image which in 

turn can be described as a kind of local mapping of the open circuit voltage.[28] As mentioned 

before, the SPV image owes part of its contrast to variations of the carrier dynamics at the local 

scale. However, this approach does not allow to separate the contributions of variations in the 

D-A gap from the contribution of charge carrier dynamics to the SPV contrasts. [28] 

In that context, in the following, we will present our first attempts to use FMI-KPFM 

to address this issue at least to some extent. Actually, we will show how our technique can be 

used to map local non-geminate recombination rates in BHJ D-A organic photovoltaics. It is 

important to mention that results shown hereafter over OPV samples were obtained during the 

early stages of the technique’s development, therefore results interpretation could be affected 
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by the presence of a few artefact sources. These possible sources of artefacts will be discussed 

in detail in the following chapter. Furthermore, in Chapter 5 we will present a complementary 

set of results over OPV samples in which most sources of artefacts are accounted for.  

Having said that, in the following we will investigate a BHJ OPV blend based on a 

fullerene derivative (IC61BA) as the electron acceptor and a homemade (by INAC team) 

synthesized electron donor polymer (PDBS-BitQx).[29] This sample was selected as a first 

example of the implementation of FMI-KPFM on organic blends, as it features mesoscopic 

domains (Figure 4.9c) related to a compositional variation. Therefore, lifetime contrasts are 

highly likely to occur at the mesoscopic scale. Here, FMI-KFPM investigations were carried 

out in frequency modulation KPFM mode using in a green (515 nm) LuxX (OmicronLaserage 

GmBH) laser in back side geometry (Figure 4.9a) with an optical output power of 

0.32 mW/mm2 as the illumination source. Moreover, during the 2-dimensional spectroscopy 

the illumination modulation frequencies were swept from 440 Hz to 10 kHz with a 20% 

modulation duty ratio. Spectroscopic curves were fitted using Eq. 4.1, yielding SPV decay 

times between few tens and few hundreds of microseconds. 

FMI-KPFM results are presented in Figure 4.9. While, an overall negative shift of the 

surface potential of the sample is observed under illumination, consistent with the donor and 

acceptor energy level alignment with respect to the grounded substrate as depicted in Figure 

4.9b, it is however interesting to observe that some regions of the sample exhibit a positive 

SPV behaviour (Figures 4.9d and 4.9e). In fact, the presence of a dual SPV behaviour could 

actually be considered as an intrinsic property of bare nanophase segregated organic blends, 

where both the electron donor or electron acceptor materials can form clusters near the surface 

which are embedded in a matrix of the opposite material, therefore revealing the presence of a 

different charge population, when under illumination. 

In other words, even though a compositional gradient or non-inverted morphology is 

usually present, favouring the apparition of a single SPV polarity under illumination i.e., a 

favourable concentration of the donor or the acceptor material at the surface[27],  the presence 
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of clusters of the opposite material near the surface is very likely to be the reason behind the 

detection of a SPV whose polarity change from one region to the other over the sample.  

Concerning the dynamic of this SPV, FMI-KPFM results show as expected a SPV 

decay time image (Figure 4.9f) displaying a contrast at a scale that matches that of the 

mesoscopic domains present in the topography.  

 

Figure 4.9– (a) FMI-KPFM investigations on back side geometry configuration. (b) Energy level alignment 

with respect to the grounded substrate. (c) Non-contact AFM topographic image (100 × 100 pixels, 1 × 1 

µm) acquired during FMI-KPFM investigation (515 nm, 20% duty, 0.32 mW/mm2). (d) SPV image 

displaying both a positive and a negative behaviour which appears to be position-dependent. (e) 

Spectroscopic curves showing the positive and negative SPV evolution with respect to the illumination 

modulation frequency. The black and the red curves indicate the mathematical fit adjustment over the data 

points indicated in f as black and red dotted circles respectively. (f) SPV decay time image displaying a 

contrast at a scale which matches that of c and d. 
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Now, to gain a deeper insight onto the sample structuration and the SPV dynamic at the 

nanoscale, we need to zoom-in. Indeed, in a second experiment, FMI-KPFM investigations 

were zoomed-in, and carried out in amplitude modulation KPFM mode with a 10% modulation 

duty ratio. All other parameters were kept the same. Results of this implementation are 

presented in Figure 4.10. Sample topography and damping images are shown in Figure 4.10a 

and Figure 4.10b respectively, while Figures 4.10c and 4.10d displays the SPV and the SPV 

decay time images correspondingly. 

In this set of results the first thing we notice is that the SPV values exhibit a negative 

behaviour over all regions of the sample (Figures 4.10c and 4.10e), although this could be 

attributed to the fact that in amplitude modulation KPFM mode, the electrostatic force detection 

involves the whole tip and cantilever, consequently, the measured SP could be in fact the result 

of the averaging of different charges populations over an area of several tens of nanometres. 

This effect will be discussed in detail in Chapter 5 when comparing the implementation of 

FMI-KPFM in both amplitude and frequency modulation modes. 

For now, let us focus on the strong correlation between the damping and the SPV decay 

image, a correlation which sometimes can be extended to the topography image as well. 

Actually, from the damping image which is related to the chemical composition of the sample, 

it seems that mesoscopic features present in the topography image, possess in fact an internal 

nanoscale phase separation which can also be observed in the SPV decay image. Let us be 

cautious, while a one to one identification cannot be established, we do observe that the 

morphology and/or the chemical composition varies at the scale of few tens of nanometres over 

these domains which in some cases can also be observed as a contrast variation on the SPV 

decay image. A distinctive feature present on the SPV decay image, reflecting this change on 

the composition, can be found in the upper left region of this image. Indeed, in this region we 

observe a domain which is roughly divided in two zones with a marked SPV decay time 

contrast (Figure 4.10d). This contrast can also be found on the damping image (Figure 4.10b), 

suggesting that in fact the D-A mix ratio is not entirely homogenous over this domain. This 

reveals once more than the mixing rate or D-A phase separation, has a strong impact on photo-

carrier dynamics (and on the SPV polarity as previously observed in Figure 4.9d) 
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Figure 4.10– (a) Non-contact AFM topographic image (100 × 100 pixels, 300 × 300 nm) acquired during 

FMI-KPFM investigation (515 nm, 10% duty, 0.32 mW/mm2). (b,d) Damping and SPV decay time images 

respectively. In both images, dotted lines highlight a distinctive domain, roughly divided in two zones. In 

this domain it can be observed how the D-A phase separation impacts the photo-carrier dynamics. (c) SPV 

image displaying a negative behaviour (e) Spectroscopic curves showing the SPV evolution with respect to 

the illumination modulation frequency. Red and black data points were obtained over areas indicated in e as 

white and red dotted circles respectively. The black and the red curves indicate the mathematical fit 

adjustment over the data points. (f) Cross-section profile corresponding to the path highlighted by a black 

line in d. 

Conversely, at the interface between these mesoscopic domains, the SPV decay time 

exhibit larger values, probably due to a lower D-A contact surface and/or due to a higher trap 
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density, hence lower recombination rates. While, the origin of the effective lifetime variations 

is unclear, this marked contrast at the interface between domains offer us the possibility to 

estimate the achievable FMI-KPFM lateral resolution as depicted in Figure 4.10f where a cross 

section profile over one of these interfaces regions on the SPV decay image reveals an achieved 

lateral resolution down to the sub-10 nm scale. This support the huge potential of our approach 

for local investigations on finely phase separated BHJ samples and other nanostructured and 

heterogeneous photoactive materials. Nevertheless, we highlight that this lateral resolution 

value should be considered an estimate, since actually, the precise quantification of FMI-

KPFM lateral resolution is susceptible to be influenced by the mathematical fit accuracy of the 

spectroscopy curves as we saw before in the case of the silicon nanocrystal-based third 

generation solar cell. However, a weighted image of the SPV decay time taking into account 

the plausible lateral fluctuations due to the error margin of the mathematical fit (not shown) 

displays the same general contrast observed in Figure 4.9d. 

Now, a deeper insight about the mechanisms behind the SPV decay time can be gained 

by analysing its evolution as a function of the intensity of the illumination source. Figure 4.11a 

shows a series of SPV decay images acquired over the same area of the sample for different 

light power conditions.  

 In Figure 4.11a it can be clearly observed that longer SPV decay times are displayed 

for images acquired at reduced illumination output powers. In fact, this is confirmed by Figure 

4.11b where the average SPV decay time values measured over the white dotted circles present 

over the SPV decay time images as well as over the domains boundaries are plotted as a 

function of the illumination output power. Actually, this behaviour is consistent with carrier-

concentration dependent non-geminate recombination processes, although we cannot exclude 

the existence of charge traps.[15, 30]  
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Figure 4.11– (a) SPV decay images acquired over the same area of the sample for different illumination 

intensities: from top to bottom and left to right: 3.46, 1.46, 0.32 and 0.16 mW/mm2 respectively. Dashed lines 

over the images are eye guidelines indicating the same features over each image. (b) Average SPV decay 

time values measured over the white dotted circles present in a, and over the domains boundaries as depicted 

by the red dotted lines present in a as well, plotted as a function of the illumination output power. 

Moreover, from Figure 4.11a, it can also be observed that images taken at reduced 

illumination output powers seems to be less resolved than those acquired at higher illumination 

intensities. This effect most likely reflects the impact of the fit accuracy on the global image 

contrast. Indeed, a quick comparison of the mathematical fit standard error for each of the 

images presented in Figure 4.11a (not shown), reveals a higher standard error of the 

mathematical fit for decreasing illumination output powers. This can be simply understood by 

considering the fact that spectroscopy curves acquired under higher optical powers display a 

larger SPV magnitude. This shows once again, that the SPV decay time image contrast (and by 

extent the lateral resolution) can be impacted by the accuracy of the post data acquisition 

numerical fit. This points out the crucial need to optimize the signal to noise ratio of the 

spectroscopic curves.  
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4.2.2.1 Pushing the illumination modulation frequency to the MHz 

regime 

As a second application example of FMI-KPFM in the field of OPV, we now switch to 

a nanophase segregated BHJ solar cell based on a fullerene derivative (PC71BM) as the electron 

acceptor and a homemade synthesized (by INAC team) wide bandgap polymer (PDBS-TQ) as 

the electron donor, yielding power conversion efficiencies over 5%.[29, 31] Here, we will 

explore what happens to the spectroscopy curves of the average potential when we push the 

illumination modulation frequency at values above 50 kHz. In fact, we note that to the best of 

our knowledge, prior to this work, all published photo-carrier dynamics investigations based 

on the use of KPFM under modulated illumination over BHJ D-A blends, were carried up to a 

modulation frequency of ca. 50 kHz. Up to that modulation frequency value, the average 

potential spectroscopy curve exhibit a monotonic dependence with respect to the modulation 

frequency of the illumination source.  However, we will see that by further pushing the 

illumination modulation frequency, a non-monotonic behaviour of the average potential is 

revealed. 

This non-monotonic behaviour can be observed in Figure 4.12. In this figure, we show 

the spectroscopy curve of the average potential as a function of the modulation frequency of 

the illumination source (PhoxXplus module from OmicronLaserage GmBH, rise and fall times 

<1.5 ns in digital modulation mode, 515 nm, 10% duty, 3.8 mW/ mm2, large perturbation 

regime). Here, FMI-KFPM measurements were carried out using amplitude modulation KPFM 

in single point mode. 

In this curve, we observe that when increasing the modulation frequency from 300 Hz 

to ca. 20 kHz, the average potential decreases toward more negative values, i.e., the magnitude 

of the surface photo-voltage increases. Further increasing the frequency results in a photo-

voltage diminution. However, surprisingly, the SPV does not vanish but increases again for 

frequencies higher than ca. 300 kHz. Our first interpretation of this phenomenon is that the 

measured average photo-potential shall originate from the contributions of (at least) two 
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different SPV components which are superposed and are characterized by strongly different 

dynamics.  

 

Figure 4.12– Spectroscopic curve of the average potential as a function of the modulation illumination 

frequency acquired over the nanophase segregated PDBS-TQx/PC71BM blend. Blue dotted lines separated 

the three different regimes observed along the curve. These regimes reflects photo-carrier dynamics 

occurring simultaneously at different timescales. 

Indeed, while in this first attempt to investigate the SPV behaviour at illumination 

modulation frequencies above 50 kHz, not all sources of artefacts were accounted for (see 

Chapter 5 for the introduction of an improved FMI-KPFM protocol were most sources of 

artefacts are taking into account), and while it is true that alternative mathematical models can 

be proposed to describe the observed SPV non-monotonic behaviour, in all cases, the only 

reasonable way to explain this phenomenon, includes the presence of at least two different SPV 

components characterized by different dynamics. Furthermore, in the next chapter we will 

introduce additional evidence on the presence of these different SPV components and we will 

see that not only they can exhibit different dynamics, but they can also exhibit different 

polarities as well.  
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For now, in a first attempt to describe the SPV behaviour from Figure 4.12, a simplified 

mathematic model is proposed. Indeed, in a very naive approach, one could imagine the sum 

of the above mentioned average photo-potentials contributions, being represented by a dual set 

of independent parameters analogous to those previously introduced in Eq. 4.1.  

For the development of this model, we will in a first step, no longer assume an 

“instantaneous” photo-charging, i.e., we will consider a SPV built-up greater than zero (𝜏𝑏 >

0). Actually, 𝜏𝑏 > 0 could indeed explain the second SPV regime as defined in Figure 4.12. In 

fact, for a given 𝜏𝑏 a certain light pulse duration is needed to attain the SPV saturation point. 

Moreover, as the illumination modulation frequency increases, and the light pulse duration is 

reduced, the instant SPV will eventually fail to reach its saturation point, thus decreasing the 

magnitude of the measured average SPV. 

 Taking into account the presence of 𝜏𝑏 > 0 will result in Eq. 4.1 being partially 

modified as following: 

𝑉𝐴𝑉(𝑓) = 𝑉𝐷𝑎𝑟𝑘 + (V𝐿𝑖𝑔ℎ𝑡 − V𝐷𝑎𝑟𝑘) 𝐷 (1 − 𝑒
 

−𝐷

𝑓 𝜏𝑏  𝑒
−(1−𝐷)

𝑓 𝜏𝑑 )                                                                                                               

                               +(V𝐿𝑖𝑔ℎ𝑡 −  V𝐷𝑎𝑟𝑘)(𝑓𝜏𝑑 − 𝑓𝜏𝑏) (1 − 𝑒
 

−𝐷

𝑓 𝜏𝑏) (1 − 𝑒
−(1−𝐷)

𝑓 𝜏𝑑 )                       (4.2) 

Eq. 4.2 defines the average photo-potential in the case of a single SPV component 

characterized by a built up and a decay time as depicted in Figure 4.13. 

As mentioned, Eq. 4.2 can describe the first two regimes of the spectroscopic curve of 

the average potential presented in Figure 4.12. However it fails at describing the third regime 

present in the above presented curve.  
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Figure 4.13– Case of a single SPV component characterized by a built up and a decay time 

In order to account for this third regime, in a second step, we now introduce the concept 

of superposition to account for an average photo-potential that originates from the contributions 

of two different SPV components with strongly different dynamics. This results in an average 

photo-potential that can be described as: 

𝑉𝐴𝑉 = 𝑉𝐷𝑎𝑟𝑘 + 𝑆𝑃𝑉1𝐷 (1 − 𝑒
 

−𝐷

𝑓 𝜏𝑏1  𝑒

−(1−𝐷)
𝑓 𝜏𝑑1 ) + 𝑆𝑃𝑉1(𝑓𝜏𝑑1 − 𝑓𝜏𝑏1) (1 − 𝑒

 
−𝐷

𝑓 𝜏𝑏1) (1 − 𝑒

−(1−𝐷)
𝑓 𝜏𝑑1 )

+ 𝑆𝑃𝑉2𝐷 (1 − 𝑒
 

−𝐷

𝑓 𝜏𝑏2  𝑒

−(1−𝐷)
𝑓 𝜏𝑑2 ) + 𝑆𝑃𝑉2(𝑓𝜏𝑑2 − 𝑓𝜏𝑏2) (1 − 𝑒

 
−𝐷

𝑓 𝜏𝑏2) (1 − 𝑒

−(1−𝐷)
𝑓 𝜏𝑑2 )         (4.3) 

where, 𝑆𝑃𝑉1 =  𝑉𝐿𝑖𝑔ℎ𝑡
1 − 𝑉𝐷𝑎𝑟𝑘, 𝑆𝑃𝑉2 =  𝑉𝐿𝑖𝑔ℎ𝑡

2 − 𝑉𝐷𝑎𝑟𝑘. Additionally, 𝜏𝑏1 ≫ 𝜏𝑏2 and 𝜏𝑑1 ≫

𝜏𝑑2. 

Eq. 4.3 defines the average photo-potential in the case of two different SPV components 

which are superposed and are characterized by strongly different dynamics as depicted in 

Figure 4.14. 

However, we observe from Figure 4.12, that the average photo-voltage does not give 

any signs of decrease up to the upper modulation frequency allowed by the illumination chain. 

This can be interpreted as a light pulse duration (50 ns for a 2 MHz modulation frequency and 

a 10% duty cycle) which remains longer than the faster build-up time 𝜏𝑏2. Therefore, the 
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second build-up time cannot be directly measured with our setup in its current form. This could 

explain the presence of three different regimes in the spectroscopy curve instead of four. 

 

Figure 4.14– Case of two different SPV component characterized by different built up and a decay times 

By extension, this also means that Eq. 4.3 can be simplified by making the 

approximation that 𝜏𝑏2 = 0. 

This will result in an average photo-potential that can be described in the following 

way: 

𝑉𝐴𝑉 = 𝑉𝐷𝑎𝑟𝑘 + 𝑆𝑃𝑉1𝐷 (1 − 𝑒
 

−𝐷

𝑓 𝜏𝑏1  𝑒

−(1−𝐷)

𝑓 𝜏𝑑1 ) + 𝑆𝑃𝑉1(𝑓𝜏𝑑1 − 𝑓𝜏𝑏1) (1 − 𝑒
 

−𝐷

𝑓 𝜏𝑏1) (1 − 𝑒

−(1−𝐷)

𝑓 𝜏𝑑1 ) +

𝑆𝑃𝑉2𝐷 + 𝑆𝑃𝑉2(𝑓𝜏𝑑2) (1 − 𝑒

−(1−𝐷)

𝑓 𝜏𝑑2 )                                                                                                     (4.4) 

Using Eq.4.4 we can now perform a mathematical fit to access the different dynamics 

of the spectroscopy curve presented in Figure 4.12. The result of this fit is shown in Figure 

4.15. 

While Eq. 4.4 constitutes a pragmatic solution to the challenge that represents FMI-

KPFM data treatment in the case of a non-monotonic behaviour of the average potential, here, 

we raise awareness concerning the need to develop a more realistic and complete analytical 

model which should account for a series of photo-physical processes taken place in photo-

active materials under modulated illumination, which in a first approach were excluded from 
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the above described model. In particular, Eq. 4.4 does not take into account the fact that 

depending on the imposed modulation frequency value, a quasi-steady state condition of the 

average potential is only reached after a certain number of excitation pulses.  

 

Figure 4.15– Spectroscopic curve of the average potential as a function of the modulation illumination 

frequency acquired over the nanophase segregated PDBS-TQx/PC71BM blend. Red line correspond to the 

mathematical fit adjustment using Eq. 4.4. 

Performing an analytical treatment of such phenomena was beyond the scope of this 

thesis, nevertheless an alternative numerical approach is proposed and demonstrated in 

Chapter 6. Indeed, in Chapter 6 we will see how the behaviour of the spectroscopy curves of 

the average surface photo-voltage as a function of a frequency modulated excitation source in 

photovoltaic materials can be predicted using a numerical approach. This will enable in turn, 

the comparison between simulations and experimental results. This method represents an 

alternative way to determine the time constants values without the need to develop a complex 

analytical model. 

In addition, so far we assumed that the superposed SPV contributions to the total 

average potential have same polarity, following previous studies including ours.[8-10, 17, 32] 
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However, as we will see in Chapter 5, in some BHJs samples, both positive and negative SPV 

behaviours can simultaneously coexist as a consequence of nanophase segregated clusters of 

different charge populations, suggesting that in fact FMI-KPFM data on BHJs can also be 

treated assuming superposed SPV contributions with inverted polarities.  

Indeed, Eq. 4.4 should be understood as a simplified model, which here is implemented 

to perform the mathematical fit procedure required in FMI-KPFM, which in turn allow us to 

acquire several images of different photo-carrier dynamics occurring at different time scales 

within the sample. It is evident that time constant values calculated using Eq. 4.4 should be 

somewhat affected by approximations and simplifications of the model, therefore, caution 

should be taken when interpreting these values.  

Having said that, we now turn to the results of FMI-KPFM implementation over the 

investigated sample, depicted in Figure 4.16. 

In this sample we note that the dissipation image (Figure 4.16c) reveals that significant 

variations in the nanophase composition[33] occur at the scale of a few tens of nanometres. 

Unambiguously, the dynamical images display heterogeneities at the same scale. This 

led us to conclude that both slow and fast SPV decay times are significantly impacted by 

morphological and/or compositional variations in this blend. However, we note that the 

dynamical contrasts does not display a systematic correlation (nor anti-correlation) with the 

dissipation ones. This observation suggests that while the damping contrasts originates only 

from variations in the tip-surface interaction, the dynamical ones may be influenced by 

contributions from the subsurface. The analysis of high-resolution images (not shown) 

demonstrates, however, that the dynamical SPV is not dominated by contributions from the 

bulk (otherwise local contrasts would be hardly resolved). In turn, these last data demonstrate 

the possibility to investigate the interplay between the nanostructure and the carrier dynamics 

down to the sub-10 nm scale.  

Concerning the physical origin of these images, the question that presents itself is 

whether the fast and slow dynamics originate from different physical processes, or if one 
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measures only one phenomenon displaying different characteristic time scales. This could, for 

instance, be the case of a two trap population, the longer and faster decays being associated 

with the effect of deep and shallow traps, respectively.  

 

Figure 4.16– (a) Model proposed for the nanophase segregated PDBS-TQx/PC71BM blend morphology. (b) 

nc-AFM topographic image (100 × 100 pixels, 500 × 500 nm) acquired during the 2-dimensional 

spectroscopy under frequency-modulated illumination (515 nm, 10% duty, 3.8 mW/mm2). (c) Dissipation 

image. (d−f) Images of (d) the “slow” build-up, (e) “slow” decay, and (f) “fast” decay time constants. All 

panels were reproduced from Ref. [17] 

To answer this question, we will study the time constants evolution as a function of the 

intensity of the illumination source, just as we did in the case of the IC61BA/ PDBS-BitQx OPV 

blend. Figure 4.17a shows a series of spectroscopic curves acquired for different illumination 

conditions. The shape of these curves dramatically changes in the high frequency regime when 

decreasing the illumination intensity. The full set of fitted time constants is given in 

Figure 4.17b, which also shows that the fast decay time (τd2) constant is strongly reduced for 
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increasing optical powers, while the slow decay time (τd1) is quasi-independent of the 

illumination intensity. These behaviours are consistent and could be attributed to carrier-

concentration dependent non-geminate recombination processes[15, 30] and trap-delayed 

mechanisms (with a recombination rate proportional to the trap density)[1, 30, 34] respectively. 

We also note that the slow decay time (a few hundreds of microseconds) is similar to 

the lifetime of long-lived trap populations reported for other BHJ such as 

PBDTTPD:PCBM.[34] The fast decay times values (a few μs for the maximum illumination 

intensity, i.e., the maximum carrier density) seem also to agree relatively well with the results 

of macroscopic transient experiments on other blends.[18]  

Moreover, concerning the origin of the built-up time, it could be tentatively attributed 

to the effective time needed to fill the traps responsible for the subsequent trap-delayed 

recombination mechanisms, however, more conclusive evidence is needed to validate this 

hypothesis since the relatively large τb1 built-up times (few microseconds) observed in our 

experiments put some constraints on the physical nature of the trap states in our sample. 

However, we highlight that both the built-up and decay dynamics can strongly differ from one 

blend to the other depending of the relative strength of trapping effects[35] and can also change 

in time depending on the environmental conditions. This fact should be bear in mind when 

comparing our data with the results of former investigations carried out with macroscopic 

probes on other BHJs. 

To sum it up, for the particular case of the PDBS-TQx/PC71BM sample[31], our first 

results suggest that the performance remain limited (with a maximum power conversion 

efficiency of ca. 5%) because of carrier trapping effects related to a non-optimized morphology. 
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Figure 4.17– (a) Spectroscopic curves acquired for different illumination conditions on the nanophase 

segregated PDBS-TQx/PC71BM blend. Black, blue, and green filled symbols represent the experimental 

data acquired at 3.8 mW/mm2 (left Y scale), 1.9 mW/mm2 (left Y scale), and 0.44 mW/mm2 (right Y scale), 

respectively (all data recorded with a 10% duty). The red, black and dark-blue curves show the numerical 

fit for 3.8 mW/mm2, 1.9 mW/mm2 and 0.44 mW/mm2 respectively. (b) Time constants as a function of the 

illumination intensity. All panels were adapted from Ref. [17] 

4.2.3 Spectroscopic and time-resolved measurements over perovskite 

photovoltaics 

As mentioned in Chapter 2, organic-inorganic hybrid perovskites have become a new 

stage for the improvement of state-of-the-art light harvesting devices.[36] This, due to an 

exceptional combination of properties such as direct band gap, high absorption coefficient and 

long effective carrier lifetimes among others. Indeed, during the past decade, photovoltaic solar 
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cells based on these materials have experience a skyrocketing increase on their energy 

conversion efficiencies, currently exceeding the 20% barrier. 

A very important subject of research regarding perovskite photovoltaics, is the impact 

of grain boundaries on their internal electric field distribution and photo-carrier recombination 

mechanisms, especially in the case of polycrystalline thin films. Actually, this has been 

investigated using KPFM [37, 38], however, so far there is still a debate around whether the 

impact of the grain boundaries on the photo-carrier transport is beneficial or detrimental to the 

overall efficiency of the solar cell device. This uncertainty can be attributed to the contributions 

of ionic species to the surface potential contrasts.[37, 39-41] Actually, time-resolved 

measurements have given some insights pointing out to intra-grain ion migration 

mechanisms[40] as a phenomena which can significantly impact the surface potential measured 

by KPFM. 

Nevertheless, despite an increasing amount of research, the understanding of the 

complex interplay that exists between the charge carrier populations, traps, and mobile ions 

remains uncomplete. Therefore, interpreting the surface potential and surface photo-voltage 

contrasts recorded by KPFM on polycrystalline lead halide perovskites thin films constitutes a 

difficult task.    

In that context, perovskite single crystals [42, 43] represent an interesting alternative 

for basic research on hybrid perovskites. In fact, they can be used to probe the intrinsic material 

optoelectronic properties thanks to the absence of grain boundaries. Actually, performing 

KPFM measurements on single crystals may simplify the interpretation of the surface potential 

and surface photo-voltage data.  

Another important subject of research involving these materials is the existence of a 

significant photostriction effect which can be roughly defined as the change of the internal 

strain of the material under illumination. In fact, this effect has been observed in MAPbI3 single 

crystals by recording the height variations of an AFM tip as a function of the illumination 

state.[44, 45] This effect could potentially open the door to perovskite materials to a large range 

of applications such as the development of light-sensitive fast switching devices. 
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In the meantime, back to the field of photovoltaics, one of the main challenges that 

perovskite solar cells must still overcome in order to meet industrial production requirements, 

is to diminish the degradation of the material under operating conditions. Actually, as we will 

see in this section, the application of 2-dimensional FMI-KPFM investigations can be affected 

by this degradation effect. Indeed, performing these kind of investigations over perovskites can 

be quite challenging as the material tends to evolve during measurements.  

In that context, here, in a first step, we will discuss the results of single point 

spectroscopy curves of the AFM tip height relative to the surface and of the surface potential 

during pulsed illumination sequences over a methylammonium lead tribromide single crystal 

(CH3NH3PbBr3 also referred to as MAPbBr3), since as mentioned before the study of this 

sample may allow the simplification of the SPV interpretation in terms of the intrinsic 

optoelectronic properties of the material. For this, we will look to reproduce experimental 

results previously reported by Almadori and co-workers.[45] 

 Furthermore, in a second step, we will study how this sample evolves with the 

illumination intensity/duration and we will demonstrate how FMI-KPFM can be applied over 

this sample without experiencing significant material degradation during measurements. 

The sample (manufactured by D. Moerman – Mons University), was grown from N-

dimethylformamide (DMF) solution at constant temperature. Basically, in this process 

CH3NH3Br and PbBr2 are used as precursors and are both soluble in DMF at room temperature. 

More information about the sample fabrication process can be found in Ref. [43]. 

As in the case of previous samples, the MAPbBr3 single crystal was investigated under 

UHV conditions. In this case, the sample was fixed on a stainless steel sample-holder using an 

UHV-compatible electrically conductive silver epoxy bonding agent, dried at room 

temperature during a 24-hours period. Additionally, a cleavage with a scalpel was performed 

just before introducing the sample into the load-lock of the AFM system.  

In a first step, the polarity and magnitude of the surface photovoltage under continuous 

illumination (ca. 20 mW/cm2) was checked, as well as the AFM tip height relative to the surface 
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using single-pulse illumination sequences via a blue (405 nm) PhoxXplus (OmicronLaserage 

GmBH) laser in front side geometry. 

Figures 4.18a,b show the curves of the KPFM surface potential and of the tip height 

respectively. 

 

Figure 4.18– (a) Plot of the KPFM surface potential and (b) of the tip height change relative to its initial 

position as a function of time during a single illumination pulse. The arrows labelled 1, 2, 3 in (a) and 4 in (b) 

serve as eye guidelines, indicating the fast (1), slow (2) and stabilized (3) components of the surface 

photovoltage and the photostriction signal (4), respectively. 

In Figure 4.18, we observe a fast SP response in the form of a negative photovoltage of 

ca. 130 mV upon sample illumination, followed by a slower progression and a subsequent 

stabilization of the SP signal under illumination at the timescale of a few tens of seconds. The 

surface photo-voltage at charge equilibrium which here is called SPVStab is therefore equal to 

the sum of a negative and a positive SPV term, referred hereafter as “fast” and “slow” SPV 

components, with regards to their different photo-response dynamics. Furthermore, after 

switching off the sample illumination, the SP displays a fast positive shift, exceeding in a first 

instance the original in-dark SP, followed by a slow relaxation towards the previously 

measured in-dark potential. These observations strongly agree with those previously reported 

by Almadori and co-workers over the same kind of sample. In turn, in his experiences, two 

successive single-pulse illumination sequences separated by a time-interval of a few tens of 
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seconds were applied, and dissimilar behaviours of the SP were reported for the first and second 

illumination pulses. Here, however, identical behaviours were observed for successive single-

pulse illumination sequences separated by different time intervals ranging from a few seconds 

to a few minutes. 

Concerning the tip height fast photo-response, it is strongly consistent with the 

photostriction effect reported by Almadori and co-workers. In fact, in their work, it was 

demonstrated that the surface photo-voltage and the observed AFM tip height variation does 

not arise from a cross talk between the Z and KPFM regulation loops. Indeed, by performing a 

series of test, they ruled out the existence of possible artefacts in AFM height investigations. 

Therefore, they attributed the measured change in the AFM tip height, to the photostriction 

response of the material, which was actually already been observed in MAPbI3 single 

crystals.[44] Here, a very similar AFM tip height response is observed under similar 

illumination conditions. Additionally, investigations of this photostriction response as a 

function of the illumination output power (not shown), reveal an almost identical behaviour to 

the one previously reported by Almadori et al. It is therefore reasonable to attribute the 

observed tip height fast photo-response to the photostriction response of the material.  

Regarding the physical origin of the different components of the observed surface 

photovoltage under continuous illumination, it is possible that the fast negative SPV response 

first observed just after illuminating the sample can be attributed to a downward band bending 

occurring at the surface of the MAPbBr3 crystal [15] inducing an internal built-in electrical 

field which in turn induces a spatial separation of the photo-generated carriers of opposite signs 

in the space charge region.  

At the same time, the slow SPV component strongly suggests that a charge 

redistribution occurs in the system within a few seconds, highly likely to arise from photo-

induced ion-migration mechanisms. 

Indeed, as previously mentioned, there is overwhelming evidence that at least to some 

extent, hybrid perovskites shall be understood as mixed electronic-ionic semiconductors.[46] 
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Actually, it is believed that in these materials ion migration occurs as a consequence of the 

existence of anion and cation vacancies.[47] 

Finally, the return to the in-dark state is likely to occur via a two-steps process including 

first the photo-generated carriers and then the ionic species. Indeed, the observed SP overshoot 

present in Figure 4.18 suggest that most of the photo-carriers recombine quickly after the pulse 

extinction, leaving an excess of positive cations near the surface, at that moment, a reverse 

migration of the cations towards the bulk occurs at a slower time-scale. A scheme illustrating 

this process is reproduced from their work in Figure 4.19. 

Further insight on the crystal photo-response can be gained by performing single-point 

FMI-KPFM investigations. In the following, spectroscopy investigations are carried out in 

frequency modulation KPFM mode using a blue (405 nm) PhoxXplus (OmicronLaserage 

GmBH) laser in front side geometry with an RMS optical output power of 2 mW/cm2 as the 

illumination source. The illumination modulation frequencies were swept from 500 Hz to 

2 MHz with a 10% duty. 

Figure 4.20a shows the result of the implementation of single-point FMI-KPFM 

investigations. Here, it can be seen that the agreement between the fitting low based on Eq. 4.1 

and the experimental points acquired on the MAPbBr3 single crystal is excellent, suggesting 

that in this case, the SPV dynamics can be accurately accounted on the basis of a single time-

constant decay. Moreover, Figure 4.20b shows that as expected, increasing the illumination 

power output, hence increasing the carrier density, leads to a decrease in the SPV decay time.  

Actually, 𝜏𝑑 exhibits a linear drop as a function of the optical power when plotted in 

semi-logarithmic scale in the 5 mW/cm2 – 100 mW/cm2 range. This observation strongly 

agrees with observations made by Almadori et al., and even though FMI-KPFM measurements 

were not performed in a non-perturbative regime, results here obtained also agree with previous 

results of macroscopic transient photovoltage measurements reported for MAPb(I1-x,Brx)3 

perovskite thin films.[48] 
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Figure 4.19– (a) Illustration of how charge transfer from surface states bends the energy bands of p-type 

MAPbBr3. The resulting electric field separates the photo-carriers on both side of the space charge area. 

SCR: space charge region. EF: Fermi level. En: surface states charge neutrality level. (b) Representation 

illustrating the photo-carrier generation and spatial separation by drift under the built-in electric field (step 

1), the ion migration under illumination (step 2), the photo-carrier recombination (step 3) and the reverse ion 

migration in dark conditions (step 4). (c) Plot of the surface potential as a function of time during a typical 

illumination sequence. The timing of the 4 steps depicted in (b) and highlighted in (c) by numbered circles. 

All panels were reproduced from Ref. [45] 

 As mentioned before, material degradation under operating conditions is currently one 

of the technical aspects which is holding back the industrial production of perovskite-based 

solar cells. In fact, these materials reveal a fast degradation and low stability mainly due to 

humidity, reaction with oxygen, illumination and heating. We observed this degradation effect 

multiple times while attempting to perform 2-dimensional FMI-KPFM measurements even 

under UHV conditions. In fact, first FMI-KPFM measurements attempts failed as the 

morphology of the sample dramatically changed when under illumination, even at low 

illumination intensities. 

To demonstrate this, once again, we cleaved by means of a scalpel a MAPbBr3 single 

crystal sample under ambient conditions. The sample was then loaded into the AFM system 

under UHV conditions to perform topography and surface potential measurements (spending 

as little time as possible in ambient conditions after the cleavage). 
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Figure 4.20– (a) Experimental points of the average surface potential as a function of the illumination 

modulation-frequency acquired at 405 nm with an optical peak power of 2 mW/cm2. The result of the 

numerical fit performed to extract the SPV decay time constant is displayed by a solid red line. (b) SPV 

decay time constant as a function of the optical power. 

Figure 4.21 shows the morphology and surface potential measured over the same area 

of the sample. Here, we observe that the sample’s morphology (and to some extend its surface 

potential) is already changing after just few seconds under low intensity illumination. 

Moreover, after few tens of minutes under illumination the sample surface completely changed 

and it becomes no longer possible to scan its surface due to the large topographic features which 

emerged. 

To avoid sample evolution under illumination, and to be able to performed 2-

dimensional FMI-KPFM investigations over the sample, we developed a sample preparation 
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protocol including the use of in situ cleaving facilities enabling to perform the mechanical 

sample cleavage under UHV inside the AFM preparation chamber.  

 

Figure 4.21–Topography (image index 1) and surface potential (image index 2) images: (a) before spot 

laser positioning (never exposed to light). (b) after spot laser positioning (sample illuminated during few 

seconds with 80 μW/cm2) (c) After 60 additional seconds under illumination at 34 μW/cm2 (d) After 300 

additional seconds under illumination at 34 μW/cm2 (e) After ca. 5 hours more of modulated illumination at 

72 μW/cm2. 

Results shown in Figure 4.22 reveals that UHV cleavage is extremely effective at 

avoiding sample surface evolution even after an extended illumination exposure time (few 

days) and under a relatively high illumination output power (2.8 mW/cm2). Indeed, AFM 

topographic images of the sample cleaved under UHV conditions reveal very flat surfaces with 

visible atomic terraces. 

At this point it is now possible to perform FMI-KPFM investigations over the sample. 

Here, similar to the case of previous single spectroscopy curves investigations, FMI-KFPM is 

implemented in frequency modulation KPFM mode using a blue (405 nm) a blue (405 nm) 

PhoxXplus (OmicronLaserage GmBH) laser in front side geometry with an optical output 

power of 2.8 mW/cm2 as the illumination source. Moreover, during the 2-dimensional 

spectroscopy the illumination modulation frequencies were swept from 990 Hz to 700 kHz 
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with a 30% duty ratio. Spectroscopic curves were fitted using Eq. 4.1, yielding SPV decay 

times of few hundreds of microseconds. 

 

Figure 4.22– (a) Topography and (b) surface potential images of the UHV cleaved sample after several 

hours under illumination at 2.8 mW/cm2. 

FMI-KPFM results over the sample are presented in Figure 4.23. As expected, the SPV 

decay time image is rather homogeneous (we remind the reader that the sample in question is 

a single crystal). Even if over the SP images acquired at various illumination modulation 

frequencies a contrast is observed on the edges of the terraces, this does not seems to influence 

the dynamic SPV (SP at 700 kHz – SP at 990 Hz) nor the SPV decay time. 

Images of the SPV decay time acquired over the same area of the sample at reduced 

illumination intensities (not shown) display the same homogenous contrast with longer SPV 

decay time constants. Adding evidence to the conclusion that in MAPbBr3 single crystals, both 

the dynamic SPV and the photo-carrier dynamics do not seem to vary at the scale of few 

hundred of nanometres despite the fact that a sharp contrast of the SP images can be observed 

over the edges of the atomic terraces visible on the topography image. 
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Figure 4.23– (a) Topography, (b) SPV decay time, (c) dynamic SPV and (d) SP at 990 Hz images of the 

UHV cleaved sample respectively. 
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Conclusion 

 In this chapter, detailed insights on FMI-KPFM dynamical SP imaging’s operating 

principle, instrumentation, and data treatment were given. We demonstrated how this method 

can be applied to image the spatial variation of the SPV decay dynamics over a wide range of 

photovoltaic samples. The achieved lateral resolution enables investigations on optimized 

nanotechnology-based third-generation photovoltaics.  

 However, we must also highlight that there are still some open questions regarding the 

interpretation of FMI-KPFM results. Indeed, the mathematical model used in the data-fitting 

process is a particular subject of debate. In Chapter 6, we will approach this topic by proposing 

and demonstrating an alternative numerical approach which enables to predict the behaviour 

of spectroscopy curves of the average surface photovoltage as a function of the excitation 

source modulation frequency, enabling by this mean to compare simulations and experimental 

results. 

 Moreover, while the mathematical model plays a central role in data interpretation, 

there are some other plausible sources of artefacts which can lead to inaccuracies in the 

interpretation of results. In fact, it has been argued[49] that capacitance gradients effects 

present between tip and sample could influence the KPFM signal. Actually, it has been stated 

that the measured signal decay could be in fact the convolution of the CPD and capacitance 

gradient time responses. With this in mind, Chapter 5 will cover this topic and will introduce 

how these polarization effects can be avoided/diminished and somewhat quantified.  
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Ce chapitre présente les sources d'artefact de la technique introduite dans le chapitre 

précédant, comme les effets capacitifs et ceux induits par le mélange d'harmoniques. Un 

protocole de mesure amélioré est décrit, visant à diminuer ou annuler ces perturbations.  

5.1 Context 

In Chapter 4 we introduced frequency modulated illumination Kelvin probe force 

microscopy (FMI-KPFM), a technique which enables to image the spatial variation of the 

surface photovoltage (SPV) dynamics over a wide range of photovoltaic samples with a sub-

10 nm lateral resolution.[1-4] We saw how implementing FMI-KPFM can lead to a better 
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understanding of the complex interplay between the nanostructure, the photo-carrier transport, 

and recombination dynamics in organic[1, 2], inorganic[1, 3] and hybrid solar cells[5]. 

However, there are still some open questions regarding the interpretation of FMI-

KPFM results, as well as the plausible presence of artefact sources which could lead to 

inaccuracies in the interpretation of results. In fact, the possible influence of capacitance 

gradients on the Kelvin probe force microscopy (KPFM) signal has been pointed as a potential 

source of artefacts in FMI-KPFM investigations.[6] Here, we will address this subject and we 

will discuss how these polarization effects can be quantified via the analysis of Kelvin probe 

force spectroscopy curves acquired under frequency modulated illumination.  

In addition, we will shortly discuss another issue which has been recently demonstrated 

to be a source of artefacts in FMI-KPFM investigations; frequency mixing. [7] Actually, we 

will see that certain excitation modulation frequencies shall be eluded during the spectroscopy 

acquisition to avoid frequency mixing, an effect which can lead to falsified KPFM 

measurements. 

Finally, an improved FMI-KPFM protocol developed to avoid/diminish the error 

associated with the mathematical fit procedure, as well as the most significant sources of 

artefacts, will be proposed and demonstrated. In this protocol, the contact potential difference 

(CPD) under continuous wave excitation and under dark conditions is registered prior to the 

average surface photo-voltage (SPVAV) spectroscopy curve, over each point of a pre-defined 

grid area over the sample. This way, both the CPD in dark conditions and under continuous 

wave illumination are known values that can be fixed when performing the mathematical fit. 

Additionally, in this protocol the variation of the capacitance gradient under modulated 

illumination is registered separately, allowing to assess its influence on the KPFM signal as 

well as on the calculation of the photo-carrier dynamics. 
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5.2 Capacitance artefacts 

 As we saw in Chapter 4, FMI-KPFM relies on the measurement of an average surface 

photo-voltage as a function of the modulation frequency of an illumination source. This means 

that the accuracy of the SPV measurement determines both the achievable temporal and lateral 

resolution. However, a limiting factor of this approach is that SPV measurements based on 

KPFM are only sensitive to a change in the CPD. Yet, photo-carriers can also contribute to a 

change in the tip-sample capacitance as depicted in Figure 5.1.[8] 

 

Figure 5.1– Scheme showing how photo-excited charges modify the effective distance between capacitor 

plates (d to d ′) therefore increasing the capacitive gradient measured by KPFM in the case of an OPV device. 

Figure according to Ref. [8] 

In [6], Schumacher and co-workers, demonstrated that a change in the capacitance 

gradient can lead to a potential systematic error in SPV measurements using established KPFM 

techniques. In fact, in their paper, it is argued that KPFM measurements carried out under 

modulated excitation over photovoltaic materials actually yields a VDC signal weighted by the 

capacitance gradient variation, which depending on the KPFM implementation mode can be 

expressed as:  

                                                  𝑉𝐷𝐶 =
(1 − 𝐷)

𝑑𝐶
𝑑𝑧

𝑉𝐶𝑃𝐷 + 𝐷
𝑑𝐶∗

𝑑𝑧
𝑉𝐶𝑃𝐷

∗

(1 − 𝐷)
𝑑𝐶
𝑑𝑧

+ 𝐷
𝑑𝐶∗

𝑑𝑧

                                        (5.1) 
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for amplitude modulation (AM)-KPFM, where D is the modulation duty ratio, 𝑑𝐶/𝑑𝑧 𝑎nd 𝑉𝐶𝑃𝐷 

are the capacitance gradient and CPD under dark conditions respectively and 𝑑𝐶∗/𝑑𝑧 and 𝑉𝐶𝑃𝐷
∗  

are the capacitance gradient and CPD under continuous illumination respectively, and: 

                                            𝑉𝐷𝐶 =
(1 − 𝐷)

𝑑2𝐶
𝑑𝑧2 𝑉𝐶𝑃𝐷 + 𝐷

𝑑2𝐶∗

𝑑𝑧2 𝑉𝐶𝑃𝐷
∗

(1 − 𝐷)
𝑑2𝐶
𝑑𝑧2 + 𝐷

𝑑2𝐶∗

𝑑𝑧2

                                         (5.2) 

for frequency modulation (FM)-KPFM, where 𝑑2𝐶/𝑑2𝑧 𝑎nd and 𝑑2𝐶∗/𝑑2𝑧 are the 

capacitance second derivative and the capacitance second derivative under continuous 

illumination respectively. 

However, this change in the capacitance gradient can only be measured quantitatively 

if KPFM is performed in Kelvin probe force spectroscopy mode or if the electrostatic 

force spectral component 𝐹2𝑤 signal is measured.[6] Here, in a first approach, we will assess 

this change by comparing images of the capacitance second derivative (Figure 5.2c) obtained 

via Kelvin probe force spectroscopy under various illumination modulation frequencies. 

For this, the same nanophase segregated PDBS-TQx/PC71BM blend previously 

introduced in Chapter 4, is investigated using Kelvin probe force spectroscopy under various 

modulated illumination conditions. In this mode, Kelvin parabolas are acquired over each point 

of a predefined grid area over the sample. As described in Chapter 3, this parabola reflects the 

behaviour of the frequency-shift (∆𝑓) as a function of a static tip-sample bias (𝑉𝐷𝐶). By fitting 

this parabola with Eq. 3.35 (Figure 5.2b), it is possible to obtain not only the local CPD but 

also the local value of the capacitance second derivative (𝑑2𝐶 𝑑𝑧2⁄ ). Then by changing the 

modulation frequency of the illumination source, we can access the variation of 𝑑2𝐶 𝑑𝑧2⁄  as a 

function of the illumination modulation frequency, allowing us to determine and somewhat 

quantify its influence on the measured KPFM signal obtained during FMI-KPFM 

investigations.  

Figure 5.2a depicts a schematic illustration describing the general implementation of 

Kelvin probe force spectroscopy under frequency modulated illumination. It is worth 
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mentioning that using this mode, it is also possible to obtain CPD images as a function of the 

illumination modulation frequency (Figure 5.2d). However, at this stage, the interest on 

implementing Kelvin probe force spectroscopy under modulated illumination does not rely on 

mapping the photo-carrier dynamics. Instead, as mentioned above, here, Kelvin probe force 

spectroscopy under modulated illumination will be used to compare the different images of the 

capacitance gradient, obtained at different illumination modulation frequencies over the same 

region of the sample. This will allow us to evaluate the evolution that this capacitance gradient 

should experience during FMI-KPFM measurements and its influence on the KPFM signal.  

 

Figure 5.2– (a) Schematic illustration of Kelvin probe force spectroscopy under modulated illumination at 𝑓𝑖. 

Here, the frequency-shift is measured as a function of a static tip-sample bias which is swept from -1.5 V to 

0.4 V. (b) The Kelvin parabola reflects the behaviour of the frequency-shift as a function of the static tip-

sample bias. (c-d) Images of the capacitance gradient and the CPD respectively, obtained as a result of 

the mathematic fit performed using Eq. 3.35. By varying  𝑓𝑖  different capacitance gradient and CPD 

images can be acquired, which in turn will allow us to assess the evolution of the capacitance gradient 

(and also the CPD) as a function of the illumination modulation frequency. 

Figure 5.3a shows the capacitance gradient and CPD images acquired via Kelvin probe 

force spectroscopy under frequency modulated illumination (PhoxXplus module from 
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OmicronLaserage GmBH, 515 nm, 10% duty, 3.8 mW/ mm2) at 333 Hz, 10 kHz, 200 kHz and 

2 MHz respectively. Figure 5.3b show the average Kelvin parabolas for the different 

illumination modulation frequencies, while Figure 5.3 show plot of the average values of the 

CPD and 𝑑2𝐶 𝑑𝑧2⁄  as a function of the illumination modulation frequency. 

 

Figure 5.3– (a) Capacitance gradient and CPD images acquired via Kelvin probe force spectroscopy under 

frequency modulated illumination (515 nm PhoxXplus module) at 333 Hz, 10 kHz, 200 kHz and 2 MHz with 

a 10% duty and an illumination intensity of 3.8 mW/mm2. (b) Average Kelvin parabolas for different 

illumination modulation frequencies. (c) Plot of the average values of the CPD (in black) and 𝑑2𝐶 𝑑𝑧2⁄  (in 

red) for the different illumination modulation frequencies. 

Firstly, we turn to Figures 5.3a and 5.3c where we observe that indeed, a change of the 

capacitance gradient is observed under different illumination modulation frequencies, as 
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predicted by Schumacher and co-workers.[6] However, a closer look to Figure 5.3c shows that 

the magnitude of this capacitance gradient change is inferior to 7% of the entire signal.  

Now, the question that presents itself is whether this small variation of the capacitance 

gradient during the FMI-KPFM spectroscopy can mislead the photo-carrier dynamics time 

constant calculation.  

To answer this question, in the following we will implement a mathematical model to 

calculate a SPV decay time constant corrected from any influence caused by the varying 

capacitance. The development of this model can be found on the appendix of this thesis. In 

short, by taking into account the presence of a 𝑑2𝐶 𝑑𝑧2⁄  signal (displayed on red in Figure 

5.3c) displaying a behaviour characterized by a decay time 𝜏𝑑*, a corrected SPV decay time 

can be re-calculated (Eq. 8.13). The mathematical fit performed over the 𝑑2𝐶 𝑑𝑧2⁄  signal for 

which Eq. 4.1 was also used, can be found on Figure 5.4a. Indeed, analogue to the case 

of 𝜏𝑑,V𝐿𝑖𝑔ℎ𝑡 and V𝐷𝑎𝑟𝑘, using this model, it is possible to calculate a decay time 𝜏𝑑* along with 

the values of 𝑑2𝐶 𝑑𝑧2⁄  under continuous illumination (Γ𝐼) and in dark conditions (Γ𝐷), values 

which are then used to apply Eq. 8.13. Then, the influence of the capacitance effect over FMI-

KPFM results can be established by comparing the corrected SPV decay time constant against 

the value obtained originally via one of the models described in Chapter 4, (in this case the 

model described by Eq. 4.1). 

When performing this comparison (Figure 5.4b), we observe a similar adjustment of 

both models to the measured CPD data-points. Moreover, both 𝜏𝑑 and its corrected value seem 

to agree relatively well. This result can be interpreted as evidence suggesting that even if the 

presence of a varying capacitance gradient during KPFM investigations under frequency-

modulated illumination has an influence over KPFM measurements, in this particular case, this 

influence does not seem to strongly affect the estimation of the SPV dynamics in FMI-KPFM 

investigations. 

At this point, we highlight that measurements here presented over the nanophase 

segregated PDBS-TQx/PC71BM blend were obtained after a 10-month time period following 
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measurements shown in the previous chapter. Therefore, it is very likely that the SPV response 

of the sample evolved, which explain the change in the SPV behaviour of the sample.  

 

Figure 5.4– (a) Mathematical fit performed over the 𝑑2𝐶 𝑑𝑧2⁄  signal. (b) Adjustment of both models (Eq.4.1 

and Eq. 8.13) to the measured CPD data-points. By taking into account the behaviour of 𝑑2𝐶 𝑑𝑧2⁄  as a 

function of the illumination modulation frequency, characterized by a decay time 𝜏𝑑* ≈ 5.49 𝑚𝑠, a corrected 

SPV decay time can be calculated. 

Moreover, we highlight that results presented in Figure 5.4 were obtained using a 

modulation duty ratio of 10%, in this scenario, according to [6], VDC shall correspond to: 

                                                           𝑉𝐷𝐶 =
9

𝑑2𝐶
𝑑𝑧2 𝑉𝐶𝑃𝐷 +

𝑑2𝐶∗

𝑑𝑧2 𝑉𝐶𝑃𝐷
∗

9
𝑑2𝐶
𝑑𝑧2 +

𝑑2𝐶∗

𝑑𝑧2

                                           (5.3) 

From Eq. 5.3 we can deduce that the influence of a changing capacitance gradient 

during frequency modulated illumination KPFM measurements, increases as the illumination 

modulation duty ratio approaches to 50%. Indeed, for a 10% modulation duty ratio, the average 

value of the capacitance gradient under frequency modulated illumination is dominated by the 

in-dark capacitance gradient value. This shows why it is convenient to use a small modulation 

duty ratio when performing FMI-KPFM measurements. Additionally, the use of a reduced 

modulation duty ratio in FMI-KPFM measurements allows to access a surface potential (SP) 

value closer to the value that should be measured in dark conditions (for the lowest illumination 
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modulation frequency). In general, this means that the magnitude of the SPV spectroscopy 

curve increases as the modulation duty ratio decreases. Therefore, the use of a reduced 

modulation duty ratio in FMI-KPFM investigations is not only advantageous to diminish 

capacitance-related artefacts, but is also useful to increase the average surface photo-voltage 

spectroscopy curve magnitude, which in turn increases the mathematical fit accuracy. 

Another important aspect to keep in mind when performing FMI-KPFM measurements, 

is that capacitance-related artefacts such as the one described above, have a stronger influence 

over the KPFM signal when working in AM-KPFM mode. In fact, when performing FMI-

KPFM investigations in AM-KPFM mode, the KPFM signal is more dependent on the 

capacitance change, as VDC depends directly on the capacitance gradient rather than the 

capacitance second derivative as it is the case in FM-KPFM.  

In addition to be more sensitive to light-induced capacitance changes, FMI-KPFM 

investigations performed in AM-KPFM mode can have a reduced lateral resolution compared 

to measurements performed in FM-mode.  

In fact, as discussed in Chapter 3, in AM-KPFM, the detection of the electrostatic force 

component 𝐹𝑤 involves the whole tip and cantilever. This can be especially critical, in the case 

of bare nanophase segregated organic blends and other bare samples where different charge 

populations can form nanophase segregated clusters. Over these samples, the measured SP can 

be the result of the averaging of these charges populations over an area of several tens of 

nanometres, therefore yielding a reduced SP absolute magnitude compared to what would be 

measured using FMI-KPFM in FM-KPFM mode, where the detection of the force gradient 

( 𝜕𝐹𝑤 𝜕𝑧⁄ )  is limited to the tip apex.  

To better understand the differences between the implementation of FMI-KPFM 

measurements using AM- and FM-KPFM modes, in the following section we will compare 

FMI-KPFM results obtained over the IC61BA-PDBS-BitQx blend previously investigated in 

Chapter 4 under the same lightning conditions using both modes. 
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5.3 Comparing amplitude modulation and frequency modulation 

Kelvin probe force microscopy modes 

 In Figure 5.5, a comparison between the implementation of FMI-KPFM under same 

illumination conditions in both AM-KPFM and FM-KPFM modes over the IC61BA-PDBS-

BitQx blend previously introduced in Chapter 4 is depicted. 

 

Figure 5.5– FMI-KPFM in AM-KPFM mode against FM-KPFM mode. (a,d) SPV decay time images 

acquired in AM-KPFM and FM-KPFM respectively. (b,e) Spectroscopic curves showing the SPV evolution 

with respect to the illumination modulation frequency obtained in KPFM-AM and FM modes respectively. 

Red and black data points were obtained over areas indicated in (a) and (d) as white and red dotted circles 

respectively. (c,f) SPV images acquired in AM-KPFM and FM-KPFM respectively. SPV images are the 

result of the subtraction of the SP images acquired at the lowest and highest illumination modulation 

frequency. 

 Although both set of images were not acquired over the exact same region of the 

sample, a rough comparison between both modes can be nonetheless established. In fact, the 

first thing we notice is that, as expected, the total variation of the average SP as a function of 

the illumination modulation frequency seems to be around 3 times larger when working in FM-

KPFM mode as compared to measurements obtained in AM-KPFM mode. This can be 

observed from comparing Figure 5.5c and Figure 5.5f, as well as from comparing spectroscopy 
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curves shown in Figures 5.5b and 5.5e respectively. As already mentioned, this difference can 

be attributed to the fact that in AM-KPFM mode, the electrostatic force detection involves the 

whole tip and cantilever. Consequently, the measured SP is in fact the result of the averaging 

of different charges populations over an area of several tens of nanometres. However, this 

difference in the magnitude of variation between both set of SP data does not seem to affect 

the SPV decay time constant calculation (Figures 5.5a and 5.5d). Indeed, the photo-carrier 

dynamics time constants are dependent on the speed of the average surface potential variation 

as a function of the illumination modulation frequency and not on the magnitude of this 

variation.  

 In this particular example, due to the relatively strong surface photovoltage response of 

the sample under modulated illumination and therefore the good mathematical fit accuracy, the 

lateral resolution of the SPV decay time image obtained using AM-KPFM (Figure 5.5a) does 

not seem to be inferior to the one achieved in FM-KPFM mode (Figure 5.5d). However, in 

general, as a matter of caution, we recommend the implementation of FMI-KPFM 

investigations in FM-KPFM mode when dealing with bare nanophase segregated organic 

blends and other bare samples where nanophase segregated clusters of different charge 

populations are likely to be found, in order to maximize the magnitude of the SPV dynamics 

and consequently the mathematical fit accuracy which in turn benefits the lateral resolution. 

5.4 Frequency mixing 

An important aspect of FMI-KPFM implementation is the selection of the illumination 

modulation frequencies. For the correct acquisition of the spectroscopy curves, these 

frequencies shall be set evenly spaced along the x-axis of a semi-logarithmic chart. Moreover, 

usually between 7 and 30 frequencies are needed to properly follow the SPV photo-carrier 

dynamics behaviour.  

Recently, it was unambiguously demonstrated that there is a possibility that for specific 

modulation frequencies, the excitation signal interferes in an unwanted way with the cantilever 
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oscillation or the ac-voltage that is applied for the detection of the CPD.[7] It goes without 

saying that such interference is expected to influence CPD measurements, leading to a 

falsification of KPFM results. In fact, using a combined simulation and experimental study, it 

was demonstrated that these modulation critical frequencies causing interference correspond 

to the fundamental cantilever eigenmode 𝑓0 as well as the second cantilever eigenmode 𝑓2, and 

other related frequencies: [7] 

                                                                                         (
2

𝑚
) 𝑓0                                                           (5.4) 

                                                                                         (
2

𝑚
) 𝑓2                                                           (5.5) 

where 𝑚=1,3,5,7,… 

Additionally, it was proved that the smaller the factor 𝑚, the greater the frequency 

mixing effect on the KPFM signal.  

This means that, in order to avoid frequency mixing artefacts in FMI-KPFM 

measurements, during the acquisition of CPD spectra, application of the modulation signal at 

the critical frequencies should be avoided. 

Actually, the above described crosstalk or frequency mixing effect was sometimes 

observed during FMI-KPFM investigations performed during this thesis. In fact, this crosstalk 

phenomena was identified each time a dramatic decrease of the KPFM signal to noise ratio was 

observed under a single illumination modulation frequency. Whenever this effect was 

observed, the modulation frequency was consequently modified until the KPFM signal to noise 

ratio returned to its usual value. 

However, thanks to the work of Sadewasser and co-workers, we now understand the 

origin of this frequency mixing and clear guidelines to avoid frequency mixing-related artefacts 

in time-resolved KPFM measurements have been given. 



Chapter 5: Plausible sources of artefacts and how to avoid them 159 

 

 

To sum up, the selection of the illumination modulation frequencies should be made in 

a way in which the data points of the CPD spectra are evenly distributed over the x-axis of a 

semi-logarithmic plot while at the same time avoiding critical frequencies defined by Eq. 5.4. 

5.5 Other sources of artefacts 

 So far we have discussed the main sources of artefacts in FMI-KPFM investigations, 

however, there exist some other important aspects to bear in mind when implementing the 

technique that if not taken into account, could lead to unwanted effects during measurements 

that may perhaps falsify results.  

 FMI-KPFM relies on the measurement of the photovoltaic response of a sample under 

modulated illumination, this implies that only the sample should exhibit a photovoltaic 

behaviour. Indeed, FMI-KPFM measurements could be affected if the tip itself has a 

photovoltaic behaviour. That is why, it is recommended to check that the used tip is not 

contributing to the photovoltaic response of the sample when illuminated. This can be easily 

checked by illuminating a non-photovoltaic sample such as a metallic sample and observing 

the KPFM signal. This additional verification step could prove especially important when 

working with silicon tips. Nonetheless, we highlight that during measurements performed in 

this thesis, a photovoltaic response of the tip was never observed. 

 Another technical aspect concerning FMI-KPFM investigations that could eventually 

influence results is the fact that the laser used to illuminate the sample can sometimes reflect 

from the cantilever back side and the sample onto the position sensitive photodetector for the 

AFM detection, thereby leading to an artificial modification of the measured cantilever 

oscillation. However, this strongly depends on the specific setup used for the experiments. 

Indeed, a photodetector sensitive to visible light could be affected by this light reflections, 

however in our case, the photodetector of both of our systems are optimized for infrared light, 

diminishing the effect of possible reflections of the illumination laser which is usually either 

blue or green, with only some experiments carried out using a red laser. 
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5.6 An improved protocol for photo-carriers dynamics 

investigation 

 Having addressed the main sources of artefacts concerning FMI-KPFM investigations, 

in the following, an improved FMI-KPFM protocol is proposed and demonstrated over a BHJ 

OPV blend based on a fullerene derivative (PCBM70) as the electron acceptor and a homemade 

synthesized (by INAC team) electron donor polymer (PTB7), aiming to avoid/diminish the 

impact of the above mentioned artefact sources on photo-carrier dynamics measurements.  

Figure 5.6 depicts this improved FMI-KPFM protocol. Actually, in this protocol, both 

the CPD under continuous wave excitation and the SPVAV spectroscopy curve are 

simultaneously acquired at each point of the sample. In fact, by applying an illumination single 

pulse to the sample, prior to the acquisition of the SPVAV spectroscopy curve, it becomes 

possible to measure values of both the CPD in dark conditions and under continuous wave 

illumination. This way, both the CPD in dark conditions and under continuous wave 

illumination are known values that can be fixed when performing the mathematical fit.  

 

Figure 5.6– Improve FMI-KPFM protocol depiction. 
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Furthermore, under this protocol, the electrostatic force spectral component 𝐹2𝑤 is 

separately registered via a lock-in amplifier, allowing access to the variation of the capacitance 

second derivative in FM-KPFM mode or the capacitance gradient in AM-KPFM as a function 

of the illumination modulation frequency. This, in turn will allows to assess its influence on 

the KPFM signal over each pixel of the SPV dynamic image(s). In fact, using this information 

along with the mathematical model implemented in Figure 5.4 and whose detailed development 

can be found in the appendix of this thesis, will allow us to calculate a SPV decay time image 

corrected from any influence of the varying capacitance.  

Figures 5.7a and 5.7b show an example of results obtained when implementing this 

protocol in single-point mode over the sample. Here, the sample was optically excited using a 

green (515 nm) PhoxXplus module from OmicronLaserage GmBH with a peak output power 

of 60 mW/cm2. Modulation frequencies were swept from few tens of Hz to 1 MHz with a 10% 

duty ratio. The continuous wave light pulse duration was nearly 1 second. 

 

Figure 5.7– (a) CPD results from the implementation of the improved FMI-KPFM protocol. Here CPD under 

continuous wave excitation and under dark conditions are acquired along with the SPVAV spectroscopy curve. 

𝑉𝐷𝑎𝑟𝑘 corresponds to the in-dark surface potential and 𝑉𝑙𝑖𝑔ℎ𝑡  with the surface photo-voltage measured under 

continuous wave illumination. (b) Electrostatic force spectral component 𝐹2𝑤 acquired at the same time as the 

CPD. 
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By recording the curve presented in Figure 5.7a over all pre-defined positions over the 

sample, it becomes possible to obtain two different SPV images, i.e., one under continuous 

wave illumination (complete SPV) and another which comes from the subtraction between 

VDark and the CPD value registered at the highest illumination modulation frequency which will 

be called here “modulated” SPV. Moreover, a SPV decay time image can be obtained using an 

appropriated mathematical model such as the one described by Eq. 4.1 with the only difference 

that this time, both the CPD in dark conditions and under continuous wave illumination are 

known values and therefore can be fixed, increasing the overall fit adjustment to the curves.  

Analogously, images of 𝐹2𝑤 (also referred to as 𝑑2𝐶 𝑑𝑧2⁄ ) under illumination and in 

dark conditions can be obtained by recording the curve presented in Figure 5.7b in the same 

way as the CPD curves. Furthermore, this protocol enables to map the time constant (𝜏𝑑*) 

associated to the 𝑑2𝐶 𝑑𝑧2⁄  variation as a function of the illumination modulation frequency. 

Using these images, we will ultimately apply the model implemented previously (Figure 5.4), 

and whose development can be found in the appendix of this thesis, to recalculate a new SPV 

decay time image corrected from capacitance-induced artefacts. 

FMI-KPFM results obtained over the PCBM70 /PTB7  blend via the above described 

protocol can be found in Figure 5.8, where the sample topography, both the complete and 

modulated SPV images, images of 𝑑2𝐶 𝑑𝑧2⁄  under continuous wave illumination and dark 

conditions along with both the SPV decay time (𝜏𝑑) and the 𝑑2𝐶 𝑑𝑧2⁄  decay time (𝜏𝑑*) images 

are shown. 

In figure 5.8a we observe a sample morphology with features in the range of few 

hundred of nanometres. While this can be interpreted as an indication pointing out that probably 

the sample phase-separation has not been optimized, it serves the experiment’s purpose in the 

sense that there is no need to achieve an exceptional lateral resolution to find a well-defined 

contrast in both SPV and the SPV decay time images.  

Figures 5.8c and 5.8d display images of the SPV under continuous wave illumination 

and the “modulated” SPV respectively, the latter obtained upon the subtraction of the CPD 

image acquired at the highest illumination modulation frequency and the CPD image acquired 
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in dark conditions. Both SPV images present features of about the same size of those present 

in the topography image. In fact, correlations between both SPV images and the topography 

can easily be established, with valleys in Figure 5.8a corresponding to regions exhibiting a 

stronger SPV magnitude as can be observed in Figure 5.8b where the 4-dimensional image 

owes it contour to the topography image while the colour scale correspond to that of Figure 

5.8c.  

It is also interesting to observe that both SPV images display the same contrast, 

although as anticipated by Figure 5.7a, the SPV under continuous wave illumination exhibit a 

higher magnitude compared to the “modulated” one. Figures 5.8e and 5.8f display images of 

𝑑2𝐶 𝑑𝑧2⁄  under continuous wave illumination and in dark conditions respectively. Finally, 

Figures 5.8g and 5.8h show images of the SPV decay time (obtained by fitting spectroscopy 

curves with Eq. 4.1) and the 𝑑2𝐶 𝑑𝑧2⁄  decay time (𝜏𝑑*). The latter will be used along with 

both 𝑑2𝐶 𝑑𝑧2⁄  images to recalculate a SPV decay time image corrected from capacitance-

induced artefacts hereafter. As mentioned above, this correction is performed using the same 

model used to correct the SPV decay time in Figure 5.4. 

Figure 5.9b shows the corrected SPV decay time image. When comparing this image 

against the original SPV decay time image, depicted again in Figure 5.9a (for comparison 

purposes), we notice that overall the contrast in both images remain the same. However, a 

change in the time constant magnitude is observed in some regions. A comparison between 

profile sections of both images is show in Figure 5.9e.  

Additionally, Figures 5.9c and 5.9d give detailed information on how the corrected SPV 

decay time image was calculated. Indeed, this Figures detail the calculation process for the 

pixel 50*50 of Figures 5.9a and 5.9b. In fact, from the raw information obtained via the 

improved FMI-KPFM protocol (Figure 5.9c), values of VDark and VLight are acquired along with 

values of Γ𝐷 and Γ𝐿. Then a mathematical fit is performed over the portion of the d2C/dz2 signal 

which was acquired as a function of the illumination modulation frequency to obtain the value 

of 𝜏𝑑*. For this, we used an analogous version of Eq. 4.1 were VDark, VLight and 𝜏𝑑 are replaced 

by Γ𝐷, Γ𝐿 and 𝜏𝑑* respectively. 
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Figure 5.8– (a) PCBM70 /PTB7  sample topography. (b) 4-dimensional image combing information form both 

the topography (contour) and the SPV under continuous wave illumination (colour scale) (c) SPV under 

continuous illumination image. (d) “Modulated” SPV. This image results from subtracting the CPD image 

acquired at the highest illumination intensity to the CPD image acquired in dark condition (VDARK). (e) 

𝑑2𝐶 𝑑𝑧2⁄  under continuous wave illumination. (f) 𝑑2𝐶 𝑑𝑧2⁄  in dark conditions. (g) SPV decay time 

(uncorrected from capacitance-induced artefacts). (h) 𝑑2𝐶 𝑑𝑧2⁄  decay time image. 

Moreover, in this fit Γ𝐷 and Γ𝐿 are known values which are therefore fixed. In this case 

𝜏𝑑* correspond to 0.68 ms as depicted in Figure 5.9c. Finally, using the know values of VDark, 
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VLight, Γ𝐷, Γ𝐿 and 𝜏𝑑*, a corrected SPV decay time can be calculated using Eq. 8.13 as show in 

Figure 5.9d. Moreover, the adjustment of the mathematical fit over the CPD data points using 

Eq. 4.1 (in which VDark and VLight were fixed as well) to calculate the non-corrected SPV decay 

time is also show in Figure 5.9d for comparison purposes. It is worth mentioning that the CPD 

data points show in Figure 5.9d were obtained by averaging the black curve depicted in Figure 

5.9c for each discrete value of the illumination modulation frequency.  

Furthermore, from Figure 5.9f we observe a comparison between the histogram of both 

SPV decay images. It is interesting to observe that the correction of the SPV decay time image 

leads to a SPV decay time values distribution which appears to be more symmetrical 

(resembling a Gaussian distribution). In any case, both SPV decay time images display an 

average value of the SPV decay time which is about the same. 

At this point, something interesting to mention is that, while in Figure 5.9d we observe 

a rather good adjustment of both mathematical models (Eq. 4.1 and Eq. 8.13) to the measured 

data, the fit curves do not perfectly follow the data points over all frequency regimes. It would 

appear that the models used to fit the data, do not perfectly describe the physics behind the SPV 

behaviour. In fact, perhaps this mismatch between the data and the proposed models is due to 

the presence of multiple SPV dynamics. Actually, we already observed this discrepancy in 

Figure 5.6 where the SPV under modulated illumination displayed an inferior magnitude with 

respect to the SPV under continuous wave illumination. Therefore, in a further part of this 

chapter, we will propose a hypothesis to account for this behaviour. In short, the presence of a 

non-zero SPV built-up time, as well as the presence of different SPV contributions displaying 

inverted polarities will be pointed as the possible origin of the observed discrepancy. 

Finally, to conclude this section, we will briefly comment on the differences between 

the acquisitions of the 2-dimensional frequency-spectroscopy data in closed loop mode, (i.e., 

uninterrupted z-regulation), against open loop mode.  
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Figure 5.9– (a) SPV decay time image. (b) Corrected SPV decay image. (c) Raw information obtained via the 

improved FMI-KPFM protocol over pixel 50*50 of a and b. (d) CPD data and fit adjustment of models 

described by Eq. 4.1 (in red) and Eq. 8.13 (in green). (e) Profile section comparison of both SPV decay time 

images. (f) Histogram comparison between both the SPV decay time image (in black) and its corrected 

version (in red).  
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Actually, all 2-dimensional frequency-spectroscopy data presented so far have been 

acquired in close loop mode, this means that during the spectroscopy measurements, the feed-

back loop controlling the distance between the tip and the surface of the sample is activated. In 

this way, the distance between the tip and the sample is regulated to be constant during the 

duration of the experiment. However, by doing so, the z feed-back loop also regulates the  𝐹2𝑤 

signal. Actually, it can be demonstrated that, the z feed-back loop which is based on the control 

and regulation of the cantilever frequency shift, has an influence on the 𝐹2𝑤 signal which is 

related to the capacitance gradient and sensitive to the tip-sample distance.  

Figure 5.10 depicts two 𝐹2𝑤 spectroscopy curves, acquired over the same PCBM70 

/PTB7 sample using the FMI-KPFM improved protocol under same experimental conditions in 

both open and close loop mode. 

 

Figure 5.10– (a) Spectroscopy curve of 𝐹2𝑤 obtained in close loop mode via FMI-KPFM in frequency 

modulation mode KPFM. (b) Spectroscopy curve of 𝐹2𝑤 obtained in open loop mode via FMI-KPFM in 

frequency modulation mode KPFM. 

From this Figure we observe that when working in open loop mode (Figure 5.10b), we 

obtain a spectroscopy curve with an improved signal-to-noise ratio compared to the one 

obtained in close loop mode (Figure 5.10a).  
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It goes without saying that this represents an advantage of spectroscopy data acquisition 

in open loop mode against close loop mode. However, the increase of the 𝐹2𝑤 spectroscopy 

curve quality does not come without a price. In fact, there are several conditions that have to 

be fulfil in order to carry trusty measurements in this mode, the most important one being the 

stability of the cantilever frequency shift during the spectroscopy. Indeed, if during the 

spectroscopy measurements the frequency shift of the cantilever is not reasonably stable, 

KPFM and topography results are likely to be influenced by artefacts. Moreover, in this mode, 

as the frequency shift of the cantilever can vary during the spectroscopy, an additional safety 

distance is needed between tip and sample (to minimize the risk of tip-sample crashing), 

preventing the acquisition of high resolution images. However, we stress that during this thesis, 

SPV decay time images (not shown) were acquired over the PCBM70 /PTB7 sample using the 

improved FMI-KPFM protocol in both open and close loop mode, yielding almost identical 

results. 

To sum up, the FMI-KPFM improved protocol offers several advantages over its 

predecessor. Indeed, by registering both the CPD under continuous wave illumination and in 

dark conditions prior to the spectroscopy, two different variable parameters (VLIGHT and VDARK) 

can be fixed in the mathematical model used to fit the CPD data and to calculate the SPV decay 

time. This, in turn increases the accuracy of the fit and therefore the accuracy of the time 

constant calculation. Moreover, by registering 𝐹2𝑤 in the same way as the CPD signal, it 

becomes possible to obtain additional information from the sample, such as images of 

𝑑2𝐶 𝑑𝑧2⁄  (or 𝑑𝐶 𝑑𝑧⁄  in AM mode) under continuous wave illumination and in dark conditions, 

along with an image of the decay time constant associated with the capacitance change. 

Ultimately, this new information can be used to correct artefacts in the SPV decay time image 

caused by this capacitance change.  
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5.7 On the presence of surface photovoltage contributions 

displaying inverted polarities. 

As previously discussed in Chapter 4, under illumination, some samples can exhibit 

both a positive and a negative SPV behaviour depending on the region over which 

measurements are taken. This is especially true in the case of bare donor-acceptor (D-A) OPV 

active layers, when even though a compositional gradient is usually present, favouring the 

apparition of a single SPV polarity under illumination, the presence of clusters of the opposite 

material near the surface exhibiting an inverted SPV polarity under illumination cannot be ruled 

out. In fact, as discussed in Chapter 4, the presence of these clusters is very likely to be the 

reason behind the detection of a SPV whose polarity changes from one region to the other over 

the sample.  

In the following, to gain a deeper insight onto the presence of the described dual SPV 

behaviour, single-point FMI-KPFM measurements (improved protocol) were acquired over the 

PCBM70 /PTB7 sample at two different illumination intensities.  

Firstly, we observed that when shining the sample using a 15 mW/cm2 illumination 

intensity, the magnitude of the SPV under continuous wave illumination is higher than when 

illuminating the sample at 300 mW/cm2. Moreover, in both cases the photovoltaic response 

seems to be about the same under modulated illumination. This behaviour can be observed in 

detail in Figure 5.11.  
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Figure 5.11– Single-points FMI-KPFM measurements taken under illumination intensities of ca. 15 mW/cm2 

and 300 mW/cm2 over the same region of the sample. 

For a clearer view of this behaviour, in Figure 5.12 we show the evolution of the SPV 

under continuous wave illumination measured over the same region of the sample (single-point 

measurements) as a function of the illumination intensity.  
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Figure 5.12– SPV under continuous wave illumination as a function of the illumination intensity. 
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In Figure 5.12 we observe that increasing the illumination intensity results in a decrease 

of the SPV under continues wave illumination, on the other hand, the “modulated” SPV 

remains somewhat the same or varies very little regardless of the illumination intensity.  

This behaviour can be interpreted as evidence suggesting the presence of inverted 

polarity SPV contributions. Basically, one could argue that given the morphology of the 

sample, the total SPV as measured under continuous wave illumination is in fact the 

superposition of different SPV contributions with different polarities and dynamics.  

To better understand this, let us imagine two independent SPV contributions with 

inverted polarities that evolve differently with the illumination modulation frequency as 

depicted in Figure 5.13 by a numerical simulation (details on how to perform the presented 

numerical simulation can be found in Chapter 6). 
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Figure 5.13– Numerical simulation showing two SPV contributions with inverted polarities and different 

dynamics, along with the resulting total SPV. Simulation parameters are indicated in the Figure. In both cases 

a 10% modulation duty ratio was assumed. 
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In Figure 5.13 we observed a simulated scenario in which at lower illumination 

modulation frequencies, the negative SPV contribution dominates and a negative total SPV is 

measured. However, as the illumination modulation increases, the positive SPV contribution 

start to develop, rendering more positive the magnitude of the total SPV.  

Actually, while writing these lines, new evidence kindly provided by Dr. Benjamin 

Grévin, confirmed beyond any reasonable doubt, the presence of a SPV which is indeed the 

result of the superposition of at least two different SPV contributions exhibiting different 

polarities and dynamics.  

Figure 5.14 shows FMI-KPFM results obtained by Dr. Grévin over the same PCBM70 

/PTB7 sample acquired under an illumination intensity of 1500 mW/cm2. 

Figure 5.14a show the SPV under continuous wave illumination as obtained from the 

spectroscopy curves analysis. In this image it is very interesting to observe both a negative and 

a positive SPV over the surface of the sample. Figure 5.14b shows more clearly this dual SPV 

behaviour. In this image the areas of the sample exhibiting a positive SPV are coloured in black 

and circled by green lines. Figure 5.14c depicts the “modulated” SPV image obtained upon 

subtracting the CPD image acquired at the highest illumination intensity to the CPD image 

acquired in dark condition (via the spectroscopy curve analysis). Here, we observe a negative 

SPV over the entire image. However, both Figures 5.14a and 5.14c exhibit a similar contrast. 

In fact, it seems that regions displaying a positive SPV in Figure 5.14a, display a weaker 

(although negative) SPV in Figure 5.14c. Similarly, when shinning the sample at lower 

illumination intensities, we obtained an image of the SPV under continuous wave illumination 

(not show), exhibiting a weak negative SPV for regions previously exhibiting a positive SPV. 

Additionally, at this reduced illumination intensity, regions of the sample previously exhibiting 

a negative SPV, exhibit a stronger negative SPV. 

To better understand this behaviour, it is necessary to take a look at the single-point 

spectroscopy curves depicted on Figures 5.14d and 5.14e.  
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Figure 5.14– Unveiling the dual polarity SPV behavior: (a) Image of the SPV under continuous wave 

illumination obtained via FMI-KPFM. (b) Image of the SPV under continuous wave illumination highlighting 

the presence of both a positive and a negative SPV. (c) “Modulated” SPV image. (d) Spectroscopy curve 

acquired over the area of the sample indicated in a with a black cross. (e) Spectroscopy curve acquired over the 

area of the sample indicated in a with a red cross. In the Figure we observed an inversion of the SPV under 

continuous wave illumination with respect to the SPV measured under modulated illumination. (f) Different 

mathematical fits applied over the frequency-domain part of the signal previously presented in d. (g) 

Mathematical fit applied over the frequency-domain part of the signal previously presented in e. 

These two single-point spectroscopy curves were obtained over regions indicated in 

Figure 5.14a by a black and a red cross respectively. In fact, from these curves, it would appear 

that depending on the region of the sample, the SPV under continuous wave illumination can 
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change its polarity with respect to the SPV under modulated illumination. This adds strong 

evidence suggesting the presence of different SPV contributions which evolve differently with 

the illumination modulation frequency as previously shown by the simulation on Figure 5.13. 

From these curves one could predict that, if it was possible to further increase the 

illumination modulation frequency, the measured CPD would eventually match the one 

measured under continuous wave illumination. In fact, in both cases (Figures 5.14d and 5.14e), 

a positive SPV contribution would be expected to “kick in” at a certain frequency value, driving 

the value of the measured CPD towards the red dashed lines marking the CPD measured under 

continuous wave illumination.  

At this point, we briefly make a pause on the discussion, to comment that during this 

thesis, SPV investigations at illumination modulation frequencies higher than 5 MHz were not 

possible due to set-up limitations. To the best of our knowledge, laser devices offering the 

possibility of being modulated in the MHz-GHz regime while offering the possibility to modify 

the modulation duty ratio without affecting the “squareness” of the modulated signal has not 

yet been fabricated. Nonetheless, an alternative approach to circumvent this issue might be the 

use of electrical signals to excite the sample instead of illumination pulses. This approach 

originally proposed by Narchi and co-workers has been already implemented over the cross 

section of an epitaxial silicon solar cell yielding promising results. [3, 9] 

Coming back to the previous discussion, we can summarize that, in this sample, at high 

illumination intensities, the SPV can be characterized by at least two different SPV 

contributions exhibiting inverted polarities. In this case, the positive component appears to be 

several orders of magnitude faster than the negative one. This difference between dynamics 

can be understood intuitively by looking at Figures 5.14d and 5.14c. Nonetheless, another 

evidence on the presence of these two different dynamics can be observed on Figure 5.14f. In 

this Figure, the frequency-domain part of the spectroscopy curve presented in Figure 5.14d was 

plotted separately. Here, we observed that applying a mathematical fit taking into account a 

single SPV decay time, results in a non-optimized data adjustment. On the other hand, if we 

use an analytical model which describes two different time-constants, an improve adjustment 
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to the data is obtained. In a similar way, in Figure 5.14g were we observe frequency-domain 

part of the spectroscopy curve presented in Figure 5.14e, the mathematical fit can only be 

applied using a model accounting for at least two different dynamics, otherwise the fit 

procedure fails at converging. From these observations, it would be fair to argue that the 

negative SPV contribution shall exhibit a SPV decay time around 1-1.5 ms, while the positive 

SPV contribution shall exhibit a decay time around 40-50 ns (for the applied illumination 

intensity, ca. 1500 mW/cm2). 

Having discussed the implications of a SPV exhibiting a dual behaviour, we now take 

a moment to verify the self-consistency of the FMI-KPFM measurements in order to exclude 

the presence of artefacts misleading our conclusions. In this endeavour, images of the in-dark 

and under continuous wave illumination surface potential, as well as images of the in-dark and 

under continuous wave illumination 𝑑2𝐶 𝑑𝑧2⁄ , obtained via the improved FMI-KPFM protocol 

are compared to the same images acquired via standard KPFM investigations. Results are show 

in Figure 5.15. 

In Figure 5.15, we observe a full correspondence between images obtained via the 

improved FMI-KPFM protocol and standard KPFM investigations. These results imply that in 

this case, the improved FMI-KPFM protocol is not affected by additional sources of artefacts 

such as cantilever detuning during the illumination pulse even at the high illumination intensity 

used during the experiment. 

Having checked FMI-KPFM results self-consistency, let us now take a look at the 

behaviour of 𝑑2𝐶 𝑑𝑧2⁄  during the spectroscopy (Figure 5.16). Here, contrary to the case of the 

SPV, its behaviour seems to be the same for all regions of the sample, exhibiting a similar trend 

with respect to the illumination modulation frequency. In fact, it seems that overall, 

spectroscopy curves of 𝑑2𝐶 𝑑𝑧2⁄  only experience a slight upwards and downwards shift from 

one region of the sample to the other. 
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Figure 5.15– (a,c,e,g) Images of the in-dark and under continuous wave illumination surface potential, as well 

as images of the in-dark and under continuous wave illumination 𝑑2𝐶 𝑑𝑧2⁄ , obtained via the improved FMI-

KPFM protocol respectively. (b,d,f,h) Images of the in-dark and under continuous wave illumination surface 

potential, as well as images of the in-dark and under continuous wave illumination 𝑑2𝐶 𝑑𝑧2⁄ , obtained via the 

standard KPFM investigations respectively. Data & processing courtesy of Dr. Benjamin Grévin. 

Figure 5.16a shows an image of 𝑑2𝐶 𝑑𝑧2⁄  under continuous wave illumination obtained 

via the spectroscopy curves analysis. Analogously, Figure 5.16b shows an image of 𝑑2𝐶 𝑑𝑧2⁄  

in dark conditions, again, obtained via the analysis of the spectroscopy curves acquired during 

the improved FMI-KPFM protocol implementation. Figures 5.15c and 5.15d show single-point 

spectroscopy curves of 𝑑2𝐶 𝑑𝑧2⁄  acquired at the same location as the single-point SPV 

spectroscopy curves presented in Figures 5.14d and 5.14e. From these curves we observed that 
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despite the fact that the SPV behaves very different in those locations, the behaviour of 

𝑑2𝐶 𝑑𝑧2⁄  seems to be similar in both regions. 

 

Figure 5.16– Image of 𝑑2𝐶 𝑑𝑧2⁄  under continuous wave illumination (a) and in dark conditions (b) obtained 

via the FMI-KPFM improved protocol. 

However, when attempting to fit the frequency-domain data of the 𝑑2𝐶 𝑑𝑧2⁄  

spectroscopy curve presented in Figure 5.16d to obtain 𝜏𝑑* (Figure 5.15e), we observed that 

similar to the case of the SPV, a mathematical model accounting for a single 𝑑2𝐶 𝑑𝑧2⁄  decay 

time, fails at describing the way the data evolves. To ensure a good fit adjustment, a model 

including the presence of two different dynamics was needed. The inconsistency between the 
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model accounting for a single decay time constant and the 𝑑2𝐶 𝑑𝑧2⁄  data, could be indeed the 

result of the presence of SPV contributions exhibiting different polarities, although this is not 

yet clear. 

In any case, the presence of two decay constants in the 𝑑2𝐶 𝑑𝑧2⁄  signal (𝜏𝑑1* and 𝜏𝑑2*), 

put some constraints to the analytical model previously used to account for capacitance 

artefacts on the calculation of the SPV dynamics. Actually, in this case, a new model would 

have to be developed to account for capacitance artefacts on the calculation of the SPV 

dynamics when the 𝑑2𝐶 𝑑𝑧2⁄  signal displays a non-monotonic behaviour. Such model could 

be obtained by developing the following expression: 

                                                     𝑉𝐴𝑉𝐾𝑃𝐹𝑀 =
∫  Γ

1 𝑓⁄

0
(𝑡)𝑉(𝑡)𝑑𝑡

∫  Γ
1 𝑓⁄

0
(𝑡)𝑑𝑡

                                                      (5.6) 

With Γ(t) = 
𝑑𝐶

𝑑𝑧
(𝑡) in amplitude modulated KPFM and with Γ(t) = 

𝑑2𝐶

𝑑2𝑧
(𝑡) 

However, such model risk of being complex and its implementation on the automatic 

fit procedure challenging. That is why, in the next chapter of this thesis we will take another 

approach by estimating the SPV dynamics based on numerical calculations rather than on 

mathematical fit procedures. 
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Conclusion 

In this chapter, the discussion was focused on the presence of plausible sources of 

artefacts in FMI-KPFM measurements, such as capacitance and resonant-induced effects, and 

on how to avoid them. 

We saw that capacitance gradients present between tip and sample, could in fact modify 

the KPFM signal under certain circumstances. We confirmed the presence of these effects by 

implementing Kelvin probe force spectroscopy measurements. Furthermore, in order to avoid 

having these unwanted effects, we gave guidelines and recommendations for the correct 

implementation of FMI-KPFM measurements such as working in FM-KPFM mode and using 

reduced modulation duty ratios. 

During this chapter, we also compared the implementation of FMI-KPFM in AM and 

FM-KPFM modes. In fact, we saw that in general, we recommend the implementation of FMI-

KPFM investigations in FM-KPFM mode when dealing with bare nanophase segregated 

organic blends and other bare samples where nanophase segregated clusters of different charge 

populations are likely to be found, due to the averaging of charge populations that we often 

found when working in AM-KPFM mode. Moreover, as mentioned above, in FM-KPFM 

mode, measurements were found to be less sensitive to capacitance-related artefacts. 

We also discussed some other sources of plausible artefacts present in FMI-KPFM such 

as frequency mixing, photo-charges coming from the tip and the reflection of the illumination 

laser on the photodiode of the AFM system. In each case, guidelines were given to 

avoid/minimize these unwanted effects. 

Finally, a new improved FMI-KPFM measurement protocol was introduced. This new 

protocol allowed us to counteract the majority of the discussed unwanted effects. Additionally, 

this new protocol allowed us to perform studies aimed at proving the presence of SPV 

contributions with inverted polarities on a BHJ OPV sample exhibiting a nanophase separation. 
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Dans ce chapitre, le traitement des données est présenté. Une attention particulière est 

accordée au développement d'une routine de simulation numérique automatique qui permet de 

prédire le comportement des photo-porteurs et de le comparer aux résultats expérimentaux, 

tout en apportant des informations complémentaires relatives à leurs processus dynamiques. 

6.1 Context 

In Chapter 4 we saw that Kelvin probe force microscopy under frequency-modulated 

excitation has emerged as a useful technique for probing photo-carrier dynamics and gaining 

access to carrier lifetime at the nanoscale in a wide range of photovoltaic materials.[1-9] 

However, as already discussed, some aspects about the data interpretation of frequency 

modulated illumination Kelvin probe force microscopy (FMI-KPFM) and some other 

techniques based on the same approach are still the subject of debate. Indeed, in that regard, 
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special attention shall be given to the mathematical model used in the data-fitting process as it 

constitutes a determinant aspect in the time constants calculation. In particular, as previously 

mentioned, mathematical models used in the fit procedure that have been developed so far do 

not take into account the fact that depending on the imposed modulation frequency value, a 

quasi-steady state condition of the average potential is only reached after a certain number of 

excitation pulses. Moreover, analytical models taking into account the above described 

phenomenon, risk of being complex and their implementation on the fit procedure, challenging. 

Furthermore, such an ideal analytical model should also compensate for the capacitance-

induced artefacts described in the previous chapter, rendering the model even more intricate. 

Additionally, even if such an intricate model is successfully implemented in the automatic fit 

procedure, we risk however of having a good curve adjustment to the data points at the expense 

of not obtaining meaningful time constant values. Indeed, during these thesis, we observed that 

the more complex the analytical model was, the higher the risk of having an interdependence 

between fit parameters, affecting the fidelity of the fit. 

Therefore, in the following, we propose and demonstrate an automatic numerical 

simulation routine that enables to predict the behaviour of spectroscopy curves of the average 

surface photo-voltage as a function of a frequency modulated excitation source in photovoltaic 

materials, enabling the comparison of simulations and experimental results. In fact, by means 

of this comparison, it will be possible to adjust the simulated curves to match the experimental 

ones. Like this, the input parameters of the simulation should yield the time constants related 

to the experimental result, constituting an alternative method to determine the photo-carrier 

dynamics without the need of a complex analytical model. 

In this chapter, we describe the general aspects of this simulation routine and compare 

it against experimental results previously obtained by Borowik et al.,[1] over the silicon 

nanocrystal solar cell previously investigated in Chapter 4, as well as against results obtained 

by intensity-modulated scanning Kelvin probe microscopy over the nano-phase segregated 

PDBSTQx/PC71BM blend previously introduced in the same chapter. Moreover, we will show 

how this simulation routine can complement experimental results as additional information 

about the sample’s photo-carriers dynamics can be gained via this numerical analysis 
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6.2 The need for numerical simulations 

A common aspect among all KPFM frequency-modulated spectroscopy techniques is 

that in order to extract time constants associated to photo physical processes, a mathematical 

fit procedure is usually implemented. Indeed, all methods including a mathematical fitting 

procedure using equations related to the ones described in previous chapters have certain 

limitations. First, these equations only apply for specific cases of dynamical process of charge 

and a certain number of dynamical time constants (for example only one effective surface 

photovoltage (SPV) decay time, or two different SPV decay times and one SPV built-up time). 

This means that, in the case that there exist different dynamical processes from that described 

by these equations, a new equation must be developed. Secondly, in the case of equations with 

many fit parameters, it becomes easy to obtain a relatively good fit adjustment to data, however, 

constants found this way, risk of being an approximate, since one of the fit parameters can 

likely influence other fit parameter (dependency between fit parameters), meaning that several 

fit solutions are possible.    

It is obvious that the mathematical model used in the fit procedure constitutes a 

determinant aspect in the time constants calculation, hence the need to define methods that 

could check the validity of the mathematical assumptions. This led us to develop a simulation 

routine that enables to predict the behaviour of spectroscopy curves of the average photo-

voltage as a function of a frequency modulated excitation source in photovoltaic materials.  

In a previous work[1], our research group implemented a single exponential decay 

model to fit the spectroscopy curves acquired over a silicon nanocrystal solar cell. In the 

following, using a novel automated numerical analysis routine, we will verify the validity of 

the model by checking the self-consistency of the previously obtained results via the 

comparison of measured data, mathematical fit and simulations. 
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6.2.1 SPECTY 

In a first approach, an exponential function can be used to describe the built-up and 

decay of the SPV in photoactive materials.[1-4, 8] Under this premise, we can model the SPV 

behaviour of a photovoltaic material under modulated excitation as a function of time for both 

the built-up and decay in the following way for the case of a single SPV built-up and decay 

time-constant (Eq. 6.1 and 6.2) and for a more general case with 𝑘 or 𝑙 number of build-up and 

decay time-constants (Eq. 6.3 and 6.4): 

                                            𝑆𝑃𝑉𝐵𝑢𝑖𝑙𝑡−𝑢𝑝 = 1 − 𝑒
−(

𝑝+𝐴

𝜏𝑏
)
                                                    (6.1) 

 

                                                𝑆𝑃𝑉𝐷𝑒𝑐𝑎𝑦 = 𝑒
−(

(𝑖+𝐵)

𝜏𝑑
)
                                                              (6.2) 

                                      𝑆𝑃𝑉𝐵𝑢𝑖𝑙𝑡−𝑢𝑝 = ∑ (1 − 𝑒
−(

𝑝+𝐴

𝜏𝑏𝑘
)

𝑛

)𝑘
1                                              (6.3)    

                                           𝑆𝑃𝑉𝐷𝑒𝑐𝑎𝑦 = ∑ (𝑒
−(

(𝑖+𝐵)

𝜏𝑑𝑙
)

𝑛

)𝑙
1                                                     (6.4) 

 

Here, 𝑝 is the time duration of the excitation pulse, 𝑖 is the in-between-pulses time duration, 

both A and B are values that shift the SPVBuilt-up and SPVDecay starting points, to ensure the SPV 

continuity between equations. Moreover, 𝜏𝑏 and 𝜏𝑑 are the SPV built-up and decay time 

constants respectively (more details about these parameters can be found on Figure 6.1). 

Finally, in the general form expression, 𝑛 can have any value from 0 to 1, this parameter models 

the presence or absence of dispersive kinetics. In this form 𝑘 and 𝑙 are positive integer values 

that model the presence of multiple SPV dynamics. 

The number of build-up and decay time-constants can be determined in advance from 

accessible literature by taking into account the type and proprieties of the material (doping level 

and type, defects concentration, gap, and so on). For instance, types of recombination 

mechanisms for silicon can be found in Ref. [10]. 
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Figure 6.1– Physical description of simulation parameters. 

Now, using Eq. 6.1 and Eq. 6.2 we can numerically model the normalized magnitude 

of the instant SPV as a function of time for different excitation modulation conditions (See 

Figure 6.2a). In other words, we can access the normalized magnitude of the instant SPV at 

any given point in time for any given modulation frequency. Depending on the imposed 

modulation frequency value, a quasi-steady state condition is reached after a certain number of 

excitation pulses, indicating that the equilibrium state of charges was reached. Once this 

condition is attained, we calculate the average value of the normalized SPV (i.e., via integrals 

calculation). By performing this calculation at different modulation frequencies we can then 

plot the evolution of the normalized average surface photo-voltage magnitude as a function of 

the excitation modulation frequency as depicted in Figure 6.2b. A home-made software 

(SPECTY) implementing this routine was separately developed using the SCILAB open source 

coding tool and the batch processing options of OriginPro software (OriginLab Corp.) yielding 

same results.  
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Figure 6.2– SPECTY working principle: (a) SPV built-up and decay are modelled using Eq. 6.1 and Eq. 6.2 

respectively. (b) A quasi-steady state condition is reached after a certain number of excitation pulses. At this 

moment the average value of the normalized SPV is calculated. Performing this calculation at different 

modulation frequencies allows to plot the evolution of the normalized average surface photo-voltage 

magnitude as a function of the excitation modulation frequency. Reproduced from Ref. [11] 

While both the syntax and the philosophy of the SCILAB open source coding tool and 

the batch processing options of OriginPro software are different, in both coding environments 

SPECTY is structured in a similar way. Figure 6.3 depicts the software flowchart detailing the 

algorithm used in the performed simulations. As depicted in this figure, upon the introduction 

of the simulation input parameters (SPV decay and built-up time constants along with the duty 

ratio and the frequency range), the software applies Eq. 6.1 or 6.3 to find the attained value of 

the surface photo-voltage just at the end of the illumination period (called “s” on Figures 6.1 

and 6.3), then in a similar way, the software uses Eq. 6.2 or 6.4 to find the attained value of the 

surface photo-voltage after photo-carrier recombination occurred during the “in-dark” period 

(called “r” on Figures 6.1 and 6.3). To perform these calculations, the software needs to 

determine the values of both A and B for each illumination cycle. In the case of a single SPV 

built-up and decay time-constant (Eq. 6.1 and 6.2), 𝐴 = 0 for the first illumination pulse, and 

𝐴 = −𝐿𝑛(1 − 𝑟)𝜏𝑏 for subsequent pulses, while 𝐵 = −𝐿𝑛(𝑠)𝜏𝑑. In the case of multiples SPV 
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built-up and decay time-constants (Eq. 6.3 and 6.4), 𝐴 = 0 for the first illumination pulse, while 

the value of B and that of A for subsequent cycles can be found by numerical methods such as 

the least squares method. 

This process is repeated until two consecutive “s” and “r” points have the same value 

which shall mean that the quasi-steady state condition was reached. Then, the average value of 

the last two pulses is calculated and storage in the form of a vector. At the end of the for loop, 

this vector is plotted yielding the spectroscopy curve VAV(f). 

6.3 Numerical simulations on a silicon nanocrystal solar cell 

Using SPECTY we can now verify the validity of the mathematical model used by 

Borowik et al., where the minority carrier lifetime in a silicon nanocrystal solar cell was 

obtained by KPFM spectroscopy under frequency-modulated light illumination.[1] This can be 

done by fixing the SPV decay time in the numerical simulation to the value predicted by the 

mathematical fit used in that occasion and comparing the correspondence between the 

spectroscopy curve resulted from the mathematical fit and the data points obtained from the 

numerical simulation. 

As discussed in a previous chapter, for the most part, FMI-KPFM and some other 

related techniques, do not take into account a SPV built-up time different from zero. This time, 

which as we already mentioned in previous chapter, is the time needed for the surface photo-

voltage to appear in the first place (as measured by KPFM) and is associated with the exciton 

generation, charge dissociation and charge transport along the material. Actually, in some 

cases, depending on the material and the excitation intensity, this time can be approximated to 

zero as the SPV built-up is usually much faster than the SPV decay. However, as we will see, 

taking into account a non-zero SPV built-up time can modify the interpretation of the 

spectroscopy curves, hence the estimation of the SPV time constants.  
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Figure 6.3– SPECTY’s algorithm flowchart. Reproduced from Ref. [11] 

Here, we highlight that the SPV built-up time can be physically interpreted in different 

ways depending on the sample and the photo-generation mechanism. In inorganic silicon 

samples for instance, this time constant can be attributed to the effective time needed for 

exciton generation, dissociation and carrier separation. On the other hand, in the case of some 

organic photovoltaic samples, the SPV built-up time can be attributed to the effective time 
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needed to fill lower energy states (traps). In a more general way it can be stated that the SPV 

built-up time is closely related to the carrier diffusion length within each particular material. 

In [1], minority carrier lifetime values were calculated upon a mathematical fit 

procedure derived from previous publications[3] using the following expression: 

                                                      
∆𝑉𝑎𝑣

∆ 𝑉𝑚𝑎𝑥
= 𝐷 + 𝜏 ∙ 𝑓 (1 − 𝑒

(
𝐷−1

𝜏∙𝑓
)
)                                              (6.5) 

 

Here, 𝐷 is the modulation duty ratio, 𝑓 is the modulation light frequency, ∆𝑉𝑎𝑣/∆ 𝑉𝑚𝑎𝑥 is the 

ratio between the time-averaged surface potential and the saturated surface photo-voltage value 

and τ is the minority carrier lifetime. 

Figure 6.4 depicts both the data points and the spectroscopy curve resulted from the 

mathematical fit from which the minority carrier lifetime was extracted in the silicon 

nanocrystal solar cell after H-passivation as presented in [1], as well as the simulated data-

points. For the numerical simulation, τ𝑑 was fixed at 70 µs (to match the value reported by 

Borowik and co-workers), and τ𝑏 was fixed at 1 µs, but similar results were obtained using 

shorter values. On the other hand, the use of a τ𝑏 >1 µs yields simulated data-points which no 

longer follows the mathematical fit curve (green and gray squares in Figure 6.4). Both 𝑝 and 𝑖 

were imposed to match the experimental parameters used in [1]. 

In Figure 6.4 we observe a full correspondence between the mathematical fit applied 

for the minority carrier lifetime extraction in the silicon nanocrystal solar cell after H-

passivation and the numerical simulated data points (τ𝑏 =1 µs), providing additional support 

for the KPFM frequency-modulated spectroscopy conceptual premise. Furthermore, this 

routine provides additional information about the SPV built-up time constant, as it shall be 1 µs 

at most so that the simulation agrees with measured data-points as shown in Figure 6.4, this 

information would not otherwise be accessible solely from the mathematical fit used in [1]. 
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Figure 6.4– Comparison between spectroscopy curve obtained via the mathematical fit, measured data 

points and data points obtained by numerical simulations using  τ𝑏 =1 µs, τ𝑏 =10 µs and τ𝑏 =20 µs 

respectively. Data was extracted from Fig. 4 of [1]. Figure reproduced from Ref. [11] 

Moreover, this time constant value strongly agrees with previous reports of the photo-

generation and electro-hole pairs separation time scale for other silicon samples [9, 12, 13] 

Additionally, SPECTY can provide graphic representations of how the SPV as a 

function of time evolves with the modulation frequency as show in Figure 6.5. 

Information about the evolution of the SPVAV as a function of the number of excitation 

cycles can also be accessed via the simulation routine as depicted in Figure 6.6. In fact, as 

above described, depending on the imposed modulation frequency value, a quasi-steady state 

condition is reached after a certain number of excitation pulses (charge equilibrium). In 

Figure 6.6 we note that as expected, the higher the modulation frequency is, the more 

illumination cycles are needed to attain the charge equilibrium state. Nonetheless, we stress 
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that even though more cycles are needed to attain this condition, in terms of time, it remains 

negligible compared to the KPFM integration time. 

 

 

Figure 6.5– Simulated-SPV as a function of time for different excitation modulation frequencies, red line 

indicates average SPV value for each modulation condition. Modulation frequencies from top to bottom: 

100 Hz, 2 kHz, 30 kHz, 200 kHz. Figure reproduced from Ref. [11] 
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Figure 6.6– Simulated-SPVAV as a function of the number of excitation cycles for different excitation 

modulation frequencies. From top to bottom: 100 kHz, 600 kHz and 3 MHz. Simulation at 100 kHz 

include the SPV instant value oscillation as depicted by the red dashed line. Graphs depicting results 

from simulations at 600 kHz and 3 MHz were zoomed-in so that the convergence process can be noticed. 

Figure reproduced from Ref. [11] 

6.4 Organic photovoltaics: Mathematical fit versus numerical 

analysis. 

 We now go back to the organic nano-phase segregated PDBSTQx/PC71BM blend, 

previously investigated in Chapter 4 and again in Chapter 5, over which we will apply the 
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improved FMI-KPFM protocol described in Chapter 5 where the CPD under continuous wave 

excitation and the SPVAV spectroscopy curve are simultaneously acquired. This way, both the 

CPD in dark conditions and under continuous wave illumination are known values that can be 

fixed when performing the mathematical fit. Here, the aim is to compare the results obtained 

via this improved protocol, against results obtained via the numerical analysis. 

Figure 6.7 shows the obtained results, in this case, we used FMI-KPFM in frequency 

modulation mode. Here, the sample was optically excited using a green (515 nm) PhoxXplus 

module from OmicronLaserage GmBH with a peak output power of 50 mW/cm2. Modulation 

frequencies were swept from few tens of Hz to 10 kHz with a 10% duty ratio. At this point we 

highlight that measurements presented hereafter over the nanophase segregated PDBS-

TQx/PC71BM blend were obtained after an additional 10-month time period following 

measurements shown in the previous chapter. Once again, this means that its photo-physical 

properties most likely evolved even if the sample was stocked under UHV conditions. 

Therefore, comparisons regarding the photo-carriers dynamics cannot be easily established. 

As it can be seen from Figure 6.7, the magnitude of the CPD measured under continuous 

wave illumination is higher than the average potential measured at the highest modulation 

frequency. In this scenario we propose that a non-zero SPV built-up time shall be accounted 

for.  

In this endeavour, firstly the normalized SPVAV spectroscopy curve is extracted as 

shown in Figure 6.8. As a second step, we fitted this SPVAV spectroscopy curve using Eq. 4.1 

and Eq. 4.2, as presented in Chapter 4, to estimate separately the SPV decay time constant (τd) 

and also τd together with a non-zero SPV built-up time constant (τb).[4]  

Note that Eq. 4.1 does not take into account a non-zero SPV built-up time, as opposition 

to Eq. 4.2 which does indeed account for a non-zero SPV built-up. In both expressions, V𝐷𝑎𝑟𝑘 

and V𝑙𝑖𝑔ℎ𝑡 are known values, therefore they can be fixed in the fit procedure.  
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Figure 6.7– CPD data obtained from the implementation of the improved FMI-KPFM protocol where the 

CPD under continuous wave excitation and under dark conditions are acquired along with the SPVAV 

spectroscopy curve. 𝑉𝐷𝑎𝑟𝑘  corresponds to the in-dark surface potential and 𝑉𝑙𝑖𝑔ℎ𝑡  with the surface photo-

voltage measured under continuous wave illumination.  Figure reproduced from Ref. [11] 

In Figure 6.8, the result of the fit procedures is shown (red and green lines). Although 

a SPV decay time within the expected range is calculated in both fits (ca. 12 ms), the quality 

of the fits is not optimal (large deviation from data-points). In turn, if we use SPECTY to model 

the SPVAV spectroscopy curve including the use of a non-zero SPV built-up time, the resulting 

curve (blue line) presents an improved adjustment to the data-points, suggesting that indeed, 

using SPECTY leads to a more accurate estimation of the SPV photo-carrier dynamics. 

Moreover, the slight differences between the simulated curve and the data points can be 

reasonably attributed to the influence of capacitance artefacts over the experimental data.  

In this Figure, the blue line displays the best obtained result of the simulated average 

surface photo-voltage spectroscopy curve over the measured data-points using 𝜏𝑑 = 14.48 𝑚𝑠 
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and 𝜏𝑏 = 0.25 𝑚𝑠. However, it is worth mentioning that while the simulated curve seems to 

better describe the data-set than the mathematical fit, all estimations yield similar SPV decay 

times. 

  

Figure 6.8– Comparison between curves: Mathematical fit (red and green lines) and simulated SPVAV 

curve (blue line). The improved adjustment of the simulated SPVAV curve compared to the mathematical 

fit is attributed to the inclusion of a non-zero SPV built-up time. Figure adapted from Ref. [11] 
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Conclusion 

In this chapter, we proposed and demonstrated a novel automatic numerical simulation 

routine that enables the simulation of spectroscopy curves of the average surface photo-voltage 

as a function of a frequency modulated excitation source in photovoltaic materials provided 

that the time(s) constant(s) value(s) of the SPV dynamic(s) are specified as set-up parameters 

to the software. 

We implemented this routine to check calculated time constant values associated to the 

minority carrier lifetime obtained with single-point FMI-KPFM on a silicon nanocrystal solar 

cell. Obtained results were not only confirmed by the numerical analysis, but additional 

information about the photo-carriers dynamics was found, which otherwise would not be 

accessible solely from the mathematical fit of the measured data. 

We also implemented the numerical simulation routine to check results obtained over 

an organic photovoltaic blend via the improved FMI-KPFM protocol presented in Chapter 5. 

We saw that the simulated curve seems to better describe the data-set compared to the 

mathematical fit, however, all estimations yielded similar SPV decay times. 

 To sum it up, experiments and simulations here presented, seem to add evidence 

pointing out that in general, the use of SPECTY leads to a more accurate estimation of the SPV 

photo-carrier dynamics.  
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7 | Conclusion  

In the following, a concluding overview of results presented in this thesis will be given. 

Moreover, current research projects will be briefly discussed. 

The first experimental results obtained during this thesis can be found in Chapter 3, 

where it was demonstrated how Kelvin probe force microscopy (KPFM) investigations can 

give access to the absolute work function (WF) value of a sample with a lateral resolution of 

few nanometres upon probe calibration. The results detailed in that part of the manuscript are 

of great interest since they concern the description, control and nano-characterization of 

electronics components and devices. Nonetheless, in the context of this thesis, WF 

measurements at the local scale are of especial interest due to its influence in the band line-up 

at the interface between organic materials and electrodes in photovoltaic devices. Moreover, 

these first set of results serve also to introduce the reader into the field of atomic force 

microscopy (AFM)-based physical measurements. 

However, the main intention of this manuscript as we saw in Chapters 4, 5 and 6, is to 

serve as a guide for the implementation of frequency modulated illumination Kelvin probe 

force microscopy (FMI-KPFM) investigations over photovoltaic materials.  In that context, the 

general objective of this thesis was to develop a new 2-dimensional spectroscopic imaging 

mode based on FMI-KPFM that could be used to investigate the complex relation between 

sample structuration and photo-carrier dynamics.  

During this thesis, we successfully developed this technique and we show how it can 

be used to record simultaneously 2-dimensional images of the surface photo-voltage dynamics 

in photovoltaic materials with a sub-10 nm lateral resolution and with a temporal resolution 

which is only limited by the modulation illumination chain (with our current setup, time 
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constants of the order of few tens of nanoseconds were measured). Furthermore, while during 

this thesis, all measurements were carried out at room temperature, we anticipate that cryogenic 

experiments will help achieving further improvements in terms of lateral imaging resolution. 

Moreover, we implemented this technique over a wide range of photovoltaic samples 

ranging from inorganic silicon-based solar cells to organic bulk-hetero junction solar cells and 

hybrid organic-inorganic perovskite solar cells. We show how this approach provided a way to 

quantify the impact of the morphology and nanostructure on the carrier mobility, trapping and 

recombination.  

In addition to the development of this new technique, during this thesis we discussed 

its current limitations and some open questions regarding data interpretation. It was in Chapter 

5 where we pointed out these issues and gave detailed insights aiming at avoiding several 

plausible sources of measurement artefacts. For instance, we show how via the recording of 

the 𝐹2𝑤 signal we were able to record capacitance gradient fluctuations, responsible of causing 

artefacts during FMI-KPFM investigations. Furthermore, we developed and implemented an 

improved FMI-KPFM protocol where capacitance-related artefacts are accounted for.  

Nevertheless, some questions regarding the accuracy of the mathematical models used 

in the spectroscopy curve fit procedure still remain unclear. In particular, we raised awareness 

on the fact that models used in this thesis, as well as models used so far by other groups working 

on FMI-KPFM related techniques, do not take into account certain considerations required to 

accurately describe all the processes occurring in photovoltaic materials upon illumination. For 

instance, an ideal model should take into account the number of excitation pulses needed to 

reach the average potential quasi-steady state as well as to account for the plausible presence 

of surface photo-voltage contributions exhibiting different polarities. 

In that context, we proposed an alternative approach, directed towards the development 

of a numerical tool allowing to simulate the behaviour of the average surface photo-voltage as 

a function of the modulation frequency of an excitation source signal in photovoltaic materials.  
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It was in Chapter 6 where we introduced this tool which allowed us to compare 

simulated and experimental results. In fact, by adjusting the simulation parameters, we were 

able to reproduced spectroscopy curves that matched the experimental ones. In this way, the 

input parameters of the simulation yielded time constants related to the experiment, constituting 

an alternative method to determine the photo-carrier dynamics without the need of complex 

analytical models. 

In that regard, there is one pending task should be addressed in the future, which is the 

adaptation of the numerical analysis of spectroscopy curves in an automated fashion so that 

images of the photo-carrier dynamics could be acquired automatically. Actually, our numerical 

tool allows the estimation of the photo-carrier dynamics manually. It is, the user has to adapt 

the input parameters in an iterative process until a good curve adjustment to the data points is 

obtained. Moreover, this process has to be repeated for all spectroscopy curves rendering the 

acquisition of images impractical. In the future, this process should be automated allowing to 

obtain photo-carrier dynamic images without the need of a mathematical fit procedure based 

on a particular model. 

To sum up, FMI-KPFM constitutes an approach which provides a way to quantify the 

impact of the morphology and nanostructure on the carrier mobility, trapping and 

recombination. We believe that this approach will make an important contribution to the 

understanding of the complex interplay between the nanostructure, and the photo-carrier 

transport, trapping and recombination dynamics in organic, inorganic and hybrid solar cells.  

Furthermore, we stress that the field of application of FMI-KPFM extends well beyond 

the case of energy materials. The ability to image the dynamics of surface photo-potentials is 

also a key in the field of opto-electronics, there is a huge potential for applications in the field 

of photo-transistors and photo-detectors. Indeed, besides addressing fundamental issues, photo-

carrier dynamic measurements could allow better quantifying the impact of the elaboration 

process parameters on the optoelectronic properties of organic, inorganic and hybrid 

photoactive layers at the nanometre scale, thus targeting critical manufacturing processes. 
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Finally, while all presented FMI-KPFM investigations were performed using a single 

laser wavelength at the time, meaning that the photo-voltage dynamics information is only 

coming from a certain depth of the sample, in a next ambitious step, a 3-dimensional 

reconstruction of the photovoltage dynamics at the nanoscale could be accessed if FMI-KPFM 

measurements are implemented using different laser wavelengths (adapted to the light 

absorption of the sample) in a consecutive fashion.  

Actually, while writing this manuscript, as a first step, and as part of a master internship 

subject, experiments involving the consecutive use of different laser wavelengths have already 

taken place. The goal of these experiments is to image the photo-carrier diffusion length over 

a wide range of photovoltaic samples. In short, this is done by measuring the photovoltaic 

response of the sample to various laser wavelengths. In this way, a well know mathematical 

model can be used to calculate the photo-carrier diffusion length of the material. Applying this 

protocol in a 2-dimensional FMI-KPFM fashion should allow to obtain nano-resolved images 

of this parameter. (Ph.D. thesis scheduled). 

Moreover, besides the investigation of other samples using “conventional” FMI-

KPFM, the development of other frequency-modulated illumination techniques for measuring 

photovoltaic dynamics is also a theme which is expected to be the subject of research. For 

example, one could imagine implementing conducting (c)-AFM, or even scanning tunnelling 

microscopy measurements under frequency modulated illumination In that case, instead of 

measuring a contact potential difference (CPD), a small photo-current would be measured, the 

variation of this current as a function of the illumination modulation frequency should also give 

access to the photo-carrier dynamics of the material. 
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8.1 Additional photo-carrier dynamic results over the cross section 

of epitaxial silicon solar cell 

In [1], a technique to assess carrier lifetime at the nanoscale using Kelvin probe force 

microscopy (KPFM) combined with modulated frequency electrical bias excitation was 

demonstrated over the cross section of an epitaxial silicon solar cell. Using this technique, it 

was demonstrated that the surface potential behaviour of a nonintentional n-type defective layer 

at the interface between the c-Si wafer and the epitaxial layers behaves different at higher 

frequencies of bias excitation (1-5 MHz) than the rest of the epitaxial layer, implying different 

photo-carrier dynamics in this sample’s interface region.  

Here, we complement these results by adding the implementation of an automatic post-

acquisition data processing were spectroscopy curves are generated (see Figure 8.1) from the 

data presented in Figure 6 of the above mentioned paper.[1]  
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Figure 8.1– (a) Sample schematic. (b) Surface potential images associated with different frequencies of 

modulated electrical bias. The black dots on the right side corner represent the pixel of each image which 

value was used to generate the spectroscopy curve shown below. (c) Spectroscopy curve of VAV as a function 

of the bias excitation modulation frequency generated by the post-acquisition data processing. The red line 

shows result of the mathematical fit performed using Eq. 4.4. Reproduced from Ref. [2] 

 

The spectroscopy curves of VAV a function of the frequency modulated bias (50 kHz, 

100 kHz, 500 kHz, 1 MHz, 5 MHz and 50 MHz with 50% duty ratio), are then fitted using an 

automatic curve fit operation routine based on the least-square method, developed using the 
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SCILAB software. This routine allowed us to recalculate 2-dimensional dynamical images of 

each curve’s characteristic time-constants (see Figure 8.2). 

 

Figure 8.2– (a) Slow photovoltage decay image, attributed to trapping-detrapping effects. (b) “Fast” 

photovoltage decay time, attributed to the effective minority carrier lifetime of free carriers in the sample (c) 

Photovoltage built-up time, attributed to the effective time of exciton dissociation and carrier separation (d) 

Surface photovoltage image, obtained by subtracting the contact potential difference images acquired at the 

highest and the lowest excitation modulation frequency. It is important to mention that this photovoltage 

should be smaller in magnitude than the photovoltage that would be measured under continuous wave 

excitation (e) Cross section profile of (d) showing a negative surface photovoltage at the interface between de 

c-Si wafer and the epitaxial layer. Reproduced from Ref. [2] 

 

The non-monotonic behaviour of the spectroscopy curve shown in Fig. 8.1c can be 

modelled in a phenomenological approach by considering the measured average surface photo-

voltage VAV to be the superposition of at least two different surface photovoltage (SPV) 

contributions, each one with its own characteristic decay time constant.[3] This assumption is 
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consistent with the presence of two carrier recombination processes in the sample: i) an 

effective minority carrier lifetime and ii) a longer SPV decay time constant attributed to 

trapping de-trapping effect, common in crystalline silicon.[1, 4, 5] Then, the spectroscopy 

curves can be fitted using the mathematical expression derived in Chapter 4 which models the 

behaviour of VAV as a function of the excitation modulation frequency (Eq. 4.4).  

Nonetheless, caution should be taken when implementing Eq. 4.4, since the above 

expression models the VAV behaviour as a function of an excitation modulation frequency under 

quasi-steady state conditions. In other words, Eq. 4.4 requires that the equilibrium state of 

charges is reached, i.e., the number of generated and recombined charges is equal for a given 

frequency. In this case, such condition is guarantee since images of the surface potential at 

different modulation frequencies were acquired individually, in contrast to a frequency 

spectroscopy sweep were the KPFM acquisition and its integration time become crucial 

parameters that should be set appropriately in order to fulfil Eq. 4.4 requirements. 

Finally, Figures 8.2a, 8.2b and 8.2c depicts the recalculated 2-dimensional dynamical 

images obtained by implementing the described data treatment procedure. These images are in 

good agreement with results presented in [1] where carrier lifetimes were found to be in the 0.2 

– 20 µs range.  

Figure 8.2b shows the distribution of carrier lifetimes over the sample, which we 

tentatively associate with non-radiative carrier recombination.[6] Moreover, in this image we 

observe that the contrast in the interface region between the c-Si wafer and the slightly n-doped 

epitaxial layer, strongly differs with the contrast observed in the rest of the of the sample’s 

epitaxial layer, which agrees with one of the conclusion of [1] were is stated that this interface 

region is acting as a defective layer, hence shorter free carrier lifetimes are likely to be 

observed.  

 On the other hand, Figure 8.2a reflects longer carrier lifetime that we attributed to 

trapping–detrapping effects which are common in crystalline silicon[6] and were previously 

reported by Narchi et al.,[1] 
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Finally, Figure 8.2c depicts the SPV built-up time constant over the sample. In general, 

this image presents anti-correlated features when compared with Figure 8.2a. Considering the 

nature of the sample and its known properties, it is reasonable to state that this time constant is 

strongly associated with exciton dissociation process via generation centres and the subsequent 

carrier diffusion.[6] 

Additionally, we present SPV image in Figure 8.2d and its cross-sectional profile in 

Figure 8.2e. As shown in Figure 8.2e, the cross-sectional profile shows a negative SPV at the 

interface between de c-Si wafer and the epitaxial layer. These data were obtained by subtracting 

the contact potential difference images acquired at the highest and the lowest excitation 

modulation frequency. As we explained earlier, this photovoltage should be smaller in 

magnitude than the photovoltage that would be measured under continuous wave excitation. 

Summarizing, the results of this study confirms those previously reported by Narchi et 

al., [1] while adding substantially to their work by providing a way to generate 2-dimensional 

images of the photo-carrier dynamics in this sample, constituting an important tool to localize 

defective low-lifetimes layers and interfaces in photovoltaic materials with a nanometre 

resolution. Additionally, obtained results provide support for the conceptual premise that in the 

sample, the interface region between the c-Si wafer and the slightly n-doped epitaxial layer is 

acting as a defective layer. 

8.2 Correcting the fitting functions from the capacitance effects 

In the following we show how the functions used to fit the curves of the KPFM 

compensation potential as a function of the modulation frequency of the illumination source 

can be modified to take into account the capacitance effects. 

First we use a simple exponential function with a characteristic time constant 𝜏𝑑 to 

describe the SPV decay dynamics between the light pulses. In a first step, for the sake of 

simplicity, we make the approximation that photo-potential built-ups instantaneously when the 
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light is turned on as depicted in Figure 8.3a (a similar correction procedure can be performed 

in the case of a non-instantaneous SPV built-up as shown hereafter). 

 

Figure 8.3– (a) Surface potential time-dependency under pulsed illumination in the case of an instantaneous 

photo-charging and a surface photovoltage decay with time constant 𝜏𝑑. (b) Simplified time domain function 

used to take into account the effect of the capacitive contributions. (c) More complex function in which the 

2nd harmonic signal displays its own decay time constant 𝜏𝑑*. In practice this function will be obtained by 

analysing the curves of the 2nd harmonic signal as a function of the modulation frequency. 

 

The instantaneous potential over one modulation period can be described as: 

0 ≤ 𝑡 ≤ 𝐷 𝑓            𝑉(𝑡) = 𝑉𝐼⁄                                                                                           (8.1) 

𝐷 𝑓⁄ ≤ 𝑡 ≤ 1 𝑓            𝑉(𝑡) = 𝑉𝐷 + (𝑉𝐼 − 𝑉𝐷)𝑒
−

𝑡−𝐷
𝑓⁄

𝜏𝑑⁄                                                (8.2) 

Here, 𝑓 and 𝐷 represent the illumination modulation frequency and duty ratio, respectively. 

𝑉(𝑡) is the instantaneous surface potential at a given time 𝑡. 𝑉𝐷 is the in-dark surface potential, 

and 𝑉𝐼 is the surface potential level under continuous illumination. 

First, we calculate the average surface potential as a function of the modulation 

frequency. VAV is calculated by integrating 𝑉(𝑡) over one period of the modulation signal 𝑇 =

1 𝑓⁄ : 

𝑉𝐴𝑉 =
1

𝑇
(∫ 𝑉(𝑡)𝑑𝑡

1 𝑓⁄

0
)                                                                                             (8.3) 
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𝑉𝐴𝑉 =
1

𝑇
(∫ 𝑉𝐼𝑑𝑡

𝐷 𝑓⁄

0
+ ∫ 𝑉𝐷 + (𝑉𝐼 − 𝑉𝐷)𝑒

−
𝑡−𝐷

𝑓⁄

𝜏𝑑 𝑑𝑡
1 𝑓⁄

𝐷 𝑓⁄
)                                                        (8.4) 

Solving the integrals yields: 

𝑉𝐴𝑉(𝑓) = 𝐷𝑉𝐼 + (1 − 𝐷)𝑉𝐷 + 𝑓𝜏𝑑(𝑉𝐼 − 𝑉𝐷)𝑒
−

1−𝐷
𝑓⁄

𝜏𝑑                                                   (8.5) 

Using this function to fit the KPFM curves may result in some errors, because The 

KPFM loops yields a measurement of the average potential weighted by the capacitive gradient 

or the capacitive second derivative. 

𝑉𝐴𝑉𝐾𝑃𝐹𝑀 =
∫  Γ

1 𝑓⁄

0
(𝑡)𝑉(𝑡)𝑑𝑡

∫  Γ
1 𝑓⁄

0
(𝑡)𝑑𝑡

                                                                                            (8.6) 

With Γ(t) = 
𝑑𝐶

𝑑𝑧
(𝑡) in amplitude modulated KPFM and with Γ(t) = 

𝑑2𝐶

𝑑2𝑧
(𝑡) in frequency 

modulated KPFM, Γ= 2nd harmonic signal from the lock-in detection. 

First, we make a simple calculation by weighting the instantaneous potential by using 

two different values for Γ over the dark and illuminated time-domains (Figure 8.3b). 

0 ≤ 𝑡 ≤ 𝐷 𝑓            Γ(t)  =   Γ𝐼⁄                                                                                           (8.7) 

𝐷 𝑓⁄ ≤ 𝑡 ≤ 1 𝑓       Γ(t)  =   Γ𝐷⁄                                                                                  (8.8) 

𝑉𝐴𝑉𝐾𝑃𝐹𝑀 = (∫   Γ𝐼𝑉𝐼𝑑𝑡
𝐷 𝑓⁄

0
+ ∫   Γ𝑑 (𝑉𝐷 + (𝑉𝐼 − 𝑉𝐷)𝑒

−
𝑡−𝐷

𝑓⁄

𝜏𝑑 ) 𝑑𝑡
1 𝑓⁄

𝐷 𝑓⁄
) /

(∫   Γ𝐼𝑑𝑡
𝐷 𝑓⁄

0
+ ∫   Γ𝑑𝑑𝑡

1 𝑓⁄

𝐷 𝑓⁄
)                                                                                                         (8.9) 

Solving the integrals yields: 

𝑉𝐴𝑉𝐾𝑃𝐹𝑀(𝑓) = 𝛼𝑉𝐼 + 𝛽(1 − 𝐷)𝑉𝐷 + 𝛾𝑓𝜏𝑑(𝑉𝐼 − 𝑉𝐷)𝑒
−

1−𝐷
𝑓⁄

𝜏𝑑                                        (8.10) 

With, 𝛼 =
  Γ𝐼𝐷

𝐷 Γ𝐼+(1−𝐷)  Γ𝐷
 , 𝛽 =

  Γ𝐷(1−𝐷)

𝐷 Γ𝐼+(1−𝐷)  Γ𝐷
 and 𝛾 =

  Γ𝐷

𝐷 Γ𝐼+(1−𝐷)  Γ𝐷
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In the case of a light-independent 2nd harmonic signal (Γ𝐼=  Γ𝑑), one gets 𝛼 = 𝐷, 𝛽 =

1 − 𝐷 and 𝛾 = 1. 

Now, we consider that the 2nd harmonic signal displays a more complex behaviour, 

characterized by a decay time 𝜏𝑑* in the dark sate (Figure 8.3c). 

0 ≤ 𝑡 ≤ 𝐷 𝑓            Γ(t)  =   Γ𝐼⁄                                                                                           (8.11) 

𝐷 𝑓⁄ ≤ 𝑡 ≤ 1 𝑓       Γ(t) =   Γ𝐷 + (Γ𝐼 −  Γ𝐷)⁄ 𝑒
−

𝑡−𝐷
𝑓⁄

𝜏𝑑∗                                                            (8.12) 

One can show by solving the integrals that: 

𝑉𝐴𝑉𝐾𝑃𝐹𝑀(𝑓) = 𝛼𝑉𝐼 + 𝛽𝑉𝐷 + 𝑓(𝑉𝐼 − 𝑉𝐷) [𝛾𝜏𝑑 (1 − 𝑒
−

(1−𝐷)

𝑓𝜏𝑑 ) + 𝛿
𝜏𝑑𝜏𝑑∗

𝜏𝑑+𝜏𝑑∗
(1 −

𝑒
−

(1−𝐷)(𝜏𝑑+𝜏𝑑∗)

𝑓𝜏𝑑𝜏𝑑∗ )]                                                                                                                    (8.13) 

With: 

𝛼 =
  Γ𝐼𝐷

𝐷 Γ𝐼+(1−𝐷) Γ𝐷+𝑓𝜏𝑑∗( Γ𝐼− Γ𝐷)(1−𝑒
−

(1−𝐷)
𝑓𝜏𝑑∗ )

                                                              (8.14) 

𝛽 =

(1−𝐷) Γ𝐷+( Γ𝐼− Γ𝐷)(1−𝑒
−

(1−𝐷)
𝑓𝜏𝑑∗ )

𝐷 Γ𝐼+(1−𝐷) Γ𝐷+𝑓𝜏𝑑∗( Γ𝐼− Γ𝐷)(1−𝑒
−

(1−𝐷)
𝑓𝜏𝑑∗ )

                                                              (8.15) 

𝛾 =
  Γ𝐷

𝐷 Γ𝐼+(1−𝐷) Γ𝐷+𝑓𝜏𝑑∗( Γ𝐼− Γ𝐷)(1−𝑒
−

(1−𝐷)
𝑓𝜏𝑑∗ )

                                                              (8.16) 

𝛿 =
  Γ𝐼− Γ𝐷

𝐷 Γ𝐼+(1−𝐷) Γ𝐷+𝑓𝜏𝑑∗( Γ𝐼− Γ𝐷)(1−𝑒
−

(1−𝐷)
𝑓𝜏𝑑∗ )

                                                              (8.17) 
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Last, we consider the case of a non-instantaneous sample photo-charging under 

illumination (Figure 8.4).   

 

Figure 8.4– Case of a non-instantaneous sample photo-charging under illumination. 

We describe the instantaneous surface photo-voltage 𝑆𝑃𝑉(𝑡) = 𝑉(𝑡) − 𝑉𝐷 by simple 

exponential functions with characteristic time constants 𝜏𝑏 and 𝜏𝑑 to describe the surface 

photo-voltage built-up 𝜏𝑏  and decay 𝜏𝑑 dynamics: 

0 ≤ 𝑡 ≤ 𝐷 𝑓            𝑆𝑃𝑉(𝑡) = 𝑉(𝑡) − 𝑉𝐷 = 𝐾1 (1 − 𝑒
−𝑡

𝜏𝑏) +⁄ 𝐾2                            (8.18) 

𝐷 𝑓⁄ ≤ 𝑡 ≤ 1 𝑓      𝑆𝑃𝑉(𝑡) = 𝑉(𝑡) − 𝑉𝐷 = 𝐾3 (𝑒
−

𝑡−
𝐷
𝑓

𝜏𝑑 ) ⁄                                            (8.19) 

With: 𝐾1 (1 − 𝑒
−

𝐷

𝑓𝜏𝑏) + 𝐾2 = 𝐾3 , 𝐾3 = 𝑆𝑃𝑉𝐼 (1 − 𝑒
−

𝐷

𝑓𝜏𝑏) , 𝐾2 =  𝐾3𝑒
−

1−𝐷
𝑓

𝜏𝑑 , 𝑆𝑃𝑉𝐼 =

𝑉𝐼 − 𝑉𝐷 

These time constants insure the continuity of the potential both for 𝑡 = 0 = 1/𝑓 and 

𝑡 = 𝐷/𝑓. 

The average surface potential VAV calculated (detailed not shown) by integrating 𝑉(𝑡) 

over one period of the modulation signal 𝑇 = 1/𝑓 is: 
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𝑉𝐴𝑉 = 𝑉𝐷 +  𝑆𝑃𝑉𝐼𝐷 (1 − 𝑒
−

𝐷

𝑓𝜏𝑏  𝑒
−

(1−𝐷)

𝑓𝜏𝑑 ) + 𝑆𝑃𝑉𝐼(𝑓𝜏𝑑 − 𝑓𝜏𝑏) (1 − 𝑒
−

𝐷

𝑓𝜏𝑏) (1 −

 𝑒
−

(1−𝐷)

𝑓𝜏𝑑 )                                                                                                                                   (8.20) 

Now we give the results of the calculation of the function that should be used to fit the 

average KPFM compensation loop by weighting the instantaneous potential by using two 

different values for Γ over the dark and illuminated time-domains. 

0 ≤ 𝑡 ≤ 𝐷 𝑓            Γ(t)  =   Γ𝐼⁄                                                                                           (8.21) 

𝐷 𝑓⁄ ≤ 𝑡 ≤ 1 𝑓       Γ(t)  =   Γ𝐷⁄                                                                                  (8.22) 

𝑉𝐴𝑉 = 𝑉𝐷 +  𝛼𝑆𝑃𝑉𝐼𝐷 (1 − 𝑒
−

𝐷

𝑓𝜏𝑏  𝑒
−

(1−𝐷)

𝑓𝜏𝑑 ) + 𝑆𝑃𝑉𝐼(𝛽𝑓𝜏𝑑 − 𝛼𝑓𝜏𝑏) (1 − 𝑒
−

𝐷

𝑓𝜏𝑏) (1 −

 𝑒
−

(1−𝐷)

𝑓𝜏𝑑 )                                                                                                                                   (8.20) 

With 𝛼 =
  Γ𝐷

𝐷 Γ𝐼+(1−𝐷) Γ𝐷
 and 𝛽 =

 Γ𝐼

𝐷 Γ𝐼+(1−𝐷) Γ𝐷
 

The calculation can also be generalized (not shown here) by assuming the 2nd harmonic 

signal is characterized by its own build up and decay time constants in the dark and illuminated 

time domains. 
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