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RESUME

(Un résumé plus détaillé de la these est présenté a la fin de ce manuscrit, Appendix I.)

En dépit de leur omniprésence et de leur role essentiel dans nos vies professionnelles et
personnelles, les représentations graphiques, qu’elles soient numériques ou sur papier, ne sont pas
accessibles aux personnes déficientes visuelles car elles ne fournissent pas d’informations tactiles.
Par ailleurs, les inégalités d’accés a ces représentations ne cessent de s’accroitre ; grace au
développement de représentations graphiques dynamiques et disponibles en ligne, les personnes
voyantes peuvent non seulement accéder a de grandes quantités de données, mais aussi interagir
avec ces données par le biais de fonctionnalités avancées (changement d’échelle, sélection des
données a afficher, etc.). En revanche, pour les personnes déficientes visuelles, les techniques
actuellement utilisées pour rendre accessibles les cartes et les diagrammes nécessitent

Iintervention de spécialistes et ne permettent pas la création de représentations interactives.

Cependant, les récentes avancées dans le domaine de I'adaptation automatique de contenus
laissent entrevoir, dans les prochaines années, une augmentation de la quantit¢ de contenus
adaptés. Cette augmentation doit aller de pair avec le développement de dispositifs utilisables et
abordables en mesure de supporter l'affichage de représentations interactives et rapidement
modifiables, tout en étant accessibles aux personnes déficientes visuelles. Certains prototypes de
recherche s’appuient sur une représentation numérique seulement: ils peuvent étre
instantanément modifiés mais ne fournissent que tres peu de retour tactile, ce qui rend leur
exploration complexe d’un point de vue cognitif et impose de fortes contraintes sur le contenu.
Drautres prototypes s’appuient sur une représentation numérique et physique : bien qu’ils puissent
étre explorés tactilement, ce qui est un réel avantage, ils nécessitent un support tactile qui
empéche toute modification rapide. Quant aux dispositifs similaires a des tablettes Braille, mais

avec des milliers de picots, leur cout est prohibitif.

L’objectif de cette these est de pallier les limitations de ces approches en étudiant comment
développer des cartes et diagrammes interactifs physiques, modifiables et abordables. Pour cela,
nous nous appuyons sur un type d’interface qui a rarement été étudié pour des utilisateurs
déficients visuels : les interfaces tangibles, et plus particuliécrement les interfaces tangibles sur
table. Dans ces interfaces, des objets physiques représentent des informations numériques et
peuvent étre manipulés par l'utilisateur pour interagir avec le systéme, ou par le systeme lui-méme
pour refléter un changement du modele numérique — on parle alors d’interfaces tangibles sur
tables animées, ou actuated. Grace a la conception, au développement et a I’évaluation de trois
interfaces tangibles sur table (les Tangible Reels, la Tangible Box et BotMap), nous proposons un
ensemble de solutions techniques répondant aux spécificités des interfaces tangibles pour des
personnes déficientes visuelles, ainsi que de nouvelles techniques d’interaction non-visuelles,
notamment pour la reconstruction d’une carte ou d’un diagramme et 'exploration de cartes de
type « Pan & Zoom». D’un point de vue théorique, nous proposons aussi une nouvelle

classification pour les dispositifs interactifs accessibles.
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ABSTRACT

Despite their omnipresence and essential role in our everyday lives, online and printed graphical
representations are inaccessible to visually impaired people because they cannot be explored using
the sense of touch. The gap between sighted and visually impaired people’s access to graphical
representations is constantly growing due to the increasing development and availability of online
and dynamic representations that not only give sighted people the opportunity to access large
amounts of data, but also to interact with them using advanced functionalities such as panning,
zooming and filtering. In contrast, the techniques currently used to make maps and diagrams
accessible to visually impaired people require the intervention of tactile graphics specialists and

result in non-interactive tactile representations.

However, based on recent advances in the automatic production of content, we can expect in the
coming years a growth in the availability of adapted content, which must go hand-in-hand with
the development of affordable and usable devices. In particular, these devices should make full
use of visually impaired users’ perceptual capacities and support the display of interactive and
updatable representations. A number of research prototypes have already been developed. Some
rely on digital representation only, and although they have the great advantage of being instantly
updatable, they provide very limited tactile feedback, which makes their exploration cognitively
demanding and imposes heavy restrictions on content. On the other hand, most prototypes that
rely on digital and physical representations allow for a two-handed exploration that is both natural
and efficient at retrieving and encoding spatial information, but they are physically limited by the
use of a tactile overlay, making them impossible to update. Other alternatives are either extremely
expensive (e.g. braille tablets) or offer a slow and limited way to update the representation (e.g.

maps that are 3D-printed based on users’ inputs).

In this thesis, we propose to bridge the gap between these two approaches by investigating how
to develop physical interactive maps and diagrams that support two-handed exploration, while at
the same time being updatable and affordable. To do so, we build on previous research on
Tangible User Interfaces (TUI) and particularly on (actuated) tabletop TUlIs, two fields of
research that have surprisingly received very little interest concerning visually impaired users.
Based on the design, implementation and evaluation of three tabletop TUIs (the Tangible Reels,
the Tangible Box and BotMap), we propose innovative non-visual interaction techniques and
technical solutions that will hopefully serve as a basis for the design of future TUIs for visually
impaired users, and encourage their development and use. We investigate how tangible maps and
diagrams can support various tasks, ranging from the (re)construction of diagrams to the
exploration of maps by panning and zooming. From a theoretical perspective we contribute to
the research on accessible graphical representations by highlighting how research on maps can
feed research on diagrams and vice-versa. We also propose a classification and comparison of

existing prototypes to deliver a structured overview of current research.
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GLOSSARY

(Definitions given for terms marked with an asterisk are specific to this thesis; definitions given
for other terms are commonly found in the literature. In a definition, terms in italics refer to

another term defined in the glossary.)

Actuated tangible user interface: 7angible user interfaces “in which physical components move in a
way that can be detected by the user” [242].

Affordance: the design aspect of an object which suggests how the object should be used (see
[2106]).

Auditory icons: “caricatures of naturally occurring sounds” [75], e.g. a bird sound.

Awareness: in a collaborative context, the understanding of who is changing which parts of the

system.

Bi-graphism*: term used by specialized teachers; refers to the concept of designing accessible
graphical representations that are not solely intended to be tactile, but also visual. Bi-graphic
representations rely on tactile elements and visual elements (and notably strong contrasts between
colors); they are intended to be used by low-vision users or collaboratively between visually

impaired and sighted users.

Complexity*: refers to the amount of data that a graphical representation conveys. The complexity
of a graphical representation depends on the number of elements being displayed and/or on the

possibility for the user to interact with them through panning and zooming.

Constructive assemblies: fangible user interfaces “that involve the interconnection of modular
physical, interactive units to formulate larger constructions that are automatically or manually put-
together” [162].

Container: one of three types of zangible object defined by Holmquist et al. [102]: “containers are
generic objects used to move information between different devices or platforms”. See #oken and
tool.

Data physicalization: see Physicalization.

Diagram*: a graphical representation that is not a table, an icon, a sign, an image or a map. Broadly

speaking, diagrams are “illustrations that express conceptual relationships spatially ” [343].

Digital*: quality of a representation that cannot be explored tactilely (i.e. using both hands), that

is virtual.

Digital maps and diagrams*: interactive maps and diagrams that do not rely on a physical

representation and that most commonly provide one (or two) points of contact.



Dynamic*: quality of a representation or display that can be instantly updated. We consider that
there is a continuum between representations that cannot be updated at all (sza#ic) and graphical

representations that can be fully and instantly updated by a system (dynanic).

Earcon: “abstract, synthetic and mostly musical tones or sound patterns that can be used in

structured combinations” [47].

Editable*: quality of a graphical representation that is digital and that can be directly modified by the

user.

Expressiveness*: refers to the nature of the data that a graphical representation conveys and notably
to the different implantations and marks used: points (squares, triangles, arrows, etc.), lines (dotted,
plain, of various thicknesses), areas (filled, half-filled, etc.). The larger the range of marks used, the

more expressive the graphical representation.

Fiducial marker: in the context of this thesis, tags that are attached 7o zangible objects that allow the
application to track the objects and to retrieve their position (x-, y- and possibly z- coordinates),
as well as their orientation. Fiducial markers are often printed on a piece of paper but can also be

directly embedded/engraved in the fangible objects.

German film / paper: a transparent plastic sheet that must be placed on a rubber mat before
being drawn on using a stylus or a pen. When drawing, a raised image is created that visually

impaired users can immediately detect (see Figure 2.4, right).
Graphical primitives: see izplantation.

Graphical representation: a document (digital or physical) that is composed of a set of marks
[243] and that is not solely based on textual information. Includes maps, diagrams, icons, signs,
images and tables. In the context of this thesis, we used the expressions “graphical
representations”, ‘“representations” and “maps and diagrams” interchangeably, to avoid

repetition.

Hybrid maps and diagrams*: interactive maps or diagrams that rely on a digital and physical
representations and therefore provide multiple points of contact and support multiple hand/finger

exploration.

Implantations: graphical representations are composed of marks, which can be categorized into
three types of zmplantation [15]: points, lines and areas. These implantations constitute the

elementary units or graphical primitives of any graphical representation.

Interactive maps and diagrams*: any type of prototype that allows visually impaired users to

access maps ot diagrams in an interactive manner.

Manipulable*: quality of a representation that is composed of several (tangible) objects that the
user can physically grasp and move. The easier it is to move the objects, the more “manipulable”

the representation is.
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Maps: “geographic representations that facilitate a spatial understanding of things, concepts,

conditions, processes or events in the human world” [344].

Orientation & Mobility: a profession which focuses on educating individuals who are blind or

visually impaired on safe and effective travel in their environment.
Orientation & Mobility maps: aps intended to be used to help a person navigate.

Point of contact: an element of the representation that is currently being explored, either
indirectly, by means of a pointing device, or directly, by the user’s hands or fingertips. See digital
vs hybrid maps and diagrams.

Physical*: quality of a representation that provides multiple points of contact, that can be explored
tactilely (i.e. with both hands). Antonym: digital.

Physicalization: the term refers to both “a physical artifact whose geometry or material
properties encode data” [121], and emergent research that “examines how computer-supported,
physical representations of data (i.e., physicalizations), can support cognition, communication,

learning, problem solving and decision making” [121].

Raised-line graphic: a graphical representation printed on a special heat-sensitive paper (called swell
or microcapsule paper) containing microcapsules of polystyrene, using a normal printer. When
the sheet passes through a heater, printed areas in black are heated at a higher temperature than
non-printed areas, causing the microcapsules under the ink to swell. This creates a relief that the

user is able to detect.

Raised-pin displays: devices composed of a matrix of pins that can be dynamically raised or
lowered and that are used to display graphical information. Raised-pin displays could be referred
to as “Braille tablets”.

Reconfigurable*: quality of a representation that is composed of several tangible objects that can
be physically moved by the system (see dynamic) and/or the user (see manipulable). In addition, a
key property of TUI.

Refreshable*: synonym of dynamic.

Scalability: ability for a system to adapt to complex problems or data sets [270].

Spearcons: “spoken phrases sped up until they may no longer be recognized as speech” [47].
Static*: quality of a representation that cannot be updated. Antonym: dynanzic.

Swarm User Interfaces: “human-computer interfaces made of independent self-propelled

elements that move collectively and react to user input » [81].

Tactile graphics: graphical representations intended to be read principally by touch rather than

vision [1].

Tangible object*: any object that is used in a fangible user interface.
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Tangible user interaction: “a genre of human-computer interaction that uses spatially

reconfigurable physical objects as representations and controls for digital information” [306].

Tangible User Interfaces (TUlIs): interfaces that use spatially reconfigurable physical objects as

representations and controls for digital information.

Token: one of three types of tangible object defined by Holmquist et al. [102]: “tokens are used
to access stored information, the nature of which is physically reflected in the token in some

way”. See container and tool.

Token+constraint interfaces: a sub-type of TUIs that rely on “two kinds of physical/digital
artifacts: fokens are discrete, spatially reconfigurable physical artifacts that each describe or
represent an element or aggregate of digital information. Constraints are structures that physically
channel how tokens can be manipulated, often limiting their movement to a single physical

dimension” [300].

Tools: one of three types of tangible object defined by Holmquist et al. [102]: “Zoo/s are used to

manipulate digital information”. See container and token.

Updatable*: quality of a representation (digital or physical) that can be modified, either by the

system or by the user.

Versatility: quality of an interface that can embrace a variety of subjects or fields.
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CHAPTER 1
INTRODUCTION

Ca a duré ce que ¢a a duré, mais ['Institut des Aveugles me fut d’un grand
seconrs. Tous les soirs, aprés le travail, je m’y rendais, et je me postais d
Uentrée. Vers sept heures, les avengles commencent a sortir. Avec un peu de
chance, je réussissais a m'emparer de six on sept et a les aider a traverser la
rue. On ni'objectera qu’aider un avengle a traverser la rue, ce n'est pas
grand-chose, mais ¢'est toujours ¢a de pris. En général, les aveugles sont trés
gentils et tres aimables, da canse de tout ce qu’ils n’ont pas vu dans la vie.
[-..] Et puis un jour je suis tombé sur un aveugle qui n'était pas diminué
dn tout. [...]. Je ne sais pas comment il a su que ¢'était moi, mais il m'a
reconnu tout de suite. — Foutez-moi la paix, guenla-t-il. Alleg faire vos

besoins ailleurs ! Et puis il a levé sa canne et il a traversé tout seul.

Romain Gary (Emile Ajar). Gros-Calin.
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1 CONTEXT: VISUAL IMPAIRMENT AND BLINDNESS

This thesis concerns the development of accessible maps and diagrams for visually impaired
people. Before considering the motivations of this work, it is important to define to which part of
the population the term “visually impaired people” refers. Two measures are mainly used to
distinguish between the various degrees of visual impairment: visual acuity and visual field [337].
Visual acuity measures the clarity or sharpness of vision and is expressed as a ratio of two
numbers: the numerator is the distance at which a person can discriminate between two objects;
the denominator is the distance at which a person with no visual deficit can discriminate between
these two objects. The visual field is expressed in degrees and indicates the area in which an
object can be detected in the peripheral vision while the eye is focused on a central point. Based
on these measures, the latest International Classification of Diseases (ICD) [338] defines
blindness as a visual acuity worse than 3/60 or a visual field of the better eye no greater than 10°.
Blindness may include light perception, provided that the visual acuity is less than 3/60. Moderate
or severe visual impairment, also referred to as low-vision, is defined by a visual acuity worse than
6/18 (moderate) or worse than 6/60 (severe), but equal to or better than 3/60. In this thesis, we
use the term “visual impairment” to refer to moderate and severe visual impairment as well as
blindness, as is the case in the ICD. Even though the interaction techniques and prototypes that
we proposed were specifically designed for blind people, i.e. they did not rely on visual feedback,
we use the term “visually impaired users” to emphasize the fact that our work could benefit

people affected by blindness as well as people having low-vision.

Most recent estimates of blindness and visual impairment were provided by the World Health
Organization (WHO) [337]. In 2010, the estimated number of visually impaired people was 285
million, including 39 million individuals affected by blindness and 246 million individuals affected
by low-vision. In Europe, the estimated numbers were 31.7 million visually impaired people, 28.7
having low-vision and 3 million being blind. These estimates should be considered cautiously, due
to missing or outdated data (the margin of error is approximatively 20%). Around the world, the
main causes of visual impairment, including blindness, are uncorrected refracted errors (43%),

cataracts! (33%) and glaucoma? (2%).

One of the main consequences of visual impairment, from a societal perspective, is high
unemployment rates. For example, in the United States, a 2015 report indicates that only 42% of
working-age people with visual impairment are employed, in comparison to 78% for people
without any disability [58]. This unemployment rate is also correlated with low income: the same
report states that in the United States, 29% of visually impaired people live below the poverty
line. Issues related to employment can be explained by the fact that visually impaired people often
experience difficulties in navigating independently (due to the inaccessibility of maps and the lack
of accessible and reliable navigation systems), but also because they have a limited access to digital
or printed information, and especially to graphical information. In fact, Beck-Winchatz and
Riccobono [10] commented upon how the inaccessibility of curriculum materials might explain

why visually impaired people do not pursue careers in a number of disciplines, and especially in

1A cataract is a cloudiness or opacity in the normally transparent crystalline lens of the eye.
2 Glaucoma is a group of diseases that damage the eye’s optic nerve.
https://nei.nih.gov/health/glaucoma
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Science, Technology, Engineering and Mathematics. Regardless of employment considerations,
the fact that visually impaired users are not guaranteed an equal access to (digital) information

raises social issues, notably in terms of inclusion.

Some assistive technologies have contributed to a greater access to digital information, the most
notable being screen-reader technology’. A screen-reader is a piece of software that extracts the
text being displayed on a screen and outputs it using a speech synthesizer or a braille display.
Combined with a keyboard or a set of multitouch gestures, screen-readers allow visually impaired
users to interact with a computer or a mobile device and are the most common technology used
by visually impaired people to access digital content. However, because they mainly rely on a
sequential access to digital information, screen-readers are not adapted to convey graphical
representations. In fact, and as we will more thoroughly describe in the next section, to date there
is no mainstream assistive technologies with which visually impaired people can independently
access graphical representations, which strongly affect their access to education and employment

as well as their independence, quality of life and social inclusion.

2 WHY STUDY TANGIBLE MAPS AND DIAGRAMS FOR
VISUALLY IMPAIRED USERS?

2.1 IMPORTANCE OF GRAPHICAL REPRESENTATIONS

Graphical representations are part of our societies and cultures. Even during the prehistoric era,
map-like representations were produced by “primitive people” using a variety of materials such as
shells, stones and sticks to communicate about spatial relationships [286]. For millennia, the
diversity of these materials evolved alongside the goals, techniques and users of graphical
representations. For long reserved to a small minority of people such as “priests, scholars or
bureaucrats”, graphical representations, through technological advances, have progressively
become more and more commonplace [345]. The invention of the printing press by Gutenberg in
the middle of the fifteenth century is, for example, considered as a key technological progress. But
certainly one of the most important milestones was the development of th