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RESUME

(Un résumé plus détaillé de la these est présenté a la fin de ce manuscrit, Appendix I.)

En dépit de leur omniprésence et de leur role essentiel dans nos vies professionnelles et
personnelles, les représentations graphiques, qu’elles soient numériques ou sur papier, ne sont pas
accessibles aux personnes déficientes visuelles car elles ne fournissent pas d’informations tactiles.
Par ailleurs, les inégalités d’accés a ces représentations ne cessent de s’accroitre ; grace au
développement de représentations graphiques dynamiques et disponibles en ligne, les personnes
voyantes peuvent non seulement accéder a de grandes quantités de données, mais aussi interagir
avec ces données par le biais de fonctionnalités avancées (changement d’échelle, sélection des
données a afficher, etc.). En revanche, pour les personnes déficientes visuelles, les techniques
actuellement utilisées pour rendre accessibles les cartes et les diagrammes nécessitent

Iintervention de spécialistes et ne permettent pas la création de représentations interactives.

Cependant, les récentes avancées dans le domaine de I'adaptation automatique de contenus
laissent entrevoir, dans les prochaines années, une augmentation de la quantit¢ de contenus
adaptés. Cette augmentation doit aller de pair avec le développement de dispositifs utilisables et
abordables en mesure de supporter l'affichage de représentations interactives et rapidement
modifiables, tout en étant accessibles aux personnes déficientes visuelles. Certains prototypes de
recherche s’appuient sur une représentation numérique seulement: ils peuvent étre
instantanément modifiés mais ne fournissent que tres peu de retour tactile, ce qui rend leur
exploration complexe d’un point de vue cognitif et impose de fortes contraintes sur le contenu.
Drautres prototypes s’appuient sur une représentation numérique et physique : bien qu’ils puissent
étre explorés tactilement, ce qui est un réel avantage, ils nécessitent un support tactile qui
empéche toute modification rapide. Quant aux dispositifs similaires a des tablettes Braille, mais

avec des milliers de picots, leur cout est prohibitif.

L’objectif de cette these est de pallier les limitations de ces approches en étudiant comment
développer des cartes et diagrammes interactifs physiques, modifiables et abordables. Pour cela,
nous nous appuyons sur un type d’interface qui a rarement été étudié pour des utilisateurs
déficients visuels : les interfaces tangibles, et plus particuliécrement les interfaces tangibles sur
table. Dans ces interfaces, des objets physiques représentent des informations numériques et
peuvent étre manipulés par l'utilisateur pour interagir avec le systéme, ou par le systeme lui-méme
pour refléter un changement du modele numérique — on parle alors d’interfaces tangibles sur
tables animées, ou actuated. Grace a la conception, au développement et a I’évaluation de trois
interfaces tangibles sur table (les Tangible Reels, la Tangible Box et BotMap), nous proposons un
ensemble de solutions techniques répondant aux spécificités des interfaces tangibles pour des
personnes déficientes visuelles, ainsi que de nouvelles techniques d’interaction non-visuelles,
notamment pour la reconstruction d’une carte ou d’un diagramme et 'exploration de cartes de
type « Pan & Zoom». D’un point de vue théorique, nous proposons aussi une nouvelle

classification pour les dispositifs interactifs accessibles.
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ABSTRACT

Despite their omnipresence and essential role in our everyday lives, online and printed graphical
representations are inaccessible to visually impaired people because they cannot be explored using
the sense of touch. The gap between sighted and visually impaired people’s access to graphical
representations is constantly growing due to the increasing development and availability of online
and dynamic representations that not only give sighted people the opportunity to access large
amounts of data, but also to interact with them using advanced functionalities such as panning,
zooming and filtering. In contrast, the techniques currently used to make maps and diagrams
accessible to visually impaired people require the intervention of tactile graphics specialists and

result in non-interactive tactile representations.

However, based on recent advances in the automatic production of content, we can expect in the
coming years a growth in the availability of adapted content, which must go hand-in-hand with
the development of affordable and usable devices. In particular, these devices should make full
use of visually impaired users’ perceptual capacities and support the display of interactive and
updatable representations. A number of research prototypes have already been developed. Some
rely on digital representation only, and although they have the great advantage of being instantly
updatable, they provide very limited tactile feedback, which makes their exploration cognitively
demanding and imposes heavy restrictions on content. On the other hand, most prototypes that
rely on digital and physical representations allow for a two-handed exploration that is both natural
and efficient at retrieving and encoding spatial information, but they are physically limited by the
use of a tactile overlay, making them impossible to update. Other alternatives are either extremely
expensive (e.g. braille tablets) or offer a slow and limited way to update the representation (e.g.

maps that are 3D-printed based on users’ inputs).

In this thesis, we propose to bridge the gap between these two approaches by investigating how
to develop physical interactive maps and diagrams that support two-handed exploration, while at
the same time being updatable and affordable. To do so, we build on previous research on
Tangible User Interfaces (TUI) and particularly on (actuated) tabletop TUlIs, two fields of
research that have surprisingly received very little interest concerning visually impaired users.
Based on the design, implementation and evaluation of three tabletop TUIs (the Tangible Reels,
the Tangible Box and BotMap), we propose innovative non-visual interaction techniques and
technical solutions that will hopefully serve as a basis for the design of future TUIs for visually
impaired users, and encourage their development and use. We investigate how tangible maps and
diagrams can support various tasks, ranging from the (re)construction of diagrams to the
exploration of maps by panning and zooming. From a theoretical perspective we contribute to
the research on accessible graphical representations by highlighting how research on maps can
feed research on diagrams and vice-versa. We also propose a classification and comparison of

existing prototypes to deliver a structured overview of current research.
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GLOSSARY

(Definitions given for terms marked with an asterisk are specific to this thesis; definitions given
for other terms are commonly found in the literature. In a definition, terms in italics refer to

another term defined in the glossary.)

Actuated tangible user interface: 7angible user interfaces “in which physical components move in a
way that can be detected by the user” [242].

Affordance: the design aspect of an object which suggests how the object should be used (see
[2106]).

Auditory icons: “caricatures of naturally occurring sounds” [75], e.g. a bird sound.

Awareness: in a collaborative context, the understanding of who is changing which parts of the

system.

Bi-graphism*: term used by specialized teachers; refers to the concept of designing accessible
graphical representations that are not solely intended to be tactile, but also visual. Bi-graphic
representations rely on tactile elements and visual elements (and notably strong contrasts between
colors); they are intended to be used by low-vision users or collaboratively between visually

impaired and sighted users.

Complexity*: refers to the amount of data that a graphical representation conveys. The complexity
of a graphical representation depends on the number of elements being displayed and/or on the

possibility for the user to interact with them through panning and zooming.

Constructive assemblies: fangible user interfaces “that involve the interconnection of modular
physical, interactive units to formulate larger constructions that are automatically or manually put-
together” [162].

Container: one of three types of zangible object defined by Holmquist et al. [102]: “containers are
generic objects used to move information between different devices or platforms”. See #oken and
tool.

Data physicalization: see Physicalization.

Diagram*: a graphical representation that is not a table, an icon, a sign, an image or a map. Broadly

speaking, diagrams are “illustrations that express conceptual relationships spatially ” [343].

Digital*: quality of a representation that cannot be explored tactilely (i.e. using both hands), that

is virtual.

Digital maps and diagrams*: interactive maps and diagrams that do not rely on a physical

representation and that most commonly provide one (or two) points of contact.



Dynamic*: quality of a representation or display that can be instantly updated. We consider that
there is a continuum between representations that cannot be updated at all (sza#ic) and graphical

representations that can be fully and instantly updated by a system (dynanic).

Earcon: “abstract, synthetic and mostly musical tones or sound patterns that can be used in

structured combinations” [47].

Editable*: quality of a graphical representation that is digital and that can be directly modified by the

user.

Expressiveness*: refers to the nature of the data that a graphical representation conveys and notably
to the different implantations and marks used: points (squares, triangles, arrows, etc.), lines (dotted,
plain, of various thicknesses), areas (filled, half-filled, etc.). The larger the range of marks used, the

more expressive the graphical representation.

Fiducial marker: in the context of this thesis, tags that are attached 7o zangible objects that allow the
application to track the objects and to retrieve their position (x-, y- and possibly z- coordinates),
as well as their orientation. Fiducial markers are often printed on a piece of paper but can also be

directly embedded/engraved in the fangible objects.

German film / paper: a transparent plastic sheet that must be placed on a rubber mat before
being drawn on using a stylus or a pen. When drawing, a raised image is created that visually

impaired users can immediately detect (see Figure 2.4, right).
Graphical primitives: see izplantation.

Graphical representation: a document (digital or physical) that is composed of a set of marks
[243] and that is not solely based on textual information. Includes maps, diagrams, icons, signs,
images and tables. In the context of this thesis, we used the expressions “graphical
representations”, ‘“representations” and “maps and diagrams” interchangeably, to avoid

repetition.

Hybrid maps and diagrams*: interactive maps or diagrams that rely on a digital and physical
representations and therefore provide multiple points of contact and support multiple hand/finger

exploration.

Implantations: graphical representations are composed of marks, which can be categorized into
three types of zmplantation [15]: points, lines and areas. These implantations constitute the

elementary units or graphical primitives of any graphical representation.

Interactive maps and diagrams*: any type of prototype that allows visually impaired users to

access maps ot diagrams in an interactive manner.

Manipulable*: quality of a representation that is composed of several (tangible) objects that the
user can physically grasp and move. The easier it is to move the objects, the more “manipulable”

the representation is.
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Maps: “geographic representations that facilitate a spatial understanding of things, concepts,

conditions, processes or events in the human world” [344].

Orientation & Mobility: a profession which focuses on educating individuals who are blind or

visually impaired on safe and effective travel in their environment.
Orientation & Mobility maps: aps intended to be used to help a person navigate.

Point of contact: an element of the representation that is currently being explored, either
indirectly, by means of a pointing device, or directly, by the user’s hands or fingertips. See digital
vs hybrid maps and diagrams.

Physical*: quality of a representation that provides multiple points of contact, that can be explored
tactilely (i.e. with both hands). Antonym: digital.

Physicalization: the term refers to both “a physical artifact whose geometry or material
properties encode data” [121], and emergent research that “examines how computer-supported,
physical representations of data (i.e., physicalizations), can support cognition, communication,

learning, problem solving and decision making” [121].

Raised-line graphic: a graphical representation printed on a special heat-sensitive paper (called swell
or microcapsule paper) containing microcapsules of polystyrene, using a normal printer. When
the sheet passes through a heater, printed areas in black are heated at a higher temperature than
non-printed areas, causing the microcapsules under the ink to swell. This creates a relief that the

user is able to detect.

Raised-pin displays: devices composed of a matrix of pins that can be dynamically raised or
lowered and that are used to display graphical information. Raised-pin displays could be referred
to as “Braille tablets”.

Reconfigurable*: quality of a representation that is composed of several tangible objects that can
be physically moved by the system (see dynamic) and/or the user (see manipulable). In addition, a
key property of TUI.

Refreshable*: synonym of dynamic.

Scalability: ability for a system to adapt to complex problems or data sets [270].

Spearcons: “spoken phrases sped up until they may no longer be recognized as speech” [47].
Static*: quality of a representation that cannot be updated. Antonym: dynanzic.

Swarm User Interfaces: “human-computer interfaces made of independent self-propelled

elements that move collectively and react to user input » [81].

Tactile graphics: graphical representations intended to be read principally by touch rather than

vision [1].

Tangible object*: any object that is used in a fangible user interface.
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Tangible user interaction: “a genre of human-computer interaction that uses spatially

reconfigurable physical objects as representations and controls for digital information” [306].

Tangible User Interfaces (TUlIs): interfaces that use spatially reconfigurable physical objects as

representations and controls for digital information.

Token: one of three types of tangible object defined by Holmquist et al. [102]: “tokens are used
to access stored information, the nature of which is physically reflected in the token in some

way”. See container and tool.

Token+constraint interfaces: a sub-type of TUIs that rely on “two kinds of physical/digital
artifacts: fokens are discrete, spatially reconfigurable physical artifacts that each describe or
represent an element or aggregate of digital information. Constraints are structures that physically
channel how tokens can be manipulated, often limiting their movement to a single physical

dimension” [300].

Tools: one of three types of tangible object defined by Holmquist et al. [102]: “Zoo/s are used to

manipulate digital information”. See container and token.

Updatable*: quality of a representation (digital or physical) that can be modified, either by the

system or by the user.

Versatility: quality of an interface that can embrace a variety of subjects or fields.
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CHAPTER 1
INTRODUCTION

Ca a duré ce que ¢a a duré, mais ['Institut des Aveugles me fut d’un grand
seconrs. Tous les soirs, aprés le travail, je m’y rendais, et je me postais d
Uentrée. Vers sept heures, les avengles commencent a sortir. Avec un peu de
chance, je réussissais a m'emparer de six on sept et a les aider a traverser la
rue. On ni'objectera qu’aider un avengle a traverser la rue, ce n'est pas
grand-chose, mais ¢'est toujours ¢a de pris. En général, les aveugles sont trés
gentils et tres aimables, da canse de tout ce qu’ils n’ont pas vu dans la vie.
[-..] Et puis un jour je suis tombé sur un aveugle qui n'était pas diminué
dn tout. [...]. Je ne sais pas comment il a su que ¢'était moi, mais il m'a
reconnu tout de suite. — Foutez-moi la paix, guenla-t-il. Alleg faire vos

besoins ailleurs ! Et puis il a levé sa canne et il a traversé tout seul.

Romain Gary (Emile Ajar). Gros-Calin.
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1 CONTEXT: VISUAL IMPAIRMENT AND BLINDNESS

This thesis concerns the development of accessible maps and diagrams for visually impaired
people. Before considering the motivations of this work, it is important to define to which part of
the population the term “visually impaired people” refers. Two measures are mainly used to
distinguish between the various degrees of visual impairment: visual acuity and visual field [337].
Visual acuity measures the clarity or sharpness of vision and is expressed as a ratio of two
numbers: the numerator is the distance at which a person can discriminate between two objects;
the denominator is the distance at which a person with no visual deficit can discriminate between
these two objects. The visual field is expressed in degrees and indicates the area in which an
object can be detected in the peripheral vision while the eye is focused on a central point. Based
on these measures, the latest International Classification of Diseases (ICD) [338] defines
blindness as a visual acuity worse than 3/60 or a visual field of the better eye no greater than 10°.
Blindness may include light perception, provided that the visual acuity is less than 3/60. Moderate
or severe visual impairment, also referred to as low-vision, is defined by a visual acuity worse than
6/18 (moderate) or worse than 6/60 (severe), but equal to or better than 3/60. In this thesis, we
use the term “visual impairment” to refer to moderate and severe visual impairment as well as
blindness, as is the case in the ICD. Even though the interaction techniques and prototypes that
we proposed were specifically designed for blind people, i.e. they did not rely on visual feedback,
we use the term “visually impaired users” to emphasize the fact that our work could benefit

people affected by blindness as well as people having low-vision.

Most recent estimates of blindness and visual impairment were provided by the World Health
Organization (WHO) [337]. In 2010, the estimated number of visually impaired people was 285
million, including 39 million individuals affected by blindness and 246 million individuals affected
by low-vision. In Europe, the estimated numbers were 31.7 million visually impaired people, 28.7
having low-vision and 3 million being blind. These estimates should be considered cautiously, due
to missing or outdated data (the margin of error is approximatively 20%). Around the world, the
main causes of visual impairment, including blindness, are uncorrected refracted errors (43%),

cataracts! (33%) and glaucoma? (2%).

One of the main consequences of visual impairment, from a societal perspective, is high
unemployment rates. For example, in the United States, a 2015 report indicates that only 42% of
working-age people with visual impairment are employed, in comparison to 78% for people
without any disability [58]. This unemployment rate is also correlated with low income: the same
report states that in the United States, 29% of visually impaired people live below the poverty
line. Issues related to employment can be explained by the fact that visually impaired people often
experience difficulties in navigating independently (due to the inaccessibility of maps and the lack
of accessible and reliable navigation systems), but also because they have a limited access to digital
or printed information, and especially to graphical information. In fact, Beck-Winchatz and
Riccobono [10] commented upon how the inaccessibility of curriculum materials might explain

why visually impaired people do not pursue careers in a number of disciplines, and especially in

1A cataract is a cloudiness or opacity in the normally transparent crystalline lens of the eye.
2 Glaucoma is a group of diseases that damage the eye’s optic nerve.
https://nei.nih.gov/health/glaucoma
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Science, Technology, Engineering and Mathematics. Regardless of employment considerations,
the fact that visually impaired users are not guaranteed an equal access to (digital) information

raises social issues, notably in terms of inclusion.

Some assistive technologies have contributed to a greater access to digital information, the most
notable being screen-reader technology’. A screen-reader is a piece of software that extracts the
text being displayed on a screen and outputs it using a speech synthesizer or a braille display.
Combined with a keyboard or a set of multitouch gestures, screen-readers allow visually impaired
users to interact with a computer or a mobile device and are the most common technology used
by visually impaired people to access digital content. However, because they mainly rely on a
sequential access to digital information, screen-readers are not adapted to convey graphical
representations. In fact, and as we will more thoroughly describe in the next section, to date there
is no mainstream assistive technologies with which visually impaired people can independently
access graphical representations, which strongly affect their access to education and employment

as well as their independence, quality of life and social inclusion.

2 WHY STUDY TANGIBLE MAPS AND DIAGRAMS FOR
VISUALLY IMPAIRED USERS?

2.1 IMPORTANCE OF GRAPHICAL REPRESENTATIONS

Graphical representations are part of our societies and cultures. Even during the prehistoric era,
map-like representations were produced by “primitive people” using a variety of materials such as
shells, stones and sticks to communicate about spatial relationships [286]. For millennia, the
diversity of these materials evolved alongside the goals, techniques and users of graphical
representations. For long reserved to a small minority of people such as “priests, scholars or
bureaucrats”, graphical representations, through technological advances, have progressively
become more and more commonplace [345]. The invention of the printing press by Gutenberg in
the middle of the fifteenth century is, for example, considered as a key technological progress. But
certainly one of the most important milestones was the development of the web, which allowed
for easy and cheap dissemination of graphical representations to a large audience. In particular,
from the mid-nineties, online mapping services such as MapQuest (1996), Open Street Map
(2004) and Google Maps (2005) started to emerge, soon becoming mainstream services. In
parallel, disciplines such as Information Visualization and Geographic Visualization emerged and
participated in the expansion of interactive and most often dynamic digital graphical
representations. Nowadays, maps and diagrams—a subset of graphical representations that we
define in Chapter 2, Part A—play a crucial role in our lives, be it as educational tools, navigational

aids or means of communication for online and printed content.

2.2 VISUALLY IMPAIRED PEOPLE AND ACCESS TO GRAPHICAL
REPRESENTATIONS

Despite the fact that their availability is often taken for granted in developed countries, visually
impaired people have not benefited from the growing development of interactive graphical

3 In France, about 95% of people who are visually impaired use a screen-reader [61].
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representations. Due to their lack of tactile feedback, digital or printed graphical representations
remain inaccessible to visually impaired people who cannot explore them using the sense of
touch. Consequently, while the amount of data, technologies and interaction techniques available
to sighted people is continuously increasing, visually impaired people have an extremely limited
access to graphical representations and, needless to say, to interactive and dynamic graphical
representations. This lack of availability can be partially explained by societal, technological and

perceptual considerations — the last two being intrinsically connected.

From a societal perspective, the cognitive abilities of visually impaired people have long been
debated and discussed [313]. Three theories have been proposed to discuss whether visually
impaired people could understand spatial concepts such as understanding a map or being able to
distinguish between various geometric shapes [66]: the “deficiency” theory stipulates that visual
experience is essential to develop and understand spatial concepts; the “inefficiency” theory
considers that visual experience is not essential but that the lack of visual experience necessarily
leads to inefficient or at least less efficient spatial abilities; the “difference” theory states that
visual experience is not necessary and that other senses can be used to develop spatial abilities
that may be of a different nature but can be as functional as those developed by sighted users.
The first theory is now invalidated, as a number of empirical studies demonstrated that visually
impaired users are able to understand spatial concepts and that they can acquire spatial knowledge
with direct (e.g. while navigating an unknown environment) or indirect (e.g. by reading a tactile
map) experience. Although the two other theories have coexisted for several decades the latter is
now the most widely considered. In particular, it is now well acknowledged that visually impaired
people’s spatial abilities may be correlated with (a lack of) familiarity with specific tasks and the
development of effective strategies to encode and understand information, rather than to the

characteristics of the haptic system per se.

However, the “inefficient” theory and similar positions have been prevalent for a long period of
time and up to the fifties research activities more commonly addressed the understanding and
benefits of graphical representations (and particularly of maps) for visually impaired users from a
cognitive perspective, and little research focused on how to make them more widely available by
building upon technological advances. In fact, as observed by Brock [23], the number of research
projects concerning the development of interactive map prototypes only began to increase
considerably around the year 2000, i.e. at a time at which interactive graphical representations had
already started to become mainstream for sighted people. Since then, research on non-visual
graphical representations is a long way from having caught up with research and development of
visual representations, and the gap between sighted and visually impaired people’s access to
graphical representations is constantly growing. While there is an increasing development of
online, interactive and dynamic representations for sighted people, visually impaired users barely
have access to any graphical representation outside of schools. In addition, the graphical
representations they have access to, referred to as tactile graphics, suffer from several limitations.
They must be produced by tactile graphics specialists using particular techniques that require
dedicated material, and time; they are non-interactive; they cannot be updated once printed. As
for prototypes of interactive maps and diagrams, they are mostly confined to research laboratories

and only a few of them are close to being regularly used within specialized education centers (e.g.
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[28]). Therefore, as stated by O’Modhrain et al. [219], “there is an immediate need for research

and development of new technologies to provide non-visual access to graphical material”.

However, the same authors also pointed out that “while the importance of this access is obvious
in many educational, vocational, and social contexts for visually impaired people, the diversity of
the user group, range of available technologies, and breadth of tasks to be supported complicate
the research and development process” [219]. In fact, the development of (interactive) graphical
representations for visually impaired users raises several challenges, mainly because of the
inherent properties of tactile perception. As we will more thoroughly discuss in the first chapter
of this thesis (Chapter 2, Part B, 5), the tactile exploration of a graphic is more sequential than its
visual exploration because the cutaneous system only acquires information when the users’
fingertips and/or palms are in contact with the surface of the tactile graphic. In addition, the
spatial resolution of touch is limited compared to that of vision, meaning that it is not possible to
display the same amount of information on a visual graphic as on a tactile graphic of the same
size. From this, two considerations follow. Firstly, visual graphical representations must be
adapted to tactile graphical representations, and this adaptation process needs to be performed by
tactile graphics specialists. Secondly, displays must take into account the properties of tactile
perception and notably the fact that tactile exploration is cognitively demanding as users must
integrate several pieces of information over space and time [159]; therefore displays should be

carefully designed, so as to reduce cognitive workload.

The question of the adaptation of content is crucial when discussing the availability of graphical
representations. The fact that the production of tactile graphics is a time-consuming and costly
process partly explains why non-interactive tactile graphics are still inaccessible to visually
impaired users outside of schools. However, the development of Open Data initiatives as well as
efficient algorithms to process them opens new avenues for the (semi) automatic adaptation of
content. It is now possible to envisage that in a few years it will be possible to automatically adapt
simple online visual representations. Most complex representations will probably still require

manual intervention but the cost and time of production will undoubtedly be drastically reduced.

2.3 INTERACTIVE GRAPHICAL REPRESENTATIONS FOR VISUALLY IMPAIRED
USERS

The growth of available content must go hand in hand with the development of affordable and
usable devices. In particular, these devices should provide users with an independent access to
interactive and updatable graphical representations. The main advantage of interactivity is that it
makes the use of braille labels unnecessary, which frees space for additional content (braille labels
takes a lot of space) and makes graphical representations accessible to a larger audience (the
number of braille readers is continuously decreasing). Updatable graphical representations are
necessary to support advanced functionalities such as filtering, highlighting, panning and zooming
that will guarantee a functional equivalence between visual and tactile graphical representations,
but they also open new possibilities in terms of supported tasks, such as annotating or editing a

map or a diagram.

Different approaches have already been considered to develop interactive maps and diagrams for

visually impaired users and can be classified into two broad categories. On the one hand, a
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number of prototypes rely on digital representations that are displayed on a screen or projected
over a surface: users can explore them using one finger or an input device such as a keyboard, a
stylus, a joystick, etc. Audio feedback (and possibly force or cutaneous feedback) is provided
according to what is under the finger or the cursor. These prototypes have the great advantage of
being instantly updatable, but they provide very limited tactile feedback, which makes their

exploration cognitively demanding and imposes heavy restrictions on content.

On the other hand, a number of prototypes rely on digital and physical representations. The most
common approach, which we referred to as interactive tactile displays, is to place a tactile overlay
(the physical representation) above a tablet: via the materiality of the tactile graphic, users can
explore the representation using both hands; and via the tablet, they can also interact with it using
multitouch gestures. These prototypes allow for a two-handed exploration that is both natural and
efficient for retrieving and encoding spatial information, but they are physically limited by the use
of a tactile overlay, making them impossible to update. Other types of prototypes that rely on
digital and physical representations exist, but they are extremely expensive (e.g. braille displays,
also referred to as raised-pin displays) or offer a slow and limited way to update the representation
(e.g. maps that are 3D-printed based on users’ inputs [292]). As for Tangible User Interfaces
(T'UlIs), which we describe in the following section, up to now, they have rarely been investigated

for visually impaired users.

2.4 FROM TANGIBLE USER INTERFACES TOWARDS PROGRAMMABLE
MATTER

As online graphical representations began to become commonplace, notably as a result of
advances in the broad field of Visualization (including Information, Scientific and Geographic
Visualization), a group of researchers from the MIT started to investigate how to bridge the gap
between the physical and digital worlds. Graspable User Interfaces were first introduced by
Fitzmaurice et al. [64] and were composed of several physical handles that the users could
manipulate in order to directly interact with digital information. This new type of interface offered
several advantages, among which the fact that it “encourages two handed interaction” and
“facilitates interactions by making interface elements more ‘direct’ and more ‘manipulable’ by
using physical artifacts” [64]. In a nutshell, this type of interface allows users to interact with
physical and updatable representations. These interfaces were later designated as Tangible User
Interfaces (TUI) [113] and soon become a fully-fledged research area whose community is still very
active. The main idea underlying the design of TUIs is to combine digital representations with
tangible (i.e. composed of physical objects) and intangible (i.e. audio and video projections)

representations.

TUIs have paved the way for innovative types of interfaces calling for a greater updatability and
physicality. Indeed, one limitation of TUISs is that they cannot be as easily updated as purely digital
representations because they rely on real physical objects. To address this issue, alternatives have
been proposed that rely on the use of tangible objects that can be moved by the system or that
can move independently (e.g. small robots). This type of interface, referred to as actuated tabletop
TUIs, allows for a greater updatability and, although more expensive than traditional tabletop
TUIs, remains affordable. The promising development of actuated tabletop TUIs makes it
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possible to envisage Swarm User Interfaces (SUIs) composed of a high number of small mobile
tangible objects that could act as physical pixels and whose spatial layout could be used to display
highly dynamic and yet physical graphical representations.

Another alternative lies in the development of shape displays, which do not rely on a set of distinct
objects but on a single surface whose geometry can be controlled by a computer, similar to
“digital clay”. These last two fields are strongly associated with the emerging field of data
physicalization, which, although not limited to interactive or dynamic representations, “uses
physical data representations to help people explore and communicate data” [121]. Illustrative
examples of physicalizations include 3D-printed bar charts or arrays of motorized bars (see
InForm [68] for example). All these novel types of interfaces can be considered to be part of a
vision of highly updatable and physical interfaces driven by researchers from the MIT Media
Lab*, the pioneer lab of TUIs. This vision, referred to as Radical Atoms, is represented by the
idea of Programmable Matter: “Radical Atoms is our vision for human interactions with dynamic
physical materials that are computationally transformable and reconfigurable. Radical Atoms is
based on a hypothetical, extremely malleable, and dynamic physical material that is bidirectionally
coupled with an underlying digital model (bits) so that dynamic changes of the physical form can

be reflected in the digital states in real time, and vice-versa” [112].

2.5 BRIDGING THE GAP BETWEEN NON-VISUAL PHYSICAL AND DIGITAL
WORLDS
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Figure 1.1. Different types of displays that can be used to make graphical representations
accessible to sighted or visually impaired users, according to their degree of availability and
updatability. Displays for visually impaired users that are commonly used or studied are
written in italics. Devices that are not physical (i.e. that do not support multiple hand/finger

exploration) are written in blue.

4 https:/ /www.media.mit.edu
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Figure 1.1 is an attempt to summarize the various types of technologies that have been used to
make graphical representations accessible to visually impaired and sighted users, according to
their degree of updatability and availability. The figure illustrates that research on physical
graphical representations (in green) ranges from non-updatable representations (such as 3D-
printed bar charts or printed maps) to fully updatable representations instanced by the idea of
Programmable Matter. In between, a number of interfaces have and are being designed, including
standard TUISs, actuated tabletop TUIs and shape displays.

The very concept of Programmable Matter is still a pure theoretical concept and has not been
implemented yet. As for shape displays, despite the fact that they are being studied more and
more, they are still in their infancy and are complex and/or expensive to build. Therefore, in the
near future, non-actuated and actuated tabletop TUIs appear to be the most promising
technologies to support the display of physical and updatable graphical representations. In fact, a
number of TUTIs are already used outside of research laboratories, in schools or museums, and the
development of recent actuated tabletop TUIs (e.g. [81] and [223]) suggests that such interfaces

could become more and more common in a couple of years.

However, research on graphical representations for visually impaired users has mainly focused on
physical but non-updatable representations (such as tactile graphics, models or interactive tactile
displays) or on updatable but non-physical representations (in blue). Very few prototypes of
(actuated) TUIs for visually impaired users have been proposed, despite their advantages in terms
of exploration and updatability. Besides, existing TUIs for visually impaired users have not been
implemented or formally evaluated, which makes it very unclear to what extent the proposed
interaction techniques and technical solutions are feasible and usable. One notable exception is
the work of McGookin et al. [196], who implemented and evaluated a tabletop TUI that enables
visually impaired users to access bar charts and line graphs, and who were the first to propose
guidelines for the design of non-visual TUIs. Their work opened up new avenues for the design
of interactive, physical and updatable maps and diagrams for visually impaired users and suggests
that research on TUIs should not be restricted to sighted users and could be highly beneficial for
visually impaired users as well. Building on this promising work and on research on visual
graphical representations, we therefore aim to bridge the gap between the non-visual

digital/updatable and physical/static worlds.

3 THESIS STATEMENT

There is a lack of research concerning the development of affordable, interactive, physical and
updatable graphical representations for visually impaired users. Physicality is important to support
strategies of multiple hand/finger exploration; updatability is important to support advanced
functionalities (e.g. panning and zooming) and tasks (e.g. edition and reconstruction). In this
thesis, we suggest that actuated and non-actuated tabletop Tangible User Interfaces could
fill this gap, by providing visually impaired users with an independent access to physical
and yet updatable maps and diagrams.

30



4 RESEARCH QUESTIONS

The central research question of this thesis is to investigate to what extent tangible interaction
can be used to make updatable maps and diagrams accessible to visually impaired users.
As we briefly discussed in the previous sections, TUIs are limited by the use of tangible objects:
their size, number and “expressivity” (i.e. what type of information they are able to represent)
limit how complex the tangible representation can be. In particular, in the absence of vision, it is
not possible to rely on visual feedback to enhance the tangible representation. Other constraints
must be taken into account when designing TUIs for visually impaired users, such as providing
audio feedback to compensate for the absence of visual feedback, and ensuring that the tangible
objects remain stable during exploration. Given these considerations, our thesis was driven by the

following research questions:

Research Question 1: What are the benefits and limitations of tangible maps and
diagrams compared to current practices and existing research prototypes?
a.  What are the current practices and what are their benefits and limitations?
b. Which approaches have been considered by researchers and what are their benefits and
limitations?
c.  What are the known benefits of TUIs and to what extent these benefits may be relevant
to visually impaired users?
d. What are the inherent limitations of TUIs and are there further limitations specific to
TUIs for visually impaired users?

Research Question 2: How to design tangible maps and diagrams for visually impaired
users?
a.  What are the design challenges specific to TUIs for visually impaired users?
b. Have these design challenges been addressed in the literature, and if so, were the
proposed solutions satisfying?
c. How to address design challenges for which no suitable solutions have yet been

proposed?

Research Question 3: Given the limitations inherent to TUIs and specific to TUIs for
visually impaired users, what is the design space of tasks and graphical representations
supported by TUIs for visually impaired users?
a.  Which tasks can be supported by (or particularly adapted to) tabletop tangible maps and
diagrams for visually impaired users?
b. What type of graphical representation can be made accessible with TUIs? How complex
and expressive® tangible maps and diagrams can be?

> In this thesis, we consider that the complexity of a graphical representation is related to the
amount of data that it conveys, while the expressivity of a graphical representation is related to the
nature of data that it conveys. For example, visual maps can be used to convey information about
landmarks, streets, railways, parks, etc. and are often very expressive; their complexity depends on
the number of elements being displayed and/or on the possibility for the user to interact with
them through panning and zooming. See Glossary.
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To answer these questions we developed three tabletop TUIs that support a variety of tasks and
graphical representations and that rely on different technical solutions. The question of the
usability of these interfaces (i.e. the extent to which they can be used “with effectiveness,
efficiency and satisfaction in a specified context of use” [114]) is therefore intrinsically linked to
the three previous questions. We addressed the question of usability by conducting user studies
through which we assessed, with quantitative and/or qualitative methods, a variety of aspects,
such as the design of tangible objects, the potential benefits of TUIs for learning and the effect of
“panning and zooming” on mental representations. Therefore, this fourth question must be taken

in a broad sense: Research Question 4: Are the proposed interfaces usable?

5 CONTRIBUTIONS

To address these questions, we review a number of research areas related to maps and diagrams
for visually impaired users (RQ1; Chapter 2, Part B and Chapter 2, Part C) and to TUIs (Chapter
2, Part D). We then discuss how TUIs could be used to design physical and updatable maps and
diagrams and, based on the analysis of existing prototypes, identify a number of aspects that
should be taken into account when designing TUIs for visually impaired users (RQ1 and RQ2;
Chapter 2, Part F). The design of three tabletop TUIs allows us to propose technical solutions
and interaction techniques that address a number of design challenges (RQ2, Chapter 3, Chapter
4 and Chapter 5). With these TUIs, we cover various tasks as well as graphical representations of
various complexities, therefore allowing us to better determine the design space of tasks and

graphical representations (RQ3, Chapter 3, Chapter 4 and Chapter 5).

More precisely, our contributions are as follows:

1) We propose a new classification for interactive maps and diagrams for visually impaired
users and analyze the different approaches that have been proposed.

2) We analyze existing prototypes of tangible maps and diagrams and identify a number of
design considerations according to four dimensions: content, tangible objects,
interactivity, technology.

3) We describe two non-actuated tabletop TUIs, the Tangible Reels and the Tangible Box,
which support the (re)construction, manipulation and edition of tangible maps and
diagrams by visually impaired users.

a. We propose new types of stable and easy to manipulate tangible objects.

b. We describe a set of interaction techniques for the reconstruction and exploration
of maps and diagrams and reflect upon additional features (annotation and
construction).

c. We present two user studies and one educational workshop conducted to assess
the usability of the Tangible Reels.

d. We report on participatory design sessions conducted with specialized teachers in
the framework of the Tangible Box project.

4) We describe BotMap, an actuated tabletop TUIs for the exploration of tangible maps
with panning and zooming.

a.  We describe two interfaces based on discrete (Keyboard Interface) vs continuous

(Sliders Interface) panning and zooming.
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b. We present a set of functionalities and navigational aids that help users explore
and understand “pan & zoom” maps.

c. We describe three studies conducted to compare the usability of the two
interfaces; to assess whether visually impaired users can understand maps whose
exploration require panning and zooming and whether one interface leads to
better performances and/or satisfaction; to investigate which navigational aids
could help users to better navigate and understand the maps.

5) We discuss different perspectives for (actuated) tabletop TUIs for visually impaired users.
In particular, we discuss the potential of TUIs to foster collaboration between sighted and
visually impaired users through ongoing projects in which we are involved, and illustrate
the feasibility of dynamic geophysicalizations for visually impaired users with a proof-of-

concept prototype of an actuated bar chart.
ptp yp

6 THESIS STRUCTURE

This thesis is structured as follows. Chapter 2 gives an overview of several fields of research
related to the design of (interactive) maps and diagrams for visually impaired users, and is
composed of five parts. In Part A, we define the nature of maps and diagrams and discuss their
benefits. In Part B, we present and discuss current practices to make maps and diagrams
accessible to visually impaired users as well as important notions relating to tactile perception. In
Part C, we propose a new classification for interactive maps and diagrams for visually impaired
users, and, based on several examples, discuss the advantages and drawbacks of existing
approaches. In Part D, we provide an overview of the field of tabletop TUIs. In Part E, we
describe and analyze existing prototypes of tangible maps and diagrams for visually impaired users

and highlight a number of design challenges that have not yet been addressed.

Chapter 3 introduces Tangible Reels, a tabletop TUI that enables visually impaired users to
independently reconstruct tangible maps and diagrams of varying complexities. This interface was
inspired by current practices and relies on an innovative type of tangible objects called Tangible
Reels, the design of which we describe in detail. The chapter also presents a set of interaction

techniques, two user studies and observations made during one educational workshop.

Chapter 4 describes the design of the Tangible Box, a low-cost and compact tabletop TUI that
can be used to augment traditional supports (e.g. static tactile graphics) and supports the
construction, manipulation and exploration of tactile and tangible graphical representations by
visually impaired students. Although at the time of writing this prototype has not yet been
evaluated, we present its design and implementation and report on participatory design sessions

conducted with specialized teachers.

Chapter 5 introduces BotMap, an actuated tabletop TUI that enables visually impaired users to
explore maps by panning and zooming. In this chapter, we describe two interfaces that rely on
different panning and zooming implementations and input devices (the Keyboard and Sliders
interfaces), and report on the results of three user studies conducted to assess the usability of the

interface, notably in terms of navigation and comprehension performances.
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Chapter 6 summarizes our contributions by reframing them within our research questions. In
addition, based on our findings, we discuss the scope of this thesis from two perspectives: the
users’ profiles (blind, low-vision and sighted users) and the nature of the graphical representations
(maps and diagrams). We also discuss to what extent the interfaces that we developed are related
to other fields of research and lay out perspectives for further research, some of which we
illustrate with ongoing projects on which we were or are engaged, either as supervisor or

collaborator.

In Chapter 7, we discuss the pros and cons of the interfaces that we developed when compared
with existing approaches, reflect upon how “tangible” are these interfaces and conclude by

proposing a far-reaching agenda for further research.

7 REMARKS

7.1  THE ACCESSIMAP PROJECT
This thesis is part of the AccessiMap research project funded by the National Research Agency of

France. The AccessiMap project aims at improving the accessibility of maps for visually impaired
users—hence the fact that even though we decided to consider maps and diagrams, this thesis is
slightly more focused on maps. The AccessiMap project brings together two research laboratories
(IRIT®, Toulouse, France, and Telecom ParisTech’, Paris, France), a company that develops open
software (Makina Corpus®, Toulouse, France), and a specialized education center for blind and
visually impaired people (CESDV-IJA?, Toulouse, France).

Broadly speaking, the question of the accessibility of maps is addressed from three different
perspectives: 1) the company works in close collaboration with tactile graphics specialists and
teachers of the Institut des Jeunes Aveugles (IJA) to develop a software that aims to facilitate the
production of interactive tactile graphics [52]; 2) a working interactive tactile map prototype is
being used in situ by teachers and students at the IJA: its uses and benefits have been investigated
from a design perspective (PhD work of Emeline Brulé, see [28] for example) and several
students have worked and are working on the design and evaluation of adapted learning activities;
3) advanced interaction techniques for the exploration of maps are investigated, including
smartwatch-based interactions (PhD work of Sandra Bardot, see [6] for example) and tangible

interaction (this thesis).

7.2 CONVENTIONS AND CREDITS

We use the pronoun “we” in the entire thesis, as the works that we describe have been conducted
with Christophe Jouffrais, Marc Macé and Bernard Oriola, who are respectively supervisor, co-
supervisor and “unofficial” supervisor of this thesis. Some works have been done in collaboration

with other colleagues or students. In particular, part of the classification described in

6 https://www.irit.fr/

7 https:/ /www.telecom-paristech.fr/eng/research/research-centre-digital-technology.html

8 https://makina-corpus.com/

9 Centre d’Education Specialisée pour Déficients Visuels (Specialized education center for the
visually impaired) — Institut des Jeunes Aveugles (Young Blinds’ Institute).
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Chapter 2, Part C has been proposed in collaboration with Anke Brock; the Tangible Reels
project involved Marcos Serrano; the Tangible Box’ box was designed and built by Nicolas
Billiotte during his internship. As for the ongoing projects that we describe in Chapter 6 and
Appendix D, the name of the students or researchers that were or are involved with each project

is given in the corresponding sections.

7.3 USE OF STATISTICS

Over the last two decades, the use of statistics within the HCI community has become more and
more prevalent. In particular, statistics based on the Null Hypothesis Significance Testing
(NHST) paradigm are widely used to analyze user studies’ quantitative results. However, the use
of this paradigm is criticized more and more. Since reviewing these criticisms would be beyond
the scope of this thesis, we refer the reader to [44,48], and only mention some of them: 1) as
compared to confidence intervals, p-values convey only a very limited amount of information
(they do not indicate what is the range of plausible values) and “are unreliable and vary wildly
across replications”; 2) small p-values (e.g. < .05), although they indicate a statistical significance,
do not systematically indicate a practical significance (e.g. a difference of 0.2 seconds between two
interaction techniques); 3) p-values are difficult to interpret and statistical tests based on NHST
are difficult to understand; 5) NHST promotes dichotomous thinking.

Due to these growing concerns, the APA (American Psychological Association) [73] recommends
reporting effect sizes and confidence intervals instead of p-values. As a reminder, an effect size is
the measure of the magnitude of a phenomenon, or broadly speaking, “the amount of anything
that is of research interest” [44] (it is usually the mean or the difference between means); a 95%

<

Confidence Interval is “an interval calculated from sample data that is one from an infinite
sequence, 95% of which include the population parameter” [44]. In this thesis, we follow the
APA recommendations and systematically report confidence intervals, using the following

standard notation: best estimate = 3.5, 95% CI [3.1, 3.9].

The user study conducted to assess the usability of the Tangible Reels interface (Chapter 3, 6) was
first analyzed based on the NHST paradigm and results were published by reporting p-values of

statistical tests only [51]. In this thesis, we analyzed data using estimation methods instead [44].

7.4 READING HINTS!0

Except for this chapter and the conclusion, each chapter (and each part in Chapter 2) is framed
by one introduction section and one conclusion section which summatrizes the chapter/part.
Chapters, sections and sub-sections are numbered with Roman numerals, but for the sake of
clarity the number and title of the corresponding chapter (and part) is only indicated at the top of
each page. Chapter 2 is divided in five parts and each part is identified with an upper-case letter.

Each figure caption is prefaced with the number of the chapter.

10 Using a PDF viewer, every term written is grey is a bookmark and the tables of contents given
in the beginning of the thesis and in the first page of each chapter are composed of hyperlinked
headings. The table of contents can also be displayed in the side bar of the PDF viewer.
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Introduction to Chapter 2

Prior work related to this thesis falls into five categories:

- In Part A, we define the nature of maps and diagrams and their benefits as compared to
non-graphical representations. We particularly discuss the benefits of maps as a tool for
spatial cognition and geovisualization, and the benefits of diagrams as a tool for problem
solving. Using a number of empirical and theoretical studies, we then illustrate how these
benefits, although typically referring to visual maps and diagrams, are also relevant for
visually impaired users.

- In Part B we describe the main methods of production and construction of tactile maps
and diagrams and identify and compare their characteristics in terms of content,
production, availability and updatability. Based on this analysis, we discuss two ways
tactile maps and graphics could be improved. We also identify which aspects of the
exploration of tactile graphics should be preserved when designing interactive and
updatable maps and diagrams.

- In Part C we describe the main approaches that have been used to design accessible and
interactive prototypes. To do so, we propose a new classification that distinguishes
between digital and hybrid prototypes—this classification was published in a book chapter
[50] and constitutes a contribution of this thesis. The review of traditional and interactive
maps and diagrams indicates that the design of interactive, physical and yet updatable
maps and diagrams has not been thoroughly investigated, and that tangible interaction
appears to be a good candidate to fill this gap.

- In Part D we provide an overview of the field of Tangible User Interaction (TUI),
including their benefits and limitations as well as technologies to develop tabletop TUIs.

- In Part E, we particularly focus on the design of tangible interfaces for visually impaired

users.

38



PART A
NATURE AND USE OF MAPS AND DIAGRAMS

1 INTRODUCTION

Figure 2.1. A visually impaired user is exploring a tactile map and its corresponding Braille
key. The map is printed in relief so that the user can feel the different symbols, lines and areas

by sweeping his/her hands above the map.

The term “graphics” encompasses a large variety of representations, including charts, maps,
pictures, drawings, etc. The term “tactile graphics” itself refers to graphics intended to be read
principally by touch rather than vision [1]. As an example, Figure 2.1 illustrates a visually impaired
user reading a tactile map. In this first part, we define the scope of this thesis dissertation by
providing an overview of existing classifications of graphics. Focusing on maps and diagrams, we
highlight their benefits and report on several empirical studies that demonstrate that these

benefits also hold for visually impaired users.

2 GRAPHICAL REPRESENTATIONS

2.1 CLASSIFICATION OF GRAPHICS AND RESTRICTION OF SCOPE

As we said, the term “graphics” embraces several types of representation. However, a unique
classification does not exist [243,267]. In his seminal work on the semiology of graphics, Bertin
[15] identified four types of graphics: diagrams, maps, networks and symbols. Later on, Lohse et
al. [170] proposed to classify existing types of graphics using an empirical method. They asked
twelve participants to sort forty graphics into as many clusters as they wanted. From this study,
six main categories were identified, which partly correspond to those proposed by Bertin [15]:
diagrams, maps, networks, icons, graphs, tables. This classification was later used and adapted by
Paneels et al. [227] in their review of haptic data visualizations. The authors proposed seven
categories: diagrams, maps, networks, signs, charts, tables, images. Purchase [243], in a literature
review of diagram research, proposed a broader classification that distinguishes between abstract
(i.e. symbolic) and concrete (i.e. zconic) diagrams. Abstract diagrams “have no perceptual relationship

to the concepts that they represent”; they include networks (e.g. family trees), set diagrams such
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as Venn diagrams (often composed of a set of overlapping circles showing relationships between
elements), and charts (including line, pie and bar charts). Concrete diagrams “have a perceptual
relationship to the objects that they represent”; they include schematics (e.g. to illustrate the water
cycle), arrangements of geometrical shapes to depict physical position relationships (e.g. seating

arrangement) and digital images. Maps are a subtype of schematics.

Although this brief review is not exhaustive, it indicates that various classifications have been
proposed and that one term may not always refer to a single type of graphical representation. In
addition, it is not always obvious to know whether one diagram pertains to one category or to
another. However, it seems that four categories can be easily distinguished: maps, which unlike
other graphics are always associated with geographic locations; tables, which are more textual than
graphical; icons or signs, which do not depict relationships between concepts but “impart a single
interpretation or meaning for a picture” [169]; images or pictures, which are realistic
representations of an object or a scene. Other types of graphics have been alternatively classified

into diagrams, charts, graphs or networks, depending on the authors’ definitions.

In the scope of this thesis, we are interested in graphics whose spatial organization is particularly
meaningful, either because it maps the reality, or because it helps the user to understand the
relationships between various elements. Therefore, we will focus on maps as well as on graphical
representations that are not tables, icons/signs or images. We will refer to these non-geospatial
graphics as diagrams, a term which must be taken in its broadest sense. Our use of the terms
“maps” and “diagrams” is similar to Winn’s [343], although his definition of diagrams did not

encompass graphs and charts:

"Maps include all possible ways of representing a territory, for example: topographical maps, street
Pplans, floor plans and schematic maps (e.g., of bus and rail systems). Diagrams include illustrations
that express conceptual relationships spatially, for example: flow diagrams, schematic drawings,

organizational charts, diagrams showing text structure, time lines, and family trees.”

When necessary, we will use specific terms according to the following definitions: graphs show
relationships between at least one continuous and one categorical variable (e.g. line graph) [343];
charts show relationships between categorical variables (e.g. bar chart and pie chart) [343];
networks show the relationship among components (e.g. flow charts and decision trees) [169];
time charts display temporal data (e.g. a Gantt chart) [169]; cartograms are spatial maps that show
quantitative data [169]. We use the term graphic to refer to any type of representation that is used

to convey information using graphical (tactile or visual) symbols.
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2.2 THE GRAMMAR OF VISUAL AND TACTILE GRAPHICS
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Figure 2.2. An adaptation of the six retinal variables originally proposed by Bertin [15] into six
tactile variables [318]. The variable “volume” is the equivalent of the planar variable

ORIENTATION

“position”.

Purchase [243] stated that diagrams are “a composite set of marks (visual elements) on a two-
dimensional plane”. In his pioneering work Bertin [15] indicated that depending on the type of
data to be conveyed, six retinal variables could be used: size, value, texture, color, orientation and
shape. These variables are used in combination with two planar variables, the x- and y- positions
of the element. They encode information thanks to a set of graphical marks, also referred to as
implantations. There are three types of implantations: points, lines and areas, which therefore
constitute the elementary units or primitives of any graphical representation. Bertin’s graphical
variables were later extended by McFachren [97] to include three additional ones (arrangement,
textures and focus), and were also adapted by Vasconcellos [318] for the design of tactile
graphics, as shown in Figure 2.2. In fact, when designing tactile graphics, visual elements must be
transcribed into elements that can be perceived using the sense of touch (and, in the case of
interactive maps and diagrams, with the sense of hearing). In that sense, graphical tactile variables
use the three dimensions (x-, y- and z- positions) instead of the x- and y- positions only. Despite
this main difference, tactile graphics rely on the same zplantations as visual graphics: points, lines

and areas.
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3 MAPS

3.1 ADDITIONAL DEFINITIONS AND TYPES OF MAPS

According to Harley and Woodward [344] maps are “geographic representations that facilitate a
spatial understanding of things, concepts, conditions, processes or events in the human world”.
The definition proposed by Montello [208] is also interesting, as it clearly emphasizes the fact that
maps allow users to access spatial information that would otherwise be difficult to access, if not
impossible. Montello defines four psychological spaces (i.e. space as perceived by a human) that
depend on “the projected size of the space relative to the human body”. Figural space is
“projectively smaller than the body” and can be apprehended without moving. Within figural
space, pictorial spaces are small flat spaces (i.e. maps) and object spaces are 3D spaces (i.e. small scale
models). [7sta space is “as large as or larger than the body” and can be apprehended without
moving (e.g. town squares). Environmental space is “projectively larger than the body” and requires
locomotion to be apprehended (e.g. cities). Geographical space is “much larger than the body” and
cannot be apprehended through locomotion (e.g. countries). Therefore, maps are pictorial spaces

that represent vista, environmental or geographical spaces.

Two basic types of map exist: reference maps (also referred as topographic maps) and thematic
maps [171]. Reference maps convey general information: they are probably the most common
type of maps as they include street maps such as those that can be accessed via Google Maps or
OpenStreetMap. They support orientation and mobility!! by providing the possibility to explore
unknown areas, acquire an overview of the surrounding of a landmark, localize specific
landmarks, or prepare a journey. Thematic maps depict specific geographic themes [171]. More
precisely, they are maps “in which the distribution, quality and/or quantity of certain (groups of)
phenomena or themes are represented on a topographic base » [57]. Thematic maps include but
are not restricted to dot maps (e.g. each dot represents a point of interest), flowline maps (e.g. to
illustrate migrations flows), choropleth maps (where the colors of the areas depend on a
quantitative variable, e.g. the higher the darker) and diagram maps (where one chart is displayed

within each area of the map, e.g. countries or regions) [57].

3.2 USE OF MAPS

Carter [32] identified several ways maps can be used: for general reference (e.g. to know where
places are); for navigation, control or route planning; for communication, persuasion and
propaganda; for planning (e.g. to develop services for those in need); for jurisdiction (e.g. with
cadastral maps); to understand spatial relationships; to forecast and warn (e.g. weather maps); to
compile new maps; to decorate or collect; to store information. Broadly speaking, maps act as

both storage and communication mechanisms [171].

Whereas cartography has for long been seen as a process of information communication only,
where “knowledge that already exists and that the cartographer has access to is to be disseminated

through the map” [177], the role of maps as tools to help users construct information or generate

11'We will refer to reference maps intended to be used to help a person navigate as Orientation &
Mobility maps.
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and test hypotheses is now well documented. In this view, maps act as “a source of information
or an aid to decision making and behavior in space» [177]. In fact, map uses can be defined
alongside three continuums [179], as shown in Figure 2.3. They can be used to present knowns or to
reveal unknowns; they can be designed for a large audience (public) or on the contrary be intended to
be used by an individual (private); when interactive, they can support a /ow degree of interaction or
a high degree of interaction. Depending on the position of map use on these three continuums the
map can serve various goals: exploring, analyzing, synthesizing or presenting geographical data
[179]. In simplified terms reference maps are more commonly used to present information

whereas thematic maps are often used to enable users to explore geographical data.
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Figure 2.3. The map use cube proposed by MacEachren and Kraak [179], with the four map

use goals.

Depending on their use and goals, maps can have different benefits. In this section, we focus on
two benefits of maps: firstly, maps can be used to understand the environment from a different
perspective and therefore lead to different levels of spatial knowledge; secondly, maps can be

used to “reveal unknowns”, especially in the context of exploratory cartography.

3.2.1 ACQUIRING SPATIAL KNOWLEDGE

Uttal [317] identified three ways in which the acquisition of spatial knowledge from maps by
children may affect their mental representations of the external world. First, by exploring a map,
one can experience the world from a different perspective than with actual navigation, which
therefore makes it possible to adopt alternative ways of thinking. Secondly, when exploring a
map, different kinds of information become available. In that sense, maps provide a more stable
view of the space and may highlight relationships between elements instead of the elements
themselves. Finally, maps allow for the use of abstract concepts such as latitude and longitude.
This resonates with theories and empirical studies pertaining to the field of spatial cognition, and

in particular to cognitive maps.

The term cognitive maps refer to “a person’s spatial knowledge of the environment” [142].
Research on cognitive maps has mainly been initiated by the pioneering work of Lynch [176] in
which participants were asked to draw their mental images of two cities. The aim was to better
understand how the structure of a city could influence its memorability and understanding. Prior
to this work, Tolman [302] and Piaget [236] paved the way of cognitive mapping research by

respectively studying how rats can memorize and navigate a maze [302] and how infants
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apprehend space [236]. Throughout the years several properties of cognitive maps have been
identified. For example, distortions can be observed, be it in terms of alignment, rotation or

simplification [304] or estimation of distances and directions [197].

Cognitive maps support three types of spatial knowledge: landmarks, routes and survey [282],
which are usually acquired one after another. At first, landmarks are identified: they are a specific
geographic location that can define from where or to where someone is going. Landmarks are
also used to maintain a course during navigation. Route knowledge can be seen as a sequence of
landmarks that are linked to each other. Route knowledge is mainly acquired through navigation
and is dependent on the position and orientation of the user (egocentric frame of reference). Survey
knowledge, on the contrary, does not depend on the user’s orientation or position (allocentric
frame of reference): it is similar to a bird’s eye view of the environment and helps people to draw
inferences between elements that cannot be experienced directly and simultaneously. In that
sense, survey knowledge is considered more “flexible” than route knowledge. Spatial knowledge
can be acquired through direct experience (e.g. by walking a route) and via an external media,
such as verbal directions or a map. As compared to direct experience, maps present the
information from a bird’s eye view and therefore enable map readers to quickly acquire survey

knowledge, which has a positive impact on their ability to efficiently navigate.

3.2.2 REVEALING UNKNOWNS

With the advent of Geographic Information System and visualization techniques a new field has
emerged, referred to as geovisualization. Geovisualization “integrates approaches from
visualization in scientific computing [...], cartography, image analysis, information visualization,
exploratory data analysis [...], and geographic information systems [...] to provide theory,
methods, and tools for visual exploration, analysis, synthesis, and presentation of geospatial data”
[178]. Unlike traditional cartography that is static, geovisualization allow users to prompt new
hypotheses and to actively construct spatial knowledge. In that sense, maps can stimulate visual
thinking and allow the readers to discover geospatial patterns, relationships and trends, or in other
words, to “reveal unknowns” [149]. For example, Kraak [149] demonstrated the usefulness of
geovisualization by showing how designing several versions of the famous Minard’s map could

lead to alternative way of thinking about the original map.

Several techniques can be provided to the users to help them manipulate the map in order to view
it from different perspectives. Based on broad categories of tasks that users perform (examine,
compare, ordet/sort, extract or highlight/suppress or filter, test cause and effect), Crampton [43]
identified four types of interactivity in geovisualization:
- Interaction with the data representation (e.g. zooming in or out, panning, changing the
viewpoint, remapping symbols)
- Interaction with the temporal dimension (e.g. navigation, toggling —i.e. switching back
and forth between time periods to highlight changes).
- Interaction with the data (e.g. database querying, filtering, highlighting)
- Contextualizing interaction (e.g. combining data layers or juxtaposing windows)

Although reviewing the literature on geovisualization would be beyond the scope of this thesis, it
is worth highlighting how innovative technologies and visualization techniques have deeply

affected how maps are used, by whom, and for what purpose.
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3.2.3 LIMITATIONS

It should be noted that maps are not mere representations of the external environment. When
they are intended to deliver a particular message, they are designed and thought-out by
cartographers so as to fit the purpose of the map. To this end, several steps are required such as
data collection, edition and analysis. For example, in the design of thematic maps, only pieces of
information that are relevant to the theme are presented on the map, in order to facilitate the
reading process. A map is therefore the “final outcome” of these steps [171], and, as such, its
content and purpose are dependent on how they were performed, and by whom. The possible
differences that may exist between the reality, the message that the cartographer wants to convey
and the final reader’s mental representation or conception of reality have been taken into account
by traditional models of cartography communication (e.g. [257]). The role of the map maker is
particularly crucial for the design of tactile maps: as only a limited amount of information can be
presented, the map content has to be highly simplified (e.g. curved lines are often straightened)

and may not reflect the reality of its content.

As pointed out by Slocum et al. [285] individual and group differences also affect how beneficial
maps can be. Influential variables include the expertise of the users, their culture (e.g. the use of
different labels or the interpretation of iconic symbols), their sex, age and, obviously, their sensory
disabilities. Longley [171] also pointed out that maps are based on complex rules and conventions
that may not be equally mastered by all users. In fact, depending on their age, education,
motivation, etc., users may have different levels of graphicacy, defined as the ability to use graphic
displays [32].

Other limitations include the fact that maps can be used to convey incorrect information,
purposely or not, and that maps that are used to display statistical information do not convey the

uncertainty of the underlying data, which may lead to misinterpretations [171].

3.3 MAPS FOR WITH VISUALLY IMPAIRED USERS

Although the previously mentioned benefits were mainly identified with visual maps, Ungar [313]

pointed out similar benefits for the use of tactile maps by visually impaired users:

"A tactile map can provide a vicarious source of spatial information which preserves all the
interrelationships between objects in space but presents those relationships within one or two hand-
spans. The relevant information is presented clearly (irvelevant "noise' which may be experienced in the
actual environment, is excluded); with relative simultaneity (@ map can be explored rapidly with two
hands and with less demand on memory); and without other difficulties associated with travel in the

real environment (e.g. veering or anxiety).”

These assumptions are based on empirical studies conducted with visually impaired children or
adults. In this section we first review different methods for assessing spatial knowledge of visually
impaired users, and then present two experiments that indicate how maps can help visually
impaired users acquire survey-like mental representations. We then discuss the benefits of

thematic maps for visually impaired users.
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3.3.1 ORIENTATION & MOBILITY MAPS

ASSESSING SPATIAL KNOWLEDGE

Table 2.1. Uni-dimensional tests to assess spatial knowledge of visually impaired users, after
Kitchin et al. [141].

Tasks Description

Distance Montello identified five distance tests: ratio scaling requires users to estimate a
distance as a ratio of another known distance; with zterval and ordinal scaling,
users are asked to compare pairs of distances (e.g. find the longer), rank
distances (e.g. from shorter to longer) or assign distances to classes of relative
lengths or to intervals of length (e.g. 0-100km, 100-200km, etc.); mapping and
reproduction tests both require users to estimate distances, but at different
scales; route choice tests infer distances from the answer given by the user when
asked to “take the shortest route between two locations”.

Direction Users are asked to indicate the direction of a location in relation to another

one using a pointing gesture or by using clock directions for example.

Table 2.2. Two-dimensional tests to assess spatial knowledge of visually impaired users, after
Kitchin et al. [141].

Tasks Description

Graphic Participants are asked to sketch the map (including landmarks and routes) on
a special sheet of raised-line paper (German film!?). Users can be asked to
draw the whole map or only specific features and/or a certain portion of the
map. The map can also be drawn on different sheets of papers to analyze in
which order the user is sketching the map.

Completion  Some elements are provided to the users who must complete the map or fill in
blank elements. To do so, users can be asked to place locations only (not
routes) in relation to pre-placed locations (spatial cued responses); to complete
sentences or maps containing blank spaces with the appropriate word name
(close procedure); to reconstruct a model using building blocks for example
(reconstruction).

Recognition  Users are presented with several maps or configurations and must identify the
correct one. Users can also be asked to indicate whether a statement is true or
false (e.g. A is located west of B).

In his seminal work, Lynch [1706] assessed participants’ spatial knowledge by asking participants to
sketch maps. Since then, various methods have been used or suggested that can be adapted to
evaluate visually impaired users' spatial knowledge. The following tables (Table 2.1 and Table 2.2)
briefly describe these methods, based on Kitchin’s classification [141], who distinguishes between

uni-dimensional tests that “seek to uncover one-dimensional aspects of cognitive map knowledge

12 See Chapter 2, Part B, 2 for an illustration of a sheet of German paper.

46



such as distance and direction” and two-dimensional tests that “seek to produce data on a single

plan13,

Two remarks can be made concerning landmark knowledge and graphical tests. First, these tests
are particularly adapted to assess route or survey knowledge. Other tests can be used to assess
landmark knowledge. For example, in her study of the usability of interactive tactile maps, Brock

[24] asked participants to list the names of the streets and points of interest displayed on the map.

Secondly, to analyze sketched maps or reconstructed maps, two main methods exist. The first one
consists in asking external and independent judges to evaluate how similar the sketched or
reconstructed maps are with regards to the actual map, usually using a set of pre-determined
criteria (see [38,320] for example). The second one, more objective, is based on bi-dimensional
regression analysis and was originally proposed by Tobler [301]: it allows quantifying scale,

rotation and translation differences between the sketched/reconstructed map and the actual map.

Methods for assessing spatial knowledge present several limitations. The main one is referred to
as an issue of “weak methodological convergence” [143]: different results can be obtained for the
same participant depending on the test that is used and/or the amount of spatial information
provided to the participant in the test itself (e.g. in completion tests). To compensate for these
issues, Kitchin and Jacobson [143] suggested that researchers should use multiple tests to assess
knowledge, and in particular to assess survey knowledge. Another limitation is that the majority of
these tests aim at measuring the accuracy of the users’ mental representations, in terms of distance
or direction for example. However, assessing the utility of mental representations (e.g. are users
able to go from A to B) may be more relevant than assessing their accuracy. Nonetheless,
indications of accuracy can be useful to better understand the nature and structure of spatial
knowledge. Finally, some tests may be less adapted to visually impaired users than to sighted
users. For example, sketching a map can be challenging for visually impaired users as they may
rarely be as accustomed to drawing as sighted users. However, some studies reported successful

use of sketching techniques (e.g. [143]).

BENEFITS OF ORIENTATION & MOBILITY MAPS

Ungar [313] pointed out that maps can be beneficial in the short term as a way to introduce a
visually impaired person to a new environment. In the long term, maps can also be used to
improve visually impaired users’ ability to read maps, and possibly to encourage them to

manipulate survey-like representations rather than egocentric representations.

As compared to direct experience, maps can be beneficial for visually impaired adults and
children. For example, in a study by Espinosa et al. [60], blind adults were asked to learn a route
under one of the following conditions: direct experience (i.e. walking the route); combination of

direct experience and a tactile map; combination of direct experience and a verbal description of

13In a previous article, Kitchin and Jacobson [143] specifically investigated tests for assessing
spatial knowledge of visually impaired users. These tests were very similar to those described in
Table 2.1 and Table 2.2. However, they were classified in a way that appeared to us as being quite
difficult to understand, especially in comparison with the classification that they later proposed
and on which we rely.
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the area. They then had to walk the route unguided and to estimate the directions of landmarks.
Participants performed better under the second condition on both measures, suggesting that the
tactile map helped them to better understand their environment. Jacobson [118] also showed that
providing visually impaired adults with a tactile map of a familiar environment can help them to

get a more complete understanding of this environment.

The benefits of maps for children have mainly been demonstrated in the work of Ungar et al.
[313]. In one of these studies [312] visually impaired children were asked to learn a new
environment (a hall with several toys randomly placed on the floor), either by direct experience or
by using a tactile map. Not only did the children manage to use the map, but “totally blind
children learnt the environment more accurately from the map than from direct exploration”.
Based on these results, the authors highlighted the need for blind children to be more regularly
exposed to tactile maps: “If visually impaired children are trained to use tactile maps effectively,
they might form the basis for improving the general spatial skills of these children and in

particular the construction of cognitive maps.” [316].

3.3.2 BENEFITS OF THEMATIC MAPS

The availability and usability of thematic maps is essential, for example in the context of
education [168]. However, to our knowledge, the ability of visually impaired people (whether
students or not) to understand and analyze thematic tactile maps has rarely been investigated.

This may be due to the fact that designing thematic maps can be particularly challenging.

To tackle this issue Lawrence and Lobben [158] investigated the design of tactile symbols for
thematic tactile maps, as well as whether users were able to identify spatial patterns by reading
these symbols. To do so they adapted three visual methods used for designing choropleth maps,
for example by varying spacing between tactile dots to transcribe a gradation of one color. Twelve
visually impaired users were then asked to explore these maps, containing two, three or four
different classes and to answer three types of questions: finding a region with a specific pattern;
identifying the number of classes; describing the population distribution pattern. Results showed
that the proposed symbols were legible and that all participants managed to describe the spatial
distribution of the population. Overall, this indicates that tactile thematic maps can effectively be

used by visually impaired users.

Other studies also demonstrated that interactive thematic maps can help visually impaired users
explore and identify spatial patterns. For example, Zhao et al. [352] proposed a tool that enabled
visually impaired users to access georeferenced data augmented with non-textual sounds and
speech output. Participants had to perform several tasks, some of them requiring the
identification of spatial patterns. Results showed that participants were able “to find facts and
discover data trends” — two goals of geovisualization. Other examples include the work of Delogu
et al. [45] and Bardot et al. [6], where blind participants managed to answer questions about the
distribution of a value across regions (respectively unemployment rates and the name of the most
cultivated cereal). Weir et al. [333] also designed a weather map and reported that blind
participants were able to identify trends and/or specific values such as finding which state was

hotter.

48



4 DIAGRAMS

Research on diagrams started with the seminal work of Larkin and Simon in 1987 [155], named
after the well-known proverb “why a diagram is (sometimes) worth ten thousand words”. In this
article the authors made a clear distinction between sentential and diagrammatic representations.
Sentential representations present the information in a sequential way (e.g. a text), while
diagrammatic representations use two dimensions (e.g. a bar chart). The authors described various
ways in which this 2D indexing facilitates the interpretation of diagrams as well as their use in
problem-solving tasks, as compared to sentential representations. Since then, further research has
been conducted to investigate the benefits of diagrams in terms of cognition (see [243] for a
review). In this section, we first propose a summary of the most important benefits of diagrams.
Then, based on a theoretical framework proposed by Goncu et al. [84], we discuss to what extent

the benefits of visual diagrams may also be relevant for visually impaired users.

4.1 USE OF DIAGRAMS

Diagrams, like maps, are external representations, i.e. “representations that are useful for problem
solving and reasoning » [42]. In that sense, they may serve as memory aids by sparing the user the

need to hold the information internally while manipulating or exploring it.

Larkins and Simon [155] suggested that a diagrammatic representation is beneficial in terms of
problem-solving, when compared to sentential representations. More precisely, they indicated that
diagrams facilitate search and recognition. When exploring a diagram, readers can quickly distinguish
clusters of elements or those which are adjacent to a specific element. On the contrary, with
sentential representations such as texts or lists, readers must search the entire representation to
understand how the elements are related to each other. More importantly, diagrams ease recognition
by making information explicit: “a diagram preserves explicitly the information about the
topological and geometric relations among the components of the problem”, making recognition
“automatic and easy”. On the contrary, sentential representations require the reader to mentally
compute these perceptual inferences, making recognition “explicit and extensive”. As an example,
the authors described the following situation: a set of points can be presented using a table of x
and y coordinates or a graph. The maximum value and the overall trend of the data set can be
very easily recognized using the graph, but when using the table inferences have to be drawn to
identify these values and patterns. Even though both the table and the graph present the same
information, their representation impacts how this information is perceived and interpreted and

may therefore make problem-solving more or less efficient.

Scaife and Rogers [268] proposed an analytic framework to better understand how external
cognition works based on three characteristics: representation (structural properties), computational
offloading (cognitive benefits), and graphical constraining (processing mechanisms). As we just
mentioned, referring to the work of Larkins and Simon [155], the difficulty of solving a problem
is dependent upon the nature of its representation. The notion of computational offloading refers “to the
extent to which differential external representations reduce the amount of cognitive effort
required to solve informationally equivalent problems” [267]. For example, in a study based on
diagrams of electrical circuits, Bauer and Johnson Laird [9] observed that subjects performed
better with diagrams than with verbal descriptions, suggesting that diagrams improved reasoning.
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They indicated that the diagrams allowed the participants to “imagine moving the pieces or
switches”. In that sense external representations serve as a cognitive support. Finally, diagrams
can help users by limiting the kind of inferences or interpretations that can be made and therefore
reducing the amount of possible solutions (and errors) of the problem: this characteristic is
referred to as graphical constraining. Although this normally applies to concrete diagrams, it is also
applicable to abstract diagrams such as Euler circles [289]. By representing problems graphically,
designers can therefore limit the type of errors that are possible.

Finally, in the same way that good graphicacy skills are required to take advantage of maps,
graphicacy is also a critical factor in the efficient use of diagrams. Understanding diagrams

requires particular skills [42] that “[need] to be learned, not assumed” [243].

4.2 DIAGRAMS FOR VISUALLY IMPAIRED USERS

Goncu et al. [84] compared similarities and differences between the (potential) benefits of tactile
and visual diagrams. Overall, they acknowledged that tactile graphics could be highly beneficial
for visually impaired users. However, they also commented upon several reasons why the benefits
of tactile diagrams may not be as striking as those observed for visual diagrammatic
representations over sentential ones. The main limitation comes from the specific properties of
tactile exploration (see Part B, 5). Unlike visual exploration, tactile exploration is mostly
sequential: only a limited amount of information can be perceived simultaneously and the
different stimuli must be mentally integrated in order to form a global mental image. Therefore,
the tactile exploration of a graphic is cognitively demanding and the whole graphic cannot be

accessed “at a glance”.

Such limitations may therefore restrict the benefits of computational offloading and of graphical
inferences as the user will still have to search for elements, in order to compute inferences mentally
and to mentally “visualize” the whole graphic instead of simply “looking at” it. The authors also
pointed out that the benefits of 2D indexing may be impaired by the use of a Braille key. In fact,
as we will see in Chapter 2, Part B, 3.1, tactile diagrams often come with a Braille key that requires
users to switch back and forth between the diagram and the key. Therefore, even if elements are
grouped together, their exploration may be disrupted by the fact that users will need to switch to
the Braille key in order to understand what the elements represent. However, it may be
hypothesized that once the user has read the key a sufficient number of times, they do not need

to use it anymore and the exploration may be less disrupted.

Despite these limitations, tactile diagrams very likely facilitate search and recognition as compared to
a non-visual sentential representation such as a table accessed with a screen reader. Wall and
Brewster [328] interviewed four visually impaired users to better understand which aspects of
tactile diagrams were important to them. They observed that users swept their hand over the
diagram in order to gain an “overview” of the diagram; such a strategy can facilitate search. The
authors also gave examples of diagrams where axes were “highlighted” using a particular tactile
pattern. This certainly facilitates search (the user can quickly relocate the axes) as well as recognition
(e.g. users can quickly identify the type of diagram). Visually impaired users also used their finger
to “mark the data” and make it easier to relocate a point. Once again, such methods facilitate

search and recognition, and, more generally, computational offloading. Finally, because tactile diagrams
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often preserve the layout and structure of visual diagrams, “topological and geometric relations

among the components of the problem” are also preserved, facilitating graphical inferences.

It is worth noticing that Wall and Brewster [328] also reported that participants had difficulties to
go « beyond the data »: for example, participants found it very difficult to estimate how much
higher bar 2 is compared to bar 1, if bar 2 is doubled. Such observations suggest that participants
did not know which strategy to use to answer the question, which may be due to a lack of training

and/or exposure, once again emphasizing the importance of graphicacy.

5 CONCLUSION OF PART A

In this part we restricted the scope of this thesis to the study of maps and diagrams. Maps
represent vista, environmental or geographical spaces whereas diagrams express conceptual
relationships spatially. In this thesis, we do not consider other types of graphical representations,
such as tables, icons/signs and images. Both maps and diagrams, whether visual or tactile, are
composed of a set of marks. Each mark can be characterized by one or several graphical variables
such as a particular size, shape or orientation and can be one of the three possible implantations: a
point, a line or an area. Two basic types of map exist: reference maps are more commonly used to
present knowns whereas thematic maps are more often used to reveal unknowns. We showed
that for both sighted and visually impaired users, maps are very useful to help users build survey-
like (or allocentric) mental representations instead of route-like (or egocentric) mental representations.
They can also be very useful to help users discover spatial trends, especially if they are interactive.
Diagrams present several advantages when compared to sentential representations (e.g. a verbal
description): they facilitate search and recognition by enabling users to access all the pieces of
information simultaneously. Therefore they act as external representations which lower the need
to draw inferences mentally (computational offloading) while reducing the type of errors that can be
made (graphical constraining). Such benefits can be less striking for visually impaired users as the
inherent properties of tactile perception make it impossible to access a whole diagram at once.
Nevertheless, it makes possible for visually impaired users to quickly explore, compare and relate
different parts of the graphs, especially when they can explore the diagram with their both hands.
For all these reasons, maps and diagrams appear to be as essential for visually impaired users as
they are for sighted users, and therefore the former should have an equal access to these types of
representations. In the next part, we describe the current means of production of tactile maps and

diagrams, as well as their advantages and limitations.
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PART B
PRODUCTION AND CHARACTERISTICS OF TACTILE MAPS
AND DIAGRAMS

1 INTRODUCTION

In this second part, we first describe how tactile graphics are normally produced, starting with a
brief history. Unlike visual graphics, which have become more and more omnipresent with the
development of the web, tactile graphics still rely on specific technologies that are not widely
available and/or on hand-crafted techniques that require the presence of a sighted person. We
then discuss the characteristics of tactile maps and diagrams, focusing on their content, means of
production, availability and updatability. Secondly, we discuss two ways that could overcome their
inherent limitations: automating their production (or at least providing tactile graphic specialists
with suitable software) and making them interactive and more updatable. In the last section, we
focus on the exploration of tactile maps and diagrams. In particular, we highlight how the
physicality of tactile graphics is essential to support efficient strategies for retrieving and encoding
spatial information that rely on multiple hand/finger exploration. By doing so, we aimed at
defining important notions pertaining to the field of tactile perception that should be taken into

account when designing maps and diagrams for visually impaired users.

2 A BRIEF HISTORY OF TACTILE GRAPHICS

“Down to the epoch when M. Weissembourg, of Mannheim, made maps in relief, the lessons of
geography given to the blind were merely oral; consequently, they had made very little progress in
that study. The first attempts of M. Weissembonrg were not happy. He began by having the
principal divisions of Europe engraved in relief, on a board of the size of ordinary maps |...]
and this defective plan was abandoned almost as soon as formed. [...] He also made maps, at a
great expense, which excited more curiosity than interest, and were much spoken of at the time:
the seas and rivers were represented on them by pieces of glass, cut with great art, and the
different countries were distinguished by sand of different granulations; the towns were known by
copper nails with round heads of different sizes: but the rubbing soon made the sand disappear,

and [these maps] were of no use to those who had their sight, who conld not even guess the

purpose of them unless informed of it.”

An essay on the instruction and amusements of the blinds,
Doctor GUILLIE, first published in 1819 [91].

Attempts to make graphics accessible to blind people can be traced to the middle of the 18t
century. As shown by the excerpt below, these attempts have not always been successful. Levy
[166] reported that Weissembourg was the first to try producing “suitable maps for the blind”,
using embroidered cloth and other hand-crafted materials. Valentin Haily, the founder of the first
school for visually impaired people in 1784, as well as the inventor of the embossing printing
machine, was one of the first who thought of teaching his students geography by using wires to
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represent borders and nails to represent towns and islands [354]. A similar technique was used to
teach mathematics and was supposedly inspired by a blind mathematician who used pegs (inserted
into a board) and thread to represent various figures [166]. In 1837, Samuel Gridley Howe,
founder and president of the future Perkins Institute, produced an entire atlas of the USA, using a
new embossing method!%. Two years later, the first tactile map was created in the UK for the
Glasgow Asylum for the Blind [207]. Although tactile maps were produced at a larger scale by a
few specialists such as Kunz in Germany and Klemm in the United States [59], the production of
tactile graphics required high “hand-crafting” skills for a long time—and still does. For example, in
1890, the New York Times reported that maps were made accessible to the visually impaired
users thanks to “dissected maps”, i.e. maps which were carved in the wood and separated into

several pieces, creating a puzzle that the students had to solve [353].

Tatham identified three main developments that improved the way tactile maps (and diagrams)
were produced [297], which are illustrated in Figure 2.4. The first was “the use of the spur-wheel
to create non-textual features on Braille paper”. This tool allows people to quickly create tactile
graphics, albeit with limited precision and resolution (Figure 2.4, left). The second development
was the production of collage maps using raw materials such as strings, cardboard, paper (see
Figure 2.4, middle), fur, sandpapers, etc. This type of collage maps has been particularly well
documented by Edman [56]. The third development was the use of German film, a transparent
plastic sheet that must be placed on a rubber mat before being drawn on using a stylus or a pen.
When drawing, a raised image is created that users can immediately feel (Figure 2.4, right).

Figure 2.4. Three main developments for tactile maps and diagrams. Left: the spur-wheel can
be used to draw tactile lines. Middle: collage maps made out of various textures. Right:
German film (with a grid) placed on a rubber mat.

According to Tatham [297], “the tactile equivalent of the printing revolution occurred in the 50 or
so years since the end of the second world war”. In fact, two technological developments
emerged and deeply changed the way tactile graphics were made: thermoform machines (which
became a standard technique in the 1960s [100]) and microcapsule fusers (particularly used from
the 1980s [100]). In particular, Ungar [311] stated that the affordability and availability of these
two technologies contributed during the 1980s to a growing interest in research for tactile
graphics (production, perceptual and cognitive processes involved in exploring a tactile
document, readability of tactile symbols, etc.)

14 http:/ /www.davidrumsey.com/blog/2012/5/21/atlas-for-the-blind-1837
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Today, collage maps based on hand-crafted techniques are still used, but tactile graphics
specialists prefer to use technological methods of production. Furthermore, during the last
decade, inkjet and 3D-printing have also emerged as a new way of producing tactile graphics. In
the following section we briefly describe these techniques: embossing, thermoforming, swell
paper, inkjet and 3D-print. We also describe two techniques that are mainly used by visually
impaired students to construct their own maps and diagrams, referred by Edman [506] as graphics
with “movable parts”, as opposed to “static” tactile graphics that cannot be updated once printed.

3 CURRENT PRACTICES

Designing a tactile map is a complex and time-consuming process that requires tactile graphics
specialists, sometimes also referred to as transcribers. According to the Braille Authority of North
Canada [299], a tactile graphics specialist must first select the information that will be presented
on the tactile graphic, and possibly simplify or reorganize it so that it may be spread over several
sheets. Each element of the original (and usually visual) graphic needs to be categorized into one
implantation: point, line or area. The elements are then created using a specific tactile symbol, trait
or texture. The resulting graphic generally consists in one title and the tactile map or diagram
upon which Braille abbreviations are displayed. The Braille legend is usually presented on a
separate sheet.

3.1 STATIC TACTILE GRAPHICS

3.1.1 METHODS OF PRODUCTION

Embossed maps and diagrams are produced with a Braille printer or embosser that punches dots
into paper, similar to Braille dots. Using this technique it is possible to create a variety of graphics
that can easily be read by a visually impaired user. However, their resolution is limited, the height
of the dots cannot vary much, and they are not visible to a sighted person [325]. Finally, a braille
embosser is expensive [23].

Figure 2.5. Left: a hand-crafted master used for thermoforming. Middle: a map of France
made with thermoforming. Right: a raised-line line graph and a raised-line map of France,

made with swell paper.

Thermoforming consists in placing a sheet of plastic upon a hand-crafted master made of
different textured papers (a collage map or diagram, see Figure 2.5, left). When heated in a
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vacuum, the plastic sheet is shaped by the mold and permanently deformed (Figure 2.5, middle).
The main advantage of thermoforming is that it allows varying heights and textures by using a
master composed of different materials. Also, because thermoformed maps and diagrams are
made out of plastic, they are durable. Creating the collage master is time-consuming and requires
specific skills. However, once the master has been created, it can be reused to print several copies

of the graphic.

Swell paper or microcapsule graphics are printed on a special heat-sensitive paper (called swell or
microcapsule paper) containing microcapsules of polystyrene, using a normal printer. When the
sheet passes into the heater, printed parts in black are heated at a higher temperature than non-
printed parts, making the microcapsules under the ink swell. This creates a relief that the user is
able to feel (Figure 2.5, right). Using this technique various patterns can be printed but their
height cannot vary. This type of graphic is well appreciated by visually impaired users and can also
be perceived by sighted users [23]. Nowadays it is also possible to print colored swell-paper
graphics, which is extremely useful for people with low vision. Because the maps and diagrams
can be printed using a normal inkjet, their reproduction is relatively easy. However, the heat-
sensitive paper is not very durable and these graphics need to be reprinted after a number of uses.
Maps and diagrams produced with this technique are often referred to as raised-line maps and
diagrams.

New inkjet technology allows the production of durable graphics. To produce these graphics,
an “acrylic polymer ink is repeatedly printed onto a thermoplastic substrate and exposed to
ultraviolet light which bonds the ink to the substrate and cures it solid” [190]. This allows for the
production of patterns of various heights as well as a greater variation of symbols, lines and
textures. These graphics are also visible by a sighted person. Although extremely promising, this
technology is not yet widely used [212].

Finally, 3D-printed graphics can also be created. Similar to new inkjet technology, they allow for
a great variation of patterns as well as for various heights (Figure 2.6). 3D-printing is relatively
slow and is limited to a small area, which might make it necessary to print parts of the graphics
separately [324]. However, recent improvements allow for the creation of light yet durable
graphics with fine details [298].

Figure 2.6. A 3D-printed map of the IJA'> with elements of various heights. (Made by
Théophile Vier during his internship.)

15 Institut des Jeunes Aveugles (Young Blind’s Institute), Toulouse, France.
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3.1.2 CHARACTERISTICS

Due to technological and perceptual constraints (cf. following section), the content of a tactile
map or diagram is limited and it is not possible to simply translate any element of a visual graphic
into a tactile element. Content must be adapted and simplified [299]. For example, whereas visual
lines can support several variations (color, thickness, pattern, opacity, etc.), for tactile lines it is
recommended that no more than five different types of line should be used on a tactile document
[21], which makes them less expressive. The number of different textures that can be used on a
document is also limited, which restrict their complexity'¢. To compensate for this limitation,
teachers we are working with indicated that students are progressively introduced to different
textures. However, since a tactile map cannot be readily updated, several versions of the same
map are used to introduce a limited set of textures (1-3) each time. The use of several tactile
documents may also be necessary when the original document contains too many pieces of
information. Another limitation in terms of content is the use of Braille labels [23]. Because they
take up a lot of space, the tactile document can quickly become too dense to be efficiently
perceived by touch. Therefore, Braille abbreviations are often used in combination with a Braille
key that may be presented on a separate sheet, further increasing the number of documents used.
The use of Braille labels is also an issue because less and less visually impaired users know how to

read Braille [214].

Another aspect is worth noting, which we will refer as bi-graphism'7. Tactile diagrams are intended
to be read by visually impaired users, each of whom have different abilities to perceive visual
elements and/or colors depending on their degree of blindness. For users with low vision, it is
important for the graphic to be tactile but also visual so as to take full advantage of their
perceptual abilities. For these users strong contrasts between colors may be very helpful (Figure
2.7). Another advantage of making visual and tactile graphics is that they can be used together by
a visually impaired and a sighted user (e.g. a sighted teacher and a blind student). The above-
mentioned methods of production support the creation of visual and tactile maps and diagrams at

different levels.

BRI P B
London Tourist Map

=
A

Figure 2.7. A "bi-graphic" raised-line map with several visual elements used at the IJA.
(Made by Celia Pieruccioni during her internship.)

16 As we said in 5, we make the distinction between “complexity” (the number of elements / the
amount of data) and “expressivity” (the nature of the elements being represented). For example,
swell-paper maps are more expressive than embossed maps because different line patterns and
textures can be used, but they are not necessarily more complex.

17'This term is used by some teachers and transcribers working at the IJA but we could not find a
translation in the literature.
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In terms or production, correctly transcribing a visual document into a tactile one or creating a
tactile document from scratch requires particular skills and knowledge about the perceptual
aspects of tactile exploration. Consequently, to access a map or a diagram, a visually impaired
person must rely on a sighted tactile graphics specialist. Besides, whereas some of the above
mentioned production techniques are particularly suitable for the replication of existing diagrams
(e.g. thermoforming and swell-paper), others are less adapted as they require more time (3D-

printing and inkjet technology) [212].

Although educational centers employ professionals, the needs of the visually impaired students
cannot be entirely fulfilled as they would require the adaptation of whole textbooks. Outside
school, tactile maps and diagrams are very rarely available. This lack of availability is also due to
the fact that creating a tactile map or diagram is time consuming and expensive, notably because
of the specific material that must be purchased. Klatzky et al. also pointed out that tactile graphics
“are single-purpose, and their physical bulkiness and weight reduce transportability and impose
demands on storage space” [144]. Such issues may further account for a lack of availability of

tactile maps and diagrams.

In terms of updatability, tactile graphics are static, meaning that once printed, their content
cannot be modified. As we noted eatlier, a new tactile document must be printed whenever a
teacher wants to introduce new elements on the map. These elements cannot simply be added to
the first document. This lack of updatability limits how tactile maps and graphics can be used,
especially in the context of learning. It also makes tactile documents quickly outdated. For
example, on an Orientation & Mobility map, transitory obstacles such as roadworks cannot be

displayed unless the whole map is reprinted.

3.2 UPDATABLE GRAPHICS!®

Static tactile maps and diagrams are produced by a tactile graphics specialist and accessed by a
visually impaired user. In some cases, however, allowing users to produce their own maps and
diagrams can be highly beneficial. For example, in [195], the authors pointed out that when
children are discovering the concepts of graphs or charts, it is essential to let them make mistakes
and correct them. Also, even if tactile maps do not need to be regularly updated, charts and
graphs do: in this case, having a way to quickly update the graph is very useful. Static tactile maps
and diagrams support neither the construction nor the edition of spatial content. However, it is
possible for visually impaired students to construct their own maps and diagrams using a
magnetic, cork or self-adhesive board [59], as well as a sheet of German paper, as we previously

discussed.

18 Updatable graphics are similar to what Edman [56] described as « graphic with movable parts »,
in opposition to static tactile graphics.
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3.2.1 METHODS OF CONSTRUCTION

Magnets are more often used by Orientation & Mobility!® teachers to help a student learn an
itinerary (see Figure 2.8, left). To prepare a new itinerary for the students, the teacher builds a
simplified representation on a magnetic board: every time a new magnet is placed on the board,
the teacher indicates what it stands for and lets the student touch it. After walking the route, the
students may be asked to rebuild the route so that the teacher can check whether it has been
understood. Magnets are also used to represent more complex spatial configurations such as road

crossings or floor plans.

W

Figure 2.8. Left: magnetic board. Middle: cork board mounted with a rubber mat embossed
with a grid. Right: a felt-covered board with a set of pieces equipped with VELCRO®. Board
pictures retrieved from https://shop.aph.org.

A corkboard can also be used to enable students to construct and manipulate their own charts or
graphs (Figure 2.8, middle). The use of this technique has been thoroughly described in
[182,195,1906]. A raised-line grid is placed above the corkboard; pins are inserted and linked
together with rubber bands to create line graphs or geometric shapes, for example. Limitations of
this technique include the sharpness of the pins, the difficulty to pull the rubber bands over two
pins and the fact that rubber bands can easily be detached.

Edman [56] also reported the use of self-adhesive displays based on Velcro (Figure 2.8, right).
The coarse surface is mounted on a board while the self-adhesive strips are fixed to the elements
(such as geometrical shapes). Therefore these elements can be quickly and easily added or
removed from the board. Similarly, Wikki Stix?0 are sometimes used: they consist in “twistable
wax-covered strings that easily stick to each other and to any smooth surface » [36] and that can

be used to draw a physical graph very quickly.

Finally, it should be noted that 3D-Printing also enables the creation of graphics with movable
parts, a feature that has mainly been investigated for the design of tactile books or pictures for
visually impaired children (e.g. [1306]), or for small-scale models that can be reconfigured (Figure
2.9).

19 Orientation & Mobility is « is a profession which focuses on instructing individuals who are
blind or visually impaired with safe and effective travel through their environment”
(https://en.wikipedia.org/wiki/Orientation and Mobility)

20 http:/ /www.wikkistix.com/
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Figure 2.9. Two small-scale and reconfigurable 3D-printed models, used at the IJA.
(Photographies by Nathalie Bedouin.)

3.2.2 CHARACTERISTICS

In terms of content, the limitations mentioned for static graphics are also true for these
constructed graphics in an even more important way. Magnets or self-adhesive elements are
relatively big, and so only a limited amount of elements can be placed upon the board. As for the
corkboard technique, the use of pins and rubber-bands makes it difficult to construct complex
diagrams. Also, unlike traditional methods of production, these methods of construction do not
support a large variety of symbols, lines or areas and therefore are not very expressive. For
example, with the corkboard technique areas cannot be represented using different textures; with
the magnetic board lines simply consist in rectangular magnets whose textures do not differ from
one magnet to another. However, maps and diagrams constructed with these methods can be
perceived by a sighted person. A downside is that because the graphic is constructed in an

unprepared manner, no Braille key can be provided.

To place the objects (whether pins or magnets) in their right place, students must either have a
raised-line model to reproduce or be guided by their teacher [195]. Similarly, students cannot
detect if their map or diagram is incorrect (e.g. when a rubber-band is detached) and must rely on
their sighted peers. These constraints make this type of graphic unsuitable to be used outside
school and therefore not widespread, despite the fact that they are very cheap [195].

In fact, the main advantage of these constructed graphics is their updatability, which can be used
to support learning-by-doing activities. Magnets or pins can be added, removed or moved
relatively easily, even if the practicability of the materials used may be questionable (see [195] for a
detailed analysis of the use of corkboard and pins by a visually impaired student). Although it has
not been measured, simply moving a pin to change a value on a bar chart is certainly quicker and

easier than producing and printing a new version of a tactile chart.

3.3 SUMMARY OF EXISTING TACTILE GRAPHICS

Tactile graphics are mainly limited by the number of elements that they can present, and
differences exist between static and updatable graphics. On one hand, static graphics can use a
variety of symbols, lines and textures to make relatively expressive representations accessible (i.e.,
which can convey pieces of information of different nature). For these graphics the number of
elements that can be represented (i.e. their complexity) is mainly limited by the properties of the
sense of touch (see following section), by the method of production (e.g. Braille embossers allow

fewer variations than thermoformed machines), and by the fact that Braille labels are required. On
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the other hand, the number of elements that can be conveyed by an updatable graphic is mainly
limited by the material used (size of the elements and/or practicability), but this limitation is an
important one and these graphics are usually very simple. Therefore, current practices support
either the production of graphics that can convey relatively complex and expressive information
but cannot be updated, or the production of graphics that can be updated but are relatively simple

and not expressive.

Another distinction can be made: static graphics cannot be updated but they can easily be stored
for later use. Although this can be seen as a drawback (storage issues), it can also be beneficial for
users who want to regularly access a tactile document (a diagram used by a teacher every year to
illustrate a particular concept, a map of the city in which a visually impaired person lives, etc.). On
the contrary, updatable graphics cannot be stored as they need to be dismantled after each session
so as to clear the board for other students. In [195] the authors reported that “all current
techniques to construct graphs have issues. They are either non-permanent and cannot be
retained, or are so permanent that they cannot be modified”. Such a sentence could easily be
extended to sum up what we just described: all current techniques to produce/construct maps
and diagrams have issues; they are either non-permanent and cannot be retained, or are so

permanent that they cannot be modified.

4 PERSPECTIVES FOR IMPROVING TACTILE MAPS AND
DIAGRAMS

To improve tactile maps and diagrams, several approaches have been considered. For example,
research has been carried out on the legibility of tactile symbols (e.g. [225]), and methods of
production have been compared, notably in terms of users’ preferences [259]. In this section we
first focus on how the production of tactile graphics could be, if not fully automatic, at least
computer aided. Such a process could enable tactile graphics specialists to produce more graphics,
which will therefore become more available [39,253]. In the second section, we consider how
making maps and diagrams interactive could be beneficial and possibly support the development
of updatable maps and diagrams.

4.1 COMPUTER-AIDED PRODUCTION OF MAPS AND DIAGRAMS

Several prototypes have been designed to help tactile graphics specialists quickly and easily
produce tactile maps. This was in line with the work of Lobben [168], who interviewed seven
Orientation & Mobility instructors. All of them considered that it would be “beneficial [...] if
computer production of tactile maps was available in a simple, more accessible manner” and they
all “consider using software designed specifically for the production of tactile maps”. Among
research projects aiming at the (semi) automatic creation of (interactive/tactile) maps, two main
approaches can be identified: 1) using open source database or projects (such as
OpenStreetMap?!) to retrieve data, filter it and produce an adapted map or diagram; 2) applying

image recognition algorithms to a visual map in order to transcribe it into an accessible map.

21 http:/ /wiki.openstreetmap.org/wiki/Main Page
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4.1.1 USING OPEN SOURCE DATA

The Talking TMAP project was one of the first projects that proposed automatic map creation
based on a Geographic Information System (GIS) [200]. It included the possibility of ordering
raised-line maps on the internet or by telephone. The user needed to possess the corresponding
touch device (“Talking Tactile Tablet”), to load a digital map and then place the map overlay on
the display. Consequently, Watanabe et al. [330] proposed an adaptation for Japan and other
regions, called tmacs. Maps produced with tmacs were later evaluated [206] and proved efficient
to assist a blind person walking an unknown route. OpenStreetMap, an open-source collaborative
project, was later used for similar projects (e.g HaptoRender??), as well as to facilitate the
production of interactive (tactile) maps (e.g. [128]). Using OpenStreetMap data is particularly
interesting since in 2011 it contained 30% more pedestrian roads than a commercial Geographic
Information System [215]. For example, Gotzelmann [87] used OSM data to automatically
generate tactile maps whose content was adapted to visually impaired users and that could be 3D-
printed. Users could thereafter explore the map in an interactive manner (see Chapter 2, Part C,
4.1.2). Diagrams can also be adapted from existing SVG files, which can be particularly useful to
make online graphics accessible (e.g. [70,150]).

4.1.2 USING COMPUTER VISION ALGORITHMS

As for the second approach, Wang et al. [329] developed a system that automatically transcribed a
map image into a tactile graphic, using optical character recognition and graphic simplification
algorithms. The resulting map was immediately printable with a tactile printer and could be placed
upon a tablet that displayed the softcopy of the map, once again allowing the user to explore the
map in an interactive manner (see Chapter 2, Part C, 4.1.1). Similar projects for maps include
[148] and [295], a project that applied computer vision algorithms to hand-drawn (and therefore
easy to customize) maps. Concerning the production of diagrams, Ladner et al. developed the
Tactile Graphic Assistant (TGA) [123,153], which aimed at helping professionals translating
tactile graphics “much more quickly and in larger volumes (whole books at one time) [153]”. The
TGA took scanned images as input and applied a series of processes including image processing,
optical character recognition and machine learning in order to produce an XML file that could be
processed by a Braille printer. Similar projects included notably the TACTile Image Creation
System (TACTICS) [331,332], which outputs swell-paper graphics. Interactive diagrams can also
be created. For example, TeDUB (Technical Drawings Understanding for the Blind) [234] used
image processing algorithms to adapt the content of node-links diagrams and the resulting output

could be accessed using a force-feedback device.

4.1.3 AUTHORING TOOLS FOR INTERACTIVE MAPS AND DIAGRAMS

In the framework of the AccessiMap project, an open-source web-based editor based on OSM
data is currently under development [52]. Unlike other projects, it provides tactile graphics
specialists with an authoring tool that enables them to choose and specify the interactions
required to explore the resulting tactile map (e.g. single-tap or double-tap, menus, etc.). Although
this tool initially aims at facilitating the production of maps, it can also be used for the production

of interactive tactile diagrams.

22 http://wiki.openstreetmap.org/wiki/HaptoRender
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4.1.4 POSSIBILITIES AND PITFALLS

Automating the adaptation of visual content is a very promising area for making maps and
diagrams more accessible to visually impaired users, and we mentioned several projects whose
results are extremely encouraging. However, there are some limitations to this process. For
complex representations such as maps it is very unlikely that the process could be fully automatic
and the expertise of a tactile graphics specialist will remain necessary. However, by helping them
throughout the adaptation process, the production of maps and diagrams can be less time-
consuming and therefore a larger amount of documents can be produced. For example, with
TGA, the average time to translate one diagram required less than 10 minutes, which was far less
than the normal time taken [123].

For most simple maps and diagrams the process can sometimes be fully automatic. For example,
the Talking TMAP Project was particularly efficient at adapting visual maps [201]. This is
probably due to the fact that the maps used were mainly composed of very symmetric street
systems, as are typical in North America. In addition, some types of diagrams can be very
structured, such as line and bar charts. For these diagrams, applying recognition algorithms is
certainly easier, for example to quickly identify the x- and y- axes. However, even if the process is
automatic, results may not always be satisfying. For example, with the TGA prototype, issues
could arise with the translation of images containing mathematical texts or with the position of
the Braille labels [123].

Overall, taking into account the considerable progress in terms of computer vision algorithms
(notably for optical character recognition) and the increasing development of open-source data
(and especially of OpenStreetMap), progress in the field of automatic translation or adaptation of
content is inevitable and will undoubtedly contribute to the greater availability of maps and
diagrams. As we noted, this is particularly interesting as it could allow visually impaired users to
independently access maps and diagrams. It also enables the creation and authoring of interactive
content which is in line with the increasing amount of interactive maps and diagram for visually

impaired users, and could also facilitate the production of updatable graphics.

4.2 INTERACTIVITY AND UPDATABILITY

As we noted earlier, the number of elements that can be presented on a static graphic is
constrained by the use of Braille labels or abbreviations that take up space. With interactive
prototypes Braille labels can be replaced by audio labels: not only is this beneficial in terms of
content, as Braille labels can be removed, but it also facilitates the exploration process as users do
not need to switch back-and-forth between the tactile document and the Braille key. It is also very

helpful as a way to make maps and diagrams accessible to visually impaired users who do not read
Braille.

For updatable maps and graphics, interactive features could enable users to construct and edit
their graph without the help of a sighted person, therefore making them independently accessible.
For example, users could be guided to place the objects in their right place and could be notified
whenever an object is misplaced. A drawback of updatable graphics is that they cannot be

retained [195]: however, if interactive, the content of the constructed maps and diagrams could be
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saved for later use. The board would still need to be cleaned but users could access their graphics

by reconstructing them or by displaying them with a specific device.

More generally, interactive maps and diagrams can offer a variety of features that can facilitate
and enrich the exploration process. In Chapter 2, Part A, 3.2.2, we described four types of
interactivity that can be used with digital content [43]: interacting with the data representation
(e.g. panning and zooming); interacting with the temporal dimension; interacting with the data
(e.g. filtering); contextualizing interaction. Even though such features may be challenging to
implement for visually impaired users, they remain very interesting and open several perspectives,

for example in the context of learning.

5 EXPLORING TACTILE GRAPHICS

In this section, we first set out the basics of tactile perception. Understanding how the sense of
touch works is important to better understand why tactile documents need to be highly simplified
compared to visual ones, and what are the rules of thumb that must be respected when designing
interactive maps and diagrams. It is also important to identify which aspects of the exploration of
tactile graphics are beneficial (from a perceptual and/or cognitive perspective) and should be

preserved—and if not, compensated for—when designing interactive map and diagrams.

5.1 TACTILE PERCEPTION

In comparison with the visual system, the haptic system is not well suited for spatial exploration
and is more effective at processing the material characteristics of surfaces and objects [159]. The
haptic system relies on two afferent subsystems: the cuzaneous system and the kznesthetic systems.
Mechanoreceptors and thermoreceptors embedded in the skin provide cuzaneons inputs while the

muscles, tendons and joints provide &inesthetic inputs [159].

The visual system does not require physical contact and has a large field of view as well as a high
spatial resolution; this enables sighted subjects to apprehend a large amount of information
simultaneously. On the contrary, during the exploration of a tactile graphic, the cutaneous system
only acquires information when the users’ fingertips and/or palms are in contact with the surface
of the tactile graphic [84]. In addition, the spatial resolution of touch is limited: for blind subjects,
there must be approximatively 0.2 mm between two points to be identified as distinct [144].
Combined with the small size of the finger pads, this indicates that only a limited amount of
information can be perceived simultaneously. In fact, Loomis et al. [172] showed that exploring a
raised-line drawing with one finger only (i.e. one point of contact) is similar to exploring a visual

drawing with a narrow field of view (the size of a fingertip).

When exploring a tactile graphic, visually impaired users must therefore compensate for these
limitations (small field of touch and limited spatial resolution) by moving their fingertips across
the surface [144]. The exploration of a tactile graphic is thus sequential and requires users to
integrate tactile stimulus over time and space in order to form a global mental image of the
graphic. Although this process may appear similar to mentally integrating inputs across fixations
resulting from saccadic eye movements, empirical studies show that the haptic system is not
efficient at doing so [144]. For example, in the study by Wijntjes et al. [339] blindfolded

participants were asked to explore a tactile drawing. Those who were unable to recognize the
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raised-line graphic managed to do it after they sketched the drawing and visually inspected it. This
means that although participants had sufficient pieces of information to identify the drawing, they
were not able to put the pieces together. Similatly, in the experiment proposed by Loomis et al.
[172], recognition accuracy was similar between the touch condition (one finger) and the visual
condition (narrow field of view), suggesting that even with vision, mentally integrating inputs that
are not simultaneously perceived is a challenging task. In addition, tactile exploration can also lead
to distortions or illusions such as identifying curved lines as straight [265] or underestimating the
length of lines that are tangential to the body [35]. Finally, in order to integrate inputs over space,
subjects must also rely on the kinesthetic information obtained from the muscles, joints and

tendons. To do so a frame of reference is required, be it body-based, movement-based or external

[203].

Overall, tactilely exploring a graphic is a sequential and therefore slow process. Also, because
mental integration over time and space is necessary, it is also a process that is cognitively
demanding [219]. This is especially true since the haptic system does not have an equivalent to
peripheral vision [84]: with vision, elements that do not fall within the fovea can still be perceived
by the subjects, enabling them to focus on a part of the graphic while perceiving the other parts;
with touch, elements that are not in contact with the users” hands and fingertips “disappear” from
their field of touch and must be stored in memory. This further complicates the exploration of

tactile graphics.

Despite these limitations, the haptic system is efficient in identifying the orientation of lines as
well as textures [144]. In fact, when exploring a tactile line, visually impaired subjects are able to
determine its orientation using one finger only. This enables them to easily follow line contours
and facilitate integration as the users do not need to search for the remaining part of the line.
Rosenbaum et al. [258] demonstrated that people can even track two moving points that each
trace different patterns (e.g. a circle and a square) using one finger from each hand. In addition,
the spatial resolution of touch is sufficient enough to enable subjects to distinguish and
characterize various textures in terms of roughness, smoothness, etc. [159]. To identify textures,
hand movements or surface movements are required. Empirical studies indicate that the
minimum tactually discernible grating resolution is 1.0 mm [332]. In fact, the gap between the
elements that constitute the surface (i.e. groove width) can be used as a predictor of how much a

texture is perceived as “rough” [161].

Both the perceptual characteristics of the sense of touch and the highly demanding cognitive
process associated with the exploration of graphics explain why tactile maps and diagrams must
not present too many elements. However, the exploration can be facilitated by carefully designing
the map or diagram so as to fully take advantage of users’ abilities to identify symbols, the
orientation of lines and textures. Another way to facilitate the exploration is to use efficient
strategies: tactile graphics ate petfectly adapted to multiple hand/finger exploration, which can

prove highly beneficial to retrieve and encode information.
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5.2 BENEFITS OF MULTIPLE POINTS OF CONTACT

Tactile maps and diagrams are inherently physical, i.e. they are real 2D objects, unlike online maps
for example. Because of this physicality they can be scanned with two hands simultaneously and
each part of the hand, be it the fingertips or the palms, can be in contact with the tactile
document and can be used to retrieve a piece of information [144,219]. In other words, tactile
graphics provide multiple points of contact [219]. Although such a feature may not appear essential,
multiple hand/finger exploration is quite “natural” and can actually lead to efficient strategies for
retrieving and encoding spatial information. In Part C, we will see that some interactive maps and
diagrams (e.g. maps displayed on touchscreens) do not support multiple points of contact, which may

be an issue.

5.2.1 SPONTANEOUS USE OF MULTIPLE HANDS/FINGERS

Lederman and Klatzky observed visually impaired users’ spontaneous hand movement when
exploring a 3D object [160]. From these observations they identified six “exploratory procedures”
that can help users extract information. Tactile graphics support three of them [219], therefore
taking advantage of visually impaired users’ spontaneous strategies: lateral motion enables users to
identify textures by moving the fingers back and forth across a texture or a feature; contour following
enables users to detect edges; whole-hand exploration of global shape, also referred to as enclosure,
enables users to identify global shapes by touching “as much of the envelope of the object as
possible”. In a similar study where blindfolded participants were asked to identify 3D objects,
Klatzky et al. [145] also observed that preventing users from freely moving their hand led to
inferior performances (as compared to unconstrained movements): therefore, kinesthetic
information is also essential when exploring a 3D object and is probably also beneficial during the

exploration of tactile graphics.

In a study by Wijntjes et al. [340] blindfolded participants were asked to identify raised-line
drawings. Results show that most of the time, participants used two hands, rather than a single
hand. When using two hands, two strategies were observed: participants either used one hand as
an anchor point while the other scanned the drawing or they used both hands simultaneously.
The authors indicate that this latter strategy facilitates symmetry detection. Although the

participants were sighted, similar results may be expected for blind participants.

Concerning the number of fingers, Heller et al. [98] asked participants to use one finger only to
explore a haptic ruler, and reported that “many [participants] said that this exploration method
was not natural, and one person stated that he thought that it was like asking a sighted person to
view the world with one eye”. Even though such strategies may be a consequence of teaching or

training, it suggests that blind users are more likely to use several fingers than one.

5.2.2 STRATEGIES TO RETRIEVE INFORMATION

In addition to being relatively natural, two-handed exploration allows one to efficiently retrieve
pieces of information compared to exploration based on a single finger/hand. In the experiment
by Klatzky et al. [145] participants were also asked to identify raised-line drawings of the objects
using one or five fingers. Results concerning the identification of raised-line drawings revealed

that performance (reaction times and percentage of correct answers) was better when participants
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used five fingers instead of one. Morash et al. [211] found similar results with visually impaired
participants. Fourteen blind subjects had to perform different tasks by exploring tactile maps in
the following conditions: using between one and five fingers of the dominant hand, using the two
index fingers, using ten fingers. Results showed that participants performed the task faster when
using two hands and several fingers, for example to determine the number of paths in the map, to
relocate a landmark or to compare distances. For tasks requiring straight-line movements (e.g. to
find which landmark is directly to the left of another) and distance comparison tasks, each

additional finger provided a small extra benefit.

As we said in Chapter 2, Part B, 5, particular strategies of exploration can also be developed to
quickly gain an overview of a tactile map or diagram. In fact, visually impaired users are taught to
first use both hands in order to scan the map, starting from the upper left corner and moving
towards the bottom right corner. This allows them to identify global features such as the number
of different textures, the general distribution of the elements of the document or its size
[195,219,332]. In their analysis on the use of tactile bar charts by four visually impaired students,
Wall and Brewster [328] observed that participants systematically use this strategy: “the first
action that all the participants took, even before questions were posed, was to feel over the graph
with both hands to obtain a rapid overview of the information available on the page. This
included gaining a rough idea of how many bars were in the chart, where particularly high bars
were located, and any particularly low bars. Also the participants checked for resources, such as
legends, axes and labels”. It is only after such an action that participants use their fingers to access

details.

Wall and Brewster [328] also noticed that participants used both hands to quickly find a particular
value or to compare the height of two bars. Millar and Al-Attar [202] also showed that using two
hands could help participants to better estimate distances on a tactile map: one finger is used to
follow the line whose distance must be estimated while the other hand concurrently scans the
frame surrounding the map. During tests that we conducted, we also observed that participants
used their hands or fingers to compute distances, by counting how many hands/fingers could

“fit” between two landmarks.

5.2.3 STRATEGIES TO ENCODE INFORMATION

The main advantage of using two hands or several fingers is that it allows the encoding of
information using an external frame of reference and/or to relate elements to each other spatially,
leading to allocentric rather than egocentric representations. For example, in a study by Millar et
al. [203] participants were asked to recall the positions of five landmarks displayed on a raised-line
map. In one condition, users were told to use one hand to locate the landmarks and the other to
scan the frame surrounding the map. In the baseline condition, no instructions were given.
Participants performed better when they were told to use one hand to locate the landmarks, i.e.

when they were using an external frame of reference.

Using two hands or several fingers blind users can quickly scan the map to easily locate elements.
This enables “back-and-forth” exploratory procedures that have proved to be beneficial in terms
of spatial encoding. In a study by Ungar et al. [315] blind children were asked to explore and

reproduce a layout of shapes. Children were either seated at the same place or they were seated at
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a new position that required them to reproduce the layout of the shapes with a rotation of 90°.
They observed that children who memorized the shapes in relation to each other and to the frame
of the display performed better than the children who explored the objects one after the other.
With this latter strategy, children probably encoded the layout of the shapes with respect to their
body or arm movements, leading to an egocentric representation instead of an  allocentric
representation. Similarly, Gaunet et al. [74] observed that « back-and-forth » exploration strategies
led to better performances for tasks requiring mental rotations, as compared to “cyclic”
exploration where elements are explored one after the other, i.e. without using an external frame

of reference.

5.3 IMPLICATIONS FOR THE DESIGN OF INTERACTIVE MAPS AND DIAGRAMS

Several implications for the design of interactive maps and diagrams can be drawn from the
above-mentioned studies and characteristics of the sense of touch. Firstly, because of the spatial
resolution of the sense of touch, a limited amount of information can be conveyed: for example,
it is not possible to superpose different patterns and labels, as is possible with visual graphics.
Secondly, as the haptic system is efficient at identifying symbols, the orientation of lines and
textures, interactive maps and diagrams should as much as possible take advantage of these
perceptual characteristics. Thirdly, one should keep in mind that any exploration relying on the
sense of touch can be quite challenging as it implies a mental integration of information over time
and space, which is a process that is cognitively demanding. Such a cognitive workload can be
further exacerbated if the technology used does not support multiple points of contact. Finally,
we highlighted several ways multiple hand/finger exploration could be beneficial: in addition to
being a spontaneous way to explore 3D and 2D objects, such an exploration support effective
strategies for retrieving and encoding pieces of information. For example, we showed that it
allows users to easily gain an overview of the graphic, to compute distances and to compare
elements that do not pertain to the same cluster of elements. Also, visually impaired users must
rely on their memory to relate the part of the graphic that they are currently exploring to the parts
previously explored. However, if the graphic supports two-handed exploration, users can quickly
relocate the other parts of the graph and compare their location so as to better understand how
the different parts of the graphs are related to each other. We also highlighted the fact that using
both hands enabled users to develop effective strategies to encode spatial information, for
example by using one hand to explore the map or diagram and the other to scan the frame
surrounding it. Such strategies may result in a/locentric rather than egocentric mental representations
and are therefore highly beneficial. Therefore, interactive maps and diagrams should as much as

possible support exploration strategies based on multiple points of contact.
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6 CONCLUSION OF PART B

In this section we described the current practices for the production and construction of tactile
maps and diagrams. We discussed the main characteristics of static maps and diagrams, which can
be produced using a variety of methods including embossing, thermoforming, microcapsule
paper, 3D-printing and inkjet technology, as well as those of updatable maps and diagrams that
can be constructed using magnetic, cork or self-adhesive boards. We discussed the fact that even
if static maps and diagrams can be used to present relatively complex information, they are not
updatable and are limited by the use of Braille labels. On the other hand, updatable graphics are
not constrained by Braille labels but are mainly used to construct simple representations that
cannot be stored. Overall, neither static nor updatable graphics can be independently accessed:
they either need to be produced by a tactile graphics specialist or to be constructed with the help
of a sighted person. We therefore highlighted two ways maps and diagrams could be improved:
automating their production is a hard but not impossible task and will certainly be more and more
common with the increasing development of computer vision algorithms and/or open source
data (such as OSM maps). Another way is to make them interactive: in this way, Braille labels
become unnecessary as they can be replaced by audio labels, and users can be guided to produce
or construct and then save their own updatable maps and diagrams, making the presence of a
sighted person also unnecessary. Interactive maps and diagrams, however, should be designed so
as to take full advantage of the tactile abilities of the users while taking into account the
limitations inherent to tactile perception. In the last section, we specifically discussed why
interactive maps and diagrams should as much as possible support an exploration based on

multiple points of contact.
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PART C
INTERACTIVE MAPS AND DIAGRAMS FOR VISUALLY
IMPAIRED USERS

1 INTRODUCTION

There is an extensive literature on interactive maps and diagrams for visually impaired users, most
of which deal with the design, implementation and evaluation of innovative prototypes. To
present them, we rely on and extend a classification that we published in a book chapter in
collaboration with Anke Brock [50]. Although several classifications had been proposed, none
covered all types of prototypes and they all relied on various terminologies. This book chapter
was an attempt to structure the work that had been conducted on accessible interactive maps. It
provided an exhaustive list of interactive maps prototypes, from the eatliest, proposed by Parkes
in 1988 [230], to prototypes designed in 2016. It was based on Anke Brock’s thesis dissertation
[23] but covered a larger design space, included more recent prototypes and, as we said, resulted

in a new classification.

In this part we propose to further extend this classification by taking into account prototypes of
interactive diagrams. Instead of providing an exhaustive list of maps and diagrams, we present
within each subcategory a number of illustrative examples. In particular, we focus on prototypes
that were evaluated (or at least tested) with visually impaired users in terms of usability (how well
could the users interact with the system) and understanding (to what extent users could
understand the map or diagram). Throughout this chapter, the expression “interactive maps
and diagrams” refers to any type of prototype that enables visually impaired users to access

maps or diagrams in an interactive manner.

2 CLASSIFICATION OF INTERACTIVE MAPS AND DIAGRAMS

2.1 EXISTING CLASSIFICATIONS AND TERMINOLOGIES

A number of classifications and terms have been used to review existing prototypes of interactive
maps and diagrams. For instance, Zeng and Weber [349] classified interactive maps in four
groups: 1) “virtual acoustic maps” are entirely based on verbal and non-verbal audio output (for
instance, the user interacts by tapping on a tablet which then produces audio feedback); 2)
“virtual tactile maps” make use of haptic devices (e.g. a force feedback joystick or mouse); 3)
“braille tactile maps” are based on the use of dedicated raised-pin displays (similar to Braille
tablets); 4) “augmented paper-based tactile maps” use a raised-line map as an overlay over a

touch-enabled display combined with audio output.

Brock [23] classified interactive map prototypes that were designed before 2012 in terms of input
and output modalities and according to the type of devices used. The prototypes were either
unimodal or multimodal, and the input and output modalities included touch and audio (verbal or

non-verbal). The types of devices included haptic devices (joystick, gamepad, mouse, and 3D
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haptic devices); tactile actuators (displays with dynamic pins, augmented mouse and latero-tactile??
displays); touch-based devices (touchscreens, tablets, smartphones, tables); and miscellaneous
devices such as keyboards, tangible objects and devices based on body-rotation or image

recognition.

O’Modhrain et al. [219] focused on refreshable displays, i.e. displays whose content can be
dynamically updated, and identified six categories: 1) “surface haptic displays” refers to displays
that can modulate the friction between the surface and the fingertip, creating a sensation of relief;
2) lateral skin displacement displays apply lateral forces to the fingers; 3) vibrotactile displays
mainly refer to digital graphics that are displayed on a touchscreen that vibrates when the user
passes over an element; 4) tactile shape displays are equivalent to raised-pin displays; 5) bubble
displays refer to an emerging technology for shape-changing interfaces with inflatable elements; 0)
force displays are equivalent to haptic soundscapes and are also referred to as (virtual) haptic

displays.

Overall, apart from the one proposed by Brock [23], existing classifications did not embrace all
types of interactive map prototypes. For example, Zeng and Weber [349] did not include tangible
maps and O’Modhrain et al.’s classification [219] did not include static displays. In addition, one
drawback of classifying interactive prototypes based solely on their technology is that prototypes
that support very different strategies of exploration are grouped together. For example, although
prototypes that rely on a mouse augmented with two Braille cells support a very sequential
exploration, they are classified in the same category as raised-pin displays, which support two-
handed exploration. Besides, except in [349], we did not observe any attempt to more precisely
define a terminology to refer to the different types of interactive maps. Various names have been
chosen in different publications, depending on the proposed classifications. The classification that
we proposed in [50] covered a larger design space than in previous work (including, for example,
tangible maps) and grouped together maps that share similar characteristics in terms of
exploration. Finally, these classifications either concerned interactive maps or interactive
diagrams, although the approaches that have been proposed to design interactive maps or

interactive diagrams are similar.

2.2 PROPOSED CLASSIFICATION

In this thesis, we extend the classification of interactive maps that we proposed in [50] to
interactive diagrams. In fact, we observed that very similar approaches have been used for maps
and diagrams. Despite the fact that they may serve different goals, similar design challenges must

be addressed, be it in terms of exploration, content, affordability or updatability.

In this classification, we distinguish between djgita/ maps and diagrams whose representations are
purely digital (i.e. none of the elements of the maps or diagrams is embedded into a physical
object) and hybrid maps and diagrams whose representations are both digital and physical. This
classification does not include maps and diagrams that are purely physical, i.e. that do not make

use of any interactive technology (such as static tactile ones). We first present digital prototypes

23 As we will see later in this part, latero-tactile displays deform the skin of the fingertip with an
array of laterally moving pins actuated by motors.
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according to the input device used for exploration: regular pointing devices, pointing devices with
additional somatosensory feedback or finger. We then present Aybrid prototypes according to the
physical representation they rely on (as they can all be explored using both hands): interactive
tactile maps and diagrams, tangible maps and diagrams, and refreshable tactile maps and

diagrams.

3 DIGITAL MAPS AND DIAGRAMS

Digital maps and diagrams can be displayed on a screen or projected onto a flat surface. They can be
explored with one or many points of contact, which are either direct (e.g. fingertips) or indirect
(e.g. the cursor of a mouse). Most of the regular input devices, such as keyboards or joysticks,
only provide auditory feedback. Other input devices can provide additional somatosensory

feedback (e.g. a mouse with braille cells or a force-feedback joystick).

3.1 REGULAR 2D-POINTING DEVICES

3.1.1 KEYBOARD

Keyboards are standard and inexpensive input devices that are widely used by visually impaired
users. They can easily be used to move the cursor from one country to another on a map or from
one data point to another on a graph. Although they have rarely been used for the exploration of
maps, a large number of keyboard-based diagrams can be found. Nevertheless, in many digital
map and diagram prototypes, keyboards were used for additional functions (i.e. command

selection) rather than for spatial exploration or navigation.

iSonic [352] was a tool for the exploration of thematic maps?*. The map was divided into a 3x3
grid and each cell was mapped to one key of the numerical keypad. By pressing one of the nine
keys, users could retrieve data associated with the corresponding region. The arrow keys also
enabled users to navigate within the map. The keyboard was also used for zooming. The authors
conducted a user study which showed that most of the participants used the 3x3 keys to navigate
the map, while the arrow keys were used to answer specific questions such as finding the adjacent
regions. Some participants managed to understand the overall layout of the map using the 3x3
navigation keys. Delogu et al. [45] proposed a similar prototype for the exploration of thematic
maps. Participants were able to build an effective cognitive map; however, they did not explore as
many regions as users who could navigate the maps with a tablet instead of a keyboard. Delogu et
al. [45] concluded that the absence of a reliable reference frame and the step by step displacement
when using the keyboard demanded a greater cognitive effort for integrating the map

configuration.

iGraph-LITE [63] provided visually impaired users with an access to line charts by generating
verbal descriptions of the graph or of parts of the graph. Users could navigate the graph or
retrieve particular pieces of information using a set of commands, each command corresponding
to a key. Two evaluations were conducted with blind participants who had to answer a number of

questions concerning line graphs composed of three, six or seven data points. An initial

24 Although we describe all prototypes using the past tense, some of them may still be in use or
under development.
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evaluation showed that participants were able to answer the questions correctly (around 90% of
correct answers) and found the system easy to use, but they did not use optimal strategies to
navigate the graph. SoundVis [27] used a similar technique for navigation (the left and right arrow
keys allowed users to move one step left or right along the x-axis). However, it enabled visually
impaired users to access line graphs composed of two data series (instead of one) and relied on
sonification instead of verbal descriptions. The principle of sonification is to associate a non-speech
sound to each point represented in the graph. The y-value is usually encoded by the pitch of the
sound while the x-value is encoded by a note [183]. Keyboards were also used for the exploration
of diagrams that are hierarchically organized, such as UML Class Diagrams [198] or molecular
structures [26]. The evaluation of this later prototype, called Kekulé, showed that one of the
greatest difficulties encountered by the participants was to keep track of their position or “to

return to a previously visited atom”.

3.1.2 JOYSTICK

Picinali et al. [237] implemented a device that used a regular joystick for navigating a virtual
environment. The virtual environment represented a corridor leading to a few rooms and
provided 3D sounds (music, voices, etc.). Footstep noises were played every 50 cm, and finger
snapping noises could be triggered by the user at any time to determine the position of objects by
listening to the echoes. The navigation speed depended on the pressure applied to the joystick.
Results of the user study showed that participants were able to build correct mental
representations of the environment, and that these mental representations were similar to those
acquired through actual navigation in the real environment. To our knowledge, regular joysticks

have not been used to make interactive diagrams accessible to visually impaired users.

3.1.3 TANGIBLE POINTING DEVICES

In this subcategory we refer to the use of objects to move a cursor over a map or diagram. We do
not refer to maps and diagrams whose representations are embedded into several tangible objects.
In the specific context of this classification, we consider the computer mouse as a tangible

pointing device.

Figure 2.10. The prototype of Brittell et al. [22]. It used a pen-based digitizer tablet to explore
a map showing population density (left). Different sounds were played depending on the
color of the area under the stylus (right). Retrieved from [22].
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Earth+2> was a project developed by NASA where the user moved the mouse within the map.
The visual image was transcribed into auditory feedback, with different colors corresponding to
different notes. These notes were then played according to the current cursor position. Brittell et
al. [22] used a pen-based digitizer tablet with a stylus to present a choropleth map to visually
impaired users (Figure 2.10). Depending on the position of the stylus, different queries were sent
to a spatial database to provide the user with up-to-date content. Different sounds were played to
inform the users about the population density as well as to indicate when they were near a border
or outside of the map. A reference grid was implemented to help users navigate the map, but did
not prove particularly relevant; participants either ignored it or were distracted by it. Additional
feedbacks were also tested to help users follow lines, but this did not result in improvements
cither: participants “developed a zig-zag gesture” that “introduced additional movements”.
Finally, the authors reported that participants had difficulty in understanding the layout and

shapes of some polygons.

With the GUESS system [131], users could interact with a tablet using a stylus as an input device
in order to explore figures composed of simple geometrical shapes (circles, triangles, etc.). Two
types of feedback were given and indicated either the type of shape (using a sound that “moved”
in a 2D space, i.e. a spatialized sound) or the position of the shape with respect to the whole
figure. Different techniques were implemented to facilitate exploration: the technique based on a
3x3 grid was the fastest (different sounds were played whenever the stylus switched from one cell
to another, with a distinct sound for the center cell). Some participants reported that the grid
facilitated navigation and found the specific sound associated with the center cell particularly
useful as a point of reference. The PLUMB system [37], which enabled the exploration and
creation of graphs composed of nodes and edges, also relied on the use of a stylus. Sounds were
played whenever the stylus touched a node or an edge. However, the authors reported that

participants had difficulty in finding a specific node, to handle the stylus and to follow edges.

3.2 POINTING DEVICES WITH ADDITIONAL SOMATOSENSORY FEEDBACK

Visually impaired people are used to both auditory and tactile cues. The abovementioned
prototypes provided auditory feedback only, which may limit their ability to convey information.
Many digital map and diagram prototypes have used pointing devices with additional force or

cutaneous feedback.

3.2.1 FORCE FEEDBACK

Force feedback devices embed motors or actuators that mechanically produce a force that users
can perceive as if they were actually touching a surface. For example, when trying to cross a
virtual wall, users would experience a sensation of resistance coming from the device. Force
feedback devices can have different degrees of freedom and include computer mice, gamepads,

joysticks and devices with handles (Figure 2.11).

25 http://prime.jsc.nasa.gov/earthplus/ [last accessed September 29th 20106]
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Figure 2.11. Three force-feedback input devices. Left: the Logitech Wingman mouse. Middle:
the Microsoft Sidewinder joystick. Right: a Sensable Phantom device (now redistributed by
Geomagic).

MICE

Force feedback mice provide additional tactile feedback that may be helpful (e.g. [30]). With the
map prototype proposed by Rice et al. [253], audio feedback was provided depending on the
mouse’s position (e.g. the name of a country was given when the mouse entered this country) but
a haptic grid overlay and a haptic frame were also rendered by the mouse. Moving the mouse over
the grid produced force feedback and allowed users to keep a sense of distance, scale, and
direction. The haptic frame around the map served as a barrier to present the map outline. Rice et
al. [253] reported that the frame was helpful for the users. However, Lawrence et al. [157]
observed that users encountered problems regarding spatial orientation with such a device, even if

a grid was provided.

Yu et al.’s web-based tool [347] enabled visually impaired users to explore and create line graphs,
bar charts or pie charts using a force feedback mouse (see Figure 2.11, left). Users could navigate
a virtual grid and add data points using a keyboard or a mouse. The feedback provided by the
mouse helped them to locate the position of the cursor in the grid. Users could thereafter explore
the graph: moving the mouse over a line, a bar or a pie section triggered particular enclosure effects
so as to “trap” the cursor inside the shape. An evaluation showed that the combination of audio
and haptics feedback led to a better performance than audio or haptics only. The authors also
suggested that the interface should be full-screen “so that the mouse cursor will not move out of

the interface. Otherwise, users lose track of the cursor position and get confused”.

GAMEPADS AND JOYSTICKS

Other prototypes used gamepads (e.g. [229]) or joysticks (e.g. [154]) with force feedback (see
Figure 2.11, middle). Both are affordable and available as mainstream products. In the BATS
prototype [229] the input device provided slight or large bumps when the cursor moved across
boundaries as well as vibrations when the cursor moved over a city. Schmitz and Ertl [269] used
the vibrations of the gamepad to indicate when the cursor was in the proximity of a street. Users

could navigate the map by moving the analog sticks of the gamepad.

The TeDUB system [67] transcribed images or text-based representations of diagrams (electronic
circuits, UML diagrams and architectural floor plans) into accessible and hierarchical
representations that the user could navigate using a keyboard or a force feedback joystick (which
could indicate directions). Verbal descriptions of the whole diagram or of the elements of the

diagram were given, as well as spatialized sounds.
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HANDLES

Other haptic devices rely on a handle that can be moved and eventually rotated in space and that
allows interaction in three dimensions (see Figure 2.11, right). The user that grasps the handle
(usually a stylus) can sense the force that is produced by the device. This type of device has been

widely used for the exploration and creation of maps and charts.

The prototype by De Felice et al. [62] allowed the exploration of indoor environments as well as
complex geographical areas. Each element of the map (doors or rivers for example) was
associated with a specific haptic feedback. Users could select the content that they wanted to
display as well as change the scale and level of details on the map. Interestingly, SeaTouch [283]
allowed blind sailors to prepare a journey by exploring a map which provided haptic feedback (via

the commercially available Phantom device), text-to-speech output and ambient sounds.

Yu et al. [346] developed a system also based on a Sensable Phantom haptic device (see Figure
2.11, right) for the exploration of line graphs and bar charts (bars were “engraved”). When
compared to a traditional tactile diagram the haptic prototypes resulted in better accuracy scores
but also in larger completion times and a higher cognitive workload. In a later study, McGookin
and Brewster [193] proposed to use multiple views to facilitate the exploration of graphs
(SoundBar system). In addition to a standard exploration of the graph, an overview of the graph
was provided using non-speech sounds: when navigating along the x-axis, notes were played
according to the height of each bar. An evaluation conducted with blindfolded participants
showed that participants gave more correct answers and took less time to complete the task using
the SoundBar system. Users were able to quickly identify bars in order to find the maximum

value.

Figure 2.12. The "GRAB" interface was composed of two handles. After [110].

Iglesias et al. [110] worked with the “GRAB” interface (Figure 2.12). This device also created 3D
force feedback but in contrast to the previously mentioned devices it had two distinct handles.
Two fingers, either from the same or different hands, were placed in two thimbles onto which
two independent forces were applied. Several applications were developed, including a chart data
explorer (line graphs, bar and pie charts) and a city-map explorer. Observations confirmed that
using a second finger “can be vital as an ‘anchor’ or reference point that allows [users] to orientate
themselves in space, more readily understand objects’ relationships (distribution and distances)

and makes re-finding objects easier”.
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3.2.2 CUTANEOUS FEEDBACK

Input devices can also be augmented with cutaneous feedback. The more common devices
include mice with an array of pins, in which the pins move up and down according to the cursor
location. For instance, the VIPlayer by VirTouch was such a tactile mouse with two 4x4 matrices
of pins (Figure 2.13, left). The pins are located under the index and middle fingers, and are raised

up or down according to the cursor location.

Figure 2.13. The VIPlayer Mouse. Left: The VIPlayer mouse is composed of two Braille
cells. Middle: Exploration of a bar chart with a VIPlayer mouse (retrieved from [320]). Right:
With the Tac-tiles system [327], the non-dominant hand of the users rested upon the mouse
while the other hand was used to move a stylus above a tablet (retrieved from [327]).

Using such a device, Jansson et al. [122] investigated the readability of several textures to enable
visually impaired users to explore choropleth maps (colors being matched to textures). Results of
an evaluation conducted with 60 blindfolded participants. They reported several issues with the
use of a mouse while without vision: moving the mouse horizontally without rotating the mouse
was difficult; the scale difference between mouse movements and cursor movements was difficult
to apprehend; the mouse could be lifted and users were not aware of the new position of the

cursor.

Wall and Brewster [326] also observed issues with the use of the VIPlayer mouse for the
exploration of bar charts (Figure 2.13, middle). Some participants were confused by the similarity
of the output of the mouse with Braille cells and expressed concerns with the size of the display
and its low resolution. In addition, the “lack of constraints and guidance proved to be a
significant problem for all users”. To address these issues, a new prototype was designed: the
non-dominant hand of the users rested upon the mouse while the other hand was used to move a
stylus above a tablet. In that way, the tablet could serve as an external frame of reference and the
x and y axes were made physical. This set-up received positive feedback and was adapted to
enable the exploration of pie-charts with the Tac-tiles system [327] (Figure 2.13, right). As for
Pietrzak et al. [239], they used the VTPlayer mouse to give directional cues that guided the users
during the exploration of geometrical shapes.

Another type of device is latero-tactile displays: they deform the skin of the fingertip with an array
of laterally moving pins actuated by miniature motors. In a study by Petit et al. [233] a latero-
tactile device was used to explore a map with two levels of information: one for the continents
and the other for the location of five civilizations. Users could switch between these two levels by
pressing a key. In this study, the device was mounted on the Pantograph [31], a haptic device that
allows 2D-movement over a limited surface (as in Figure 2.14, left). Levesque et al. [165] showed
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that simple and small shapes could be rendered using the STRESS latero-tactile display
(Figure 2.14) and three primitive drawings (dots, vibration and gratings). Shapes filled a 2-3 cm

square and included a square, a circle, two triangles, a diamond and a cross.
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Figure 2.14. The STRESS latero tactile display was composed of an array of 64 actuators.
(Retrieved from [165].)

3.3 FINGER-BASED EXPLORATION

Finger-based exploration has been used in many research projects. In this case the input device is
one of the user’s fingers, onto which the position of the cursor is directly mapped. Feedback can
be auditory or tactile (vibrations). The location of the user’s fingers can be tracked using a touch-

enabled device (e.g. digitizer tablets, smartphones, tablet or tabletops) or a camera.

3.3.1 FINGER TRACKING ON TOUCH-ENABLED DEVICES

Because smartphones, tablets and digitizer tablets are mainstream devices, many accessible map
and diagrams projects have used this kind of devices. Moreover, smartphones and tablets have
the advantage of being usable in mobile situations. With the term touch-enabled devices, we refer

to all devices that directly sense the user’s touch inputs.

Figure 2.15. Two prototypes of digital maps with finger-based exploration. Left:
TouchOverMap [241] allowed user to explore maps using vibrational and vocal feedback
(retrieved from [241]). Right: in [79], vibrations and sounds indicated whether the user was
touching vertices or edges (retrieved from [79]).

Jacobson’s prototype [117] allowed visually impaired people to explore auditory maps by pressing
specific areas on a touchpad (north, west, south, east, and zoom buttons). Verbal descriptions,
ambient sounds (such as traffic noise) and auditory icons were played during exploration. Five
visually impaired and five blind people evaluated this device. All of them were able to use it and
found it "simple, satisfying and fun". TouchOverMap [241] provided a basic overview of a street
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map displayed on a smartphone, by giving vibrational and vocal feedback when the finger passed
over a map element (e.g. streets or buildings, see Figure 2.15, left). The evaluation, performed
with eight blindfolded sighted users, showed that all participants acquired a basic understanding
of the “zoomed-out” and “zoomed-in” version of a map, even though they found the “zoomed-
out” condition difficult. The authors indicated that this was probably due to the fact that in the
zoomed-out condition there were too many elements, which made them hard to distinguish. In
particular, the authors observed that it was impossible to know if “roads were close or if they

crossed” and that “it [was| hard to tell the directions of short roads”.

AudioFunctions [294] combined sonification techniques with gestural interaction to enable a
visually impaired user to follow a mathematical function displayed on a touchscreen. Users
answered as many, or more, correct answers using the prototype than when using raised-line
diagrams only, but they also took significantly longer (about nine minutes with the prototype vs
five minutes with the tactile graphs). Giudice et al. [79] combined gestural input with audio and
vibrational feedback (Figure 2.15, right). As the users moved their finger over the tablet,
vibrations indicated whether they were touching edges or vertices. This prototype proved efficient
for the exploration and understanding of bar charts (composed of four bars) as well as for letter
recognition tasks and orientation discrimination tasks, but following contours and staying well
orientated remained challenging in the tablet condition, as compared to the tactile condition. In a
similar study, Klatzky et al. [144] asked 18 blindfolded participants to explore either zigzag lines
composed of four or five inflexion points or line graphs composed of two data series (five data
points each), in order to answer questions such as identifying the minimum y-axis value or the
line with the steepest slope. Regardless of the conditions (vibratory only, auditory only or
bimodal), participants spent more than half of the total time off the target lines and completion
times were relatively high (around 4 minutes on each figure). Nevertheless, participants were able

to answer the questions and to correctly sketch the figures.

Interestingly, the GraVVITTAS prototype [83] also combined a tablet with audio feedback, but
external vibrating motors were attached to the right and left index fingers of the user, thus
providing two points of contact (Figure 2.16). In addition, two interaction techniques were
designed to facilitate the exploration, which the users could activate on demand: 1) 3D sound
indicated the position of the shapes displayed within a certain distance of the finger (e.g. if a
shape was located to the right of the finger, audio was played as if it was coming from the right of
the user); 2) a sound was played for every element displayed between the two fingers of the users
(scantine technique). Six visually impaired participants, who had already used the prototype for at
least four hours, were asked to explore a table (four rows and four columns), a floor plan and a
line graph with two data series (seven data points each) in order to answer several questions (see
Figure 2.16, right). Results were in line with previously mentioned studies: users managed to
correctly answer the questions but completion times were relatively high; participants took almost
four minutes to find a particular value on the line graph and around three minutes to identify the

slope of one of the two lines.
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Figure 2.16. The GraVVITAS prototype [83]. The prototype enabled visually impaired users to
explore various graphical representations (right) and provided two points of contact (the
user’s index fingers). Retrieved from [83].

3.3.2 CAMERA-BASED FINGER TRACKING

Cameras (including webcams, embedded smartphone cameras, stereo cameras or motion-capture
systems) can be used to detect one or many user’s finger(s). In contrast to touch-enabled devices,

it is possible to identify each finger.

AccessLens [132] enabled visually impaired users to interact with paper documents including
elements with labels. The camera placed above the table was used to decode the labels and
recognize the user’s gestures. Users could retrieve the names of the elements, and they could also
use a gesture or voice command menu. During the evaluation, five blind users were asked to
explore a diagram, a map of the USA, or a table presenting poll results. Qualitative results showed
that the participants were highly satisfied with the system and the interaction modes even if they

faced some interaction issues (when placing both hands on the document for example).

Bardot et al. [5] used a motion tracking system to track a smartwatch during map exploration
(Figure 2.17). Motion tracking allowed both 2D gestures (for exploration) and mid-air gestures (to
filter data). The smartwatch provided sound and vibrational feedback, in addition to different
filtering commands. A two-step guidance function based on vibrations helped users find specific
targets. In a follow-up study, Bardot et al. [6] used a similar set-up to track one of the user’s
fingers. The maps were composed of several areas, each area being associated with a name and
quantitative data. Three exploration techniques were designed: the Plain exploration technique
simply provided auditory feedback when the finger was entering an area; the Filter technique
relied on filter selection on the smartwatch and enabled the user to select which data to display;
the Grid-Filter technique combined the Filter technique with the use of a virtual 3x3 grid that the
user could explore using mid-air gestures. The evaluation, including twelve visually impaired
participants, compared the exploration of a regular raised-line map to the exploration of a digital
map with these three different techniques. It showed that the exploration of a digital map,
without any tactile cues, is possible. It also showed that the Grid-Filter technique is efficient for

data selection or comparison tasks.
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Figure 2.17. In the prototype of Bardot ct al. [5], a smartwatch vibrated and emitted sounds to
enable visually impaired users to explore virtual maps. Three exploration techniques were
designed (from left to right): Plain, Filter and Grid-Filter. Retrieved from [5].

3.4 SUMMARY OF DIGITAL MAPS AND DIAGRAMS

3.4.1 COST AND AVAILABILITY

Digital maps and diagrams’ representations do not rely on any physical object, which make them
dynamically updatable. However, input devices are required to access the digital content, whose
cost and features are worth discussing. Prototypes based on regular devices such as keyboards,
mice and joysticks are cheap and widespread but only provide auditory feedback. Tangible input
devices such as styluses must be tracked using a camera or a touch-screen device but their cost
remains very low and no dedicated hardware is required. The same applies to finger-based devices
that either require a touch-enabled device or a camera, except that vibrations can be conveyed,
providing additional and helpful feedback. One obvious advantage of using a touchscreen, a
tablet or a smartphone is that these devices are widespread, affordable and do not need any
calibration process. On the contrary, cameras depend on lighting conditions, are affected by
occlusions and shadows and must be calibrated. Motion-capture devices offer enhanced
opportunities such as using mid-air gestures, but they are much more expensive and need accurate
calibration as well as a fixed setting. Finally, prototypes based on pointing devices with additional
somatosensory feedback are very interesting but they require dedicated hardware that is not
widespread and not as cheap as tablets for example.

3.4.2 FACTORS IMPACTING EXPLORATION

With very few exceptions, most digital maps and diagrams prototypes provide a single point of
contact: this means that participants can only access one piece of information at a given moment
and that they cannot develop multiple hand or finger strategies of exploration, as they would
usually do with static tactile maps and diagrams. This raises a number of perceptual and cognitive

issues.

In most of the prototypes, audio, tactile and/or force feedback is provided whenever the finger or
input device touches an element. Therefore, three steps are required to create a global mental
image of the map or diagram [144]: 1) users must keep track of the position of their finger or
cursor, based on feedback provided by the prototype, if available. Then, 2) they must “interpret
the external cue, and [... 3)] associate the cued content with the currently contacted coordinates”
[144]. The first step is particularly difficult in the absence of kinesthetic cues or a reliable external
frame of reference or of salient points of interest. For example, regular 2D pointing devices such
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as keyboards and joysticks or force-feedback mice do not provide a frame of reference. Several
authors reported that using such devices, participants had difficulties in efficiently navigating the
maps or graphs or to keep track of the cursor’s position (e.g. [20]). Inefficient strategies of
exploration were also observed [63], which may be due to the fact that users could not quickly

relocate a point that they had already visited [206].

Touch-enabled devices provide an external frame of reference and users can quickly perceive the
spatial extent of the map or diagram, which usually corresponds to the size of the display.
However, for such devices, the process of interpreting the external cue (e.g. sound, description or
vibration) can be particularly challenging [144]. Empirical studies that we described tend to show
that given sufficient time, users are able to explore a map and a diagram and correctly answer
questions relative to the overall structure and/or to particular points of interest (data points or
landmarks). However, in most cases, exploration was (very) slow and cognitively demanding (e.g.
[241]). The main challenge appears to be following lines. In part B, we indicated that the
perceptual properties of the haptic system made it possible to easily follow a tactile line. However,
on touch-enabled displays, no sufficient information is provided for the user to detect the
orientation of the line. A sound or a vibration (that is, furthermore, often not localized, as the
whole device vibrates), do not give any clue about the direction of a line. Consequently, users may
develop particular strategies (such as the “zig-zag” technique reported in [22]) or inefficient ones
(long completion times [83] and much time spent “off the lines” [144]) or, at worst, may not be
able to distinguish the orientation of the lines [241]. Following lines with a stylus is also difficult
[37].

Unlike keyboards and regular mice and joysticks, force-feedback devices provide an external
reference frame because the displacement of the device is generally constrained. The device
cannot move over physical limits in space. Rice et al. [253] reported that such a frame was very
helpful. The physical limits of the device can be used as a reference frame if they correspond to a
static view of the map or diagram. However, if the map or diagram view is displaced when the
user pushes towards one side (sometimes called “inertial displacement”) the frame of reference
may be lost in the absence of efficient feedback. One distinctive advantage of force-feedback
devices is that they can “trap” the cursor inside a line or a shape (e.g. [347]), making it easier for

the user to follow the contours of the shape and orientate themselves.

Interestingly, several techniques have been developed to compensate for these limitations. A
common technique is to provide a grid in order to help users navigate and keep track of the
cursor’s position, but also to provide them with an overview of what is inside a particular cell.
Although the benefits of using a grid have been observed [6,130,254,347], they are not systematic
[22,157]. The possibility to quickly have an overview of a map or a diagram was also investigated,
be it with a simple button that provided users with an access to a verbal description of the graph
(e.g. [83]), or with sonification techniques (e.g. [194,352]). To help users relocate points of
interest, different techniques have been proposed such as enabling the users to annotate a
drawing [130] or to bookmark points of interest [326]. Also, when using a camera to track the
hand instead of a touch-enabled device, tactile cues are missing. To tackle this issue, certain

prototypes included a rigid frame that delimited the exploration area (e.g. [6]).
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Finally, two projects investigated the use of two points of contact instead of one: the GRAB
interface [110] (force feedback device with two handles) and the GraVVITAS interface [83] (two
vibrating motors were attached to the users’ index fingers). With GRAB [110], the use of a second
finger was found very helpful; with GraVVITAS [83], specific findings concerning the use of two
fingers were not provided, except the fact that participants used two fingers to determine the
slope of a line on a graph and that it was too difficult to distinguish between four vibrating
motors (index and middle fingers).

3.4.3 CONTENT

Several prototypes of digital maps and diagrams solely rely on auditory or vibratory feedback. It is
therefore possible to render maps and diagrams that are made of several points or separated areas,
but the type, number and resolution of rendered elements is obviously limited. Even though 3D
sound may increase the quantity and quality of auditory feedback [131], maps and diagrams from
this category are generally quite simple and not really expressive. In fact, most of the prototypes
of maps based on regular 2D pointing devices were used to display choropleth maps, i.e. maps
with regions only [22,45,352] or with a very few number of landmarks [204,238]. Diagrams can be
more complex if users can navigate through the hierarchy of a diagram (e.g. [26]) but are usually
also limited to the exploration of pie and bar charts, line graphs, geometrical shapes or simple
graphs composed of a few nodes and edges. Digital maps and diagrams that are based on less
conventional tactile feedback (force-feedback, latero-tactile displays, Braille mice, etc.) can be
more complex or detailed. For instance campus maps, alongside buildings plans, country maps
with various cities and/or areas, street maps, etc., have been designed. Indeed, a number of
cutaneous and haptic feedbacks can be used to render various elements such as boundaries,

textures, points of interest, etc. (see [82])

3.4.4 UPDATABILITY

Finally, digital maps and diagrams can be readily updated and are not limited by physical
constraints. In that sense, they are similar to visual graphics that sighted users can access online,
and share the potential of providing visually impaired users access to a large quantity of data.
However, performing zooming and panning operations on digital interactive maps without any
tactile cue may lead to sensory and cognitive challenges that have not yet been thoroughly
addressed. As for diagrams, a few prototypes supported navigation through several hierarchical
levels (e.g. five levels in [198] and three in [130]) but it is unclear to what extent users would
manage to keep track of their position with a higher number of levels. Finally, it should be noted
that several prototypes enabled the creation, edition or annotation of diagrams, and especially of

bar charts (e.g. [195]).

4 HYBRID MAPS AND DIAGRAMS

As we previously mentioned hybrid maps and diagrams are made of a digital and a physical
representation. There have been many prototypes in the literature relying on different physical
displays. We classified them into three categories according to the type of physical display that

was used: tactile, tangible or refreshable tactile maps and diagrams.
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4.1 INTERACTIVE TACTILE MAPS AND DIAGRAMS

With the term znteractive tactile maps and diagrams we refer to physical representations that are tactile
maps. In contrast with tangible or refreshable maps, which we will introduce below, tactile maps
are static. The content cannot be dynamically updated. The only way to alter the map view (zoom
or pan for instance) is to change, or erase and redraw the physical representation. In the category
of tactile maps, raised-line maps have been extensively used, but more recently 3D-printed maps
have emerged. Two different technologies have then been used to track the user’s finger(s) over

the tactile map: touch-enabled devices or cameras.

4.1.1 INTERACTIVE TACTILE MAPS AND DIAGRAMS WITH FINGER TRACKING ON
TOUCH-ENABLED DEVICES

In those maps and diagrams a tactile overlay (e.g. raised-line or 3D-printed) is placed over a
touchscreen device that allows the detection of touch inputs through the overlay. Users perform
taps or double-taps on any interactive element of the overlay, which produces speech, sound or
vibrational feedbacks.

Parkes [230] was the first to design an interactive tactile map with an overlay placed over a
touchscreen, even though the technical aspects of his NOMAD prototype were not precisely
described. The prototype described by Weir et al. [333] presented weather forecasts of the USA.
When the user selected a state by tapping on it, a sound was played whose pitch represented
temperature (the higher the pitch, the higher the temperature). Recently, 3D maps have also been
used. Taylor et al. [298] developed a web interface that enabled visually impaired users to create
and customize their maps (e.g. positions of the labels, textures, etc.) before 3D-printing them. Up
to five heights could be rendered and conductive filaments were used, which allowed the user to
interact with the map. With LucentMaps [86], users could place a 3D-printed map on top of a
touchscreen, which detected the identity of the maps thanks to capacitive markers attached to the
sides of the map. The maps were very thin, making it possible for the device to detect the users’

touches.

Figure 2.18. The set-up used by Brock ct al. [24] for their evaluation. A tactile overlay was
placed over a touch-enabled device. Users could interact with the map by performing taps or

double-taps on any interactive element. Retrieved from [24].
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Brock et al. [24] compared the usability of a regular raised-line map to an interactive raised-line
map that displayed identical content (Figure 2.18). The evaluation included twenty-four blind
participants that were required to explore an unknown neighborhood. The study assessed the
time needed for exploration, the accuracy of the spatial learning, and the satisfaction of the users.
The results showed that interactivity significantly shortened exploration time and increased user
satisfaction. Weir et al. [333] compared the usability of an interactive raised-line map to the
usability of a digital map based on a touchscreen or a keyboard. The evaluation showed that the

participants preferred the interactive raised-line map over the touchscreen or the keyboard alone.

Although tactile overlays have been widely used for the design of interactive maps, the number of
interactive diagrams based on tactile overlays is more limited. An illustrative example is the
ViewPlus” IVEO prototype [71], which is currently available on the market6. It allows sighted or
blind users to create SVG files directly or from scanned images and to annotate them with labels.
These labels are then played whenever the user clicks on the corresponding element. The map or
diagram must be printed using a Braille embosser and placed on the dedicated device. Another
example is Kevin [17], a prototype that translated data flow diagrams into tables. A tactile overlay
was used and consisted of a grid: most of the cells represented a cell of the table and the
remaining cells were used to provide users with an access to control buttons (e.g. to open or

create a new chart).

4.1.2 INTERACTIVE TACTILE MAPS WITH CAMERA-BASED FINGER TRACKING

Another way of tracking the user’s fingers is to use a camera. With the Tactile Graphic Helper
[69] a visually impaired user could place a tactile graphic on a regular table and then interact with
it. The camera, placed above the tactile drawing, recognizes the layout and tracks the user’s
fingers. The user could point at elements and ask for information. The Tactile Graphic Helper
aimed at allowing visually impaired students to discriminate tactile symbols (texture, Braille labels,
etc.) without requiring the help of a sighted person. G6tzelmann [85,89] designed interactive 3D-
printed maps. The production of 3D maps was automatic so that visually impaired users could
make them without assistance. Once printed, the fingers were tracked with a smartphone held
above the 3D map (Figure 2.19, left). The application identified the map with a printed barcode,
and, in addition, helped the user to correctly hold the smartphone over the map. With the other
hand, the user was free to explore the map, and received auditory feedback when pointing at

elements.

Ramloll and Brewster proposed TouchMelody [247], a system based on a motion tracking system
that tracked two sensors mounted on the user’s index fingers, therefore providing two points of
contact (Figure 2.19, right). Based on two-handed strategies developed by visually impaired users
when exploring a tactile map or diagram, spatialized sounds indicated the position of one finger
(on the dominant hand) with regard to the position of the other finger (which served as an anchor
point). Pitch changed as the vertical distance between the two fingers increased or decreased.
Therefore, if the user placed his/her non-dominant finger on the origin of the y-axis, the pitch
indicated the y-value associated with the dominant finger. The user could turn off the sound by
lifting one finger off the diagram.

26 https:/ /viewplus.com/product/iveo-hands-on-learning-system/
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Figure 2.19. Two prototypes of interactive tactile maps with camera-based finger tracking.
Left: in [85], users could interact with a 3D-printed map by holding their phone above it and
the integrated camera tracked one of the user’s fingers (retrieved from [85]). With
TouchMelody [247], two fingers were tracked to help users explore bar charts (retrieved from
[247]).

4.1.3 ERASABLE TACTILE MAPS AND DIAGRAMS

Recently, an interesting prototype based on 3D-printing was designed by Swaminathan et al.
[292]. Linespace was a platform that included a movable 3D printer head mounted over a drafting
table (Figure 2.20). The system could print and erase spatial content based on vocal commands
and deictic gestures. The gestures were detected by a camera tracking the markers attached to one
users’ finger. It provided visually impaired users with the possibility to dynamically draw and
explore spatial content. Among the different applications described in the paper, one allowed
users to search for real estates within a city map. Once the map was printed, the user could
retrieve additional information about a particular estate. For rescaling the map or exploring a new
part, the system printed a new map on a blank part of the drawing table, which enabled the user
to switch back and forth between two different views. The system could also remove elements
that have been previously printed by using a “scraper”, hence the name “erasable tactile map”

that we chose for this sub-category.
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Figure 2.20. Linespace [292]. The prototype included a movable 3D-printer head. Users could
ask the system to 3D-print different parts of the map (similar to panning and zooming).
Retrieved from [292].

4.2  TANGIBLE MAPS AND DIAGRAMS

Tangible user interfaces combine physical objects with digital data, and thus enable interaction
with the digital world through the use of physical artefacts [305]. As already mentioned, we make
a distinction between digital maps that are based on a tangible pointing device as opposed to
tangible maps and diagrams per se. Tangible maps and diagrams are made of several physical objects
that represent elements and support two-handed exploration. Users can also manipulate the
tangible objects in order to (re)construct or edit the map or diagram. On the contrary, tangible
pointing devices (such as computer mice, pens or toys) do not represent any element but only

serve as a pointing device.

Schneider and Strothotte [272] designed a prototype that enabled visually impaired students to
independently construct an itinerary using building blocks of various lengths. The system
indicated the length and orientation of the next building block that had to be placed. The user’s
dominant finger was tracked during exploration of the virtual map, and guided along the route
(see Chapter 2, Part E, 4 for a detailed description).

McGookin et al. [196] developed a tangible prototype for the non-visual exploration of graphs.
This system combined a fixed grid and movable tangible objects that represent the top of a bar or
the turning point of a linear function. By moving a slider along the x-axis, the user could listen to
the values of the graphs or linear functions that were sonified (see Chapter 2, Part E, 4 for a
detailed description). With the Digitizer Auditory Graph [36], visually impaired users first
constructed a simple graph using Wikki Sticks. Then, thanks to a webcam placed above the
tabletop and computer vision algorithms, the graph was analyzed and translated into a sonified

graph that students could instantly access.
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4.3 REFRESHABLE TACTILE MAPS AND DIAGRAMS

Refreshable tactile maps refer to maps that are physically rendered (for example using a matrix of
pins), and that the system can dynamically update, for example allowing zooming and panning.
Up to now, only one technology has been used: raised-pin displays. This technology relies on pins
that are raised mechanically, using a variety of technologies (e.g. electromagnetic, mechanical, ...)
[263]. Vidal-Verda and Hafez [322] referred to this type of device as static refreshable displays:
they are equivalent to a screen "where pixels are replaced by taxels, i.e. touch stimulation units”.
An illustrative and well established example is a Braille display, which is used by most visually

impaired people to access digital and textual content.

Zeng and Weber [348] used the BrailleDis 9000 tablet, which was composed of 7200 pins
arranged in a 60x120 matrix, and actuated by piezo-electric cells (Figure 2.21). Touch sensors
allowed the user to provide input to the system (tap or double tap for instance). They designed a
set of tactile symbols to display different types of information such as bus stops or buildings. In a
second publication [350], they improved the tactile symbol set as well as the prototype, and
introduced the ATMap prototype that allowed the users to pan and zoom, but also to share

annotations.
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Figure 2.21. The BrailleDis 9000 tablet, composed of 7200 pins, was used in [348] to give

visually impaired users access to dynamic maps. Retrieved from [348].

As for diagrams, Minagawa et al. [205] used a 8x8 matrix of pins to enable visually impaired users
to create and explore diagrams. Each pin could be set to be 0, 2 or 4 mm high, had a diameter of
7 mm and were separated by 10 mm. To draw the diagram, users first needed to select the desired
height using a keyboard, and then had to touch the pins they wanted to update. For the
exploration, users had to simultaneously touch a pin and press a key in order to retrieve its
corresponding label. Shinohara et al. [281] developed a prototype composed of a matrix of 64x64
pins whose height could vary between 0 and 10 mm with 0.1 mm steps, thus enabling the display
of “3D shapes”. The prototype was used to display familiar objects, maps and scientific diagrams

(e.g. an image of the cerebral cortex).

4.4 SUMMARY OF HYBRID MAPS AND DIAGRAMS

4.4.1 COST AND AVAILABILITY

Interactive tactile maps and diagrams do not require dedicated hardware: a touch-enabled device

or a camera is enough to make them interactive. However, the main limitation is the production
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of the tactile overlay that requires dedicated hardware and must be created by a tactile graphic
specialist. Despite this limitation, tactile maps and diagrams are now on the market and are being
used in many situations at home or at school (e.g. [28]). In the same subcategory, we described
interactive tactile maps that can be 3D-printed. They embed conductive markers that are used to
identify the map [80] or to enable the user to interact with the map [298]. Such prototypes require
a 3D printer, which can be expensive even though such a technology is now relatively widespread.
Tangible maps and diagrams can be relatively cheap (a webcam, a PC, and a transparent table
suffice). However, existing commercial interactive tabletops that identify and track tangible
objects are more expensive (e.g., the Reactable?’). In terms of availability, a downside of tangible
maps and diagrams is that they require a large tabletop and several objects, which may be
cumbersome. Finally, most of the Refreshable tactile maps and diagrams rely on raised-pin
displays, which are extremely expensive. In 2007, Vidal-Verdu and Hafez [322] estimated that a
display large enough to be explored with two hands would require more than 75 000 pins, and
would cost approximately 270 000€. In 2012, the HyperBraille display with 60 x 120 pins was
worth 50 000€.

4.4.2 FACTORS IMPACTING EXPLORATION

Because they rely on a physical representation, Aybrid maps and diagrams allow two-handed
exploration and support efficient strategies for the exploration of maps and diagrams. In addition,
recent interactive tactile maps and diagrams (e.g. [24]) provide many interactive contact points,
which support multiple fingers and gesture command menus. Interestingly, Brock et al. [24]
observed that visually impaired users prefer not to activate any interactive feedback when they
explore a map for the first time. Among existing prototypes of tangible maps and diagrams, only a
few supported finger-based exploration and this was limited to a single finger (e.g. [272]).
However, it is now possible to track multiple fingers using a camera: therefore not only could
tangible maps and diagrams support multiple points of contact, but they could also support
multiple points of interaction. As for raised-pin displays, they can also detect touches and
therefore offer a wide range of possibilities to interact with the map or the diagram. And despite
their low resolution, it is relatively easy to follow lines. Obviously, hybrid maps and diagrams
provide a very stable and reliable haptic reference frame. Indeed, any static and physical point of
the tactile display (relief, identified item, edge of the display, etc.) can serve as a reference point.

4.4.3 CONTENT

Tactile maps have been criticized for their low resolution when compared to visual maps but they
remain the best way for displaying complex content, using different patterns of points (e.g.
triangles and circles), lines (e.g. dotted lines and plain lines), and areas (filled and half-filled).
When making them interactive, Braille labels can be removed, and new elements can be added
[24]. When compared to interactive tactile maps and diagrams, tangible maps and diagrams are
more limited by the number and type of elements that they can render. Indeed, tangible objects
are generally relatively large, which limits the number of points of interest that can be
simultaneously represented. Besides, it is not easy to represent lines; Schneider and Strothotte

used physical bricks but their prototype allowed the construction of routes only. Finally, raised-

27 http://reactable.com/
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pin displays are adapted for rendering various patterns of symbols [350] and lines [115], but their
resolution is drastically limited by the size of the device and the number of pins. And even though
it is possible to display various points of interest, lines and areas, the current prototypes cannot be
used to display complex maps and diagrams. Besides, several pins are needed to distinguish
different symbols [350], which requires some space, and hence impacts the map or diagram

resolution.

4.4.4 UPDATABILITY

Hybrid maps and diagrams are shaped and constrained by their physical representation.
Interactive tactile maps and diagrams are constrained by the tactile overlay, which cannot be
dynamically altered. Different map contents, but also different views or different scales, must be
rendered with different tactile overlays. Of course, it is possible to pre-print these different
overlays, and dynamically load the corresponding digital content when one overlay is being used.
However, when panning or zooming, users must interrupt the ongoing exploration in order to
replace the overlay, and start a new exploration process after the corresponding digital content
has been called. In order to link the mental representations corresponding to both maps, they
have to find reference points that are on both overlays. This procedure clearly leads to cognitive
challenges. Furthermore, users cannot select a scale or a view that has not been prepared in

advance.

Linespace [292], at the intersection between interactive tactile and refreshable tactile maps and
diagrams, does not provide regular panning and zooming operations. Instead, a new map with a
different view or scale is printed over a blank space around the map currently being explored.
However, the cognitive issues that we already mentioned (interruption of the current exploration
and finding common reference points) also apply in this case. As for tangible maps and diagrams,
because the map representation can be easily manipulated by the user, it is possible to create or
edit a map or diagram by adding, moving or removing tangible objects. It is therefore technically
possible to rescale or reposition the map or diagram by moving the objects. Obviously, rescaling
and repositioning take some time, but it renders the representation more flexible than with
interactive tactile maps and diagrams. Refreshable tactile maps and diagrams are the most
dynamic interactive displays. It is possible to update the content instantly, but also to provide

advanced interactive functions such as zooming and panning operations [280] or annotation

[351].

5 SUMMARY

Figure 2.22 is an attempt to summarize the main characteristics of the different approaches that

have been used to design interactive maps and diagrams for visually impaired users.
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Figure 2.22. Summary of the main characteristics of digital maps and diagrams (above) and

hybrid maps and diagrams (below). Shaded circles indicate that these characteristics (may)

depend on the technology used (e.g. force-feedback devices such as the Phantom are more
expensive than a force-feedback mouse).

Because they do not rely on any physical representation, digiza/ maps and diagrams can be instantly
updated, which is an outstanding advantage. However, this comes at a cost: they must be
explored using an input device or one (or two) finger(s), and therefore do not support two-
handed exploration. A number of techniques have been developed to compensate for strategies
of exploration that rely on multiple hands/fingers (e.g. grid, external memory aids), but the
exploration usually remains slow and tedious. The single point of contact nature of these maps
and diagrams often lead to the exploration of maps and diagrams that are (very) simple. This is
particularly the case with finger-based prototypes that solely rely on audio and vibratory feedback
and for keyboard-based prototypes that have mainly been used to explore choropleth maps.
However, it should be acknowledged that keyboards can be used to explore diagrams that are
hierarchically organized: in that case, the underlying digital content can be relatively complex.
Force-feedback devices can convey more complex data, but they are not widespread. Overall,
“these limitations [one point of contact] mean that any virtual haptic system is severely

impoverished in comparison to the paper-based techniques [...]” [196].

Among hybrid prototypes, interactive tactile maps and diagrams are undoubtedly the most studied
even though a limited number of diagrams have been designed, compared to maps. A number of
empirical studies showed that maps and diagrams combining a touch-enabled device or a camera
with a tactile overlay and audio output are usable in the absence of vision. Because they rely on
the production of tactile overlay by sighted tactile graphic specialists, they are not widely available:
however, more and more research projects aim at automating their production, which will make
them more widespread. Their main limitation is, as we already discussed, the fact that they cannot
be readily updated. On the other hand, refreshable tactile maps and diagrams can be readily
updated, but are extremely expensive. In addition, they still have a low resolution and a small size
compared to interactive tactile maps and diagrams. In between, tangible maps and diagrams are
not too expensive and their content can be updated, as they rely on physical objects that can be
easily manipulated by the user or by the system itself. Surprisingly, there is very little work on that
topic, making it unclear how complex tangible maps and diagrams might be and how usable they

are. Although they are unlikely to reach the complexity of other hybrid maps and diagrams, they
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are worth investigating as a way to complement other approaches: digital maps and diagrams are
updatable and affordable but non-physical; interactive tactile maps and diagrams are affordable
and physical but not updatable; refreshable tactile maps and diagrams are physical and updatable

but they are also very expensive.

6 CONCLUSION OF PART C

In this part, we first highlighted the lack of a common classification and terminology to designate
and describe the various approaches that have been investigated to make interactive maps and
diagrams accessible to visually impaired users. Relying on a previous classification by A. Brock
[23], we distinguish between two broad categories: digital and hybrid maps and diagrams [50].
Subcategories of digital maps can be identified depending on the input devices used (regular
pointing devices such as keyboards and joysticks; pointing devices with additional force or
cutaneous feedback; fingers). Subcategories of hybrid maps can be identified depending on the
nature of the physical representation (tactile, tangible or refreshable tactile maps and diagrams).
Within each subcategory, we then described a number of representative examples. We also
discussed the main characteristics of the proposed approaches, in terms of cost and availability,
content, strategies of exploration supported by the prototypes and updatability. Overall, we
showed that the single point of contact nature of digita/ maps and diagrams raises several issues,
be it in terms of perception or content. Hybrid maps and diagrams support two-handed
exploration but they are either affordable but non-updatable or updatable but extremely
expensive. We therefore highlighted the fact that tangible interfaces, although very rarely
investigated for visually impaired users, are very promising as a way to complement existing
approaches. In the following parts, we will more thoroughly discuss the properties of tangible

interfaces as well as the design challenges they raise when intended for visually impaired users.

93



94



PARTD
TANGIBLE USER INTERFACES

1 INTRODUCTION

In the previous part, we showed that up to now there has been a lack of research concerning the
development of interactive, physical and updatable maps and diagrams for visually impaired users.
Because Tangible User Interfaces (TUI) are inherently physical and rely on the use of objects that
can be manipulated by the user or by the system itself, they are particularly appropriate to fill this
gap. In this part, we review the theoretical background of Tangible User Interfaces and describe
their main benefits as well as their inherent limitations. We then describe technologies for the

development of tabletop TUIs, before moving on to actuated tabletop TUIs.

2 TANGIBLE USER INTERFACES: DEFINITION AND
PROPERTIES

2.1 DEFINITIONS AND RESTRICTION OF SCOPE

The seminal work of Fitzmaurice et al. [65] in 1995 paved the way for research on TUIs. In their
article, the authors introduced the concept of Graspable User Interfaces, which “allow direct
control of electronic or virtual objects through physical handles for control”. These physical
handles, called bricks, acted as input devices: for example, by moving or rotating a brick, users
could move or rotate a virtual object (e.g. a picture) that is attached to it. Unlike traditional
Graphical User Interfaces which rely on time-multiplex inputs (e.g. when interacting with a
mouse) and space-multiplex outputs (e.g. icons on a virtual desktop), Graspable User Interfaces
allow for space-multiplexed inputs as well: each brick could be associated with a particular
function, allowing for parallel input. The authors identified several advantages of this innovative
type of interface, among which the fact that they support two-handed interactions and take
advantage of our “everyday skills of prehensile behaviors” and “spatial reasoning skills”. They are
also externalized representations and make the elements of the interface more “manipulable”.
Despite a number of developments since its publication, the work of Fitzmaurice et al. remains

the basis for the design of Tangible User Interfaces.

In fact, the term Tangible User Interface was introduced a few years later by Ishii and Ullmer
[113] and referred to interfaces that “augment the real physical world by coupling digital
information to everyday physical objects and environments”. The notion of Tangible Bits was
also introduced: whereas traditional or “painted” bits rely solely on the visual channel, tangible
bits also allow for haptic interaction with the digital environment and take advantage of our
“dexterity” and our “skills for manipulating various physical objects”. Therefore, in TUIs “the

physical forms serve as both representations and controls for their digital counterparts”.

Since then, TUIs have been developed and studied in a large range of application domains and

contexts. The term Tangible interaction is even now used as an “umbrella term” [106] that refers to
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user interfaces focusing on tangibility and materiality, physical embodiment of data, whole-body
interactions and embodiment of the interface and of the users’ interactions in real spaces and
contexts. Couture [40] made the distinction between fangible close-grained interaction and tangible large-
grained interaction. 'The former relates to interactions within reach of the user’s arm, such as
manipulating small objects on a tabletop; the latter relates to interactions that require users to
move and navigate within large interactive spaces (e.g. rooms) and are therefore out of reach of
the user. In this thesis, we will only focus on zangible close-grained interaction. More precisely, we will
focus on tabletop TUIs, which we define as TUIs that rely on the manipulation of tangible

objects over a plane surface.

2.2 TYPOLOGY AND FIELDS OF APPLICATIONS
Ullmer and Ishii [305] identified three main types of TUIs (see Figure 2.23). Interactive surfaces tely

on a number of tangible objects that are placed and manipulated on a plane surface, which is
usually an interactive table augmented with visual feedback (e.g. [126]). Token+Constraint systems
require the manipulation of tangible objects (#okens) that are mechanically constrained by other
tangible objects (constraints) (see [308] for a review of tokens+constraint interfaces). Constructive
assemblies are similar to building blocks such as LEGO, i.e. they are composed of a number of
tangible objects that are attached to each other (e.g. [246]). Although very helpful to broadly
categorize TUIs, this typology is limited by the fact that one TUI may straddle two or three
categories. For example, the tabletop TUI that we describe in Chapter 3 relies on several tangible
objects placed above a tabletop (znteractive surface), some of which are connected to each other to

create a map or a diagram (constructive assemblies).

(o S~
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Figure 2.23. Illustrations of three main types of TUIs. Left: interactive surfaces. Middle:
token+constraints. Right: constructive assemblies. Retrieved from [308].

These different types of TUI have been used in a wide range of disciplines. Shaer and Hornecker
[276] identified eight application domains: 1) TUIs for learning, which mainly include augmented
construction kits and building blocks (also referred to as digital manipulatives), tools for storytelling
and tools to assist children with special needs; 2) TUIs for problem solving and planning that are
particularly adapted to spatial or geometric applications such as urban planning, simulations or
scheduling (see Chapter 2, Part D, 2.4.2); 3) TUIs for information visualization that are more
often intended to professionals such as geophysicists (e.g. [41]); 4) TUIs for programming (e.g.
[220]) ; 5) TUIs for entertainment, play and edutainment; 6) TUIs for music and performance,
with the well-known example of the ReacTable [126], a tabletop TUI in which tangible objects are
assigned particular functions (such as filtering audio, generating sound) and that support the
creation or editing of music; 7) TUIs for social communication, where objects are used at the

periphery of the uset’s attention (e.g. [20]); 8) tangible reminders and tags (e.g. [102]).
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As pointed out by Shaer and Hornecker [276], these application domains are not mutually
exclusive. In our case, tangible maps and diagrams can mainly be used for learning as well as for
problem solving or information visualization, but they could also be used for entertainment or

edutainement.

2.3 FRAMEWORKS AND TERMINOLOGY

Shaer and Hornecker [276] provided an exhaustive review of frameworks and taxonomies that
have been proposed to structure and formalize the field of TUIs. Instead of describing each of
these theoretical contributions, we detail the ones that we will later rely on to discuss and

compare existing prototypes of tangible maps and diagrams for visually impaired users.

2.3.1 INTERACTION MODEL OF TUIS

Perhaps the most well-known interaction model of TUIs is the one proposed by Ullmer and Ishii
[305], which draws from the traditional Model View Controller for Graphical User Interfaces
(GUI). In this model entitled Model Controller Representation (intangible and tangible), or
MCRit, the emphasis is put on the fact that the digital model is rendered using both tangible
representations (e.g. physical artefacts) and intangible representations (e.g. projected images and
sounds). The tangible representation is closely coupled to the underlying digital information and
model (Figure 2.24, left). It also acts as a physical control, whereas in traditional GUIs the input
and output spaces are not unified [111]. Because the tangible representation is less malleable than
the digital model (due to the use of physical artefacts), intangible representations are used to
expand the expressiveness of the tangible representations. The main consequence of using both
tangible and intangible representations is that TUIs provide at least two feedback loops [111]
(Figure 2.24, right). First, users receive feedback whenever they touch, grasp or release a physical
artefact—this is the passive haptic feedback loop, which is immediate and does not rely on any digital
process. Then, the interface provides feedback through the intangible representation, depending
on the action performed by the user—this is the digital feedback loop that relies on a digital process. A
third loop can be provided, called physical actuation, which we will more thoroughly describe in

section 4.
e.g. building model 2" loop through digital
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Figure 2.24. Left: the Model-Control-Representation (intangible and tangible) or MCRit
model of TUISs [305]. Right: TUIs provide at least two feedback loops. (Illustrations retrieved
from [111]).

97



2.3.2 DESCRIPTION OF TUISs

The components of a TUI, and particularly of its tangible representation, can be described using a
number of terms (see [276] for an extensive review of frameworks, taxonomies and models). Two
well-known frameworks have been proposed by Holmquist et al. [102] and Shaer et al. [277]. To
illustrate them, we use the following very simple example: a tabletop TUI enables user to explore
a map displaying the main cities of a country. Tangible objects are used to represent the cities.
One particular object can be used for zooming when placed inside a rectangular area surrounded
by a physical frame (the zooming area) or for displaying the number of inhabitants when placed
next to a city. Several tiles are placed next to the table and each tile represents a map of a country:

users can explore the map of a country by choosing the corresponding tile and placing it on the

table.

The paradigm proposed by Shaer et al. [277] can be used to precisely describe the core elements
that compose a TUI and is based on four concepts: pyfo, token, constraint and TAC. A pyfo is simply
a physical object that is part of the TUI: in our example the tiles, the physical cities, the object for
zooming and the physical frame surrounding the zooming area are all pyfos. A 7oken is a pyfo that
is bound to digital information. When the object for zooming is placed on the edge of the
tabletop, it is simply a pyfo. As soon as the user places it within the zooming area, it becomes a
token, which is coupled to a variable. In our case, the variable is the scale of the map. A constraint is
“a pyfo that limits the behavior of the token with which it is associated”. In our case, the zooming
area is a constraint. Finally, a TAC is a relationship between a foken, its variable, and one or more
constraints. A new TAC is created whenever a token is physically associated with a constraint (e.g.
when the “number of inhabitants tool” is placed next to a city). The physical manipulation of a
TAC (either continuous or discrete) has computational interpretation. For example, moving the
zooming tool (continuous interaction) results in changing the scale of the map; placing a new tile

(discrete interaction) results in loading a new map.

Holmquist et al.’s [102] taxonomy focuses on the links between the tangible objects and the
digital information: “containers are generic objects used to move information between different
devices or platforms; fokens are used to access stored information, the nature of which is
physically reflected in the token in some way; and #ols are used to manipulate digital
information”. In our example, the tiles representing the maps are containers—each digital map is
attached to one of the physical tiles; the objects representing the cities are zokens; the tangible
objects used for zooming or displaying the number of inhabitants are fols—by rotating it, users
can manipulate the scale of the map; by placing it next to a city, they can invoke the function

“number of inhabitants”.

Although the TAC paradigm is useful to identify and describe the core elements of a TUI, the
taxonomy proposed by Holmquist et al., which does not serve the exact same purposes, is very
easy to apprehend. Therefore, in the remaining of this thesis, we will rely on Holmquist et al.’s
taxonomy and when necessary we will refer to physical objects as kens, tools or containers.
Otherwise, we will simply use the term fangible objects to highlight the fact that the objects are
physical and that they are used in the context of a TUI.
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2.4 ADVANTAGES AND LIMITATIONS OF TUIS

Since the very beginning of research on Graspable or Tangible User Interfaces, essential
properties have been identified and studied. Throughout the years, the development of a number
of prototypes has also enabled researchers to further investigate the benefits of TUIs in terms of
cognition?® and possible uses. In this section we briefly review the main contributions of TUISs:
we first focus on properties that are inherent to TUIs and independent of their application
domain, before discussing their potential for collaborative, learning and spatial applications.
Although we distinguish between advantages in terms of interaction and cognition, they are

intrinsically related to each other.

2.4.1 ADVANTAGES OF TUIS IN TERMS OF INTERACTION
Ishii [111] identified five advantages of TUIs over Graphical User Interfaces (GUIs). We already

discussed the first one, which concerned the double interaction loop that provides immediate
tactile feedback, which is not the case with GUI. The second advantage is the persistency of
tangible objects: their position relative to each other as well as their orientation, shape and color
can help users to know what the current state of the digital model is. Even if the system is turned
off, the tangible objects still convey basic information about the purpose and state of the system.
The third advantage is the coincidence of input and output spaces: users do not need to look
at an additional screen and tangible objects can be used as direct input devices. If the objects
move or if visual feedback is projected on or around them, they can also serve as output devices,
therefore allowing for a spatial continuity between input and output spaces. The fourth property
of TUIs, which is both an advantage and a disadvantage, is that they are special-purpose
interfaces, unlike GUIs that are general-purpose interfaces. As tangible objects are generally
designed to fit a particular function or to represent a certain piece of information (e.g. a building
model) they can rarely be adapted to several applications. This specificity allows TUIs to “increase
the directness and intuitiveness of interactions”. However, a compromise must be found between
designing very abstract tangible objects that do not convey any affordance and designing special-
purpose objects that cannot be re-used in another application. The fifth and last benefit of TUIs
is that they allow space-multiplexed inputs. Since each object can be assigned a particular
function, several users can interact with several objects at the same time, therefore “allowing
concurrent manipulation of information”, which is not possible with GUIs that only allow for

time-multiplexed inputs.

As we said in section 2.1, these contributions are closely linked to the properties identified by
Fitzmaurice et al. [64] when designing the first Graspable User Interfaces. However, it is worth
mentioning that Fitzmaurice emphasized the idea that Graspable User Interfaces involved the use
of two hands, as compared to GUIs, which mainly use two hands for typing. He also emphasized
the fact that both the position and the orientation of the tangible objects are “critical pieces of
information” and must be tracked using a sensing system. By doing so, it is possible to develop
spatially-aware devices that are more spatial than alpha-numeric and are therefore more adapted

to graphical tasks. The last property mentioned is the spatial reconfigurability of the elements.

28 In this section, the term “cognition” is taken in a broad sense to refer to different theories
(embodied and distributing cognition) and process (learning, acquisition of spatial knowledge,
etc.)
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Finally, it should be mentioned that the notion of special-purpose interfaces is closely related to
the idea of affordance. Because the tangible objects are defined by a set of attributes such as their
shape, size, texture, etc., they provide strong affordances that help users understand how they

should be interacting with them. In other words, tangible objects “cue” interactions [276].

2.4.2 ADVANTAGES OF TUIS IN TERMS OF COGNITION AND USE

Theories of embodied and distributed cognition emphasize the role of physical objects and
environments in constructing knowledge. In that sense, TUIs appear to be particularly relevant as
tools for the construction of knowledge. TUIs also proved relevant for collaborative, learning and
spatial applications. Instead of providing an exhaustive review of studies that investigated the
benefits of TUISs, we only highlight the main properties of TUIs that may explain their successful
use for these types of applications.

EMBODIED COGNITION

Theories of embodiment emphasize the role played by the body in the understanding process.
Embodied cognition, which originates from cognitive sciences, acknowledges the fact that
humans are not “abstract cognitive entities” and that “our bodies and active bodily experiences
inevitably shape how we perceive, feel, and think” [276]. Whereas GUIs barely make demands
upon our body (except for moving the mouse or typing), TUIs allow for tactile and haptic
experiences. When users move around interactive set-ups, their whole body is engaged. The
embodiment of interaction can have several benefits. For example, we already extensively
discussed the benefits of two-handed exploration as compared to single finger exploration. Jetter
et al. [124] gave numerous examples of studies that demonstrated that the use of hand or arm
movements can have a positive effect on working memory, and possibly on spatial memory.
Reviewing studies pertaining to the field of Embodied cognition would be beyond the scope of
this thesis; nevertheless, the four key ideas discussed by Kirsh [139] provide a good overview of
the potential benefits of embodiment:

“1) interacting with tools changes the way we think and perceive—tools, when manipulated, are soon
absorbed into the body schema, and this absorption leads to fundamental changes in the way we
perceive and conceive [of] our environments; 2) we think with our bodies not just with our brains; 3)
we know more by doing than by seeing—there are times when physically performing an activity is better
than watching someone else perform the activity, even though our motor resonance system fires strongly

during other person observation; 4) there are times when we literally think with things”

DISTRIBUTED COGNITION

In Part A, we particularly discussed the benefits of external representations, for example for
problem-solving tasks. With TUISs, the tangible representation of the digital model can also act as
an external representation, and as such present the same advantages as those we already
mentioned, such as computational off-loading or graphical inferences. In our example of the tangible map,
the use of a tactile frame around the zooming area also constrains how the user can interact with
the system as well as the minimum and maximum scale of the map, therefore sparing the user
having to select a scale that would result in displaying a map too magnified to be legible. The
difference is that, unlike print representations that cannot be manipulated, the elements of the

external and tangible representation can be physically manipulated. Therefore, TUIs may raise
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further advantages. In particular, tangible objects may serve as “thinking props” and support
epistemic actions that help users explore options [276], such as rearranging or removing tangible
objects 2. This echoes the fundamental aspects of the distributed cognition theory, which emphasizes
the fact that cognition is not purely internal but is distributed across the members of a social
group and, more relevant in the case of TUIs, involves coordination between an internal and

external (material or environmental) structure [101].

SPATIALITY

A key element of TUISs is their inherent spatiality. Shaer and Hornecker [276] noted that TUIs are
particularly adapted to spatial or geometric applications as the arrangement of the tangible objects
is closely linked to the digital model (e.g. a map). Sharlin et al. [279] particularly investigated how
TUIs exploit “human spatiality, our innate ability to act in physical space and interact with
physical objects” and defined spatia/ TUIs as TUIs that “mediate interaction with shape, space and

structure in the virtual domain”.

Figure 2.25. Two TUIs that enable urban planners to interact with a map by simulating wind
flow, sunlight, pedestrians, etc. Left: Urp (retrieved from [310]). Right: the ColorTable
(retrieved from [184]).

A large number of spatial TUIs have been developed to enable sighted users to interact with a
map. GeoSpace [113] was an interactive map of the MIT Campus designed for sighted users,
where physical objects were used to pan or zoom by forcing the digital map to reposition itself.
Urp [310] allowed sighted urban planners to simulate wind flow and sunlight (Figure 2.25, left). It
was used to observe their consequences on models of buildings placed onto the tabletop. With
the MouseHous Table [107], users could simulate several arrangements of urban elements such as
streets and buildings. Paper rectangles were placed on the device and helped to visualize the
behavior of pedestrians around the buildings. Similarly, the ColorTable [184] was a tool to aid
urban planners and stakeholders in discussing urban changes (Figure 2.25, right). In that project a
mixed-reality scene was created from the original map and the tangible objects that had been
placed above it. The potential of TUIs for geospatial applications has also been discussed in a
number of publications (e.g. [125,249]).

Interestingly, applications that are not inherently spatial can also be adapted to be represented by
tangible objects whose spatial arrangement becomes meaningful [276]. For example, although
storytelling is not inherently spatial, a number of TUIs for storytelling have been developed (e.g.
[290]): the different parts of the story can be embedded into tangible objects whose relative

positions indicate the course of events (similar to flow charts).

29 More precisely, epistemic actions are “actions performed to uncover information that is hidden
or hard to compute mentally” [140].
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Finally, it should be mentioned that TUIs may also improve spatial cognition. In a well-known
study, Kim and Maher [137] asked designers to solve space-planning problems (redesigning
existing studios into a home office and a design office). Two conditions were compared: using a
TUI composed of 3D blocks vs using a GUI with a mouse and keyboard. Results indicated that
the participants’ spatial cognition® was better in the TUI condition than in the GUI conditions.
In fact, participants proposed more ideas and investigated more alternatives in the TUI condition;
they also engaged in larger gestures, which may have helped them feel more immerged and may
have helped them to better structure their spatial cognition. Also, the authors observed that
participants paid more attention to spatial relationships between the pieces of furniture in the
TUI condition.

LEARNING (BY DOING)

TUIs have been largely used for learning. Shaer et Hornecker [276] identified four reasons:
augmenting physical objects can “increase their functionality and attractiveness”; TUIs engage all
senses and may support the child’s development; gestures facilitate thinking and learning; TUIs
are particularly suited for simple examples that do not require scaling or manipulating large sets of
data, i.e. for novices. Marshall [188] and O’Malley and Fraser [218] also identified possible
benefits of TUIs for learning. For example, enabling people to access a different representation
can change the nature of knowledge, and possibly make it easier to grasp a new concept or idea.
Piaget’s theory also stipulated that the manipulation of objects could develop thinking [235], and
corroborates the observations made by Montessori about children being “attracted” to sensory

development materials [209].

Based on similar considerations a number of TUIs have been developed, be it for storytelling (e.g.
[262]), programming (e.g. [220]) or visualization of molecular structures [76]. However, Marshall
[188] pointed out that these tasks could also be supported by traditional GUIs and that it is
unclear whether using TUIs for such application domains actually facilitates learning in
comparison with GUIs. In fact, when reviewing a number of empirical studies that had compared
TUIs and GUIs for learning, Schneider et al. [271] found that results were mitigated and
concluded that “even if these studies are not enough to prove that tangible material is not
improving learning, it indicates that tangibility alone may not be a panacea”. They also posited
that benefits should not be measured in terms of learning only and that “accessory benefits like
enhanced collaborative learning, increased engagement, playful learning, etc.” should also be
considered. Interestingly, Marshall [188] suggested two types of learning activities where TUIs
could outperform GUIs: in exploratory activities, learners can explore an existing representation and
manipulate some parameters in order to observe how they impact the representation; in expressive
activities, learners create their own representation and can use it to, for example, work out whether
the reconstructed representation reflects the real problem or not. To sum up, even though more
studies are required to better understand how TUIs could enhance learning when compared with
GUIs, it appears that TUIs can support various learning activities (and especially exploratory and
expressive activities) by making them, if not always more beneficial, at least more playful and/or

engaging [271].

30 In the article, the authors use the term “spatial cognition” to refer to the process of “perceiving
and reasoning about visuo-spatial information in an external representation” [137].
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COLLABORATION

Non-tangible interactive surfaces provide many advantages when used in a collaborative context.
They are designed for co-location, multiple users, hands-on activities and multiple modes of
communication (e.g. talk, gaze) [46], which can be particularly helpful when several users are
collaborating. Tabletop TUIs provide the same advantages. However, the use of tangible objects
can provide additional benefits. Hornecker [105] discussed the idea of Embodied Facilitation by
considering to what extent the inherent properties of a collaborative TUI can facilitate some
behaviors or actions. Three concepts were introduced: emzbodied constraints, such as the shape of the
table or the number of tools provided, can constrain the users’ behavior and lead them to
collaborate; multiple access points can ensure that all users can access the tangible objects that are
required to perform the task; zailored representations build on users’ experience and encourage them
to interact with the system, lowering the threshold for participation [106]. Some benefits of TUIs
that we previously described are particularly relevant in a collaborative context. For example,
users can exchange objects in order to perform a particular action, which allows for fluid
interactions. Furthermore, users can see what the other users are doing, allowing for a high level
of awareness (e.g. [291]). In particular, the manipulation of tangible objects by a user can be easier

to perceive and to interpret as compared to a multitouch gesture.

Figure 2.26. The prototype used by Schneider et al. [271] to investigate the benefits of TUIs
for collaborative learning. Retrieved from [271].

A number of studies have been led to investigate the benefits of TUIs in terms of collaboration,
and particularly in terms of collaborative learning. For example, in the study proposed by
Schneider et al. [271] a TUI was compared to a multitouch interface (Figure 2.20). Results show
that for the same problem-solving task (arranging the layout of shelves in a warehouse), using the
TUI was beneficial in terms of performance (a higher number of accessible shelves), subjective
rating of playfulness, and collaboration (a higher collaboration score, measured with a
questionnaire). In fact, participants explored more alternative solutions with the TUI than with
the multitouch interface. It is probable that the physicality of the small-scale shelves encouraged
participants to manipulate them. In a study by Speelpenning et al. [288] two groups of participants
played a game about sustainable development, using a multitouch application of a TUI. Although
performances were similar between the two interfaces, the authors reported that under the TUI

conditions, participants achieved a higher awareness.
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2.5 LIMITATIONS

The main limitations of TUIs are due to the use of real physical objects that are rigid and static, as
compared to their digital counterparts. From a practical perspective, tangible objects need to be
stored, in contrast do digital objects that do not take up physical space. There is therefore a risk
of losing or misplacing them [276]. Tangible objects are also less durable than digital objects: they
can break or be physically altered when used several times. In particular, fiducial markers attached
under or over the objects may need to be regularly reprinted to ensure a reliable tracking. There is
also a need to make and build these objects. Even though everyday objects can be used, it is very

often necessary to adapt them, for example by affixing a fiducial marker.

As far as the tangible representation is concerned, the main issue is scalability [276]. Because a
limited number of tangible objects can be used on a single surface, TUIs are not particularly
adapted to represent complex problems or models, even though visual feedback can be used to
increase the expressiveness of the representation. This is related to the notion of “structural
correspondence” introduced by Edge and Blackwell [55]. The physical structure and the
information structure that are represented should provide similar possibilities in terms of
interaction. However, because the design of physical objects is constrained, they may not support
interactions or manipulations as complex as those offered by digital objects. For example, tangible
objects are usually fixed in size and therefore cannot be enlarged and reduced dynamically (e.g. by
zooming in or out), unlike digital objects. Increasing the number of tangible objects can also lead
to “physical clutter” [276], which can make the tangible representation less legible or more
difficult to understand. Although it could be possible to increase the size of the surface itself, this

should not result in participants having difficulty in reaching all objects without having to move.

We already briefly indicated that the fact that TUIs are specific-purpose (or strong-specific [276])
could be seen as both an advantage and a disadvantage. If tangible objects are specifically
designed for a particular TUI, they can rarely be used for another TUI. Although it is possible to
design generic and abstract tangible objects, one should keep in mind that the affordance of the
objects is one of the key contributions of TUIs in terms of interaction. This raises an issue of
versatility [276]: not only can a TUI rarely support a wide range of tasks, but for a single task TUIs
can hardly support functions that require a dynamic reconfiguration of the representation, such as

undoing/re-doing actions.

Another limitation is correlated to the technologies used for implementing tabletop TUIs. As we
will see in the following section, tabletop TUIs can be very low-cost when they only rely on a
webcam, a transparent surface and some objects, but they can also require additional hardware
when finger tracking is necessaty and/or when there is a need to display or project visual
feedback. Therefore, the choice of implementation technologies impacts the affordability and
availability of tabletop TUISs. In fact, to date, tabletop TUIs are most often used in laboratories or
intended for a public audience (e.g. in museums). However, the development of commercialized
systems such as the ReacTable [126] suggests that in the future tabletop TUIs will be more

widespread and easier to implement.
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3 TECHNOLOGIES FOR TABLETOP TUIS

Since the first TUIs various technologies and toolkits have been used and developed to build
tabletop TUIs [276]. However, although a few commercialized solutions exist, most research
projects still rely on the use of custom-made prototypes whose cost, reliability, features and ease
of assembly can vary greatly depending on the technologies used. In this section we give an
overview of these technologies. More specifically, we describe technologies used for 1) tracking
and identifying tangible objects, which is the basic feature of TUIs; 2) detecting users’ touches,
which can greatly enhance how users can interact with the system; 3) displaying or projecting
visual feedback onto the table. Even though visual feedback is not essential for visually impaired
users, it can promote collaboration between visually impaired and sighted users and, as we

discussed in Chapter 2, Part E, 4.2, can be particularly helpful for users with low vision.

3.1 TRACKING OBJECTS

Voelker et al. [323] identified four requirements for tabletop TUIs: 1) at any one time, the system
must know which tangibles are currently on the tabletop; 2) each tangible object must have a
unique ID; 3) the system must know the position and orientation of each tangible object; 4) fast-
moving tangible objects should be detected without noticeable delays. Additional pieces of
information may also be useful to increase the design space of interaction techniques on and
above the tabletop, such as detecting the z-position of the tangible objects and knowing whenever

the user is touching or interacting with a tangible object.

Among the various technologies that aim at fulfilling these requirements (or at least at obtaining
the x- and y- positions of the tangible objects), two main techniques can be identified [80]. The
first (and the most common) relies on external sensing, i.e. the tangible objects are being tracked
by an external device such as a camera; the second, less frequent, relies on internal sensing, i.e. the
objects themselves are aware of their position, orientation etc., and send the corresponding
information to a central unit that provides feedback accordingly. In this section we describe
existing technologies for external and internal sensing. Although the list is not exhaustive, it

covers common technologies that have been applied to a large number of prototypes.

3.1.1 EXTERNAL SENSING

Figure 2.27. Two examples of camera-based systems. Left: with the ReacTable, the camera is
placed below the surface (retrieved from [126]). Right: in PlayAnywhere, the camera is placed
on the side of the table (retrieved from [341]).
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In this technique two types of system exist, depending on whether they rely on cameras or other
types of electromagnetic sensors. Camera-based systems rely on computer vision algorithms to
detect, identify and track tangible objects. Although tangible objects can be detected and
identified based on their shape, size or color (see [184] for example), the main approach is to
attach a fiducial marker to the top of or below the objects (as in the Reactable [126], Figure 2.27,
left). When a marker is detected in the image, the corresponding software library provides the
position and identity of the object and, in most cases, its orientation. The camera is usually placed
above or below the tabletop, although in PlayAnywhere [341] the camera is placed on the side of
the table (Figure 2.27, right). Cameras can be in the optical or infrared domain. The advantage of
using infrared cameras is that the algorithm operates in a different spectrum to the one used for
projecting an image onto the tabletop, therefore avoiding the projected image interfering with the
detection of tangible objects [274]. Another way to detect tangible objects in the infrared
spectrum is to use LEDs. For example, TouchBugs [217] are small objects that embed two LEDs
that are detected by a camera placed under the surface: the frequency and amplitude of the light
signal allow the application to detect the objects, as well as their position and orientation. Tags
can also be composed of a number of reflective markers: for example, SlapWidgets [336] are
made of silicone, making them compliant with a finger-tracking technology (FTIR, see 3.2) that

cannot be used to track fiducial markers.

A variety of systems based on electromagnetic sensors have been developed3!. One of the most
common technologies is RFID (Radio-Frequency Identification) [276]. RFID tags are embedded
into the tangible objects and their presence can be detected when they are within range of a tag
reader connected to a computer. The RFID tags can be passive, in which case they can emit their
identity only when they are powered by the tag reader (wirelessly, via induction) or active, in
which case they are self-powered and emit a constant signal. Several tabletop TUIs rely on a
matrix of RFID antennas (e.g. [116,307]).

Tangible objects can also embed magnets. In this case, a dedicated hardware is used to detect the
magnetic fields of the tangible objects. Specific algorithms are therefore applied to identify the
objects based on the variations of the magnetic fields. For example, in GaussBricks [167], an
analog Hall-sensor grid was attached under a tablet and was used to detect the overall shape and
structure of constructions made of different types of tangible and magnetic bricks (Figure 2.28,
left).

Although originally meant to be used for tracking fingers, capacitive surfaces can also be used to
detect tangible objects. The idea is to simulate touch inputs, usually with passive and conductive
"tags" (such as a metallic tack). The layout of the tags is used to identify the objects, as well as
their orientation, and ensure that the objects can easily be distinguished from finger touches.
Recently, Gonzalez et al. [210] proposed TouchTokens, which are tangible objects whose shape
restricts the way that users can grasp them (Figure 2.28, right). By detecting the positions of the
fingers that hold the object, the system is able to identify which object is being manipulated.
Another approach proposed by Gétzelmann and Schneider [88] and called CapCodes, is to 3D-

31 Although RFID, electric and magnetic technologies are often presented in different categories,
they are all related to the use of electromagnetic fields, hence our choice to present them in the

same category (see https://en.wikipedia.org/wiki/FElectromagnetic field)
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print objects with conductive elements. When placed above a capacitive surface and touched by
the user, the system can detect the position and orientation of these objects by analyzing the

“touch” positions.

_______

Figure 2.28. Two examples of systems based on electromagnetic sensing. Left: in GaussBrick,
an analog Hall-sensor grid was attached under a tablet and enabled the system to track small
objects/magnets (retrieved from [167]). Right: TouchTokens constrained how the user can
grasp them: the finger positions is then used to retrieve the ID of the tangible object with a

capacitive surface (retrieved from [210]) .

3.1.2 INTERNAL SENSING

In this section, we only refer to tangible objects that embed sensors that allow them to
communicate their position (and orientation) to the main application. Stand-alone systems that
are “aware” of their 2D or 3D topologies are therefore not considered (see [80] for a brief review
of illustrative examples). The main approach for internal sensing is the use of integrated sensors
that detect what is displayed under or above the tangible objects and use this piece of information
to compute their position and orientation. For example, Zooids [81] are small robots that are
equipped with two photodiodes that are used to decode gray-coded patterns projected over the
table. Cellulos [223] are robots equipped with a camera that is used to decode micro-dot patterns
printed on paper. Fach pattern encodes a unique and absolute position. These approaches are
based on the Anoto3? technology which is often used to track the position of a stylus on a sheet

of paper.

3.1.3 COMPARISON OF EXISTING TECHNOLOGIES

External sensing devices range from a very simple set-up (e.g. a camera placed below a glass table)
to more complex ones (e.g. RFID sensing including an array of antennas). Although systems
based on electromagnetic sensors may contain interesting features (e.g. GaussBricks [167], which
could be used on a tablet), they are generally expensive and difficult to assemble. Besides, RFID
technology does not provide the orientation of the tangible objects while systems that rely on the
analysis of magnetic fields do not usually provide their identity [276]. Camera-based devices are
usually cheaper and easier to assemble. Besides, computer-vision algorithms for tracking fiducial
markers are fast and accurate, even though a delay may be observed when tracking movable

objects [276]. A downside to these devices is that they depend on lighting conditions and that

32 http://www.anoto.com/
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they can be quite bulky. Also, it should be noted that all tabletop TUIs based on a tracking system

from above the surface are sensitive to hand occlusions.

Tangible objects that are adapted to be tracked with capacitive or inductive surfaces are a good
alternative, notably in terms of cost. However, with this technology most tangible objects are only
detected when the user touches them. To tackle this issue it is possible to add sensors within the
objects, which can be used to detect whether they are touching the surface or not (e.g. [323]).
Although the integration of electronic devices makes it more difficult to assemble the objects, it is
a promising solution. However, because the objects are designed so as to simulate touch inputs
whose configuration creates a unique pattern that can be identified (“footprints”), they are usually

relatively large and/or only a limited number of tangible objects can be used.

As for tangible objects equipped with a camera (internal sensing), they can achieve a very high
accuracy in terms of localization and can be relatively small. However, each tangible object needs
to be self-assembled and lighting conditions may be an issue. The main advantage of internal
sensing over external sensing is that no external camera needs to be used, which results in set-ups

being less bulky than traditional TUIs.

3.2 TRACKING FINGERS

Technologies for tracking fingers can be categorized into camera-based systems or electric
surfaces [274]. Similarly to the previous section, we do not provide an exhaustive list but cover

the most common solutions, based on the technical report by Schoning et al. [274].

3.2.1 CAMERA-BASED SYSTEMS

Fingers can be tracked by using appropriate computer-vision algorithms and a regular camera (in
the optical domain) or a motion-capture system. Motion-capture systems make it possible to not only
track and identify fingers, but also to retrieve their z-position. However, the most common
approach to track fingers is to place a camera below a surface which is illuminated using infrared
LEDs [274]. Two main technologies can be implemented by varying the position of the IR LEDs
and by using different materials. FITR (Frustrated Total Internal Reflection) set-ups are
composed of a transparent acrylic pane surrounded by a frame of infrared LEDs that emit light
inside the surface (Figure 2.29, left). When the user touches the pane, the light “escapes” and is
refracted at the position of the finger; the resulting reflections can be detected by the camera
[274]. DI (Diffused Illumination) set-ups are composed of infrared illuminators that are placed
below the surface (Figure 2.29, middle). When an object or a finger touches the surface that
diffuses the light, infrared light is reflected and detected by the camera as it produces a “blob”
that is brighter than other areas [274]. DSI (Diffused Surface Illumination) set-ups are very similar
to DI set-ups, but a special material is used that prevents the need to place infrared LEDs below
the surface, making the set-up less bulky [274] (Figure 2.29, right). Infrared frames can also be
placed above various surfaces: they are composed of LEDs that create an “infrared grid” and of
light detectors. When the user touches the surface surrounded by the infrared frame, the finger
intersects the rays and the corresponding light detectors no longer receive a signal. From this, the

position of the finger within the frame can be computed.
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Figure 2.29. Finger-tracking with camera based systems. Left: Frustrated Total Internal
Reflection. Middle: Diffused Illumination. Right: Diffused Surface Illumination. (after
http:/ /wiki.nuigroup.com/Hardware)

3.2.2 ELECTRIC SURFACES

Electric systems mainly consist in resistive surfaces or capacitive surfaces [274]. Resistive surfaces are
composed of two conductive layers separated by an insulating layer. When users touch the
display, the two layers touch each other and establish a current that is measured in order to obtain
the position of the touch input [274]. Capacitive surfaces are composed of a single conductive
layer and electrodes around the edges that ensure a uniform electric field across the layer. When a
user touches the surface, there is a transfer of charge from the layer to the user, which results in a
deficit of charge that can be measured and accurately localized [274]. Projected capacitive surfaces
are composed of two layers of glass inside which a grid of conductive material is installed. When
the user touches one glass layer, the difference of capacitance can be computed to locate the
touch input [274]. Interestingly, capacitive foils are now available on the market: they consist in a
very thin, transparent and flexible film that can be attached to any non-metallic surface to

transform it into a multitouch surface.

3.2.3 COMPARISON OF EXISTING TECHNOLOGIES

FTIR technology is very efficient for tracking fingers but cannot be used to track fiducial markers
[274]. DI and DSI technologies support both fingers and objects tracking, but they can require a
relatively complex calibration and set-up (projector, IR LEDs, material used, etc.). Their cost can
vary extensively, depending on whether they are “do-it-yourself” prototypes or commercialized.
Interestingly, open source toolkits such as CCV?33 are numerous and provide basic features for
detecting the position of fingers as well as the input state (pressed, moved or released). Capacitive
and resistive surfaces are usually integrated in tablets or multitouch displays, sparing the need to
assemble them and to buy dedicated hardware. Infrared frames and capacitive foils are now
available on the market: they are very easy to assemble, relatively cheap and can be used with a
large range of surfaces. However, they are less accurate and, in the case of infrared frames, the use
of tangible objects can interfere with finger tracking as the objects intercept the infrared rays. A
more detailed comparison of existing solutions for multitouch surfaces can be found in Schoning

et al [274].

33 http://ccv.nuigroup.com/#home
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3.3 VISUAL FEEDBACK

To display the visual representation of the user interface upon the surface, two solutions can be
considered: using a projector (beamer) or a LCD screen [274]. The projector can be placed below
the surface (rear-projection) or above the surface (front-projection). Depending on the projector
throw (i.e. “the distance between the projector and projection surface which is required to display
an image of a specific size” [274]), a system of mirrors can be used to reduce the height of the
table. Depending on the material of the surface it may also be necessary to use an additional layer
onto which the image will be projected. LCD screens can also be used but must be adapted by

removing some layers when a camera is used to detect the user’s fingers from below the screen.

3.4 SUMMARY

To sum up, technologies for tracking tangible objects vary in cost, from very low-cost set-ups that
only use a camera and fiducial markers to expensive ones that rely on grids of electromagnets.
Also, they do not offer the same features: for example, RFID technologies do not recognize
orientation while technologies based on magnetic fields do not recognize identity. However, as
mentioned by Voelker et al. [323], being able to detect the position, identity and orientation of
tangible objects is essential. Therefore, the most common and affordable approach is to use
fiducial markers tracked by a camera. Technologies based on internal sensing are very promising
but they require the objects to be self-powered and are more difficult to assemble. Similarly,
technologies for finger tracking vary in cost but also in accuracy: for example, infrared frames and
capacitive foils are not as precise as camera-based devices. However, the use of a camera can be
an issue because it requires calibration and, when placed above the tabletop, can lead to
occlusions of the tangible objects. Although most technologies only provide the x- and y-
positions of the tangible objects and fingers, exploiting the z- position can enhance the design
space of interaction on and above the tabletop (e.g. [95,187]).

Issues arise when trying to combine finger and object tracking with visual feedback. In fact, very
few prototypes have implemented these three functionalities: most tabletop TUIs do not support
touch interaction. To combine these functionalities, the most common approach is to place an
infrared camera below the tabletop and to use Diffused (Surface) Illumination to track both the
fingers and the fiducial markers. To project an image onto the screen an additional projection
surface is required. However, this surface “blurs” the image perceived by the camera and
therefore fiducial markers must be large enough to be recognized (around 4 cm wide). In
SlapWidgets [336], the authors combined FTIR (for touch detection) with DI (for object
detection). However, they did not use fiducial markers but silicone-based markers that created a
unique “footprint” for each object. A few commercialized interactive tables exist that combine a
screen (to display the image) with multitouch and object tracking. Microsoft Surface supported
the tracking of relatively small tags (around 3 cm diameter) consisting of several infrared reflective
and absorbing areas. However, this product has been discontinued. Multitaction tables are
composed of several infrared cameras placed inside the table, but tracking objects less than 4 cm

wide is very difficult to achieve.
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4 ACTUATED TABLETOP TUIS

4.1 DEFINITIONS AND MOTIVATIONS

When tangible objects are used as tokens issues arise when the physical representation must be
updated to reflect a change that occurred in the digital model. Indeed, most tabletop TUIs rely on
tangible objects that are passive and can only be manipulated by the user. Even though users can
move the tangible objects to their new position, this takes some time when several objects need to
be displaced, especially in the absence of vision. This issue can be tackled with actuated interfaces,
defined as “Znterfaces in which physical components move in a way that can be detected by the user” [242].
Actuation can be used to update the physical representation of a TUI by, for example, altering the
shape, speed of motion and position of the tangible objects. Therefore, actuation can “preserve
consistency between digital and tangible representations” [242]. The earliest examples of actuated
tabletop TUlIs include PsyBench [19] and the Actuated Workbench [228], which made use
respectively of a single electromagnet and an array of electromagnets to move objects above a
surface. PsyBench [19] was designed to support remote collaboration with TUISs: if a user moved
one object on his/her wotkspace, then the corresponding object on the other uset’s workspace

could be moved by the system so that both representations remained identical.
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Figure 2.30. The third feedback loop in the MCRit model of TUIs [305]. (Retrieved from
[111]).

Actuation can be integrated into the interaction model proposed by Ullmer and Ishii [305], in
addition to the passive haptic feedback loop and to the digital feedback loop (Figure 2.30). This
physical actuation loop “allows the computer to give feedback on the status of the digital
information as the model changes or responds to internal computation» [111] and can also
increase the malleability of tangible objects [242]. Although actuation can be used for a variety of
purposes (e.g. making a tangible object vibrate to draw the user’s attention), we will focus here on

systems where tangible objects can move or can be moved without requiring users’ manipulation.

Up to now, most actuated tabletop TUIs can only move a limited number of tangible objects
simultaneously. However, with the reduction in size of tangible objects that can move by
themselves, it is now possible to envisage displays made up of a large number of tangible “pixels”,

greatly increasing the complexity of tangible representations. Poupyrev et al. [242] used the term
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Chapter 2 — Related work
Part D — Tangible User Interfaces

self-rearranging displays to refer to “devices that consist of multiple parts that can dynamically re-
arrange themselves in space”. Based on Zooids, small robots that we later describe in detail, Le
Goc et al. [81] introduced the term Swarm User Interfaces (SUIs) to designate “human-computer
interfaces made of independent self-propelled elements that move collectively and react to user
input”. In that sense, SUIs could therefore be seen “as a coarse-grained version of [] futuristic
visions of user interfaces based on programmable matter” [81]. As we said in the introduction,
although shape displays are very promising they still require complex hardware and set-up. By
using small robots it is possible to build physical and dynamic displays that are not as expensive
and complex as shape displays and that can be more finely controlled than shape displays based

on continuous control (e.g. pneumatic actuation).

4.2 TECHNOLOGIES

Two main approaches exist to move an object over a surface [232,255]: the tangible objects can

be moved by the surface itself, or they can move on their own.

4.2.1 ELECTROMAGNETIC SURFACES

Figure 2.31. Two examples of electromagnetic surfaces. Left: with PICO, users could
constrain the movement of the tangible objects (retrieved from [231]). Right: Madgets
(retrieved from [334]).

Tangible objects can be moved by the surface itself, usually composed of a number of
electromagnets. Well-known examples include the Actuated Workbench [228], PICO [231] and
Madgets [334]. With the PICO [231] system, the use of physical constraints on tabletop TUIs was
investigated (Figure 2.31, left). The application enabled users to simulate the placement of
telephone towers in order to provide the best telephone coverage. Active tangible objects
represented the towers and moved to positions computed by the system based on a set of
computational constraints. Users could add and remove towers to visualize the impact on overall
coverage, but they could also restrict the movements of the objects using their hands or physical
objects (e.g. a rubber band or a ring could be used to enclose two towers while a “collar” placed
around a tangible object prevented it from being too close to others, see Figure 2.29, bottom left).
As for Madgets [334], they consisted in magnetic widgets that embedded at least four permanent
magnets (Figure 2.28, right). An array of magnets was used to control the position and orientation
of the tangible objects, but also to activate parts of the widget. For example, the system supported
tangential movements (e.g. to move a slider) as well as z- movements (e.g. a radio button could be

raised up or down).
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4.2.2 MOBILE TANGIBLE OBJECTS

Figure 2.32. Three examples of actuated tabletop TUIs with mobile tangible objects: Cellulos
[223], Tangible Bots [232] and Zooids [81]. (Respectively retrieved from [ref], [232] and [81].)

On the other hand, the objects can move by themselves. They are usually motorized custom-
made or off-the-shelf robots equipped with two wheels that can be controlled either remotely or
by displaying a particular pattern that the robots interpret in order to move, rotate, or change
speed. Cellulos, for example, are custom-made robots (around 7.5 cm diameter, see Figure 2.32,
left) that are composed of three ferromagnetic balls that are controlled by a PCB embedded into
the robots (see [222] for more details) and that were designed to be used for educational
purposes. The Tangible Bots [232] developed by Pedersen and Hornbaek were based on
commercialized robots (around 10 cm diameter, see Iigure 2.32, middle). The authors
investigated the design of interaction techniques with the Tangible Bots such as zndirection
interaction techniques that allowed users to move the robots without touching them (e.g. by
drawing a path that they must follow) or by controlling several robots at the same time. More
recently, Le Goc et al. [81] proposed a new platform composed by many Zooids, which are small
(2.6 cm), affordable (50 $) and high-speed (44 cm/s) custom-made robots (Figure 2.32, right).
Several scenarios were described: three scenarios described how users could draw predefined
shapes, such as circles or rectangles, by using two Zooids that served as “handles”, or how they
could draw Bézier curves by manipulating specific Zooids that acted as control points. Zooids
could also support interactive visualization, for example to navigate time-series data (some Zooids
represented the data points whereas others acted as sliders to filter which data to display) or
scatterplots.

4.2.3 COMPARISON OF EXISTING TECHNOLOGIES

To sum up, electromagnetic surfaces do not require the objects to be powered, but are expensive
and complex to build. In addition, with such technologies the system cannot detect the
orientation of the tangible objects unless several magnets are embedded within the object (e.g.
[334]), which results in relatively large tangible objects. The main advantage is that the objects can
be extremely cheap and relatively small. Also, with such surfaces, tracking the objects with a
camera placed below the surface is not possible and therefore either the camera must be placed
above the tabletop (which may lead to occlusions) or alternative tracking solutions must be
considered (e.g. RFID in [231] or a grid of fiber-optic cables that is similar to the use of a camera
in [334]). However, these solutions require additional dedicated and relatively expensive hardware.
Mobile-based tabletop TUIs are easier and usually cheaper to build than electromagnetic surfaces.
However, the tangible objects must be powered and must embed sensors, making them more

expensive and complex to build. Riedenklau [255] also pointed out that “electromagnetic
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actuation allows to apply force to the [tangible objects] even when they are slightly lifted from the
surface by the users”, which is not the case with mobile-based surfaces. In all cases, tangible
objects that can move or can be moved differ in size, motion speed and motion abilities
(holonomic or non-holonomic movements3#). With the advent of robotics, it is easier and easier
to buy or build affordable and small robots with a relatively high motion speed: therefore mobile-
based robots appear to be a very promising approach for the design of actuated tabletop TUIs or
SUIs.

5 CONCLUSION OF PART D

In this part, we provided an overview of the main theories and characteristics of (tabletop) TUIs.
In particular, we introduced the MCRit model [305], which emphasizes the fact that TUIs are
built on a digital model that is rendered using both intangible and tangible representations. We
also described the taxonomy proposed by Holmquist et al. [102] to describe the different roles of
tangible objects: containers, tools and tokens. TUIs have been studied from various perspectives,
and throughout the years a number of important characteristics of TUIs have been identified. We
presented some of them, along with benefits of TUIs for collaborative, learning and spatial
applications. We also described the most widespread technologies for implementing tabletop
TUIs. Object tracking can be achieved with internal or external sensing: although internal sensing
is very promising, systems based on external sensing are most common, probably due to their
simplicity. The most common technology is to place a camera below a tabletop and to track
fiducials attached underneath the tangible objects. For finger tracking, a number of solutions exist
and can be broadly classified into camera-based technologies and electric-based technologies.
Along with traditional approaches (a camera placed below a surface that is illuminated with
infrared LEDs), new technologies such as infrared frames and capacitive foils are now available
on the market and provide an easy way to implement multitouch surfaces. Finally, we described
the field of actuated tabletop TUIs: actuation can be used to preserve consistency between digital
and tangible information, but it can also be used to make TUIs more dynamic, and therefore
compensate for their limited scalability. We discussed two main approaches for implementing
actuated tabletop TUIs (electromagnetic surfaces and mobile-based interfaces), and highlighted
the fact that systems based on robots are particularly promising, notably in the context of the
development of Swarm User Interfaces. Having described the properties and implementation
technologies of tabletop TUIs, we address in the next and last part of this chapter the design of
usable interaction techniques, tangible objects and feedback for tabletop tangible maps and

diagrams for visually impaired users.

34 Holonomic robots can freely move in any direction while non-holonomic robots cannot (they
must turn before moving (as cars).
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PART E
DESIGNING TABLETOP TANGIBLE MAPS AND DIAGRAMS
FOR VISUALLY IMPAIRED USERS

1 INTRODUCTION

Tabletop TUIs for visually impaired users rely on the same technologies as tabletop TUIs for
sighted users and may therefore present the same benefits, and, of course, limitations. However,
their design must address specific and additional issues as the intangible representation cannot
rely solely on visual feedback. In this part we first discuss to what extent the properties of
tabletop TUIs for sighted users differ from those for visually impaired users. We then provide a
detailed description of eight prototypes of tangible maps and diagrams for visually impaired users
and analyze them in relation to four main dimensions: content, design of the tangible objects,
interactivity and technology. Based on this analysis, and on existing guidelines, we draw up a list
of aspects that appear important when designing tangible maps and diagrams for visually impaired

users, and that we will investigate in more detail in the following chapters.

2 SPECIFICITIES OF NON-VISUAL TABLETOP TUIS

If we refer back to the MCRit model [305], the main difference between tabletop TUIs for
sighted and visually impaired users is that the second feedback loop cannot rely on the visual
modality alone. In fact, where the system is intended to be used by blind users, the visual modality

cannot be used at all. From this a number of issues arise.

The first issue is that the representation cannot be as complex as it could be if visual feedback was
allowed. For example, in several map prototypes, a limited number of physical building models
were used but a large amount of information was displayed visually (shadows, streets, trees,
pedestrians’ crossings, etc.). Text can also be displayed to convey numerical information. Even
though a certain number of pieces of digital information can be rendered with vibrations or
sounds, tangible maps and diagrams for visually impaired users can in no way be as complex as
tangible maps and diagrams for sighted users. In fact, it is the same limitation that we previously
identified when discussing the production of tactile maps and diagrams. Visual content must be
adapted, and, in most cases, simplified, to become accessible via the senses of touch and hearing.
One way of addressing this issue is to design tangible objects that can be used to represent
various and complex digital information. While most prototypes of tabletop TUIs for sighted
users rely on circular or square tangible objects (i.e. points), we hypothesize that being able to
physically render digital /ines (and possibly areas) could increase the expressiveness and complexity
of tangible representations that do not rely on visual feedback. However, increasing the number
of tangible objects and/or their expressiveness should not come at the cost of an increasingly
tedious exploration. As we will more thoroughly discuss in the next sections, users must be able
to explore the tangible representation using their hands and without easily moving the tangible
objects, otherwise the representation would become incorrect or the benefits of two-handed

exploration would not be relevant anymore.
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The second issue is that since the tangible representation cannot be augmented by visual
feedback, users cannot immediately understand what the tangible objects represent or can be used
for. On the contrary, using visual feedback, it is possible to project onto or display under the
tangible objects colors, labels, shapes, etc. In particular, visual feedback allows users to easily
distinguish between two tangible objects that share similar physical properties (size, texture) but
around which different colors/labels are displayed. More generally, visual feedback provides users
with a sense of embodiment and helps them understand that they can explore and manipulate the
digital representation by manipulating the tangible objects. Therefore, the design of tangible
objects for visually impaired users must be adapted (so that each tangible object can be easily
identified) and/or interaction techniques must be provided to help users understand what a

tangible object either stands or can be used for.

When interacting with a tabletop TUI, sighted users can very quickly position the tangible objects
in their right place if required (e.g. by placing two buildings on a street). Once again, visual
teedback can be used to indicate where an object must be placed, or in which area it must be
manipulated to trigger a particular command. In the absence of visual feedback, suitable
interaction techniques must be provided to help visually impaired users place the tangible objects
in their right place, so that they can later explore and possibly edit the representation. Similarly, if
one tangible object is incorrectly placed, leading to inconsistencies between the digital and the
tangible representation, sighted users can quickly notice it and replace it. Such a situation can be
more problematic if the users cannot see that an object has been misplaced; if the system warns
them, feedback must be precise enough to help the users relocate the object. In all cases, feedback

appears to be particularly important in the design of tabletop TUIs for visually impaired users.

The reliability of the technologies used is also very important. In particular, if objects are not
propetly tracked, users may not be able to understand why the system is no longer responding.
For example, placing a camera above the sutface to track objects and/or fingers may result in
occlusions that the user is not aware of. On the contrary, using visual feedback, it can be very easy
to indicate whether a tangible object is active or not. As for finger tracking, multitouch surfaces
may cause issues when used by visually impaired users as unintentional inputs are often triggered
[24]. Since one of the main advantages of TUIs for visually impaired users is the fact that they
support two-handed exploration, users should be confident in using both hands without being
afraid to involuntary trigger audio feedback.

Another aspect that would be worth investigating, but that we are unable to in this thesis, is the
question of collaboration3. In Part C, we indicated that one benefit of TUIs lies in their
collaborative use, and particularly in the fact that they provide a sense of awareness that is essential
to enable users to work together. However, this sense of awareness is mainly based on the fact that
users are able to see what the other users are doing, which objects they are manipulating, and
how. In the absence of vision, providing a similar sense of awareness is a design challenge that has

rarely been addressed in the literature (although see [108,300]. It also raises the question of the

3 See Chapter 6, 4.2 for a discussion on collaborative TUIs for visually impaired users and a
description of two ongoing projects.
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relevance of audio feedback in a collaborative context: when several users are interacting

simultaneously, how to provide understandable audio feedback to each of them?

To sum up, tabletop TUIs for visually impaired users present the limitations inherent in every
tabletop TUIs (see Part C), but they also present additional limitations that must be overcome as
much as possible. In particular, the content of tangible maps and diagrams for visually impaired
users cannot be as complex as that for sighted users; the tangible objects must be carefully
designed; suitable interaction techniques must be designed to enable users to explore and
reconfigure the representation; technologies should be carefully chosen to provide reliable finger
and object tracking while preventing occlusions and/or unintentional selections. In the next
section we will review a number of prototypes and solutions that have been proposed to address

these limitations.

3 DESCRIPTION OF EXISTING PROTOTYPES

As we already mentioned, the number of projects relative to the development of tangible maps
and diagrams for visually impaired users is limited. Besides, existing projects have not always
resulted in implemented and/or evaluated prototypes. Nevertheless, even incomplete projects
may reveal interesting questions about the design of non-visual tabletop TUIs. In this section, we
describe in detail existing prototypes or design ideas in order to identify issues encountered or
discussed by the authors, as well as solutions that have been proposed. As each prototype was
explicitly intended to support the (re)construction and/or exploration of maps or diagrams, we

present them in two categories: tangible maps and tangible diagrams.

3.1 MAPS

The Tangible Pathfinder [278] was designed to be independently used by a visually impaired
student during Orientation & Mobility lessons. Although to our knowledge it was not
implemented, the authors envisaged that a tangible map or itinerary could be represented on a
tablet thanks to a set of small-scale tangible objects that could represent elements that are
important for navigation (sidewalks, walls, pedestrian crossings, etc.), and that would be tracked
by the tablet. The corresponding digital model could be downloaded from an online database by
the students themselves. Three activities were envisaged: the prototype could be used as a static
tactile map; the map could be explored in an interactive manner by moving a tangible avatar
above the tablet and 3D audio feedback would be given accordingly; the prototype could serve as
a self-assessment tool, allowing students to reconstruct the map or itinerary from memory while
receiving feedback about the accuracy of the reconstruction. The authors also mentioned that the
tangible objects could “speak” in order to provide the user with pieces of information about the
point of interest that they represent. Finally, the authors envisaged that “given sufficient
miniaturization the Tangible Pathfinder could be used as a portable, autonomous [Orientation &

Mobility| guide” that users could carry with them when walking.

The prototype proposed by Schneider and Strothotte, which we will refer to as Tangible
Itinerary [272], was based on a similar idea. The aim of the authors was to foster the active
participation of the students when learning a new route by letting them independently construct

an itinerary. A set of objects of varying lengths representing route segments were placed next to
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the user, who was then guided by the system to place them in their right place. A tactile grid was
used to indicate the working area and a camera was placed above the table to detect the position
of the building blocks and one of the user’s fingers, marked with a colored ring. In the
exploration mode, users could explore the digital map as well as the tangible itinerary by moving
their tracked finger above the surface: verbal descriptions and sounds were given accordingly. In
the construction mode, audio instructions were given to help users construct the itinerary. First,
the system told the user the length of the next object to be placed. Once the user had placed the
object next to the previous one, the system indicated the orientation of the route segment. The
procedure was repeated until the whole itinerary had been reconstructed. Users could switch from
the exploration to the construction mode by placing two tangible route end blocks at the
beginning and end of the itinerary; the system therefore computed the shortest path. To make the
itinerary more stable, magnets were placed at the extremity of each route segment so that two
adjacent bricks could be connected. The authors also mentioned that the objects were designed
“in a way that they [could] be held in the middle while still leaving the top unoccluded”. They also
indicated that a “metal pad” was used to prevent the tangible objects from being moved
accidentally. One blind user was able to construct an itinerary composed of five route segments
and had “fun” interacting with the system. Interestingly, all graphical information was displayed

on the computer to support cooperation between a sighted and a blind user.

3.2 DIAGRAMS
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Figure 2.33. Construction of a line graph with the Trackable Interactive Multimodal
Manipulatives (retrieved from [182]).

TIMM (Trackable Interactive Multimodal Manipulatives) [181,182] were interactive tangible
objects that provided multimodal feedback such as sounds and vibrations for the autonomous
exploration, creation and edition of diagrams by visually impaired users (Figure 2.33). A number
of interaction techniques and functionalities were proposed but the authors did not indicate how
users could switch between modes and how the interaction techniques and functionalities could
be adapted for the different types of diagrams mentioned (line graphs, UML diagrams, drawings
of molecular structures, etc.). In addition, it is unclear whether the TIMM were implemented as
no evaluation was conducted. To reconstruct a diagram, two techniques were proposed. First,
users could explore the tabletop with their hands until they heard a sound indicating that they had
found an element: they could then place a TIMM in that position. Alternatively, they could be
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guided by audio instructions (e.g. “go left”) to place the TIMM in its right place. The authors
suggested that a tactile line could be added between two TIMMs using a piece of yarn or a
wooden stick. To create a graph users could place several TIMM on the tabletop and were “then
asked to describe or provide a description using a standard or a braille keyboard”. To edit a
diagram, users could interact with the system with multitouch gestures. Otherwise, they needed to
correctly orientate the TIMM: “If the orientation and position of a TIMM matches a component,
then a user is allowed to modify that component by moving the TIMM”. During the edition of a
graph audio feedback was provided (e.g. “the slope of the line is now negative”). The authors also
mentioned that the “representation could be saved and printed”. In another publication [180], the
use of TIMM for remote collaboration was discussed. For example, the authors envisaged that a
teacher could remotely check whether his/her students were able to correctly construct a line
graph. Finally, the authors indicated that visual feedback had to be provided to support
collaboration between blind and sighted users.

e

Figure 2.34. The Invisible Tangible Geometry prototype. Each object is composed of a node

and two edges (one narrow rod and one wide rod). Retrieved from [261].

The Invisible Tangible Geometry [261] prototype combined an Android application with a
tangible appressory and aimed to help visually impaired users learn geometry (Figure 2.34). In the
draw mode, users could indicate points on the tablet by touching it. The application therefore
computed the corresponding shape (e.g. indicating three points resulted in drawing a triangle).
The digital shape could then be explored: touching the lines resulted in vibrations and two
different sounds were played when the user touched the inside or the outside of the shape. As for
the appeessory, it consisted in a set of 3D-printed objects that could be assembled together to create
a tangible representation of the digital shape. Each object was composed of a ode (a cylinder
surrounded by three rings that could rotate around it) and two edges (one narrow rod and one wide
rod), as shown in Figure 2.34, left. The two edges could be rotated around the node and shapes
could be assembled by inserting the narrow rod of one component inside the wide rod of another
component. Therefore, it was possible to adjust the length of each edge. The nodes were designed
so as they could be placed on the tabletop whereas the rods were slightly raised. In addition, the
nodes were covered with copper so that users could interact with the tablet by touching them.
Users could create a physical shape and then touch each node to enable the application to create
the corresponding digital shape. This prototype was presented to three visually impaired people.
Although a number of comments were made concerning the exploration of the digital shapes, we
only report comments made about the appeessory. Participants found it “too flexible and not robust
enough”, which made them feel nervous and uncomfortable. The authors also reported that

during the evaluation one rod detached from its node and suggested that it would be necessary to
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“increase the strength and stability of the rod” in order to make them “more stable but less
flexible”.

Jafri et al’s prototype, which we will refer to as Tangible Shapes [119], aimed to teach tactual
shape perception and spatial sub-concepts such as orientation to visually impaired children
(Figure 2.35). The principle was to provide children with 3D-printed objects (e.g. a cube, a
pyramid) with a fiducial marker on each face. A camera was placed below a transparent surface
where the objects could be placed. A number of scenarios were proposed. We describe some of
them: 1) when an object is detected, its name is given (e.g. “pyramid”); 2) when an object is
detected, the system asks the student to give its name and feedback is provided to indicate
whether the answer is correct or not; 3) the student is asked to turn the shape on its right side or
upside down and feedback is given to help the student correctly perform the task; 4) the student
is asked to place an object next to/to the right of another object, and the relative positions of the
objects are checked by the system.

3D printed
geometric shapes

Plexiglass sheet
atteched to the table
with clamps

Light — J

),

Figure 2.35. Jafri et al.’s prototype, referred to as Tangible Shapes. Retrieved from [119].

Webcam

The Digitizer Auditory Graph [306], which we already described in Part C, 4.2, enabled users to
create line graphs using Wikki Sticks (Figure 2.30, left). The constructed graph was captured by a
camera placed above the surface in order to create a sonified version of the graph. Four visually
impaired users and four sighted users were asked to create four graphs and to listen to their
sonified versions. The visually impaired users found the system predictable, responsive and had a
good overall experience. All comments reported in the article concerned only the sonification of

the graph.

The Interactive Auditory Scatter plot [256] used actuated tangible objects to make scatter plots
accessible to visually impaired users (Figure 2.36, right). A TAO is a mobile robot that could be
tracked by a camera placed below a transparent tabletop. Clusters of data points were identified
and the tangible objects moved to the cluster centers, allowing users to have a rough idea of how
the data is organized. When moving an object, feedback was provided with sonification
techniques to give a more precise description of the structure of the data points under the object.
In a first user study, nine blindfolded participants were asked to explore a scatterplot and then to
identify it among three datasets. Around 70% of the participants managed to recognize the
explored dataset. Some remarks were made about the use of the prototype: one participant found
it very easy to locate an object; several used the frame surrounding the surface to estimate

distances between clusters or data points.
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Figure 2.36. Left: the Digitizer Auditory Graph. Right: the Interactive Auditory Scatter plot.
(Respectively retrieved from [36] and [2506].)

The Tangible Graph Builder [196] allowed the exploration of line graphs and bar charts (Figure
2.37). The tangible objects had to be placed within a physical grid made out of straws and could
represent the top of a bar (for bar charts) or the turning points of a linear function (for line
graphs). For the line graphs, two different shapes were used (a cube and a cone) to represent two
data series (see Figure 2.37, right). Cubes were filled with plasticine so as to be heavier than the
polystyrene cones. In both cases a fiducial marker was fixed under the tangible objects, which
were tracked by a camera placed below a transparent tabletop. No interaction techniques were
designed for the construction of the graph. For the exploration a sonification strip was placed under
the x-axis: a particular tangible object could be moved within this strip and different sounds were
played to convey the corresponding y-value. For the line graphs, users could choose which data

series had to be sonified by placing a cube or a cone within a contro/ area placed along the y-axis.

Sonification Strip

Figure 2.37. The Tangible Graph Builder allowed the exploration of line graphs and bar
charts. Retrieved from [196].

A first evaluation was conducted with eight blindfolded participants who had to construct line
graphs with two data series and bar charts, based on a printed table containing the data points to
be represented. They also had to browse line graphs and bar charts to answer questions such as
finding the three highest bars. Concerning the design of the tangible objects, seven participants
preferred the cubes over the cones, mainly because they found the cubes less easy to knock over:
nine cones and one cube were dislodged during the evaluations, which sometimes resulted in
participants replacing the tangible objects in the wrong cell or placing the cubes upside down.
Issues also arose due to the unreliable tracking of the fiducial markers and particularly of the
tangible object used within the sonification strip. This resulted in participants expressing “their
lack of confidence in the sonification”. A similar study was conducted with four blind participants

and similar issues were reported. The notion of “division of functionality” was also discussed.
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Based on a previous work [34], the authors made the distinction between three types of data: data
that are fixed, which must be rendered with objects that cannot be moved (e.g. the tangible grid);
data that are frequently and directly changed by the user, which must be rendered with objects
that can be moved (e.g. the height of each bar was represented by a tangible object); data that are
frequently and indirectly changed by the user, which must be rendered with intangible
representations (e.g. relationships between data points were rendered by sounds). The authors
concluded by providing four guidelines: 1) tangible objects should be physically stable; 2) tangible
objects should have irregular forms (to ensure that the fiducial marker is always placed against the
tabletop); 3) functionality should be appropriately divided; 4) participants should be aware of the
tangible objects’ status (e.g. when a tangible object is misplaced or is not detected by the system).

4 ANALYSIS OF EXISTING PROTOTYPES

In this section, we provide a summary and analysis of the different prototypes of tangible maps

and diagrams that have been designed for visually impaired users.

4.1 OVERALL CHARACTERISTICS

We identified two prototypes of tangible maps (Tangible Pathfinder and Tangible Itinerary) and
six prototypes of tangible diagrams (TIMM, Invisible Tangible Geometry, Tangible Shapes,
Digitizer Auditory Graph, Interactive Audio Scatter plots, Tangible Graph Builder). Among these
prototypes the Tangible Pathfinder was not implemented and the TIMM, the Tangible Shapes,
the Digitizer Auditory Graph and the Invisible Tangible Geometry were described as being under
development. At the time of writing, there were no other publications suggesting that these
prototypes had been fully implemented. As the last publication concerning the TIMM was in
2013 and the only publication concerning the Digitizer Auditory Graph was in 2010, it seems very
likely that the development of these two projects has been discontinued. Except the Tangible
Graph Builder, none of the prototypes have been formally evaluated with visually impaired users;
informal user studies were conducted with very few visually impaired participants and/or with
blindfolded participants. All prototypes were designed for a single user. However, in the latest
publication concerning the TIMM, the authors discussed how their system could be used for

remote collaboration between one sighted teacher and one or several visually impaired students.

4.2 CONTENT: NATURE, COMPLEXITY AND “BI-GRAPHISM”

Concerning the nature and complexity of the tangible representations, the prototypes of
tangible maps were designed to support the construction of Orientation & Mobility (the Tangible
Pathfinder) or of itineraries (Tangible Itinerary). Since the first was not developed it is unclear
how complex the maps would be. As for the Tangible Itinerary, the evaluation showed that one

participant was able to construct itineraries composed of five route segments.

The prototypes of tangible diagrams were designed to support the construction or exploration of
simple geometrical shapes (Invisible Tangible Geometry and Tangible Shapes), graphs of a
function (Digitizer Auditory graph), scatter plots (Interactive Audio Scatter plots) and line graphs
composed of two data series and bar charts (Tangible Graph Builder). Since the Tangible Graph
Builder relied on a 9 * 7 tangible grid, up to nine bars could be constructed. As for the Interactive
Audio Scatter plots, the tangible objects only represented clusters of data points (and not data
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points): during the evaluations, participants had to explore scatterplots composed of three
clusters. TIMM was designed to support the construction of various diagrams, including line
graphs, UML diagrams and drawings of molecular structures. However, it was under development
at the time of publication and it is unclear whether a working version of the prototype would

have supported the construction of all these types of diagrams.

In terms of bi-graphism, apart from the Invisible Tangible Geometry prototype, which displayed
the digital shapes on the tablet in addition to the tangible shapes, none of the prototypes
displayed a visual representation under the tangible representation. The main reason is that most
prototypes relied on a transparent tabletop under which a camera was placed to track the objects
and that no projector was used. However, the importance of having a visual representation to
enable collaboration between sighted and visually impaired users was pointed out by the authors
of Tangible Itinerary (who displayed the map on a computer) and TIMM. Nevertheless, all

tangible representations were visible and understandable by a sighted person.

4.3  TANGIBLE OBJECTS

In terms of possible implantations, tangible objects were most often used to represent points or
clusters of points (TIMM, Interactive Audio Scatter plots and Tangible Graph Builder). The
Digitizer Auditory Graph relied on tangible lines that were built with Wikki Sticks while the
Tangible Itinerary prototype relied on rectangular tangible objects of varying lengths. The
Invisible Tangible Geometry was the only prototype to support the construction of length-
adjustable lines. This could be done by inserting narrow rods inside wide rods. However,
participants reported that these tangible objects were too flexible. During the exploration of the
shapes built with this prototype, different sounds were played depending on the position of the
finger — inside or outside the shape. This was the only prototype to support the exploration of
areas, but the areas were not, strictly speaking, physical. Finally, the authors of TIMMs mentioned
the use of Wikki Sticks or wooden sticks to create lines between two TIMMs.

In terms of shape, two types of tangible object were designed for the Tangible Graph Builder:
cubes and cones. Since participants sometimes placed the cube upside down, the authors
suggested that tangible objects should have irregular forms. In Tangible Itinerary, the authors said
that the tangible objects were designed so that users could handle them without obstructing the

camera’s view, but no description of the objects was provided.

One essential aspect of tangible objects is their stability. In Tangible Itinerary, magnets were
placed at the extremity of each rectangular tangible object in order to make the whole structure
more stable. In addition, a “metal pad” was used, probably to keep the objects in place. In the
Invisible Tangible Geometry prototype, participants reported that the whole shape was not stable
enough and that increasing the stability of the rods was necessary. During the evaluation of the
Tangible Graph Builder, several objects were knocked over, despite the fact that a physical grid
was used. The cubes, which were heavier than the cones, were in fact preferred by the participants
because they were more stable. The authors of the Interactive Audio Scatter plots did not
mention any issue with the stability of the tangible objects; however, there were only three objects
placed on the table and the objects were able to autonomously return to their anchor position

after they had been moved by the users.
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It is worth discussing whether the prototypes ensured a strong coupling between the physical
and digital components of the interface. All tangible objects that represented points were tracked;
however, tangible lines were not always coupled with a digital line. For example, in TIMM, a
tactile line could be added between two objects but the authors did not indicate whether the
system could detect whenever a tangible line was constructed so as to update the digital model.
On the contrary, in the Invisible Tangible Geometry prototype, users could construct a tangible
shape and then, by clicking on the nodes, create the corresponding digital shape. However, it

seems that users could only interact with the tangible nodes, not with the tangible edges.

Apart from the Interactive Audio Scatter plots and TIMM prototypes, the actuation of the
tangible objects was not considered. With the Interactive Audio Scatter plots, tangible objects
were mobile and could move towards the center of clusters of data points. As for TIMM, the
authors mentioned that they could embed sensors and actuators that would provide three
interaction techniques: ro/ling would enable the system to detect which face of the TIMM is
against the tabletop (e.g. to simulate a dice); stacking would enable each TIMM to be aware of any
TIMM stacked upon it; with the guide feature users would be allowed to plug a tactile arrow on
top of a TIMM, which could be rotated by the user or by the TIMM itself to indicate a direction
(e.g. the slope of a line on a line graph). The authors of the Tangible Pathfinder also mentioned
that the tangible objects could “speak’ and that they could vibrate to provide additional feedback.

Finally, most tangible objects were tokens and very few were tools. In most prototypes, the
tangible objects were used to make the digital representation tangible. However, with the Tangible
Graph Builder, one object could be used as a sonification tool and objects that were placed within
the control area (to choose which data series to display) were also used as tools. With the
Interactive Audio Scatter plots prototype, the tangible objects represented cluster centers (tokens)

but could also be moved by the user to trigger feedback about the underlying data points (tools).

4.4 INTERACTIVITY

We identified four main functionalities: constructing or drawing a representation, reconstructing a
tangible representation from an existing model, editing/annotating a representation, and
exploring a representation. For each of these functionalities, several interaction techniques were

proposed but these were rarely evaluated.

Three prototypes enabled the construction of a tangible representation without a model. With
the Digitizer Auditory Graph, users had to construct the graph of a function using Wikki Sticks
and then capture its image with a camera, and the system would thereafter sonify the graph. With
the Invisible Tangible Geometry prototype, users could construct a shape using tangible objects
and then click on each node to create the digital model. Finally, with the TIMM prototype, users
could place tangible objects on the surface and provide a description of each object with a

standard or Braille keyboard.

Four prototypes enabled the reconstruction of an existing (digital) representation but the
Tangible Pathfinder and the Tangible Graph Builder did not provide interaction techniques for
guiding the user during the reconstruction of the map or diagram. A technique based on audio
teedback was described for the Tangible Itinerary prototype but only supported the construction
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of route segments. Besides, this technique was evaluated with one user and for only five route
segments. As for the TIMM prototype, users could either be guided by vocal instructions or use
their hands to explore the tabletop and find the position of the elements of the representation,
but these techniques were not described in detail and were not evaluated. With the Tangible
Shapes prototype, some learning activities required the students to follow vocal instructions to

place the tangible objects in a particular position.

Only the authors of TIMM considered the edition of a line graph. They suggested that the
tangible object had to match the orientation of the line graph in order to activate the edition
mode. Then, as the tangible object was being moved, audio feedback was provided to indicate
changes such as switching from a positive to a negative slope. To our knowledge, this technique

was not implemented.

For the exploration of the tangible representations two main techniques were proposed: finger-
based exploration (Tangible Itinerary, TIMM) or tangible-based exploration (Tangible Pathfinder,
Tangible Shapes, Interactive Audio Scatter plots and Tangible Graph Builder). With the Digitizer
Auditory Graph prototype users could only listen to the sonified graph. With the first approach
(finger-based exploration), it is unclear whether users could retrieve a piece of information on
demand or if feedback was continuously provided. Besides, the TIMM’s authors did not indicate
how they would track only one finger to avoid unintentional selections. With the second
approach, users could move a tangible avatar above a map (Tangible Pathfinder), place an object
within the camera’s field of view to retrieve its name (Tangible Shapes) or move tangible objects
to trigger audio feedback based on sonification technique (Interactive Audio Scatter plots and
Tangible Graph Builder). In these cases, users could not select a particular point to retrieve its

value.

Various types of feedback were proposed and were mainly used during the (re)construction or
exploration of the map or diagram. Verbal instructions, musical notes and spatialized sounds were
considered. Three prototypes of tangible diagrams relied on sonification techniques (Interactive
Audio Scatter plots, Tangible Graph Builder and Digitizer Auditory Graph). Interestingly, the
authors of the Tangible Graph Builder recommended providing feedback concerning the status
of the tangible objects, for example when they are not properly detected by the system or when

they are incorrectly placed.

In fact, McGookin and Brewster [192] investigated how and in which cases tangible objects could
provide feedback. Following a brainstorming with a blind usability expert, they proposed three
aspects to consider when designing tangible objects for visually impaired users. Firstly, both static
(e.g. texture) and dynamic (e.g. lights and vibrations) properties should be considered, dynamic
properties being particularly beneficial as they are more flexible. Secondly, feedback could be
provided for different types of interaction: interrogation + response (e.g. when the user touches
the tangible object, speech output is provided); attracting attention (e.g. the tangible object can
vibrate or emit a sound alert when the object is incorrectly placed); localization + homing (the use
of a fan that could blow air out of the tangible objects was suggested to help users quickly locate
the objects by moving their hands above the surface and feeling the air being blown out). Thirdly,
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different modalities and sensors can be used, as far as possible, to detect when the user touches a

tangible object or when his/her hand is close to it.

4.5 AVAILABILITY

In terms of technology, two prototypes relied on the use of a tablet (Tangible Pathfinder and
Invisible Tangible Geometry). As the Tangible Pathfinder was not developed we do not know
how the objects were supposed to be tracked and identified. In the Invisible Tangible Geometry
prototype the tangible objects are not tracked but the nodes are composed of copper tape:
therefore when the user touched them the tablet could detect their position (but could not
identify them). The Tangible Itinerary used a camera placed above the surface to track both the
tangible objects and one of the user’s fingers (marked by a colored ring). The authors reported
that training was required to learn how not to hide the objects from the camera while holding
them. The other prototypes were composed of a transparent tabletop, a camera placed below the

tabletop and tangible objects with fiducial markers.

For these last prototypes, because no visual feedback was projected onto the tabletop, no
projector was required and these prototypes were all very low-cost. The Interactive Audio Scatter
plots made use of actuated tangible objects, which may have increased the cost but was still
probably affordable. As for the other prototypes, they relied on tablets — a type of device that is
extremely widespread and relatively affordable.

4.6 SUMMARY

Table 2.3 summarizes the main characteristics of the existing prototypes. Overall, although several
interaction techniques have been proposed for the (re)construction, edition and exploration of
tangible maps and diagrams, very few were implemented and evaluated. In particular, the only
interaction technique designed for the reconstruction of tangible representations only supported
the construction of a single route composed of a sequence of building bricks. Concerning the
design of the tangible objects, their stability appeared to be essential but this aspect was explicitly
considered for only two prototypes (Tangible Itinerary and Tangible Graph Builder). The
proposed solutions were not entirely satisfying: with the Tangible Itinerary, the “metal pad”
required the camera to be placed above the surface, which may lead to occlusions; with the
Tangible Graph Builder, the use of a physical grid was not sufficient to keep the objects in place.
In addition, the use of a grid prevented the construction of tangible representations that are less
structured than graphs or charts. Several prototypes aimed at the construction of tangible lines
but the solutions proposed were not satisfying either: the TIMMs did not support the
construction of length-adjustable lines; the material used for the Invisible Tangible Geometry
prototype, although it allowed the construction of length-adjustable lines, was not robust enough;
with the Tangible Itinerary, it is unclear how practical the use of building blocks of various
lengths would be for the construction of several lines. The use of actuated tangible objects,
although considered in the design of TIMM, was only implemented for the Interactive Audio

Scatter plots and lead to interesting interaction techniques and results.
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Table 2.3. Summary of the main characteristics of existing prototypes of tangible maps and diagrams in terms of
content; tangible objects; interaction; availability. Orange columns indicate prototypes that have never been
evaluated or implemented; grey columns indicate prototypes that were under development at the time of
publication (work in progress) and that were only partially evaluated by visually impaired (VI), blindfolded (BF) or
sighted (S) participants; green columns indicate prototypes that were formally evaluated. Question marks indicate
that the cotresponding piece of information was not given in the article, most likely because the prototypes were

not implemented.

T bl T bl Invisible Digitizer T bl Interactive | Tangible
ngi ngi ngi
Name ABDE | MM | B | Tangible | Auditory | .o 50C | Audio Gtaph
Pathfinder Shape Itinerary )
Geometry Graph Scatterplot | Builder
Year 2004 1997 2015 2016 2010 2000 2010 2010
g Working? No Under dev. | Under dev. | Under dev. | Under dev. Yes Yes Yes
é Evaluat N N N 2VI/2VI| 4Sighted 1 BF 9 BF 8 BF
valuation
© ° ° 3VI 4VI 1VI 4VI
Graph G trical | Functi Li h
Nature O&M maps tapus, Volumes cometrica SRCROR T Ttineraries | Scatter plots e graphs
UML, etc. shapes graphs Bar charts
Q N N
‘dé Complexity 5 5 Cul?e, Triangle, One line Upto5 | Up to three 2 lines
S pyramid, ... | squares, ... segments clusters  [Up to 9 bars
Visual N N N v N Different N N
feedback © ° © s ° surface © ©
Lines of
Implantations ? Points - 37 vatrying Single line | Single line Points Points
length
Shape Small-scale Cubes Cul'ae, Cylinders Strings Rectangular Cubes Irregular
@ models pyramid, ... | and rods and flat forms
3] : :
Q Physical grid
oy Metal pad Mobil -
S | Stability 2 2 > 2 Wikki sticks | o P2 P Weighted
KT Magnets objects
= cubes
gﬁ Actuation No Yes No No No No Yes No
= One object =
Coupling ? Not always Yes Yes - Yes multiple data Yes
points
Tokens / Tokens and | Tokens or
Tokens Tokens Tokens Tokens Tokens Tokens
Tools tools tools
Cons.
. ons Recons. (by
Interaction Reconst. Recons. Recons. Cons. Recons. Cons.
2 . . . s . . R . Cons. . . the system) | _ .
‘B techniques | Exploration | Edition | Exploration | Exploration Exploration | __ . Exploration
! i Exploration
2 Exploration
g Verbal Verbal
g Verbal Verbal . . Verbal . . . .
= Feedback Sounds Sounds Sonification Sonification | Sonification
3D sounds . . Sounds X . Sounds
Vibrations Vibrations
Tablet Tablet Tabler | LoDietop | Tabletop ) "Tabl
t t
z abletop abletop 2 e. Above Above abletop abletop
;"—.51 Technology38 Tablet Below Below Conductive Sh Sh Below Below
ape ape
= Fiducials | Fiducials | objects P P Fiducials | Fiducials
g detection detection
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36 The development of this prototype has probably been discontinued.

37 The Tangible Shapes prototype did not aim at making 2D digital representation tangible. It was
a tool to help students retrieve the names of 3D shapes (cubes, pyramids) and therefore the
notion of “Zmplantation” is not relevant for this prototype.

38 Below/Above indicate that the camera used to track the objects was placed below/above the
surface.
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5 DESIGN CONSIDERATIONS AND RESEARCH GAPS

Based on the analysis of the existing prototypes and on existing guidelines, we propose a list of

design considerations that should be taken into account, as much as possible, when designing

tangible maps and diagrams for visually impaired users:

e Concerning the content:

@)

O
@)
O

Prototypes should support various types of representations.

Prototypes should support representations of varying complexities.

Points, lines and areas should be rendered, possibly physically.

Additional visual feedback should be provided to support collaboration between

sighted and visually impaired users.

e Concerning the tangible objects:

@)
@)
@)

Tangible objects should have irregular forms [196].

The elements of the tangible representations should be stable [196].

All tangible objects should be coupled with digital information (elements of the
representation or functionality).

Tangible objects could be actuated to provide additional feedback or
functionalities.

The conception of “division of functionality” should be considered to decide for
which data tangible objects are required and whether they need to be manipulated
or not [190].

e Concerning the interactivity of the prototypes:

@)

@)

Different tasks can/should be considered: constructing a representation from
scratch; reconstructing a representation from a digital model; editing an existing
representation, etc.

Users should be able to easily switch from one mode to another.

Users should be able to explore the representation in an interactive manner / the
system should know whenever an object is touched or is about to be touched.
Different types of feedback should be considered: verbal instructions, 3D sounds,
vibrations, etc.

Feedback should be provided to help the user be aware of the tangible objects’
status [196].

Feedback should be provided to help the user locate a tangible object.

e Concerning the technologies used:

@)

When a camera is placed above the tabletop, tangible objects should be designed
to facilitate objects’ tracking and avoid occlusions.

Technologies should be low-cost / affordable.

When finger-based interactions are used, one of the user’s fingers should be

tracked to avoid unintentional selections triggered by the other fingers.

Obviously, this list is not exhaustive due to the lack of research concerning the design and

implementation of tangible maps and diagrams for visually impaired users. As we said in Chapter

1, there is a need to further investigate to what extent tabletop TUIs can be used to make digital

maps and diagrams accessible for visually impaired users, both in terms of content and supported
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tasks. The above list highlights the fact that to answer this question, specific tangible objects,
interaction techniques and feedback must be designed and evaluated to support some (if not all)
of the above-mentioned considerations. Solutions that have thus far been proposed and evaluated
are not fully satisfying and some aspects have not been adequately considered. In the following
chapters we propose three prototypes of tabletop TUIs for visually impaired users based on non-
actuated and actuated tangible objects, and for which we designed, implemented and evaluated

various interaction techniques that supported different tasks.

6 CONCLUSION OF PART E

In this part we first discussed which properties of tabletop TUIs for sighted users could apply to
or differ from tabletop TUIs for visually impaired users. In particular, tangible maps and diagrams
can probably not attain the complexity of tangible and visual maps and diagrams because they
cannot rely on visual feedback. However, we highlighted the fact that designing expressive
tangible objects could be a way to compensate for this limitation. We also highlighted the
importance of designing suitable interaction techniques and feedback to help users preserve
consistencies between the tangible and the digital representations and to help them understand
what the tangible objects stand for or can be used for. Based on four main dimensions (content,
tangible objects, interactivity and technology), we then describe and analyze eight prototypes of
tangible maps and diagrams for visually impaired users and draw up a list of general design
considerations. From this analysis we observed that overall only two prototypes have been fully
implemented, and among these two, only one has been formally evaluated with visually impaired
users. Such an absence of results has led to a lack of knowledge about the usability of the
proposed interaction techniques for the (re)construction, edition and exploration of tabletop
tangible maps and diagrams, as well as about the proposed solutions for the design of tangible
objects, notably in terms of stability and expressivity (i.e. what the tangible objects stand for). It is
also unclear to what extent the design of tangible objects, interaction techniques and feedback can
compensate for the fact that the intangible representation cannot solely rely on visual feedback
(or, in other words, how complex tangible maps and diagrams can be), and which tasks can

actually be supported by tangible maps and diagrams in the absence of vision.
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Conclusion of Chapter 2

In this chapter, we described the conceptual foundations of this thesis by covering the following

aspects:
1.

the benefits of maps and diagrams, which, as external representations, can notably help
users acquire spatial knowledge, identify patterns in thematic maps and reflect upon and
solve problems;

the current state of accessibility of maps and diagrams for visually impaired users,
which is mainly restricted by the unavailability of adapted content and the non-
interactivity of tactile graphics;

the different approaches that have been explored by researchers to improve the
accessibility of interactive maps and diagrams, and which can be classified into two
categories: digital prototypes, which most commonly provide a single point of contact, as
they cannot be directly “touched”: hybrid prototypes, which provide multiple points of
contact but either suffer from a lack of (or at least a limited) updatability (e.g. interactive
tactile maps and maps that are 3D-printed based on users’ inputs) or are very expensive
(e.g. raised-pin displays);

the core properties of (actuated) Tangible User Interfaces, which are mainly defined
by their physicality - the user can “touch” the tangible objects that embody digital
information, be it a piece of information, such as a point of interest in a map (i.e., a
token), or a digital operation, such as the scale of a map (ie, a f0) -, and their
reconfigurability (the user or the system can “manipulate” the tangible object), as well as
the various technologies that exist to implement non-actuated and actuated tabletop
TUIs;

the challenges that need to be addressed when designing tangible maps and diagrams
for visually impaired users, which were mainly identified based on the analysis of existing
prototypes of tangible maps and diagrams, and which include the design of tangible
objects (which should allow for the representation to be relatively stable, complex and
expressive), and the design of suitable interaction techniques and feedback (which should
allow users to perform various tasks such as reconstructing or editing a map or a

diagram).

From a theoretical perspective, the contributions of this chapter are twofold: we proposed a new

classification and systematic analysis of existing prototypes of interactive maps and diagrams, and

we provided a detailed analysis of existing prototypes of tangible maps and diagrams for visually

impaired users. In the following chapters, we described how we addressed several design

challenges by developing three tabletop TUIs that can give visually impaired people access to

physical and updatable maps and diagrams, and support different tasks: the Tangible Reels, the
Tangible Box, and BotMap.
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CHAPTER 3

TANGIBLE REELS: CONSTRUCTION AND
EXPLORATION OF TANGIBLE MAPS AND
DIAGRAMS

Je précise immédiatement par souci de clarté que je ne fais pas de
digressions, alors que je n’étais rendn an Ramses pour consulter 'abbé
Joseph, mais que je suis, dans ce présent traité, le démarche naturelle des
pythons [...]. Cette démarche ne s'effectue pas en ligne droite mais par
contorsions, sinnosités, spirales, enronlements et déroulements successifs,
Jformant parfois des anneaux et de véritables nauds et gu’il est important

done de procéder ici de la méme fagon, avec sympathie et compréhension.

Romain Gary (Emile Ajar). Gros-Calin.
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1 INTRODUCTION

1.1 MOTIVATIONS

In Chapter 2, Part B, we described various techniques that are used to make visual representations
accessible to visually impaired users. Unlike tactile maps and small-scale models, magnetic boards
and corkboards allow the production of graphics that can be quickly updated by adding, removing
or displacing objects (whether magnets or pins). These prototypes are non-permanent (and
therefore easy to store), low-cost and easy to make. However, they generally require the presence
of a sighted person to help the users place the objects in their right place. Besides, no legend can
be provided because unlike the representation itself, the legend cannot be dynamically edited.
Their lack of interactivity also limits the type of activities that these constructed graphics can be
used for. Finally, maps and diagrams that are reconstructed with magnets or pins are very simple:
for example, magnetic maps often consist of a sequence of very few rectangular magnets
representing route segments (as in [272]). Despite these limitations, these graphics with movable
parts are a good example of how physical and updatable representations can be useful for making

visual representations accessible to visually impaired people.

The first project of this thesis was inspired by these two techniques. Our motivation was to
design a system that would enable visually impaired users to construct their own physical and
interactive maps (that is to say tangible maps), without the help of a sighted user. We wanted
these tangible maps to present the same benefits as the ones made with magnets (low-cost, easy
to make and to manipulate) while overcoming their limitations (lack of interactivity and the
presence of a sighted user required). To do so, we designed a tabletop TUI as well as an
innovative type of tangible objects, called Tangible Reels, that are used to make digital points and
lines tangible. The user is progressively guided by audio instructions to place these objects in their
right place, until the whole map is reconstructed. The user can thereafter interact with the map to

retrieve the names of the points and lines.

1.2 SCENARIOS

This project was mainly driven by two scenarios. Even if these scenarios do not encompass all the

possibilities for our interface, they illustrate its potential applications and uses.

The first scenario is closely related to the increasing availability of open data, and particularly of
georeferenced data, which opens new perspectives for the automatic adaptation of visual maps
into maps accessible without vision (see Chapter 2, Part B, 4.1). Such perspectives make it
necessary to design and develop prototypes that could be used by visually impaired users to
instantly and independently access maps, as sighted users do when exploring online maps. We
envisioned that our interface could act as a “refreshable” device to display physical maps. In this
scenario, our tangible tabletop interface is available in a public place. Visually impaired users can
choose any country, city or region they wish to explore and select which information they would
like to access. They would then reconstruct the map and explore it. For example, a newcomer to a
city could display and explore the main points of interest of the city in order to understand their
relative location, as well as the main avenues and streets, and, optionally, subway or bus lines. In

addition, the active role played by the users could facilitate learning.
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In the second scenario, our tangible interface is a pedagogical tool, very similar to the magnetic
board, which can be used by visually impaired pupils to independently study a map as part of their
curriculum for geography and Orientation & Mobility or a diagram as part of their curriculum for
geometry. The process of physically reconstructing the map or diagram helps them to remember
and understand it while making learning more playful. Because the presence of the teacher is not
required, the pupils can access the graphic between two sessions, which enable them to

consolidate their knowledge.

1.3 RESEARCH QUESTIONS

Throughout this project, we aimed at answering the following research questions:

- How to design tangible objects that can be easily manipulated by visually
impaired users? Previous research studies suggest that the design of tangible objects for
visually impaired users can be particularly difficult (see Chapter 2, Part E, 4.3). We aimed
at designing objects that would take into account existing design considerations (e.g.
stability) while fulfilling additional requirements specific to our interface (e.g. lines of
varying lengths).

- How to design interaction techniques for the construction and exploration of
maps3?? Are these interaction techniques usable? In Chapter 2, Part E, 3, we
described several projects aimed at the construction and exploration of tangible graphics.
However, none of them clearly indicated how the user was guided to place an object in its
right place. We aimed at filling this gap by designing and evaluating interaction techniques
for the reconstruction and exploration of tangible maps.

- What type of maps can be reconstructed and explored with a tangible tabletop
interface? We previously discussed limitations that are inherent to tangible interfaces
(Chapter 2, Part D, 2.5): limited numbers of tangible objects (i.e. limited resolution),
expressiveness, etc. We wanted to investigate whether these limitations could be
overcome, and if so, to what extent.

- Are the tangible maps built with our interface understandable? Does
reconstructing a tangible map help a visually impaired user learning it? The
purpose of evaluating our interface was to ensure that users could understand tangible
maps built with the Tangible Reels. In addition, we wanted to start investigating to what
extent the active reconstruction of maps and diagrams could be beneficial in terms of

understanding and/or learning.

1.4 CHAPTER STRUCTURE

In section 2 we first describe how the Tangible Reels were designed, from requirements analysis
to the prototypes used in the experiments. In section 3 we report on a preliminary study that we
conducted with four visually impaired users to evaluate the usability of the Tangible Reels. We
then describe the design of the interaction techniques for the construction and exploration of the
tangible maps (section 4) as well as the implementation of the interface (section 5). In section 6

we present the evaluation of the system that we conducted with eight visually impaired users and

3 For this project, we initially focused on maps. However, in section 8.3 we discuss how the
Tangible Reels could be easily adapted to different types of diagrams.
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report and discuss the results of this evaluation. In section 7, we briefly report on a pedagogical
workshop that we organized in collaboration with a teacher from the IJA and during which three
pupils used the interface. Finally, in section 8, we discuss the advantages and limitations of the

prototype and suggest various perspectives.

2 DESIGN OF THE TANGIBLE REELS

2.1 REQUIREMENTS

As we said eatlier (Chapter 2, Part A, 2), the graphical primitives of a map are points, lines, and
areas. For a map to be fully tangible, all of these primitives should be transcribed into physical
and interactive forms. Although it is possible to make digital points and lines physical, making
digital areas physical is much more challenging, due to the unlimited variety of shapes that exist.
In this project we therefore focused on maps that are only composed of points and lines. In
section 8.2 and Chapter 6, 4.1.3 we discuss how areas could be made accessible through gestural

interaction and audio feedback.

We identified six main requirements: 1) the tangible objects must be designed so as to physically
render digital points and lines of different lengths; 2) the tangible objects must be tracked so that
the system can provide feedback according to their position; 3) each tangible object has to be
uniquely identified because it is associated with a particular piece of information; 4) the tangible
objects must be stable during the exploration [196] and easy to move during the construction; 5)
whatever the technology used to identify and track the objects and the techniques used to make
digital lines tangible, the tangible objects have to be as small as possible in order to maximize the
number of objects that can be placed onto the tabletop: in this way the interface could be used to

construct maps of varying complexities.

To fulfill these requirements a number of prototypes were designed and tested by our colleagues,
one of whom being visually impaired and another blind. In the following sections, we detail how

we took into account each of the mentioned requirement.

2.2 DESIGN RATIONALE

2.2.1 IDENTIFYING AND TRACKING SMALL OBJECTS

In Chapter 2, Part D, 3.1, we described and summarized various technologies that can be used to
track objects when designing a tabletop TUI. Because the objects would often be manipulated by
the user, we wanted to avoid any occlusion that may happen when the objects are tracked by a
camera mounted above the table and therefore excluded this possibility. We also excluded
technologies based on a matrix of RFID tag readers as they are expensive and not commonplace.
As for technologies that use a camera placed below the tabletop, we indicated that their main
limitation is the size of the objects. Indeed, because a translucent surface is used to project an
image onto the table, the tag fixed under the objects is perceived as blurred by the camera. The
same limitation applies to interactive tables. Consequently, we decided not to project any image,
so that we could simply use a transparent glass surface. A camera is placed under the glass surface

and the tags size can be reduced.
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Two computer vision libraries that support the detection of small tags were compared:
ARToolKit [134] and TopCodes [103]. TopCodes markers are circular and ARToolKit markers
are square. For similar markers’ widths, we achieved better tracking with the TopCodes library

and therefore chose it.

2.2.2 MAKING DIGITAL LINES TANGIBLE

Using several objects of various lengths can be cumbersome (see Chapter 2, Part E, 4 for
examples). To tackle this issue, we wanted to provide users with a single object that could be used
to represent lines of various lengths. A number of solutions were investigated, including the use
of elastics. However, we did not find elastic bands that could be sufficiently extended to various
lengths without exerting too much force. Retractable reels appeared to be an appropriate tool, as
their string can be easily extended to various lengths. They are small objects composed of a string
and a small spring that makes the string retract. They are often used on badges, retractable meters
or USB cables (see Figure 3.1). Retractable badge reels can be of various sizes and materials, and
can be easily found online at a very low cost (around 2€). One downside of traditional retractable
reels is that the string can retract suddenly. We therefore use retractable reels with a lock/unlock

button: the string only retracts when the button is pressed.

Figure 3.1. To make digital lines tangible, retractable badge reels were used. The string can
be pulled out at different lengths.

2.2.3 DESIGNING STABLE AND EASY-TO-MOVE OBJECTS

According to McGookin et al. [196] tangible objects must be stable in order to stay in position
during exploration. Designing stable objects was even more important in our case as tension was
applied to the objects by the strings of the retractable reels. However, the stability of the objects
should not prevent the user from easily moving them when reconstructing the map. We

particularly wanted the user to be able to lift them up to quickly reach any part of the table.

EXISTING SOLUTIONS

In Chapter 2, Part F, 3, we described existing tabletop TUIs for visually impaired users. Among
them, only [196] and [272] took into consideration the stability of the objects. McGookin et al.
[196] used a tangible grid made out of straws combined with weighted objects. However, the
authors report that several objects were knocked over by the users during the evaluation. Besides,
the usage of a grid limits where the objects can be positioned on the table. In [272] the objects
were linked to each other using magnets, but the authors did not indicate how the whole structure

was held in place.

As for tangible interfaces for sighted users, to our knowledge, the stability of the objects has only
been considered for non-horizontal surfaces. Hennecke et al. [99] compared a number of

adhesion technologies using several criteria: sensing (optical, resistive, capacitive or inductive),
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output (front-projection, rear-projection or LCD), and TUI characteristics (transparency,
passivity, movability and reusability). These technologies include magnets, glue and electro-
adhesion, as well as vacuum-based adhesion. The downside of magnets is that they cannot be
used with rear-projection, unless each object is composed of two magnets placed on either side of
the surface (see Chapter 3). However, in that case, the objects cannot be lifted up. Glue loses
adherence over time and is therefore not re-usable. Electro-adhesive pads are compatible with
rear-projection, are movable and reusable but are based on continuous power consumption,
which necessitates additional and expensive hardware. As for vacuum-based adhesion, it consists
in using “an adhesive film with artificially created microscopic suction cups”. A well-known
example is the adhesive pads that can be stuck on a car’s dashboard to hold keys, smartphones,
etc®0. Hennecke et al.’s tangible objects, called Vertibles, are based on such an adhesive film. A
preliminary study showed that the objects did not fall down during the time of the observation.
However, the authors also indicate that these objects were not easily movable as the users needed

to detach and replace them instead of sliding them.

PROPOSED SOLUTIONS

Similarly to Hennecke et al. [99], we tried a number of adhesive materials such as Blu-Tack*!, glue
dots*2, adhesive tape, Wikki Sticks#3, anti-slip gel pads or electrostatic screen protectors but none
of them fulfilled the two above mentioned requirements: being stable during exploration and easy
to move. Finally we ended up with two types of objects: plastic cylinders filled with lead called
Weights (see Figure 3.2, left), and flat Sucker pads (see Figure 3.2, middle).

Weights were inspired by the authors of the Tangible Graph Builder [196], who suggested varying
the weight of the tangible objects to ensure stability. After several tests with a visually impaired
user, we found that filling a 6 cm high and 4 cm wide cylinder with 180 g of lead was adequate.
To further improve adherence of the Weights, a silicone O-ring was added under the base. The
tag used to track the objects was placed inside this ring (see Figure 3.2, right). The base and the
top of the cylinder were made out of a thick cardboard strongly glued to the cylinder. The reel
was then glued to the top of the cylinder, and its string was passed through a hook fixed at the
bottom of the cylinder (1 cm high) to keep it close to the tabletop.

Concerning sucker pads, they can easily slide along a smooth surface such as the tabletop screen,
and strongly stick to the screen when pressed. We tried and compared a number of sucker pads.
Those with a lever hook were very stable but it was difficult to attach the reel to the top of them.
Using several mini sucker pads for one object was not sufficient enough, as they detached very
easily. We finally opted for professional flat sucker pads (4 cm wide and 2 cm high once
compressed) that present a large surface under which a tag can be attached (Figure 3.2, right).
Besides, as sucker pads can be hard to remove once pressed, we chose sucker pads with a small

strip that extends from its base to easily remove it. The reel was glued on top of the sucker pad.

40 See http://www.nano-pad.com/en/index.html for example
41 https://en.wikipedia.org/wiki/Blu-Tack
42 See http://www.gluedots.com/index.html for example

4 https:/ /www.wikkistix.com/
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Figure 3.2. Final design of the two types of Tangible Reels. A Tangible Reel is composed of a
retractable reel, a metallic bracelet and magnet. Left: Weights are composed of a plastic
cylinder filled with lead; they are 6 cm high and 4 cm wide. Middle: Sucker pads are 2 cm
high and 4 cm wide. Right: bottom view of the Tangible Reels with the TopCode tag visible.

2.3 FINAL DESIGN

To make it possible to link two objects together we fixed a strong neodymium magnet at the
extremity of the reels’ strings and added a metallic bracelet to the objects. In this way one can
easily attach the extremity of a string to any part of the second object without having to locate a
hook (Figure 3.3). The bracelet was wrapped around the bottom part of the cylinder for the
Weights and around the reels for the Sucker pads.

Figure 3.3. By attaching one Tangible Reel’s retractable string to a Tangible Reel’s metallic

bracelet, a physical line can be built between two Tangible Reels. A strong neodymium
magnet is attached at the end of each string.

3 PRE-STUDY: USABILITY OF THE TANGIBLE REELS
The aim of this study was to investigate whether the two types of Tangible Reels were stable and
easy to manipulate, but also to verify that tangible maps built with them were understandable by

visually impaired users.

3.1 STUDY DESIGN RATIONALE

3.1.1 TASK CHOICE

Since our interface enables visually impaired users to construct and explore tangible maps, we
designed two tasks: one exploration task during which the user had to explore a map with their
hands before drawing it; one construction task during which the user had to manipulate the
objects (i.e. placing them, eventually moving them, and attaching several objects together) to

reproduce a model map as accurately as possible.
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3.1.2 QUESTIONNAIRE

To evaluate users’ satisfaction, we used a questionnaire and asked the participants to rank the
objects according to their preference. Because this study focused on the usability of objects,
standard usability questionnaires such as the SUS [25] were not appropriate, as they are rather
meant to evaluate the usability of interactive and standalone systems. We therefore designed our
own questionnaire, inspired by the one used by Kane et al. [133]. The questionnaire is further

described in section 3.2.2.

3.1.3 ASSESSING MENTAL REPRESENTATIONS

We assessed the quality of the participants’ spatial representations constructed during the
exploration task. In section Chapter 2, Part A, 3.3.1, we described various methods that can be
used to assess spatial representations of visually impaired users. Methods based on questions
could not be used for this study because the points and lines were not labelled (and they were not
interactive). Users were therefore asked to sketch the map on German paper#t. As drawing can be
difficult in the absence of vision, participants also had the possibility to sketch the map using a set

of magnets and a magnetic board.

The degree of resemblance between a sketched map and a model map can be obtained by a
bidimensional regression analysis or by asking external judges to mark the sketches. Whereas the
first method is certainly more objective, it is based on the coordinates of points only. In the
absence of labels, and particularly when the maps are incomplete, identifying these points can be
difficult. We therefore asked external judges to mark the sketched maps by following a set of

precise instructions, as in [38,320].

3.1.4 MAPS

The complexity of the map that can be built with our interface is limited by the size of the
objects. However, it is possible to construct relatively complex configurations, even with a limited
number of objects. We hypothesized that the complexity of the map displayed could impact the
usability of the Tangible Reels as well as the quality of the participants’ spatial representations,
especially when several lines are crossing each other. We therefore decided to use maps of various

complexities and as realistic as possible.

To do so we used two types of maps: Metro maps and Overview maps. For Metro maps, points
represent Metro stations while lines represent connections between stations. Concerning the
second type of maps, the Braille Authority of North Canada [299] defined Overview maps as
maps that “may not have specific detail that would allow some readers to plan a walking route,
but instead are designed to familiarize and orient the reader with the area encompassed”. The
Overview maps that we designed were inspired by a map used by an Orientation & Mobility
teacher working at the IJA, presented in Figure 3.4, left.

4 See Chapter 2, Part B, 2 for an illustration of a sheet of German paper.
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Figure 3.4. Left: Example of an Overview map used at the IJA. Right: an Overview map for
the pre-study.

3.2 MATERIAL AND METHODS

3.2.1 PARTICIPANTS
We recruited four legally blind persons (two female, two male) aged between 31 and 65 years (M
=48.2, D = 14.9). Table 3.1 gives the participants’ characteristics.

Table 3.1. Participants' main characteristics: age, gender, degree of visual impairment and
P g¢, g , deg p
age at onset of blindness.

Participant Age Gender Residual perception Age at onset of
blindness
P1 42 Male Bright stimulus 1
P2 65 Male No 5
P3 55 Female No 6
P4 31 Female No 12

3.2.2 MATERIAL

MaAPS
Two Metro maps and two Overview maps were designed for each of the tasks (Figure 3.5 and
Figure 3.6). Each Metro map was composed of 9 Tangible Reels and 8 lines. Each Overview map

was composed of 12 Tangible Reels and 8 lines.

NG

Metro maps Overview maps

Figure 3.5. Maps used for the exploration task.
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Metro maps Overview maps

Figure 3.6. Maps used for the construction task.

QUESTIONNAIRE
The participants specified on a 7-point Likert scale their level of agreement with a series of
statements (1 = strongly disagree and 7 = strongly agree) for each task and each object design.
The first five items were:

- Building/exploring a map with these objects is pleasant.

- Building/exploring a map with these objects is difficult.

- Building/exploring a map with these objects is fast.

- Building/exploring a map with these objects is frustrating.

- Itis easy to unintentionally move or knock over the objects.

In order to get a subjective rating of the readability of the maps by the participants, a sixth item
was added for the exploration task only: “The objects allowed me to understand the map”.

3.2.3 'TASKS

The exploration task consisted in exploring one Metro map and one Overview map that had been
previously constructed by the evaluator. Participants had respectively three and four minutes to
explore those maps, and immediately after the exploration had to draw the map. They were asked
to do it as accurately as possible, focusing on the topology rather than the distances. To draw the
maps, three subjects used a sheet of German paper and one subject, who was not familiar with
German paper, used magnets on a board. This participant was provided with several magnets of
various lengths. Other participants were provided with a rule (without tactile cues). The time to

draw the map was not limited.

The construction task consisted in reconstructing as accurately as possible two maps with the
Tangible Reels. Participants were shown a raised-line map and had to memorize it before
reconstruction. No time limit was imposed for the memorization or the construction. Once they

started constructing the tangible map, they could not explore the raised-line map again.

3.2.4 EXPERIMENTAL DESIGN

For both tasks, we used a within-subjects design with two independent variables:
- Object design. We evaluated the two object designs described below: the Sucker pads
and the Weights.

- Map. Two types of maps were used: Metro maps (9 Tangible Reels) and Overview maps
(12 Tangible Reels).
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The order of the blocks was counterbalanced among the users. We also counterbalanced the two
sets of maps, each containing one Metro map and one Overview map for the exploration, as well

as one Metro map and one Overview map for the construction.

3.2.5 MEASURES

The stability of the Tangible Reels was measured during the exploration task. The position of the
objects before and after the exploration was recorded using a Java application. We then computed
the distance between the position of each object before and after the exploration. We also
counted the number of times a Sucker Pad was detached or moved as well as the number of times

a Weight was knocked over.

In order to assess participants’ spatial knowledge, we presented the sketched maps to four
independent judges who were not involved in the project, alongside pictures of the maps that had
been explored. The maps that were made with magnets (Participant 4) were accurately reproduced
on German paper. We asked the judges to evaluate the correctness of the drawn maps compared
to the model: 0/10 means that the two maps wete not similar at all; 10/10 means that the two
maps were highly similar. We asked the judges to focus on the topology of the map rather than
on distances. Before marking the maps, judges were shown three examples of drawings that
should receive 0, 5 and 10.

3.2.6 PROCEDURE

Participants were welcomed and were explained the purpose of the tangible interface and the
Tangible Reels, as well as the experiment. The study was made up of two blocks corresponding to
the two designs (Weights and Sucker pads). One block consisted in training followed by the
exploration task and finally the construction task. During the training phase, participants were
told how to construct a line by attaching two objects together. They could practice until they felt
comfortable. For both the exploration and construction tasks, a Metro map was presented and
then an Overview map. After performing the exploration task and the construction task,
participants answered the questionnaire. The procedure for one block is summarized in Figure
3.7. At the end of the session, participants ranked the object designs according to their preference

and were invited to comment on the Tangible Reels.

Exploration - Exploring a tangible Construction - Exploring a tactile

map and then redrawing it o map and then reconstructing it o

o ‘© ©
£ = =
S > > 2 ™ i
= Metro Map  —3» Overview Map & Metro Map  —3» Overview Map 2
=} =3

g g

Figure 3.7. Summary of the procedure for one Tangible Reel design. The procedure was
repeated for the Sucker Pads and the Weights.
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3.3  RESULTS

3.3.1 TANGIBLE REELS USABILITY

EXPLORATION AND CONSTRUCTION

The average distance in centimeters between the positions of the objects before and after the
exploration of the maps was 0.28 cm (§D = 0.03) for the Weights and 0.08 cm (§D = 0.01) for
the Sucker pads (see Figure 3.8 for a photography of one participant exploring the map). During
all the explorations, one Sucker pad got detached; none were moved. P1 almost knocked over
three Weights, and P3 knocked over two Weights. It should be noted that one Metro map and
three Overview maps constructed by the participants were not similar to the model. The subjects

indicated that they could not remember the whole raised-line map.

Figure 3.8. Exploration of a map built with Tangible Reel by a visually impaired participant.

QUESTIONNAIRE
Table 3.2 shows the percentage of agreement for each statement.

Table 3.2. Percentage of subjects who answered a 5, 6 or 7 for each item and Object Design

after the exploration and the construction tasks. The darker the cell, the higher the value.

. . . Easy to knock
Task Design Pleasant Difficult Fast Frustrating over Helpful
Expl Weights 25% 25% 50% 25% 50% 75%
Xplo.
P Sucker Pads 0% 50% 0% 0% -
Weights 25% 50% -
Consttr.
Sucker Pads 0% 0% -
RANKING

All the participants preferred the Sucker pads for the exploration task but results were mixed for
the construction task: two preferred the Sucker pads and the other two the Weights. Overall,
three participants preferred the Sucker pads as a global best choice.
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QUALITATIVE FEEDBACK

Concerning the Weights, two participants stated that when they had to replace several objects it
was easier to do so with the Weights rather than with the Sucker pads (P2, P4). P3 stated that as
they could be easily moved, it was easy to adjust their position when constructing the map.
Participants reported concerns when exploring the map with the Weights: P2 declared that he
“missed one object because [he] was paying attention to not knock them over”. The same issue
was reported by P1 who said that he was “afraid of knocking them over” and that they hindered
the exploration. Two participants also reported that the height of the Weights was an issue, rather
than their diameter (P1, P3).

As for the Sucker pads, three participants said that their reduced height allowed them to better
explore the map (P1, P3, P4), and two stated that there were fewer risks in moving them during
the exploration (P1, P4). P4 also declared that “the advantage is that they do not take up a lot of
place” while P3 described the sucker pads as “cool”, “light” and “fun”. P4 said that “attaching
and detaching the Sucker pads is a little bit annoying”.

3.3.2 MAP DRAWINGS

Figure 3.9 and Figure 3.10 show examples respectively of Metro map and Overview map
drawings (all drawings are presented in Appendix A). The average marks given were 8.1 (§D =
1.3) for the Metro maps and 5.7 (§D = 2.7) for the Overview maps. P4 obtained the lowest marks
for the Overview maps (1.5 and 2.5). If we exclude her marks, the average mark for the Overview
maps was 7.0 (§D = 1.4).

< -

Metro M
etro Aap Mark: 5,25 Mark: 8,5 Mark: 8,6 Matk: 9,63
Model

Figure 3.9. Examples of Metro maps drawings made by the participants, alongside their
average mark.

g | P

O iew M
verview Map Mark: 2,25 Mark: 6,00 Mark: 7,25 Mark: 8,44
Model

Figure 3.10. Examples of Overview maps drawings made by the participants, alongside their

average mark.

143



3.4 DISCUSSION

Both types of Tangible Reels proved to be easy to manipulate by a visually impaired user. Over
the four Object Design * Tasks conditions, only one participant considered that building a map
with the Tangible Reels was difficult while the majority found it pleasant. The Sucker pads
appeared to be more stable than the Weights. This is coherent with the fact that two participants
found that the Weights were easy to unintentionally knock over. One drawback of the Sucker
pads is that they cannot be removed as easily as the Weights. However, it should be noted that
participants had to remove the Sucker pads several times during the construction task in this pre-
study. This is unlikely to happen in a real scenario because the users would be guided by audio
feedback. Several participants also reported that the height of the Weights hindered the
exploration, and two participants knocked some Weights over. To sum up, it appeared that
Sucker pads better meet the stability requirement, and that they were globally preferred by three
participants. According to these observations, and even though we do not consider that Weights

were unusable, we chose the Sucker pads for the following experiment.

The marks attributed to drawings show that maps constructed with Tangible Reels can be
explored and memorized by visually impaired users. Three out of four participants found that the
Tangible Reels allowed them to understand the map. However, the existence of incorrect
drawings showed that some participants experienced difficulties, especially with Overview maps
that were more complex. Indeed, three participants said that they were quite difficult to
understand and memorize. This observation suggests that the maps built with Tangible Reels
should not be too complex. In the follow-up study, we specifically investigated the effect of map
complexity on the usability of Tangible Reels.

4 INTERACTION TECHNIQUES AND FEEDBACK

At the beginning of the construction Tangible Reels are placed next to the user, on the bottom
side of the table. Audio instructions and feedback are provided so that the user can gradually
construct a simple physical representation of the map by placing the Tangible Reels. During
exploration, the user can retrieve the name of the points and lines by pointing the points and lines
of the map with a finger. All the values mentioned afterward (distances and timers) were based on

observations made during preliminary tests.

4.1 RECONSTRUCTION

4.1.1 ORDER OF RECONSTRUCTION

Each map is defined by a set of points and a set of lines, each line being itself defined by one
starting point and one end point. Points are represented by Tangible Reels; lines are represented

by two Tangible Reels connected to each other with a retractable string.
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Figure 3.11. Example of a map and its corresponding description file (simplified version).
Numbers indicate the order of reconstruction.

Users construct the lines in the order they appear in the file containing the map description.
Points are reconstructed after the lines in order to facilitate the construction of lines. We tried as
much as possible to describe the map from top to bottom and from left to right, so that the
reconstruction will follow the same order. In this way we wanted to follow the reading direction.
In addition, when exploring a tactile map, visually impaired people are taught to first scan the
map using both hands, from top to bottom and from left to right. Figure 3.11 presents a map and

a simplified version of its description.

4.1.2 PROCEDURE FOR CONNECTING TWO TANGIBLE REELS

To connect two objects together, two procedures were investigated. The first one is to guide the
user to place the two objects separately, and then to ask the user to pull out the string of one
object and attach it to the correct object (which is not necessarily the last one placed). This is
similar to TIMMs [182], where the authors suggest that once the objects are placed, a tactile line
can be added. However, by doing so, the number of steps required is high: placing the first object,
placing the second object, relocating the first object while holding the string of the second object,
attaching the string to the first object. Besides, with this approach, the system cannot detect when
two Tangible Reels are connected, unless the user performs another action such as double-

tapping on the two Tangible Reels or following the line with a finger.

Another solution consists in placing the first Tangible Reel and then connecting the second one,
before following guidance instructions. By doing so, the string is being pulled out as the user
moves the second Tangible Reel. Therefore the user does not need to relocate the first Tangible
Reel. The system is also able to detect that the two objects are connected whenever they are close
enough to each other, thus sparing the user another action. We opted for this solution, illustrated

in Figure 3.12.
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Metallic chain
Sucker pad
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Figure 3.12. Procedure for connecting two Tangible Reels in order to build a line. First, the
user must attach a Tangible Reel to another one (1). Then, the user follows guidance
instructions (2 et 3) before firmly pressing the sucker pad (4).

4.1.3 INSTRUCTIONS

RECONSTRUCTION
When reconstructing the map, the user either has to place a new object (to start constructing a
line or to place a point, see Points 1, 5 and 7 in Figure 3.11) or to connect an object to an object
already placed (to finish constructing a segment, see Points 2, 3, 4 and 6 in Figure 3.11). In that
case, the object already placed can be the last object that the user has placed, or another one. We

therefore defined three instructions that indicate to the user the next action to be performed:

“New object”. At the very beginning of the construction and each time a new line has to be
built, the user has to place a Tangible Reel on the table (i.e. without attaching it to a previous
one). As soon as the Tangible Reel is detected, guidance instructions are provided.
- “Attach an object to the right/to the left/below/above*>”. To construct a line the user

has to pull out the string of a new Tangible Reel and attach it to the metallic bracelet of the

previous one placed. As soon as the system detects that the two objects are connected (i.e.

when they are close enough to each other), guidance instructions are provided.
- “Attach an object to <name of the object>, to the right/to the left/below/above”. The
starting point of the line to be built is not always the last Tangible Reel that the user has
placed. In this case the system gives the name of the object to which the new Tangible Reel
must be attached, so that the user can relocate it. As soon as the system detects that the two

objects are connected, guidance instructions are provided.

4 During informal tests we observed that giving the direction to which the user must attach the
Tangible Reel was beneficial to avoid the user detaching/reattaching the magnet depending on
the following guidance instructions. Also, if the string is not attached in the right direction, it does
not form a straight line between the two objects, which creates a mismatch between the physical
and the digital lines.
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GUIDANCE

Guidance instructions are provided to the users to allow them to place the Tangible Reels in their
right place. A number of studies have investigated how to help users (re)locate points of interest
on a virtual map or environment, in the absence of vision. We briefly describe some of them

before introducing an innovative two-step guidance technique.

Existing solutions

In Access Overlays [133] visually impaired users are provided with spoken directions to help them
relocate points of interest on a large interactive table. Depending on the distance and direction of
the target, users first move their finger horizontally (resp. vertically) and then vertically (resp.
horizontally). For each movement users are first told the distance and direction of the next
intersection and are provided with spoken directions (“down”, “up”, “left”, “right”) until they
reach it. The direction and distance of the next point is then given and the procedure repeated.

This technique was later used by Simonnet et al. [284].

Camors and al. [4] proposed a guidance technique to help visually impaired people locate a point
of interest in a virtual environment. Participants were equipped with a bracelet composed of
several vibrating motors. Vibrations indicated the coordinates of the target on a Cartesian plan.
Results showed that participants were able to interpret these vibrations to quickly find the target.
These techniques can be qualified as semi-ballistic because they enable the users to quickly
approach the target, but the movement must be performed in two steps (e.g. horizontally, then

vertically).

It is also possible to provide the users with the effective direction of the target, enabling them to
directly move towards it. For example, Bardot et al. [5] proposed a technique that enables visually
impaired users equipped with a smartwatch to find an on-screen target: users first draw a circle
clockwise with their finger on the screen; as soon as their finger indicates the right direction, the

smartwatch vibrates and users can follow the specified direction.

Besides vibrations and traditional spoken directions (up, left, right and down), it is also possible to
describe directions using the clock face, where “noon” means up, 3 o’clock mean right, 8 o’clock
means down and left, etc. A technique based on this metaphor was successfully implemented and
evaluated with blindfolded participants as part of my master thesis [49]. It was inspired by the fact

that some blind people use clock face directions during Orientation & Mobility lessons.

Proposed solution

Our solution combines the idea of ballistic guidance with the idea of providing precise directions
using the analogy of a 12-hour clock. Depending on the distance between the Tangible Reel that
the user is currently moving and the position of the target, two types of guidance instructions are
provided: rough guidance instructions (every 3500 ms) and fine guidance instructions (every 1500

ms):

46 It should be noted that in that case users were already close to the target thanks to another
technique that allowed them to retrieve the names of the targets displayed within a cell of a virtual
grid overlaid on the map.
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- Rough guidance instructions (Figure 3.12, b). When distance is superior to 15 cm, the
system indicates the direction of the target (up, up and right, right, down and right, etc.)
as well as the distance in centimeters. This enables the user to either quickly slide or lift
the object towards the target.

- Fine guidance instructions (Figure 3.12, ¢). When the distance to the target is inferior
to 15 cm, the system provides more frequent feedback to indicate the direction to follow
(up, right, down, left). As long as the target has 