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¢ velocity in an internal space -

n dynamic viscosity Pa-s (kgm~1s71)
K curvature m~!

Kq absorption coeflicient m~!

A a constant between 0 and 1 -

A Henry coefficient Pa-m3-mol~!
La attenuation coefficient m~!

7 specific cell growth rate s~1

v kinematic viscosity m?.s~!

& coordinates of an internal space -

s Pi -

p density kg-m™3

o surface tension N-m~?t (kgs™2)
Os scattering coefficient m~!

T optical path length m

) cross-correlation -

¢ polar angle in spherical coordinates rad

X cell number density in physical space -

v scattering phase function -

() general scalar field -

Q volume m3

Q (as dQ2) solid angle ST

<

_ (o0 o0 0
nabla operator, V = (%’ 55 &) m
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Physical Constants

Air density pair = 1.19 kg-m ™3

Air dynamic viscosity Lair = 1.80 % 10~° Pa-s

Air molar mass M = 2.90 x 1072 kg-mol !
Air-water surface tension 0o =7.20x% 1072 N-m~!
Atmospheric pressure Patm = 1.00 x 10° Pa
Gravitational acceleration g = 9.80665 m-s—2

Gas constant # = 8.3144598 J-mol 1. K—!
Room temperature during experiments To =293 K

Water density Pwater = 998 kg-m™3

Water dynamic viscosity Lwater = 1.00 x 1073 Pa-s
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Chapter 1

Introduction

As the industrialization process speed up, we demand more and more energy to fulfill
the economic development, as shown in Fig. 1.1 from the report of Petroleum [1].
Meanwhile, we can see from Fig. 1.1 that the largest fraction of consumed energy is
still fossil fuel, and it seems that the situation will continue to be so for decades [2].
However, fossil fuel is a non-renewable resource, in other words, it does not renew
itself at a sufficient rate for sustainable economic extraction in meaningful human
time-frames [3]. Worse still, the combustion of fossil fuel emits enormous amounts
of carbon dioxide, a greenhouse gas, into the atmosphere. About half of the emitted
carbon dioxide remains in the atmosphere, which results in the global warming and
other climate problems [4].

World consumption
Million tonnes oil equivalent

14000
Coal

Renewables
Hydroelectricity
Nuclear energy
Natural gas

Oil

91 92 93 94 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 " 12 13 14 15 16 0

World primary energy consumption grew by 1.0% in 2016, well below the 10-year average of 1.8% and the third consecutive year at or below 1%. As was the case in
2015, growth was below average in all regions except Europe & Eurasia. All fuels except oil and nuclear power grew at below-average rates. Oil provided the largest
increment to energy consumption at 77 million tonnes of oil equivalent (mtoe), followed by natural gas (57 mtoe) and renewable power (563 mtoe).

FicUre 1.1: World energy consumption, illustration from the BP
Statistical Review of World Energy June 2017.

To mitigate the climate change, CO9 capture can be applied to fossil fuel power
plants, fuel processing plants and other industrial plants. There are three main sys-
tems for capturing COs9: post-combustion capture, pre-combustion capture and oxy-
fuel combustion capture [5]. Here we focus mainly on the post-combustion capture,



2 Chapter 1. Introduction

whose principal technologies are physicochemical absorbents, deep ocean storage, ge-
ological storage and biological fixation [6]. Among these technologies, biological fixa-
tion is the only sustainable technology, since it can fix carbon and convert into biofuel
and products again. Therefore, biological fixation in principle can mitigate energy
shortage and global warming in the same time.

Both terrestrial crops and microalgae can accomplish biological fixation. However,
microalgae can fix CO9 via photosynthesis at higher rate than terrestrial corps can
[6], thus microalgae have higher biomass yields per unit land area|7]. Also, the growth
of microalgae is not limited by the seasons as the terrestrial crops, which guarantees
a stable supply of biomass for industries. Besides, microalgae can be cultivated under
the conditions that are unsuitable for the terrestrial crops, for example, they can
grow in brackish, saline and waste water [8]. More important, microalgae also have
great commercial value, and applications in nutritions, cosmetics, pharmaceuticals,
biodiesel, etc. have been widely investigated |9] [10].

There are two main systems to cultivate microalgae: open system and closed sys-
tem. For example, raceway pond is a typical open system and column photobioreactor
is a closed system. In consideration of the small size, the easy monitoring and con-
trollable conditions including illumination, CO9 consumption, etc., a photobioreactor
is more practical and suitable for investigating the microalgal carbon-fixation in a
laboratory.

There are various types of photobioreactors in terms of illumination, mixing and
shape. For example, both internally-illuminated and externally-illuminated photo-
bioreactors have been developed [11]. To mix gas and liquid, both gentle stirring by
impeller and air-lift design are available [12]. As for the shape, tubular, flat panel,
vertical column photobioreactors have been widely investigated [13]. In this thesis,
the photobioreactor that we investigate is an airlift one, since the shearing of a stirred
reactor may damage the mycelium [14]. In addition, the shape of reactor is a cuboid
rather than a column, since a cylindrical reactor may cause image distortion when we
take images of bubbles and liquid velocity field [15].

The phenomena inside an airlift photobioreactor is a combination of two-phase
flow and cell growth [16]. First, air is injected into the reactor and COxs is transferred
into the microalgal cells by the liquid medium. Meanwhile, air bubbles also play an im-
portant role in stirring the liquid and mixing all sorts of nutrients. Subsequently, with
the external illumination, the cells convert inorganic carbon into organic carbon by
photosynthesis. Each step in the microalgal cultivation is a complicated phenomenon,
however, the real complexity of a photobioreactor shows up in the interplay between
the basic phenomena. For example, the motion of bubbles obviously influences the
mixing of a reactor. Also, the light intensity is attenuated with distance according to
Beer-Lambert law [17], accordingly, the cell growth will have fluctuations within the
space of the reactor [18]. Besides, the cells travel along with liquid in a recirculated
way [19], as a consequence, the cells grow faster when they are entrained towards the
reactor wall and vice versa.

At laboratory scale, the cell growth is considered homogeneous due to the recircu-
lation inside a photobioreactor [20]. Therefore, the performance of a lab-scale reactor
is mainly determined by the gas-liquid two-phase flow, namely the bubble behaviors
and hydrodynamics. Actually, the bubble behaviors largely determine the hydrody-
namics, since bubbles are the momentum source of the two-phase flow. Moreover,
bubble size and bubble shape have crucial influence on the gas-liquid mass transfer
rates, which directly determines the cell growth [21] [22]. Thus, understanding bubble
behaviors becomes the very necessary first step to understand the phenomena inside
a photobioreactor.
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State of art

This chapter introduces the microalgal cultivation systems, specially the closed sys-
tems, i.e. photobioreactors. Understanding the phenomena inside photobioreactors
requires both physical and biological knowledge, which are also discussed in this chap-
ter.

2.1 Microalgal cultivation systems

Microalgae are photosynthetic microorganisms that can convert carbon dioxide into
organic matter, such as carbohydrates and lipids, which is a feedstock for biodiesel
[23] |24], as shown in Fig. 2.1. Therefore, the basic conditions to cultivate microalgae
are light, water, COg, and other trace elements [25], which can be provided by two
kinds of systems, open systems, such as raceway ponds, as shown in Fig. 2.2 and
closed systems, such as photobioreactors (PBR), as shown in Fig. 2.3.

THE ALGAE PROCESS

BID OIL

* Biojet fuel

* Biodiesel
C0:

PRODUCTS
WASTE HEAT * Nutraceuticals
\WASTE WATER * Livestock feed

* Fertilizer

* Other

CHARVEST I

WASTE HEAT

F1GUurE 2.1: Illustration of Microalgae process from [26].

The advantages of open systems are lower costs, easier construction and simpler
maintenance, thus open systems are widely applied in large-scale industrial produc-
tions. However, open system can be easily contaminated by external bacteria, fur-
thermore, the environmental conditions are also difficult to be kept constant [31].
In consideration of these shortcomings, closed systems were designed to provide a
more closed space and better control of environmental factors. These two systems are
compared in table 2.1 [32] [33] [34].
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F1GURE 2.2: A schematic diagram of raceway pond, illustration from
[27].
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FI1GURE 2.3: A schematic diagram of different types of photobioreac-
tor: (a) stirred tank [28], (b) airlift [29], (c) bubble column [30].
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TABLE 2.1: A comparison between open and closed microalgal culti-
vation systems, based on [32] [33] [34].

Parameters Open systems Closed systems
Costs Relatively cheap Expensive
Construction Relatively simple  Sophisticated
Maintenance Fasy Difficult
Occupied area Large Relatively small
Contamination risk High Low
ol ot vt e it
Mixing Poor Good
Biomass productivity Low High
Cultivatable species Limited Nearly all
Environmental conditions control Difficult Possible

(temperature, pH, illumination, etc.)
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2.2 Photobioreactors

Between the two sorts of systems, closed systems, namely PBRs are more adopted for
lab-use in view of their accurate control of parameters. Moreover, there are also various
designs of PBRs, the main types are horizontal tubular, vertical column (including
bubble column and airlift), flat-plate, and stirred tank, as shown in Fig. 2.4, they are
compared in table 2.2 [31] [35] [36] [37].

(a) (o) (c)

Outlet Air outlet Exhaust
Degassifying
| | Liquid flow column
= Riser feesa Fresh
‘\"'/E ‘:—-——-—;/ medium Harvesting
2 Downcomer ™, 1.
\ E Cooling
Pump
.
Compressed air Comprassed ain —+
—{ Air
(e) Solar arrav
Exhaust gas
3
! i k ‘? Stirrer
= =l
\ - Harvest B == Foam breaker
Solar collector Impeller
Degasser
(#—Nutrients
- Baffle
£.0.9.0.0.0000.0.0.0.00.0.0 et =
€0, i) {
Airlift  CO; delivery &_
compressor
X Air-sparger

FIGURE 2.4: Various types of photobioreactors: (a) bubble column,
(b) airlift, (c) horizontal tubular, (d) flat-plate, (e) stirred tank, illus-
tration from [38].

TABLE 2.2: A comparison of various types of PBRs, based on [31] [35]

[36] [37].

Reactor type Advantages

Disadvantages

Relatively cheap

High surface to volume ratio
Low hydrodynamic stress

High biomass productivity
Suitable for outdoor cultivation

Tubular

Fouling

Large land space required
Accumulation of dissolved oxygen
Photoinhibition risk

Poor mass transfer

High mass transfer
Good mixing

Vertical column
Low shear stress

Small illumination area
Expensive construction materials

e Limited scale up

High surface to volume ratio
Small land space required
Good light path

Low oxygen accumulation

Flat-plate

e Fouling
e High hydrodynamic stress
e Poor temperature regulation

High mass transfer
Simple design
Moderate biomass productivity

[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
e Low photoinhibition
[ ]
[ ]
[ ]
[ ]
[ ]
Stirred tank °
[ ]

e Difficult to scale up
e Small illumination area
e High energy consumption
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2.3 Gas-liquid flow

Gas-liquid flow plays a crucial role in the microalgal cultivation inside a PBR, since it
is the gas-liquid flow that provides nearly all the essential nutrients and movements for
cell growth. Specifically, the algal cells move with the liquid phase [39], consequently,
they may be brought closer or further to the light source by the liquid phase. However,
the distance between cells and light source has an important influence on the cell
growth due to light attenuation over distance [40] [41]. Therefore, the flow pattern of
the liquid phase strongly determines the efficiency of a PBR.

In fact, the flow patterns, or the velocity fields of both phases are still described
by the Navier-Stokes equations [42] [43]. Besides, the two phases are often considered
as incompressible, and the Navier-Stokes equations for incompressible flow is

%%—(U-V)ﬁ: —;Vp+yv2ﬁ+§+ fexts (2.1)
where p is the pressure, v is the kinematic viscosity, § denotes gravity and fext repre-
sents other external forces, for example the surface tension on the gas-liquid interface.
Equation (2.1) is a set of non-linear PDEs (Partial Differential Equations), it has no
analytical solution for a general case. Therefore, CFD (Computational Fluid Dynam-
ics) simulations and experimental tools, such as PIV (Particle Image Velocimetry),
shadowgraphy, ect. are often applied to obtain the flow patterns.

CFD simulations of gas-liquid flow has been widely applied to the optimization
of PBR designs in recent years, thanks to the rapid development of computers [44].
The main numerical models to simulate gas-liquid flow include Eulerian-Eulerian (E-
E), Eulerian-Lagrangian (E-L) and Volume of Fluid (VOF). The Eulerian-Eulerian
approach treats both continuous and dispersed phases as inter-penetrating continuum
[45], thus the bubbles can not be well represented by this method. The Eulerian-
Lagrangian approach treats the dispersed phase as spherical particles, therefore the
bubbles can be tracked. VOF method is a numerical technique that can track two-fluid
interface, thus the bubbles can be reproduced by this method.

Among these numerical models, there is not an absolutely best one, a better model
is the one that can fulfill the research purpose with least cost. In the literature, Becker
et al. investigated the velocity field of liquid phase in a rectangular bubble column
by simple 2D E-E simulation, whose results were in agreement with experiments [46].
Pfleger et al. investigated the importance of 3D and turbulence model in E-E sim-
ulations, and they found that a 3D, turbulent E-E model agreed better with the
experiments [47]. Rampure et al. adopted the E-E model to obtain the velocity field
and gas hold-up at high gas velocity [48], as shown in Fig. 2.5, naturally, more so-
phisticated influence from bubbles was omitted in this research. Deen et al. applied
large eddy simulation to a 3D E-E model, which captured more accurately the bubble
plume movement. Buwa et al. applied single/multi-group model to 3D E-E simula-
tions in order to represent bubble population [50]. Sanyal et al. coupled the E-E model
with Population Balance Model (PBM) in order to model the significant variations in
bubble size distribution due to bubble coalescence and breakup, and the PBM were
solved by Classes Method (CM) and Quadrature Method of Moments (QMOM) |51].
Bannari et al. also coupled E-E model with PBM, but they carried out this coupling
in an open source platform: OpenFOAM [52]. Sarkar et al. studied mixing in a stirred
bioreactor by E-E model coupled with PBM [53]. Morchain et al. coupled 3D E-E
model with population balance model of microalgae, which allows investigating the
influence of concentration distribution on cell growth [54]. Gradov et al. coupled mass
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transfer with 3D E-E model in ANSYS in order to simulate the cell cultivation in a
industrial-scale bioreactor [55]. Rahimi et al. also added mass transfer into 3D E-E
model, but it was carried out in open source OpenFOAM [56]. Saini et al. added ra-
diative transfer into 3D E-E model [57]. Akhtar et al. applied VOF method to study
the influence of superficial gas velocity on gas hold-up in a cylindrical bubble column
[58], as shown in Fig. 2.6, yet the bubbles was not well resolved by the computer of
that time. Besbes et al. investigated the velocity field in consideration of the influence
of dispersed bubbles [45], as shown in Fig. 2.7, therefore E-L model was adopted
in their research, yet without taking into account bubble breakup, coalescence and
deformation. However, it is possible to add a breakup, coalescence and deformation
kernel to this model, in order to handle those phenomena. E-L model was also ap-
plied to study the dynamics of bubble swarm in a bubble column [59], as shown in
Fig. 2.8. Table 2.3 summarizes some representative studies that applies the different
multiphase models, and an extended table including experimental investigations can
be found in appendix A.

Meanwhile, the researchers also developed several experimental techniques to mea-
sure gas-liquid flow. First of all, to obtain the informations about the gas phase, i.e.
bubbles, a shadowgraphy technique is often applied to capture the bubbles by high
speed camera [60], as shown in Fig. 2.9. Although it is difficult to measure the physical
quantities inside a bubble, a non-invasive infra-red technique was developed recently
to measure the variation of gas concentration inside a bubble [61], as shown in Fig.
2.10. Second, the velocity field of the liquid phase is often measured by LDA (Laser
Doppler Anemometry) or PIV technique. LDA is a point measurement technique, yet
LDA has very high temporal resolution [62]. On the contrary, PIV allows a full-field
measurement, but the temporal resolution is often limited by laser repetition rate and
camera framing rate [63]. Besides, in some studies, conductivity probes are used to
measure the gas hold-up, bubble velocity, etc. [48], the measuring principle is that
the electrical conductivity varies with gas hold-up [64].

Both simulations and experiments demonstrated that gas-liquid flow has several
flow patterns, for example bubbly flow, annular flow, slug flow, etc. [65], as shown in
Fig. 2.11(a), and the flow patterns depend on the fluid properties, the pipe size, the
flow rates, etc. [66]. Furthermore, several flow-pattern maps have also been proposed
[67] [68] [69], as shown in Fig. 2.11(b). It should also be noted that the gas-liquid
flow in most of PBRs is often a bubbly flow [70] [71] [72].

TABLE 2.3: Various studies that applies different multiphase models
to investigate gas-liquid flow in a reactor.

Ref. Objective Multiphase model Main conclusions Strength & Limitation
To study the gas- 2D,Eulerian- The calculated liquid velocity field (vortices) Strength: velocity field
[46] liquid flow in a rect- Eulerian,laminar agreed with the measured one qualitatively was investigated by both
(1994) | angular bubble col- for non-coalescing bubbly flow regime experiments and simula-
umn by both sim- tion. Limitation: the
ulation and experi- bubbles were not cap-
ments. Experimental tured.
study for the influ-
ence of the type and
location of the gas
sparger on the hydro-
dynamics.
To obtain the knowl- 2D vs 3D, Eulerian- 2D simulations were not able to show the Strength: 2D and 3D
[47] edge of the hydro- Eulerian, laminar vs periodic bubble hose movement observed in were compared, with
(1999) | dynamics in chemical k — € turbulence model, reality due to an over-prediction of the tur- and without turbulence
reactors and finally software: CFX4.2. bulent energy in the fluid. Laminar simula- model were compared.
to improve the effi- tions did not reproduce the behavior of the Limitation: the bubbles
ciency of the reactor. test case, a turbulence model had to be con- were not captured.
sidered. The turbulence dampened the dy-
namic of the bubble. 3D simulation with a
sufficient fine resolution is necessary for ac-
curate results.
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Ref. Objective Multiphase model Main conclusions Strength & Limitation
To apply large eddy 3D, Eulerian-Eulerian, LES simulation captured the strong tran- Strength: Another tur-
[49] simulation to the k — e vs large eddy tur- sient movement of the bubble plume, which bulence model (LES) was
(2001) modeling  of  gas- bulence model, software: were observed in the experiment. Both the used in this study. Lim-
liquid flow. To CFX4.3. velocity and velocity fluctuations were in itation: absence of bub-
compare k — e and quantitative agreement with the measure- bles in simulations.
large eddy turbulence ment data.
model.
To understand better 3D,Eulerian-Eulerian, The plume oscillation periods measured by Strength: flow pattern
[50] the mixing in bubble single/multi-group wall pressure fluctuation were in good agree- and plume oscillation pe-
(2002) | column reactor, we models, software: FLU- ment with LDA measurements from litera- riods were well investi-
have to know better ENT4.5. ture. Bubble plume comprising of smaller gated. Limitation: no ex-
the dynamic charac- bubbles led to faster oscillations than those plicit bubbles.
teristics. The effect comprising of larger bubbles. Coalescence
of gas flow rate and is more pre-dominant than breakage because
sparger configuration of lower turbulence. Lower axial upward av-
on dynamics of gas- eraged velocity resulted in longer residence
liquid flow were stud- time, lower bubble concentration.
ied numerically and
experimentally.
To model variations 2D, Eulerian-Eulerian Even at low gas flow velocity, bubble size Strength: bubble size
[51] in the bubble size dis- coupled with Population distribution changes. At least 12-18 classes distribution were studied
(2005) | tribution due to bub- Balance Model, solving are required to accurately model the entire with relatively less com-
ble coalescence and the equations by Classes range of bubble diameters in a typical bub- puting time. Limita-
breakup Method and (Direct) ble column. QMOM requires lower CPU tion: no their own exper-
Quadrature Method time than CM. iments.
of Moments, mixture
k — € turbulence model,
software: FLUENT 6.0.
To investigate bub- 3D,Eulerian-Eulerian, The conductivity probes were used to mea- Strength:  both exper-
[48] ble column reactor at standard k£ — € vs RNG sure local time-averaged gas hold-up, bubble iments and simulations
(2007) high superficial ve- k — e turbulence model, size distribution, bubble velocity distribu- for gas hold-up, bubble
locity (Ug < 0.4). software: FLUENT 6.2. tion, and interfacial area distribution within velocity and bubble size.
the column. The CFD model showed good Limitation: only simula-
agreement with experimental data for time- tions for velocity field, no
averaged flow properties. PIV measurements.
To study the influ- 2D vs 3D, VOF, k—e¢ tur- Lower superficial gas velocity resulted in Strength: VOF method
[58] ence of superficial gas bulence model, software: smaller bubbles and lower bubble rise veloc- is used for studying a
(2007) | velocity and distrib- | FLUENT 6.1. ity. Leading bubble was bigger than trail- | bubble swarm. Limita-
utors on gas hold-up ing bubble which might be due to less ef- tion: more bubble behav-
and interfacial area. fects of wall and other surface forces on the iors should be detailed.
the authors have used trailing bubble. Bubble rise velocities in
VOF method, which 2D were ~ 30% lower than those in 3D,
was used for single maybe because the 3D wake cannot be ac-
bubble before, in this curately modeled with 2D. 3D bubble rise
paper the VOF is velocity had a good agreement with Deckwer
used for a continuous equation [73]. Same superficial gas velocity,
bubble chain. smaller size distributor resulted in smaller
bubbles and lower bubble rise velocity. Gas
hold-up from 3D VOF simulation had good
agreement with experiments.
To predict bubble 3D, Eulerian-Eulerian Good agreement between simulations and Strength: E-E and PBM
[52] size distribution, coupled with Population experiments. Eleven classes is a good com- are coupled in Open-
(2008) volume fraction Balance Model, solved promise between reasonable computational FOAM, an open source
and velocity field by Classes Method, effort and precision. software. Limitation: no
taking account of dispersed k — € turbu- experimental validation.
bubble breakup and lence model, software:
coalescence. OpenFOAM.
To simulate turbu- 3D Eulerian-Lagrangian, The approach is suitable for simulation of Strength: a through nu-
[59] lent bubbly flow in LES turbulence model, subgrid bubble dynamics in complex flows merical study of bub-
(2011) | complex systems by bubble growth/collapse without cavitation as well as small-scale bly flow by Eulerian-
Eulerian-Lagrangian was modeled by the bubbly cavitating flows. The approach is Lagrangian model with
approach. Rayleigh—Plesset  equa- suitable for simulation of up to million bub- bubble coalescence ker-
tion, cylindrical and bles in a turbulent flow. nel. Limitation: there is
rectangular reactor. no their own experimen-
tal validation.
To develop a CFD 3D Eulerian-Eulerian, Cell growth was essentially sensitive to the Strength: the hetero-
[54] nodel coupled with coupled with population volume average concentrations, whereas sub- geneity of cells in liquid
(2014) a population balance balance model, kK — ¢ and strate assimilation was more sensitive to the phase was taken into ac-
model for the biologi- LES turbulence model, spatial distribution of the substrates. The count. Limitation: omit-
cal phase for lab-scale cylindrical reactor (70 L biological rates are not algebraically linked ting the influence of bub-
and industrial scale and 70 1113). to the local concentrations. ble behaviors on the het-
bioreactors. erogeneity of cells.
To study the liquid 3D, Eulerian-Lagrangian, This article has mainly compared the mea- Strength: velocity field
[45] phase velocity in ho- k — € turbulence model, sured and the simulated vertical and hori- was investigated by both
(2015) | mogeneous regime at an average about 100 to zontal time-averaged liquid velocity profiles. PIV and 3D turbulent
low gas flow rates. 150 bubbles are present At low gas flow rate (0.1 L/min), it had a E-L simulation. Lim-
in the domain for the reasonable agreement, but at relatively high itation: low gas flow
range of superficial gas gas flow rate (0.2 L/min), the discrepancy rate, bubble coalescence
velocities considered. was larger. or breakup was not taken
into account.
To investigate mixing 3D, Eulerian-Eulerian Near the impeller region, bubble size was Strength: mixing in a
[53] in a stirred bioreactor coupled with Population smaller, and hence mass transfer was more bioreactor was studied by
(2016) taking into account Balance Model, k — € tur- effective. An optimum impeller was ob- a economic and effective

of bubble coalescence
and breakup

bulence model, software:
FLUENT 14.

tained to achieve maximum mixing without
creating excessive cell damage.

way. Limitation: no their
own experiments.
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Ref.

Objective

Multiphase model

Main conclusions

Strength & Limitation

[55]
(2018)

To develop a CFD
model for simulating
cell cultivation in an
industrial-scale reac-
tor.

3D Eulerian-Eulerian,
taking into account
mass transfer and bac-
terial activity, realizable
k — € turbulence model,
software: ANSYS.

Concentration of species in simulations were
in agreement with the one measured in a
similar scale reactor. The CFD modeling
was proved to be a reliable tool for design
of industrial aerobic fermenters.

Strength: it studied most
phenomena in a biore-
actor, like mass trans-
fer, fermentation kinet-
ics, turbulence, etc. Lim-
itation: hydrodynamics
was not validated by ex-
periments.

[56]
(2018)

To investigate hy-
drodynamics, oxygen
transfer and oxygen
uptake in bubble-
column and airlift
bioreactors by simu-
lations

3D Eulerian-Eulerian,
cylindrical reactor, mass
transfer  and oxygen
consumption were also
added in the model,
software: OpenFOAM.

The simulation result for gas holdup and
gas-liquid mass transfer were in good agree-
ment with experiments and engineering cor-
relations from the bubble-column literature.

Strength: a thorough nu-
merical study of bioreac-
tor. Limitation: no their
own experimental valida-
tion.

[57]
(2018)

To investigate the

influence of the
impeller speed in
revolutions and
crossover frequency

between the light and
the dark zones on the
growth of microalgae
in a stirred tank
photobioreactor by
CFD.

3D Eulerian-Eulerian,
cylindrical reactor, k — €
turbulence model, taking
into account radia-
tive transfer, software:
ANSYS-Fluent.

The cell particles followed the fluid tra-
jectory. The crossover frequency between
the dark and light zones is critical for cell
growth.

Strength: radiative
transfer was coupled
with CFD. Limitation:
no enough experimental
validation.
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FIGURE 2.5: Velocity field and gas hold-up from Eulerian-Eulerian
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simulations, illustration from [48].

FIGURE 2.6: Simulation of gas-liquid flow by Volume of Fluid method,

illustration from [58].
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FiGure 2.7: The velocity field of liquid phase from Eulerian-
Lagrangian simulation, illustration from [45].
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FI1GURE 2.8: Bubble swarm simulated by Eulerian-Lagrangian model,
illustration from [59].
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FIGURE 2.9: The bubbles captured by shadowgraphy technique, illus-
tration from [74].

F1GURE 2.10: The gas concentration measured by infra-red technique,
illustration from [61].
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2.4 Mass transfer

2.4.1 Mass transfer in a photobioreactor
Mass transfer for CO2 from gas to a cell consists of several steps |76]:

1. transfer from a gas bubble to gas-liquid interface, mainly by convection and
diffusion,

2. transport across a thin liquid boundary layer surrounding the gas bubble, usually
by a combination of diffusion and convection,

3. transport through the liquid bulk, usually by convection or turbulence.
4. transport across another liquid boundary layer surrounding the cell, by diffusion,

5. transport across the cell envelope to the reaction site inside the cell, mainly by
diffusion,

as shown in Fig. 2.12. In addition, mass transfer for products from cell to liquid
follows the reverse route, except that the solid products transport only from cell to
liquid.

Boundary layer

Boundary layer

FiGURE 2.12: Chain of mass transfer in a photobioreactor.

2.4.2 Diffusion in a single phase

Several important steps of mass transfer are achieved by diffusion, which is the net
movement of molecules or atoms from a region of high concentration (or high chemical
potential) to a region of low concentration (or low chemical potential) [77] [78], as
shown in Fig. 2.13.

To quantitatively study diffusion, a quantity called diffusion flux is defined as the
mass transferred in one direction per unit area per unit time [79]:

M
g ink 2.2
T= 22)
where A is area, t is time, M is mass:
M = / cdv, (2.3)
\%

where C'is mass concentration. Therefore, if mass concentration is time-independent,
mass is also time-independent, so is J, which corresponds to so-called steady-state
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FiGURE 2.13: The process of diffusion, illustration from Wikipedia
article Diffusion.

diffusion. Otherwise, if mass concentration is time-dependent, it is unsteady-state
diffusion.

Steady-state diffusion is described by Fick’s first laws of diffusion [79]: diffusion
flux is proportional to the concentration gradient in the direction of mass transfer,

DdC

J=-p%
dz’

(2.4)
where D is diffusion coefficient or diffusivity, minus sign implies that mass is trans-
ferred from higher concentration to lower concentration. The inhomogeneity of mass
concentration is the driving force for mass transfer.

ty >t, >t

Mass concentration

Spatial position x

FIGURE 2.14: Unsteady state: concentration is dependent of time.

In unsteady state, concentration is a function of space and time, as shown in Fig.
2.14. And unsteady-state diffusion is described by Fick’s second law of diffusion [79],
which is deduced as follows. First, the change of concentration in the volume element
illustrated in Fig. 2.15 is

AM  JiAAL — JAA

AC AV AAx ’

thus
AC  AJ

At Az’
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in other words,

oC oJ
—_— = 2.6
ot ox (26)
Substituting equation (2.4) into (2.6), we have
oC 0 oC 0*C
o 2 (-pZ)=pZ 2.
ot ox < 8x> ox?’ (27)
which is Fick’s second law of diffusion, its three-dimensional form is
oC
—~ — DV?(C. 2.8
oy \Y (2.8)
L Ax
,4—>

J1 —)  Sp—) |,

FIGURE 2.15: The volume element used to deduce Fick’s second law
of diffusion.

2.4.3 Diffusion between gas and liquid phases

When gas and liquid phases are in equilibrium, there is no net mass transfer between
the two phases. This gas-liquid equilibrium is described by Henry’s law, which says
that the amount of dissolved gas is proportional to its partial pressure! [81]:

p= )\Cl, (29)

where p is gas partial pressure (Pa), C' is the concentration of dissolved gas in liquid
(mol/m3) and X is Henry coefficient (Pa-m?3/mol). Besides, the ideal gas law is

n

AT = Co#T, (2.10)

p:

where (|, is the concentration of gas phase. Substituting equation (2.10) into equation
(2.9), we have

Cy = HC(, (2.11)
where
H = i (2.12)
- RT’ '

'In a mixture of gases, each gas has a partial pressure which is the hypothetical pressure of that
gas if it alone occupied the volume of the mixture at the same temperature [30].
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known as the dimensionless Henry coefficient.

Henry’s law holds only in gas-liquid equilibrium, if it is not equilibrium, there will
be net mass transfer across the gas-liquid interface until equilibrium is reached again.
To study the mass transfer between different phases due to non-equilibrium, Nernst
proposed a film theory that assumes a stagnant film existing in one phase near the
interface [82], as shown in Fig. 2.16. Note that this stagnant film is hypothetical since
we do not really know the details of the velocity profile near the interface.

Stagnant film

o) Bulk fluid

™~ Interface

FIGURE 2.16: Nernst’s film theory.

The molecules pass through this film by diffusion, which is described by Fick’s law
(2.4), thus mass flux across this film is

Cy, — G

J=-D
5 )

(2.13)
where (Y is the concentration in bulk fluid, C; is the concentration at interface and
is the thickness of this film. Moreover, equation (2.13) can be written as

J = ke(Cy — C5), (2.14)

where D
ke = —5 (2.15)

is known as mass transfer coefficient and its inverse 1/k. is called resistance to mass
transfer. Besides, Henry’s law is applied to calculate C; by assuming that the interface
is in equilibrium. For example, if the bulk fluid in Fig. 2.16 is liquid phase and the
other side is gas phase, according to equation (2.11), we have

C; =22, (2.16)

Nernst’s film theory actually reduces gas-liquid mass transfer to one-phase-like
mass transfer, since both film and bulk are in the same phase, the other phase appears
only as part of interface by Henry’s law. However, gas and liquid phases are often on
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an equal footing, thus Lewis and Whitman proposed a two-film model in which films
exist at both sides of interface [83], as shown in Fig. 2.17.

interface
Cg
o
Bulk gas C Bulk liquid
c li
N\
X gas film liquid film

FIGURE 2.17: Two film model: films exist in both phases.

Still supposing that the interface is in equilibrium, indicating that Henry’s law

(2.11) holds, thus we have
C..
Cy =% 2.17
li Jolk ( )
where Cj;, Cy; are the concentration at interface in liquid film, gas film, respectively.
Furthermore, Fick’s law holds in these two stagnant films:

Ji = k(C) — Cy), (2.18)
Jy = ky(Cy — C). (2.19)

And the stagnant films are considered to be in steady state, thus flux through each
film should be equal:
Jy=Jg=J. (2.20)

Consequently, equations (2.18) (2.19) become

J =k (Cy — Cy), (2.21)
J = ky(C, — C). (2.22)

However, concentrations at interface Cj;, Cy; can not be measured. Therefore, two
auxiliary equations are proposed:

J =K (C; - CY), (2.23)
J = K, (C: = C,), (2.24)

where Kj, K are called overall mass transfer coefficients, Cy, C7 is the concentration
of liquid/gas phase at interface that would be in equilibrium with the concentration
of bulk gas/liquid, which satisfies Henry’s law (2.11):
C
Cr=-2 2.25
l o’ ( )
Cy = HC). (2.26)



2.5. Light 19

Substituting equation (2.25) (2.26) into (2.23) (2.24), we obtain the relation between
the two overall mass transfer coefficients:

K, = HEK,. (2.27)

In other words, K; and K, are physically equivalent, they only have the difference of
a constant coefficient, thus either one can be used to describe mass transfer, here we
choose K to represent the overall mass transfer coefficient.

Subsequently, equation (2.23) is rewritten as

J = Kl[(Cl — Clz‘) + (Cli — Cl*)}v (2.28)

substituting equations (2.17) (2.25) into (2.28), we have

J =K, [(Cl —Cy) + (CQH_CQ)] : (2.29)

Substituting equations (2.21) (2.22) into (2.29), we obtain

J J
J=K;|—+— 2.30
: [ 2, Hk] | (2.30)
J is canceled, we finally have
1 1 1
—_ = — 4 — 2.31
K k; + Hk, (2.31)

In equation (2.31), 1/K] represents total resistance to mass transfer, which is deter-
mined by liquid film resistance (1/k;), gas film resistance (1/k,) and solubility (1/H).
For highly soluble gases (low H), such as ammonia, it satisfies 1/Hky > 1/k;, con-
sequently, the liquid film resistance can be ignored. On the other hand, for poorly
soluble gases (high H), such oxygen, satisfying 1/k; > 1/Hkg, thus gas film resistance
can be ignored.

2.5 Light

Microalgal growth is a photosynthetic process, by which light energy is absorbed by
chlorophyll, an organic pigment contained in organisms, subsequently carbon dioxide
and water are converted into carbohydrates and oxygen [84]. Moreover, photosyn-
thesis is traditionally divided into two parts, the light-dependent reactions, or light
reactions and light-independent reactions, or dark reactions, as shown in Fig. 2.18
[85]. The light reactions require light to produce organic energy molecules, ATP and
NADPH. The dark reactions utilize energy molecules (ATP/NADPH) to fix carbon
dioxide into carbohydrates. Therefore, photosynthesis is essentially the conversion
from light energy into chemical energy, in other words, the whole process is driven
by light energy. In consideration of the importance of light in microalgal growth,
it is necessary to understand how light influences lab-scale or even industrial-scale
microalgal cultivation [86].

The relation between light intensity and photosynthesis of cells is classically de-
picted by a so-called light-response curve, also known as PT (Photosynthesis-Irradiance)
curve, as shown in Fig. 2.19 [87]. Scientists first studied PI curve of a population of
cells, then individual cells only recently [88] [89] [90] [91]. The curve includes three
distinct stages:
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H.0 Chloroplast co,

Light

Amino acids
Fatty acids

Sucrose

Dark Reactions

Light Reactions (Calvin Cycle)

FIGURE 2.18: Photosynthesis: light reactions and dark reactions, il-
lustration from [85].

1. Light-limited: rate of photosynthesis linearly increases with light intensity at
relatively low light intensity.

2. Light-saturated: the curve reached a plateau, accordingly rate of photosynthesis
obtains its maximum value.

3. Light-inhibited: rate of photosynthesis decreases with light intensity, known as
photo-inhibition of synthesis.

Light- . Light . Light-
limited | saturated ; inhibited

..........................

3
o
*

Rate of photosynthesis (P)

A J

Ik Iinhib

Light intensity (1)

FI1GURE 2.19: Light-response curve: the relation between rate of pho-
tosynthesis and light intensity, illustration from [87].

Subsequently, several mathematical models are constructed to fit the light-response
curve when light intensity is limited, naturally photo-inhibition is not accounted for
in such model. For example, Monod-like models describe the light-response curve as
[87]

I
I kT I’

where P is the rate of photosynthesis, Ppax is the maximum rate of synthesis, I is
the light intensity, I represents saturation irradiance.

Based on the study of light-response for individual cells, researchers established the
light-response model for the whole culture including a large amount of cells. The first
category of models is simple, the light-response curve is considered to be homogeneous

P = Pmax (2.32)
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in the entire culture by assuming that each single cell receives exactly the same light
intensity. Therefore, the first type of models for the entire culture is the same as the
model for individual cells, i.e. (2.32).

However, the assumption in the previous models is very ideal, since light inten-
sity may vary from place to place due to the light-blocking by dense cells and light
attenuation with distance. Therefore, the second category of models is established by
considering the nonuniform distribution of light in the reactor. In such model, light
intensity is a function of cell concentration and position, which is often described by
the Beer-Lambert law

I(x) = Ipe #*, (2.33)

where x is the distance from system surface to the cell in question, Iy is the incident
light intensity, u, is the attenuation coefficient depending on the cell concentration and
position. Incidentally, the attenuation coefficient u, also depends on the absorbing
ability of chlorophyll and other light-absorbing molecules [92].

Equation (2.33) implies that the irradiance is rapidly attenuated in the course of
penetrating the culture medium, consequently, cells are likely to be in dark reactions
when they are in the center of a photobioreactor. Therefore, by mixing of a photo-
bioreactor, the microalgal cells may experience a shorter light/dark cycle, which may
reduce light-inhibition [87]. The effect of short light/dark cycle is not included in the
second type of models, thus the third category of models is established to include this
effect [93] [94] [95] [96] [97]. Such model is accomplished by recording photosynthesis
of every single cell, which is driven by liquid flow to move between the light and dark
zones. Subsequently, the rate of photosynthesis of the entire culture is calculated by
summing all the rates of photosynthesis of single cell. However, such model runs the
risk of overfitting, since there are too many parameters [98].

2.6 Cell growth

This thesis mainly studied the physics inside a photobioreactor, i.e. the phenomena
of gas-liquid flow. However, the biological process will come shortly into the subject
in future once the study of physics is finished. Therefore, we give the theoretical
minimum that describes cell growth to facilitate the future studies |99] [100]. To
construct a mathematical model of cell growth in a reactor, we need the equations
that describe:

1. Kinetic models of cell growth
2. Mass balance for different boundary conditions

3. Heterogeneity of cell growth

2.6.1 Kinetic model

First of all, to study cell growth, we need to know the rate of cell growth rx, which
was found to be proportional to the present cell concentration:

rx = pX, (2.34)

where 1 is the specific growth rate, its unit is s~!, and X is the mass concentration
of cells in a reactor, its unit is generally g/L.

Therefore, a model for the specific growth rate is necessary in order to calculate the
rate of cell growth from equation (2.34). At low substrate concentration, supposing
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that there is only one limiting substrate, the specific growth rate is described by the

Monod model
S

M= /Lmaxma

where fimax is the maximum specific growth rate, K is the substrate concentration
when the specific growth rate is 0.5umax, S is the substrate concentration. pmax, Ks
are constants, influenced by temperature, pH..., they also depend on the type of the
micro-organism, for example K, of Aerobacter aerogenes is 8 mg/L, and the K, of
Aspergillus oryzae is 5 mg/L.

There are certainly other models for cell growth, as shown in table 2.4 [100].

(2.35)

TABLE 2.4: Different kinetic models [100]

Model name Kinetic expression
Tessier % = sz — €_CS/KS)
Moser o= Mmaxcgii?[{s

Contois W= Mmaxcs_i_cii(sx

x3fsi s < 2K
Blackman ©= Hmaxgpe;; Cs S alls
fmax;  Cs > 2K

T

Logistic law  ft = fimaz(1 — K—I)

2.6.2 Mass balance

Cells, substrates, products, they all respect mass balance, a general form of mass
balance is

Inlet + Production + Initial State = Outlet + Consumption + Final State, (2.36)
which can also be rewritten as
Inlet 4+ Production = Outlet + Consumption + Accumulation, (2.37)

where
Accumulation = Final State — Initial State. (2.38)

For the discussions in this section 2.6.2, u is assumed to be uniform in the whole
reactor, for which a perfectly-mixed reactor will be a necessary but not sufficient
condition, since p also depends on the age of cell, etc.

Mass balance of cells

The cells have their specific form of mass balance, for example, the production in
(2.37) becomes the birth of cells, the consumption is actually the death of cells, and
the accumulation is now the net variation of cells in the bioreactor. Supposing that
the volume of bioreactor is a constant Vj, thus the mass balance of cells per unit time
is

d(VoX)
dt

QinXin + rxVo = QoutXous + Vo + (2'39)
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where @) is the volumetric flow rate of liquid, X is the mass concentration of cells, rx,
rp are the rate of cellular birth and death, respectively.

To simplify the problem, assuming that there is no cellular death in the following
discussions. With this assumption, we apply different boundary conditions to equation

(2.39):
B.C. 1, a continuous open reactor, which indicates:
Qin = Qout = Q, (2.40)
thus (2.39) is now
d(Vo X
QXin +7rxVo = QXout + ( Clot ) (2'41)

More constraints can be added to (2.40):

B.C. 1.1, a perfectly-mixed reactor, whose concentration of cells does not depend
on the space: X(#545%,t). Therefore, if we take some samples from different zones
of the reactor, the concentration of the samples has no difference with the one in the

reactor, which implies
Xout = X, (2.42)

consequently, (2.41) becomes

dX
QXin +rxVo = QX +Vo— (2.43)
B.C. 1.2, still a perfectly-mixed reactor, yet only substrate, no cell in the inlet
flow, which is often the case, in other words

Xin = 0, (2.44)
thus (2.43) becomes
Q dX
—=X=—. 2.45
TV T (245)

Together with equation (2.34), we have
_dX

(n—D)X = u (2.46)
where 0
D = VO, (2.47)

known as dilution rate. Equation (2.46) simply signifies that the increase of cells (u)
minus the removal of cells (D) equals to the variation of cells (dX).
B.C. 2, a closed reactor(batch), which satisfies

Qin = Qout =0, (2'48)
in this case, (2.39) becomes
dX
= —. 2.49
rx = (2.49)

Mass balance of substrate

The substrate also has its own version of (2.37), for example, the biological reaction
dose not produce substrate, on the contrary, it only consumes substrate. Therefore,
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the production for substrate is 0, the mass balance of substrate per unit time is

d(VoS)
dt

QinSin = Qoutsout + TS‘/O + (2.50)
where S is the mass concentration of substrate, rg is the consumption rate of substrate

concentration, which satisfies
rXx

= )
Yxs

where Yxg is the yield coefficient. Equation (2.51) just means that the reaction
consumes a certain amount of substrate, and produces some cells accordingly.

For different boundary conditions:

B.C. 1, a continuous and perfectly-mixed reactor, which implies (2.40) and

rs (2.51)

Sout = S, (2.52)
together with (2.51), mass balance (2.50) becomes

ds
LRSI (2.53)

QSn =Q5 + Yys e

Subsequently, dividing equation (2.53) by Vp, then applying (2.47) (2.34), we have

uX dS

in — D — — T
(s 5) Yxs dt

(2.54)

which means that the net inflow of substrate minus the consumption of substrate
equals the variation of substrate. Besides, when the inlet flow satisfies

Sin > S, (2.55)

the substrate can make the cells flourish.
B.C. 2, a closed perfectly-mixed system, satisfying (2.48), thus (2.50) becomes

dsS uX
o~ 2.56
= Yes’ (2.56)
substituting equation (2.49), we have
as 1
= 2.57
dX Yxs’ ( )
in other words,
X — Xo = So— Yxs5. (2.58)
With equations (2.56) (2.58) (2.35), we obtain
dS ,umaxs SO
—_— = —=5]. 2.59
it ~ K, +S <YX5 (2:59)

A typical solution of (2.59) is shown in Fig. 2.20, where we can observe that the
substrate will be exhausted, which is expected to take place for a closed system.
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Substrate concentration

Time

FIGURE 2.20: The variation of substrate concentration with time in
a closed system.

Mass balance of products

For products, the production in (2.37) is just the metabolic products, and the con-
sumption is 0. Normally, there is no products in inlet flow, i.e.

P, =0. (2.60)

Therefore, the mass balance of products per unit time is

d(PVy)
dt

rpVo = Qout Pout + (2-61)
where P is the mass concentration of products, rp is the formation rate of products,

similar to (2.51), it satisfies
rp = YpxTXx. (2.62)

For different boundary conditions:
B.C. 1, a continuous and perfectly-mixed reactor, which indicates (2.40) and

Pows = P. (2.63)

Consequently, (2.61) becomes

dP
—DP = — 2.64
rp dt’ ( )
substituting (2.62), we have
dP

Ypxrx — DP = g (2.65)

whose significance is similar to the one of (2.46).
B.C. 2, a closed system, implying (2.48), thus (2.61) becomes
dpP

Ypxrx = % (2.66)
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2.6.3 Population balance equation

In the previous discussions, p is assumed to be uniform in the whole reactor, which
is often not the case in reality, since the cells may grow with different velocities in
different zones. Therefore, in this section 2.6.3, we will discuss the method to describe
the heterogeneity in a reactor, namely the population balance equation (PBE) [101]
[102] [103].

The PBE is closely connected to the continuity equation that describes a conserved
quantity, since the cell number is also a conserved quantity with a source term (net
birth/death of cells). For a conserved quantity 1, the general continuity equation is

9p
— 4+ V- (pi) =s 2.67
5 TV (o) =3, (2.67)
where p is ¢ per unit volume, « is the velocity field and s is the variation of ¥ per
unit volume per unit time, i.e. the net source term.

For cell number, equation (2.67) has the form

ag;c + Ve (ncg) + Vi - (netd) = s, (2.68)

where £ denotes the coordinates of internal space in which heterogeneity takes place,
for example cell size, specific growth rate, etc.; r is the coordinates of the three-
dimensional physical space; n. is the cell number per physical volume per internal
volume; s. is the variation of cell number per physical volume per internal volume; 5
is the “velocity” in the internal space:

iy = %€

OESH (2.69)

Also noticing that the total cell number is
N(t) = / / nedédr, (2.70)
Q: JQ,
and the cell number density in the physical space is
x(r,t) = / ned§. (2.71)
Qe

Subsequently, we integrate (2.68) on the internal space:

g (/Qg m&) Ve (5/9{ ncd€> v, <ﬁ/ﬁ£ ncdé) - /Qg sde. (272)

By substituting (2.71) into (2.72), we have

X Ve (G0 + T (i) = elr.), (2.73)
———

convective

where € is the variation of cell number per physical volume. Equation (2.73) is the
population balance equation for cell growth. In the numerical approach of equation
(2.73), the convective term in the physical space is handled by the CFD modeling,
thus we just need to treat the rest part, i.e. the transport equation in the internal
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space:
=+ Ve ({) = €(r,1). (2.74)

Furthermore, the specific growth rate is often considered as the only internal coordi-
nate, consequently, transport equation (2.74) becomes

ox 0 (ou \
ot + o ((%X> = ¢(r,1), (2.75)

which signifies that the cells are transported by the “velocity” field in u-space. The
“velocity” at a pu-point, or the direction of cell transport at this point, is still determined
by the Monod equation (2.35): cells will “flow” into a larger/smaller neighboring u-
point if the actual point is smaller/larger than peny, the optimal specific growth rate
in the same medium [101].

To numerically solve equation (2.75), the p-space with the range of [0, max| is
often divided into N subspaces, as shown in Fig. 2.21. Therefore, p in the i-th
subspace is ‘

= e, 1= 1,20 N, (2.76)
and p; is a constant in each subspace. Consequently, cells will “flow” from ¢-th subspace
to (14 1)-th subspace for p; < peny, and also from i-th subspace to (i — 1)-th subspace
for p; > peny, as shown in Fig. 2.22.

p =0 H2 ) e | UN = Hmax

FiGURE 2.21: p-space is divided into N subspaces, each subspace
holds a constant p;, and p; increases from left to right in the illustra-
tion.

IuEDV
'
|

U —) Hiv1 Mj—1 G 2

FIGURE 2.22: For p; < fleny, cells “flow” in p-space from smaller p;
to larger w;y1; for pj > fleny, cells are “transported” in u-space from
larger p¢; to smaller ;1.

Furthermore, to numerically solve the entire equation (2.73), Morchain et al. have
coupled CFD modeling that handles the gas-liquid flow, a kinetic rate expression that
describes biological reactions and a population balance modeling that accounts for bi-
ological adaptation to local concentration gradients [54]. This approach is particularly
interesting when one would like to scale-up an aerated fermenter, since the concentra-
tion gradients is more likely to occur at large scale. In addition, such approach also
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provides an explanation for the decreased performances of poorly mixed industrial
bioreactors.

Besides, ¢ in equation (2.73) may include more than one internal coordinate. For
example, Quedeville et al. have recently investigated two internal coordinates, the
specific growth rate and the cell length of rod shaped cells [104], in order to uncouple
growth in mass (controlled by the rate of anabolic reactions) and growth in number
(controlled by the cell division kernel) when the equilibrium between a cell population
and its environment is disrupted.

2.7 The influence of bubble behaviors on cell growth

Both physical and biological phenomena are discussed above, and they are all indis-
pensable for the proper functioning of a photobioreactor. However, these two kinds of
phenomena may not be bystanders to each other: an interaction between them may
take place in the meantime.

For example, it has been observed that the bubble behaviors can affect microalgal
growth and give rise to a heterogeneous microalgal distribution in a bubble column
photobioreactor [105]: the microalgal cells are absorbed on the bubble surface, and
cells are carried upwards by the bubbles, as shown in Fig. 2.23. Consequently, mi-
croalgae tend to accumulate at the top of the culture. Further, smaller orifice size and
higher gas flow rate produce more serious bubble carrying, which accordingly results
in more accumulations of cells at the top of culture. In addition, the reverse effect also
exists [106]: the aggregation of microalgal cells on the surface of CO2 bubbles resulted
in an easier bubble detachment in the microalgal suspension than in pure water, since
the aggregation on bubble surface may have reduced the gas-liquid surface tension.
Besides, bubble formation at sparger can result in shear stress, which will finally lead
to cell damage and death [107]. And small bubbles are more damaging than large
bubbles [108].

)

Bubble

' Capillary

FI1GURE 2.23: Microalgae are absorbed on the bubble surface, illus-
tration from [106].

Also, T. Coward et al. have generated a large population of small bubbles to
cultivate microalgaes, and the influence of bubble size and rise velocity on microalgal
harvesting is significant [109]. Besides, bubble behaviors can also impact gas-liquid
mass transfer, which also influences the cell growth. For example, the mass transfer
coefficient was observed to be proportional to the bubble diameter [110]. Also, a small
flow rate with large bubbles may be more efficient for COs mass transfer since the
shearing forces are reduced [111].
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2.8 The complete model

A complete model is required in order to study all the phenomena and interactions be-
tween them in a photobioractor, and the complete model can be achieved by coupling
different sub-models, as shown in Fig. 2.24. Starting with gas-liquid flow: hydrody-
namics, gas concentration and pressure in bubbles, bubble behaviors including bubble
volume and shape are obtained by means of experimental methods like shadowgraphy,
PIV, and the numerical tool proposed and validated in this thesis. Taking hydrody-
namic information as input, plus Lagrangian tracer properties, Lagrangian transport
model yields cell concentration, cell trajectories, etc. Similarly, the transport model
of scalar existing mainly in liquid gives pH, temperature and scalar concentration at
different moments and positions.

Meanwhile, using gas pressure, gas concentration in bubbles, bubble volume, bub-
ble shape, temperature, etc. as inputs, gas-liquid mass transfer model gives the
amount of COy transferred from bubbles into liquid. And the amount of the dis-
solved CO2 becomes an input for the dissolved gas scalar transport model, which
provides dissolved COy concentration at different moments and positions.

On the other hand, with cell concentration, cell trajectories, liquid scalar concen-
tration obtained from previous models, plus external illumination conditions, light
model yields light received by moving individual cells [112]. Subsequently, rate of
photosynthesis is obtained according to photosynthesis-irradiance relationship.

Finally, all the outputs from the previous models serve as inputs for the cell growth
model, which gives temporal evolution and spatial distribution of physical states such
as position and biological states like cell growth rate of microalgae in a photobioreac-
tor.

In chapter 5, we will attempt to carry out some important sub-models, and also
introduce other essential kernels of the complete model in more details.
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FIGURE 2.24: The basic structure of the complete model. An el-

lipse represents a model handling a specific problem, and a rectangle

represents the inputs required by a model, or outputs yielded from a
model.
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2.9 Objectives

In this chapter, we have reviewed all the essential studies of physical, biological, and
physical-biological coupling phenomena in a photobioreactor, which presents the great
complexity of a photobioreactor. In light of the literature review, we found that bubble
behaviors have important influence on the productivity of a photobioreactor: on one
hand, bubbles are the driving source of the gas-liquid flow, on the other hand, they
also have direct impact on cell growth. However, to our knowledge, a thorough study
of bubble behaviors (volume and shape evolution) in a bubble column photobioreactor
was not often reported in existing literature.

Therefore, this PhD project aims to investigate how bubbles behave under different
flow conditions by both experimental and numerical methods to gain more insight
into the complicated phenomena in a photobioreactor. On the basis of literature
review, shadowgraphy is adopted as the experimental method. Also, VOF method
seems to be a more suitable numerical method for this project, since, among the
mainstream multiphase models, only VOF can generate bubbles and represent bubble
shape evolution without additional kernels.

In order to achieve the aim of the project, following research objectives are pursued
in this thesis:

1. To design and manufacture a lab-scale photobioreactor suitable for the present
and follow-up studies:

e The reactor uses glass as the material of its wall in order that the camera
can clearly capture the bubbles.

e The reactor is a rectangular one in order to avoid possible image distortion.

e The reactor size is relatively small for less energy demand, easier mainte-
nance, less complicated phenomena. Besides, a small reactor also benefits
the later simulation, since a smaller numerical domain requires less com-
puting time.

e The reactor has multiple nozzles, which allows searching for the optimal
injecting configuration for the microalgal cultivation.

2. To set up a photography system that can accurately capture bubbles, specially
the profile of a bubble:
e A shadowgraphy technique is applied to construct the system.

e A monochromatic light source is used in order to avoid unwanted optical
effect on the images.

The camera has enough field of view so that a whole bubble can be captured
by the camera.

The camera can take images at a relatively high frame rate in order to
record enough images for a fast-moving bubble.

3. To process the images to obtain the information of bubble behaviors:

e Image Processing Toolbox™ in Matlab is applied to process the images
since it possesses many practical functions and it is more efficient in pro-
cessing many images.

e The images are binarized and useless elements in the images are removed.

e Bubble volume, bubble shape and bubbling frequency are calculated from
the processed images.
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4. To simulate bubble behaviors by a numerical tool:
e OpenFOAM is chosen to be the basic tool, whose solver for two-phase flow
is based on VOF method.
e The robustness of the numerical tool is investigated by literature review.

e The basic numerical parameters are determined through less computation-
intensive simulations, such as 2D simulations.

e 3D bubbles are simulated by the numerical tool and the relevant informa-
tion of bubble behaviors are also obtained through post-processing.

5. To compare bubble behaviors from simulations with those from experiments:

e The ability of the numerical tool to simulate bubbles is validated through
this comparison.

e The working range of the numerical tool for a specific numerical domain is
also known.

6. Several points are discussed as perspectives:

e The time required to arrive at a quasi-steady state of two-phase flow.
e The mixing time of a scalar tracer.
e The transport of microalgal cells in the liquid.

e The radiative transfer equation and its numerical solutions for calculating
the light field throughout the reactor.

The complete model that couples different phenomena.
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Experimental study

In this chapter, bubble behaviors were investigated in a lab-scale photobioreactor un-
der different bubbling conditions using experimental methods. We first gave a prelim-
inary calculation about influence of wettability on bubble formation and detachment.
Then, bubbles were captured into digital images by applying a shadowgraphy tech-
nique. Subsequently, the original images were processed in order to filter out the less
important informations and only keep the critical elements. Finally, several bubbling
features, such as bubbling frequency, bubble volume, and bubble shape evolution,
were extracted from the processed images. In addition, the Matlab code for image
processing and analysis is available in appendix B.

3.1 Preliminary reflection on the role of wettability in
bubble formation and detachment

For a bubbly flow, one of the most essential phenomena is bubble formation and
detachment at a submerged orifice, since it initially determines bubble volume, bubble
velocity and other important parameters of bubbly flow. The previous researchers
have observed that bubble growth has two regimes [113]: when the gas flow rate is
smaller than the critical value, the bubble volume is insensitive to the flow rate, on
the contrary, the bubble volume increases with the flow rate when the gas flow rate
is greater than the critical value.

In this section 3.1, we focus on the regime of low gas flow rate where bubble
formation is a quasi-static process, therefore it is possible to have an analytical ap-
proach for the process. In this regime, it has been found that wettability of the orifice
material is an important factor that influences bubble volume [114]. The model of
impact of wettablity is similar to the one of gas flow rate: wettability has no influence
on bubble volume for small contact angles, however, bubble volume starts to increase
dramatically with contact angle once contact angle exceeds a critical value. In existing
literature, this phenomenon has been explained qualitatively [114] [115]. Neverthe-
less, we propose an alternative explanation by considering both capillary force and
adhesive force, finally we obtain a formula to quantitatively describe this phenomenon
[116].

As mentioned before, bubble growth at low gas flow rate is regarded as a quasi-
static process. Based on this hypothesis, we consider the situation where a bubble
does not spread over the horizontal solid surface, as shown in Fig. 3.1. In this case, a
three-phase contact line is located at the orifice edge. Thus, referring to Fig. 3.1(a),
the surface stresses in equilibrium satisfy [117]

oty = —ogr cosa (3.1)

ags = ogrLsina,
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(a) (b)

FI1GURE 3.1: A bubble that does not spread beyond the orifice edge.
(a) The three surface stresses o act on the triple line located at the
orifice edge. «, (B are the angles between the interfaces, and f is set
to be w/2. (b) The gas-liquid surface stress ogy, does not appear in
the forces acting on the bubble as a whole. The liquid-solid surface
stress afs pulls the bubble outwards and may make the bubble spread
over the horizontal surface. The gas-solid surface stress olq resists
the buoyancy force Fg.

where « is the contact angle, H, V stand for “Horizontal”, “Vertical”, respectively, and
G, L, S stand for “Gas”, “Liquid”, “Solid”, respectively. In this way, o, is the gas-
liquid surface stress, afs is the surface stress at the horizontal liquid-solid interface
and Ugs is the surface stress at the vertical gas-solid interface.

In addition, both of the horizontal and vertical solid surfaces satisfy

oar cosfy = oy — ol (3.3)

oqr cos Oy :JgS—O'){S, 3.4

known as the Young equation, where 6 is the contact angle on a perfectly flat and
rigid surface. This angle also characterizes wettability of the surface: a small 6 implies
high wettabilty (hydrophilic surface), whereas a large 6 signifies low wettability (hy-
drophobic surface). If the material of the horizontal and vertical surfaces is identical,
from equations (3.1) (3.2) (3.3) (3.4), we have

cos (a - %) = ? cos b, (3.5)

where 0 = 0y = 0y. As a result, we obtain 7/2 < a < 7 for 0 < 0 < 7, this obtuse
contact angle « is observed during bubble pinch-off [118] [119]. In other words, the
initial stage of bubble pinch-off, namely the formation of the bubble neck, may result
from the fact that the three phases seek to attain equilibrium at the orifice edge.

Fig. 3.1(b) shows the forces acting on the bubble as a whole. Inside a tube, the
capillary force per unit length is [120]

fc=o0Gs —oLs. (3.6)
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(a) (b) (c)

FI1GURE 3.2: The method for calculating bubble volume. (a) Qy
is the maximum gas volume that can be supported by the vertical
gas-solid interface. (b) During bubble spreading, €2, is the gas vol-
ume that is held by the horizontal solid surface, its maximum value is
Qg = (Q)max- (c) The bubble volume is considered as a sum of the
previous two maximum volumes. Noticing that the overlapping vol-
ume represented by the dark region appears twice in the total volume,
thus the theoretical bubble volume is a little larger than the actual
one.

However, liquid-solid surface stress is a horizontal force at the orifice edge, naturally,
it does not appear in the vertical capillary force. Therefore, the capillary force per
unit length at orifice edge is the gas-solid surface stress

fe =0als, (3.7)

which resists the buoyancy force Fp. During bubble detachment, upward Fp and
downward a‘é g will stretch the bubble to break up, which may explain the observations
from Keim et al. [121]: “In the last stages (of bubble pinch-off), the air appears to
tear instead of pinch”. In horizontal direction, st tends to pull the bubble onto
the horizontal solid surface. Consequently, the bubble may spread over the horizontal
surface. In this case, the buoyancy force is met with resistance mainly from two forces:
the surface stress crgs provided by the vertical gas-solid interface, and the adhesive
force F, provided by the horizontal gas-solid interface.

To calculate the maximum bubble volume €2, we artificially divide the bubble into
two parts. A “vertical part” that is supported by the vertical gas-solid interface, and a
“horizontal part” that adheres to the horizontal solid surface, as shown in Fig. 3.2(a)
and (b), respectively. Thus

Q=0Qy + (Qh)maXa (38)

where Qy is the maximum volume of the vertical part, € is the volume of the
horizontal part, its maximum value is Qg = (24 )max-
By equating the corresponding buoyancy force

Fy = QuApg, (3.9)

and the capillary force
Fo = 27Rolg, (3.10)
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we estimate Qy in Fig. 3.2(a) as

v
_ 2w g

Qy
Apg

R, (3.11)
where R is the orifice radius, Ap is the density difference between liquid and gas, g is
the gravitational acceleration.

To simplify the algebraic calculations, we suppose that the horizontal part has the
shape of a spherical cap, thus

7(2 + 3cosfy — cos® Oy )rd
Qn(0g,7) = 35076y , (3.12)

where r is the spreading radius on the horizontal surface, as shown in Fig. 3.2(b).
The corresponding buoyancy force is

FI = ApgQh,. (3.13)

It is worth mentioning that the actual horizontal part is the spherical cap subtracted by
the overlapping part, which is represented by the dark region in Fig. 3.2(c). In other
words, the actual €2, depends on the orifice radius R. Nevertheless, the spherical cap
can approximately represent the horizontal part by assuming that R is small enough,
namely the overlapping volume is negligible.
To pull the horizontal part away from the horizontal surface, the required work
per unit area is
vy = ogr + oty — o, (3.14)

known as the work of adhesion [122]. Substituting equation (3.3) into (3.14), we have
o :O'GL(l—COSGH). (315)

It has been found that the adhesive force per unit length is proportional to the work
of adhesion [123] [124], hence we obtain

F, =2mrksoqr(l — cosfp), (3.16)

where k, is a dimensionless coefficient relating the adhesive force to the work of
adhesion.

To evaluate the competition between the corresponding buoyancy force and the
adhesive force, we calculate the difference

3 6kqocr (1 —cosfp)sin® Oy .
Apg 2+ 3cosfy —cos30y |’

§=Fk—F,=c|r (3.17)

where

7(2+ 3cos Oy — cos® 0 ) Apg
C =

- 3.18
3sind 0y (3.18)
is positive for 0 < g < m. We plot § versus r in Fig. 3.3, and we observe that for
r < Tmax the buoyancy force is smaller than the adhesive force. The bubble continues
to spread over the horizontal surface until the spreading radius attains its maximum
value

(3.19)

6ksoqr, (1 —cosfp)sin® 0y
T =
max Apg 2+ 3cosfy —cos3 0y’
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Spreading radius r

FIGURE 3.3: The difference between the buoyancy force FJ and the

adhesive force F, versus spreading radius r for the horizontal part.

§ = 0 indicates F = F,, § < 0 indicates F2 < F,. And 7mayx is the
maximum spreading radius.

at which the buoyancy force F g equals the adhesive force F,. For r > rpay, the
buoyancy force is larger than the adhesive force, thus the bubble starts detaching.

The maximum volume of the horizontal part is estimated as Qg = Qp(rmax) for a
fixed 0. Together with equations (3.12) (3.19), we obtain

: 1
m [ 6k.ocr 3 (1 —cosfp)3sin® 0y 12
Qg == , (3.20)
3\ Apg 2 4 3cos Oy — cos? Oy
a function of wettability of the horizontal surface 6. To analyze equation (3.20), we
write .
6k 2
e= o 2HegCGL )" (3.21)
3 Apg

Subsequently, we plot Qp for different € in Fig. 3.4, and we observe that Qy has
a flat tail where Qg approximately equals zero. Furthermore, the size of this tail
is determined by the parameter €, a larger ¢ implies a smaller tail. In the context
of bubble formation, this flat tail indicates that a bubble can hardly spread over a
relatively hydrophilic surface (with small 6). Lin et al. [114] have described this
phenomenon as: “the bubble growth on the hydrophobic surface is no longer taking
place at the edge of the orifice as the case of hydrophilic surfaces. In fact, the contact
base of the bubble started to spread beyond the orifice edge as the orifice surface
became more hydrophobic.”
Substituting equations (3.11) and (3.20) into (3.8), we obtain the total volume

QR,0) =

3 . 3

Apg 3\ Apg 2+ 3cosfy — cos? Oy

Equation (3.22) explains the following observations made by Lin et al. [114]: “For
orifice contact angles (6y) between 0 and 55°, the bubble volume is determined by
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FIGURE 3.4: Function Qg = ¢ }2 for different k.

the orifice diameter and independent of the magnitude of the contact angle. However,
when the orifice contact angle exceeds the threshold value of 55°, the air bubble volume
increased with increasing contact angle due to spreading of the contact base.”

Inspecting equation (3.22) we see that for small 6, the total volume is determined
by the orifice size in the first term of equation (3.22), since the second term almost
vanishes. Once the second term leaves the flat tail, it increases dramatically with
increasing 0. As a result, the contribution of the second term to the total volume
will become much larger than the first term, naturally, as described by [114]: “the
contribution of orifice size to the bubble volume is important only for hydrophilic
surfaces.”.

Similar experimental results, i.e. constant bubble volume on hydrophilic surface
and dramatical increase of bubble volume with contact angle on hydrophobic surface,
are also been reported in other articles [125] [126] [127] [128] [129], they can also be
explained in principle by equation (3.22).

Fig. 3.5 shows a quantitative comparison between the theoretical prediction (3.22)
and the experimental data from Lin et al. [114]|. The constants in equation (3.22) are
determined as follows. We assume that Qg is 0 for 8y = 0.087, consequently, from
Q(Ry = 0.275 mm, 0y = 0.087) = 11 mm?, we have

1%
2wolg

~ 40 mm?. 3.23
Apg (3.23)

This is a constant, since the material of the vertical solid surface does not change
in the experiments. Subsequently, by minimizing the mean square error between the
theoretical and experimental values for R; = 0.275 mm, we obtain

™ <6kaUG’L

3

2
~ 85.4 3 3.24
" Apg) mm?, (3.24)

which is also invariant by assuming that k, in equation (3.16) is a constant. With the
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FiGURE 3.5: Maximum bubble volume 2 versus wettability 0y: a
comparison between the theoretical prediction (3.22) and the exper-
imental data from Lin et al. [114]. The theory aligns well with the
experiments for two orifice sizes, Ry = 0.275 mm and Ry = 0.125 mm.

constants obtained from Ry = 0.275 mm, the established equation also predicts the
experimental data correctly for the second orifice size, namely Ry = 0.125 mm.
In addition, from equation (3.23), we have

ol ~ 60 mJ/m?, (3.25)

the surface energy of 304 stainless steel, i.e. the orifice material used in the experiments
[114]. The surface energy of 304 stainless steel in other literature is about 50~60
mJ,/m? [130] [131], which confirms the value (3.25) deduced from our approach. This
is another way for the validation of our approach.

3.2 Working principle of shadowgraphy

The objective of the experiments was to acquire the spatial and temporal informations
about bubbles. By assuming that bubble shape is axisymmetric, the objective can be
achieved by taking photos of bubble profile (i.e. projection of gas-liquid interface) at
regular time intervals. Therefore, to highlight the gas-liquid interface in photograph,
a shadowgraphy technique was chosen in our experiments. In principle, shadowgraphy
is a backlighting technique, in other words, the subject is placed between the light
source and the camera. Consequently, a shadow is generated due to the refraction of
light in non-uniform transparent media [132]. For bubbly flow, collimated light will
be refracted at the gas-liquid interface, as shown in Fig. 3.6.

According to Snell’s law, the angle of refraction satisfies

sinfy = % sin 61, (3.26)
2
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Refracted light ray

Liquid

FIGURE 3.6: A light ray traveling in liquid will be refracted when it
arrives at the gas-liquid interface.

where 01, 05 are angle of incidence, angle of refraction, respectively, and ny, no are the
refractive index of liquid, gas respectively, which normally satisfies

ny > ny, (327)
since light travels faster in gas than in liquid. Therefore, we have
02 > 01, (3.28)

in other words, the parallel light beam in liquid diverges when it arrives at the inter-
face. Besides, angle of incidence also satisfies

h
sinf; = - (3.29)

where h is shown in Fig. 3.6, r is the radius of a spherical bubble. Substituting (3.29)
into (3.26), we have

sin Oy = %h. (3.30)
2

Therefore, the incident light ray is more deflected as it arrives at higher “latitude” of
the bubble. As a consequence, the light rays that penetrate the central part of the
bubble may still arrive at the image sensor of the camera, yet all the rest light rays
passing through the bubble completely fan out, hence an annular-like shadow will
appear on the recording plane, as shown in Fig. 3.7. In this way, the bubble profile
is successfully recorded into the digital images as the borderline between dark and
bright regions.
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F1GURE 3.7: An annular-like shadow is formed on the recording plane
when a light beam traveling in liquid meet a gas bubble due to the
refraction.

3.3 Experimental setup

The experimental system was specially designed to support a long-term research on
the physical and biological phenomena in photobioreactors, including this PhD project
and the follow-up studies. For the present study, the experimental setup was mainly
constituted of a photobioreactor, a gas injection system and a shadowgraphy measur-
ing device, as shown in Fig. 3.8.

First of all, PIV experiments may be conducted in future investigations, thus a
rectangular glass column was selected to be the photobioreactor, since a cylindrical
reactor may cause optical distortion in the images [133]. The inner dimensions (width,
depth and height) of the glass column were 28 x 10 x 60 cm, respectively. The reactor
walls were well cleaned before performing the experiments, in order to remove dust
and grease that may stain the images. Afterwards, the reactor was filled with 30 cmn
of distilled water at 20 +1 °C.

Secondly, 9 brass chopper nozzles with inner diameter of 2 mm and 0.5 mm thick
were uniformly distributed at the bottom, as shown in Fig. 3.9. And each nozzle was
connected with an independent switching valve in order to investigate the influence
of nozzle configuration on bubbling in the future. Nonetheless, in the present work,
only the central nozzle was utilized to inject gas into liquid. And the gas flow rate was
stabilized and regulated by a volumetric flow controller (VFC, range 0-500 mL/min,
Bronkhorst F201-C).

Lastly, in the shadowgraphy equipment, a uniform light source (LED panel, 85 x 90
mm) and high speed camera (Phantom, V310) were arranged at the two sides of the
reactor to record the bubbles with a rate of 200 fps (frame per second). The camera
was triggered on turning on the VFC, thus the images also recorded the bubble train
before its stabilization. For each flow rate condition, the images were recorded in
triplicate and each recording lasted about one minute.

Besides, VFC was calibrated by bubble meter method [134], which requires only
a graduated cylinder and a chronometer. The principle of measuring gas flow rate by
bubble meter method is shown in Fig. 3.10.
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FIGURE 3.8: Schematic sketch of the experimental setup.

Therefore, the flow rate is

Q="
where V;, V; are the reading on the graduated cylinder before and after stopping
injecting gas, respectively, At is the time interval recorded by the chronometer. The
measurements were repeated 10 times for each VFC set point, and the results are
reported in table 3.1. According to these results, the control of the gas flow rate was

satisfactory, since the coefficient of variation of 10 measurements for each flow rate
was less than 10%.

(3.31)
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FIGURE 3.9: The 9 nozzles at the bottom of the reactor (the side
counecting with gas source).

FIGURE 3.10: Bubble meter method to measure gas flow rate.
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TABLE 3.1: Calibration of VFC.

Exp. No. | Percentage of full scale’ | Measured flow rate* (mL /min)
FR1 1% X =80.3,0 =58, ¢, = 7.2%
FR2 3% X =1102,0=1.9, ¢, = 1.7%
FR3 6% X =1455,0 = 1.3, ¢, = 0.89%
FR4 9% X =179.1,0 =23, ¢, = 1.3%
FR5 12% X =216.8,0 = 4.4, ¢, = 2.0%
FR6 20% X =314.6,0 = 8.1, ¢y = 2.6%
FR7 30% X =428.1,0 =20.2, ¢y = 4.7%

100%: 1000 mL/min (theoretical)
* X: mean, o: standard deviation, c¢y: coefficient of variation, sample size: 10
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3.4 Image processing

Thanks to the shadowgraphy technique, bubbles were recorded in 12-bit grayscale
images (intensity range [0,4095]), image resolution was 800 x 400, an arbitrarily cho-
sen raw image is shown as an example in Fig. 3.11(a). In the raw image, the liquid
and the central part of a bubble are bright, whereas the peripheral part of a bub-
ble is dark, which is the expected optical phenomenon according to the principle of
shadowgraphy in section 3.2. The raw images were binarized by Otsu’s method [135]
[136]. This method assumes that an image contains two kinds of pixels: background
and foreground. Then, based on the pixel intensity histogram, it determines the best
threshold to segregate those two pixel populations. In our case, this method is partic-
ularly well-suited, since the two pixel populations were very distinct thanks to light
uniformity, as shown in Fig. 3.12, the histogram of Fig. 3.11(a). And the binarized
image is shown in Fig. 3.11(b). However, a bubble in the binarized images always
included some white zones that are inherent in shadowgraphy. Therefore, the white
zones were eliminated through area opening [137], which removes all the connected
components (objects) with pixels lower than a given value, as shown in Fig. 3.11(c).
Finally, the black and white pixels were inverted to make further analysis possible, as
shown in Fig. 3.11(d), since it is the white pixels that were recognized as an object.

v 9 @
g 9 9

(a) (b) (©) (@)

FIGURE 3.11: Image processing. (a) raw image, (b) binarized image,
(c) white zones eliminated, (d) inverted image.
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FIGURE 3.12: The histogram of Fig. 3.11(a), bin width: 1.

3.5 Image analysis

3.5.1 Counting bubbles

To count bubbles, a probe point was placed in the processed images (about 9 mm
above the nozzle), in order to detect a bubble after its detachment from the nozzle,
as shown in Fig. 3.13(a). The pixel intensity Z at this probe point indicated whether
a bubble reached the point:

I— {1, a bubble is present (3.32)

B 0, absence of bubble

As a consequence, the pixel intensity Z of a sequence of images formed a series of
square pulses, one pulse implied a new bubble, as shown in Fig. 3.13(b). Therefore,
the bubbles were counted by counting the pulses. Besides, in order to assess for the
quality of this method, the influence of the probe point position on the bubble features
(bubbling frequency, bubble volume and bubble shape factor) was investigated and
shown not to be relevant as long as the probe point was not in contact with most of
the bubbles before its detachment.

3.5.2 Bubbling frequency

With the “probe-point” method, the pulses were counted automatically by a code
developed in Matlab. In other words, the temporal evolution of bubble number was
obtained, as shown in Fig. 3.14(a). Subsequently, the bubbling frequency was also
calculated by differentiating the bubble number with respect to time, as shown in Fig.
3.14(b). Inspecting Fig. 3.14(b), we found that the bubbling frequency became almost
insensitive to time after a few seconds, which indicated that the bubbling steady state
was reached after a period of fast changes in the bubbling frequency. This transient
regime at the beginning was due to the pressure buildup in the tubing prior to the
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FIGURE 3.13: Counting bubbles at VFC 1%. (a) the probe point (red
point), (b) pixel intensity of probe point over an image sequence.

3720

opening of the VFC. Finally, bubbling frequency for all the flow rates is plotted in
Fig. 3.15, and the mean bubbling frequency at steady state is reported in table 3.2,
where we can see that the bubbling frequency at steady state increased with the flow
rate, yet the fluctuation of bubbling frequency also increased with flow rate.
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F1GURE 3.15: Bubbling frequency for all the flow rates.

TABLE 3.2: Mean bubbling frequency at steady state.

VFC set point Bubbling frequency* (Hz)
1% X =0.0894, 0 = 0.0232, ¢, = 26.0%
3% X =0.1011,0 = 0.0247, ¢, = 24.4%
6% X =0.1091,0 = 0.0322, ¢, = 29.5%
9% X =0.1186,0 = 0.0311, ¢, = 26.3%
12% X =0.1189, 0 = 0.0392, ¢, = 33.0%
20% X =0.1214, 0 = 0.0465, ¢, = 38.3%
30% X =0.1251,0 = 0.0538, ¢y = 43.0%

* X: mean, o: standard deviation, c: coefficient of variation
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3.5.3 Bubble volume

The bubble volume was calculated from a 2D processed image by the horizontal seg-
mentation method (HSM) [138] [139]. The main algorithm of this method is to slice a
bubble horizontally, and every slice is supposed to be a disc, as shown in Fig. 3.16.

F1GURE 3.16: The horizontal segmentation method to calculate bub-
ble volume.

The radius of a disc is a function of height 7(z), thus the bubble volume is expressed
as:

V= /7T’I”2(Z)dz. (3.33)

In reality, a disc has its thickness Az, therefore the bubble volume is approximated
as
Vi Z r2Az. (3.34)

In this work, r was obtained by counting the pixel horizontally from the processed
image, and Az was equal to one pixel. A detached bubble normally had a diameter of
about 10 ~ 100 pixels. Consequently, even if few pixels were omitted at the gas-liquid
interface due to the binarization, the relative error on the estimate of r was only a
few percent, which is acceptable. At last, the bubble volume expressed in pixels was
converted into cubic millimeter by using a spatial calibration factor.

Moreover, a bubble constantly changed its shape during rising, as shown in Fig.
3.17 (a). Therefore, we first investigated the sensitivity of HSM to bubble shape by
applying HSM to the same bubble but in different frames (shapes). The result is
plotted in Fig. 3.17(b), which shows that the bubble volume calculated by HSM in a
series of consecutive frames was nearly insensitive to the bubble shape: the variation
of the calculated volume is at the most 10 %. Therefore, the volume of a bubble can
be estimated by taking the average of the volumes at different moments:

Vi = iV(m, (3.35)
j=1

where V; indicates the volume of the i-th detached bubble, m is the number of frames
including the same bubble, about 4 ~ 6 in general.

Subsequently, the temporal distribution of all the V; was obtained for VFC 1%,
as shown in Fig. 3.18(a), where one dot corresponds to one bubble. The bubbling
process consisted of two obviously different stages. The first stage, i.e. @ period
in Fig. 3.18(a), had a strong raise followed by a sharp decrease of bubble volume,
which corresponded to the unsteady gas flow regime that was already observed in Fig.
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FIGURE 3.17: (a) shape and (b) volume of a just detached bubble at
different moments (VFC 1%).

3.14(b). After a few seconds, in a second stage, i.e. period in Fig. 3.18(a), the
bubbling reached steady state, since the volume of each bubble was quasi constant. As
revealed by Fig. 3.18(c), histogram of all the V; at steady state at VFC 1%, more than
90% of bubbles at steady state were concentrated in a small range of volume: about
69 ~ 78 mm?3, this is the major bubble population. It also existed a second minor
bubble population, whose volume ranged approximately from 10 to 50 mm?, and this
population is clearly distinct from the previous one. These tiny bubbles appeared
regularly in the bubbling as shown with the lower dots in Fig. 3.18(a), and were
regularly visualized in the frames, such as Fig. 3.18(b). This population represents
less than 10% of the bubbles at steady state. One could assume that the occurrence
of such tiny bubbles may result from small variations of the gas flow rate despite the
use of a gas flow controller.
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Furthermore, the temporal distribution and histogram of bubble volume for other
flow rates are also plotted in Fig. 3.19 and 3.20, where we observed that the bubbling
always underwent the same unsteady-to-steady regime at whatever flow rate. We also
found that bubble volume increased with flow rate. Besides, as the flow rate increased,
the bubble volume was more and more distributed, and more distinct groups of bubbles
were generated: about 2 groups at VFC 1 ~ 9%, 3 groups at VFC 12 ~ 20%, and 4
groups at VFC 30%. In other words, the temporal distribution of bubble volume was
more scattered at higher flow rate, as indicated by the histograms: it became more
spreading as the flow rate increased. The increased dispersion of bubble volume with
flow rate may result from the more frequent bubble coalescence at higher flow rate. In
order to more quantitatively evaluate the influence of flow rate on the bubble volume,
we calculated the mean and standard deviation of all the V; at steady state, as shown
in Fig. 3.21. Both mean and standard deviation of bubble volume generally increased
with flow rate, which confirmed our visual observations from Fig. 3.19 and 3.20.
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FIGURE 3.21: The mean and standard deviation of bubble volumes
at steady state.

3.5.4 Bubble shape factors

Shape factors of bubbles are important indicators to evaluate the consistency between
the experimental and numerical results [140]. First, a very common shape factor is
the aspect ratio, which is defined as

h

Ag = —, (3.36)

w
where h is the vertical height of the bubble and w is the horizontal width. The value
of this shape factor could be lower or higher than unity, depending on the bubble
oscillation.
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Another often used factor is circularity, defined as

4 A

fcirc = ﬁa (3'37)
where A is the projected area of the bubble, &2 is its corresponding perimeter. A and
& were obtained directly by counting pixels in the image. The significance of this
shape factor is the squared ratio of the perimeter of a circle having the same area as

a 2D object to the perimeter of the 2D object:

2
2 Aobject
fore = (e ) = TVE ) L Ao (339

gzobject 922

‘@()bjeCt object

The circularity can not be greater than 1, since a circle has the shortest perimeter
among all the shapes with the same area. Therefore, only a perfectly spherical bubble
would give

Foive = 1. (3.39)

In other cases, feirc is smaller than 1, and the smaller fg,, the more flattened (either
horizontally or vertically) the bubble is.

In order to calculate the bubble shape factors from the processed images, a code
was developed in Matlab based on equations (3.36) and (3.37). With this code, we first
obtained the evolution of shape factors of a just detached bubble that was arbitrarily
chosen from the major bubble population, as shown in Fig. 3.22(b). For this bubble,
both circularity and aspect ratio generally decreased as the bubble rose in a very
short period of time (= 25 ms). Actually, this trend was observed for all the bubbles
whatever the gas flow rate. After the bubble flattened, it continued oscillating until
bursting at the water surface. Bubble oscillation is a natural result of surface tension,
as any object experiencing a tension force and perturbed from its equilibrium position
tends to oscillate.

Furthermore, in consideration of the potential variability from bubble to bubble,
we also calculated the shape factors for a population of similar bubbles, i.e. those in
the major bubble population, refer to Fig. 3.18(a) and (c). The result is shown in Fig.
3.23, where two overlapping lines represent the evolution of the two shape factors of
the same bubble before it left the field of view. Both shape factors were at maximum
at the moment a bubble just detached, and they decreased as the bubble rose, as
already observed in Fig. 3.22(b). Moreover, the circularity was quite repeatable for
all the bubbles: its initial value was always close to 1 for each bubble, since a bubble
appeared as almost perfectly rounded when it just escaped from the nozzle, and the
circularity also decreased to approximatively 0.8 for each bubble. The repeatability
and initial unity of circularity implies that the projected area and perimeter were cor-
rectly captured. On the contrary, the aspect ratio was less consistent than circularity:
aspect ratio sometimes started at about 1.1 rather than 1, the theoretical value for a
spherical bubble. Certainly, from another perspective, we can also think that aspect
ratio was more sensitive to small variation of bubble shape: even though two bubbles
were similar in terms of circularity, they were possibly quite different regarding aspect
ratio, for example the second and third bubbles in Fig. 3.23. In other words, the cir-
cularity was more “error-tolerant” than the aspect ratio, since the circularity included
much more spatial information than the aspect ratio.
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FIGURE 3.22: (a) a just detached bubble at steady state, and (b) its
evolution of aspect ratio and circularity (VFC 1%).

Besides, as flow rate has significant influence on bubble volume, it is very likely
that the bubble shape evolution at high flow rate may also be different from the one
at low flow rate. Therefore, we also calculated the shape factors of a population
of bubbles at steady state at VFC 30%, as shown in Fig. 3.24. At high flow rate,
we found that larger aspect ratio occurred more frequently, which implies that the
bubbles were generally more elongated than those at low flow rate, as shown in Fig.
3.25(a). The larger aspect ratio may also result from the false or authentic bubble
coalescence due to the shorter distance between two bubbles at high flow rate, as
shown in Fig. 3.25(b) and (c). In brief, bubble shape was less rounded, yet still
exhibiting axisymmetry, and bubble coalescence was more frequent at high flow rate.
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(a) (b) ()

FIGURE 3.25: (a) an elongated bubble, (b) false bubble coalescence,
(c) authentic bubble coalescence. (VFC 30%)

3.6 Conclusions

In this chapter, we first introduced the principle of shadowgraphy technique, which is
based on the refraction of light when it passes from water into air. With shadowgra-
phy technique, bubbles were successfully captured into images. Furthermore, bubble
behaviors at different flow rates were studied by images processing and analysis. First
of all, we observed that bubbling frequency at each flow rate tended to be stable after
a few seconds of response time of flow meter, and bubbling frequency at steady state
increased with flow rate. Second, mean bubble volume increased with flow rate, and
bubble volume distribution was quite monodisperse at low flow rate, yet it became
more polydisperse at higher flow rate. Finally, the aspect ratio and circularity of most
bubbles begun at 1 at low flow rate, implying that bubbles were rounder and gas-liquid
interface was smoother at low flow rate, and one bubble was relatively distant from
another one. On the contrary, a considerable amount of just detached bubbles had
the aspect ratio greater than 1 at high flow rate, indicating that bubbles deformed
more violently at its detachment and the bubble coalescence was significant.
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Chapter 4

Numerical study

As mentioned in section 2.3, gas-liquid flow in a photobioreactor is a bubbly flow, thus
it would be better that the numerical model can represent the dispersed bubbles. In
consideration of this requirement, Volume of fluid (VOF) method was chosen to be
the modeling framework since it can simulate discrete and deformable bubbles. Fur-
thermore, the implementation of VOF method was made on an open source platform,
OpenFOAM, which is becoming more and more popular in scientific research thanks
to its versatility and flexibility. Subsequently, case setups were presented and experi-
ments were reproduced numerically. Finally, the simulation results are discussed.

4.1 Introduction to VOF method

VOF method is a numerical technique that can track the interface of two or more
immiscible fluids [141]. In VOF method, each fluid and interface is recognized by a
volume fraction function that is between 0 and 1 [142] [143]. The temporal evolu-
tion of the volume fraction function is described by the classical advection equation
[144]. With the volume fraction function, a single set of momentum equations can
be obtained for the entire computational domain by volume-averaging the physical
properties, such as viscosity, density, etc. [145].

4.1.1 Volume fraction function

VOF method treats only two fluids for a gas-liquid system.

Definition
First, we introduce an indicator function at a point in the numerical domain [146]
[147] [148]:
1 point occupied by liquid
F(x,y,z) =< A point on the interface (4.1)
0 point occupied by gas

where A is a constant between 0 and 1. Consequently, the volume fraction of liquid
in a control volume (C.V.) V is

o = é///v F(a,y,2)dV, (4.2)

where x,y, z are the spatial coordinates. Meanwhile, the reverse relation of (4.2) is

F(x,y,2) m q. (4.3)

=1
V=0
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Understandably, the volume fraction of gas is
1— . (4.4)

From equations (4.1) (4.2) we can see that the value of aq signifies

1 C.V. occupied by liquid
o =14 €(0,1) C.V.including a segment of interface . (4.5)
0 C.V. occupied by gas

In computational fluid dynamics, the computational domain is usually divided
into many cells. Each cell is considered as a C.V., thus the content of each cell can
be known from equation (4.5). Consequently, the spatial information of both phases
is obtained by reassembling all the cells, as shown in Fig. 4.1.

DO&[ZO
DO&[Zl
o< <1

/ —\\ — Interface

FIGURE 4.1: The value of « implies the distribution of two fluids in
the computational domain.

Temporal evolution

In previous discussions, the two fluids are spatially represented by the volume fraction
ay. Therefore, the kinematics of the two fluids is given by the temporal evolution of
Q.

Both liquid and gas are locally conserved, thus o is also locally conserved. Any
locally conserved scalar field is described by the advection equation, i.e. continuity
equation. Therefore, «; also satisfies the advection equation

tole)

ot
which is also the temporal evolution of «. If both fluids are considered to be incom-
pressible, the velocity field satisfies

+ V- (day) =0, (4.6)

V-i=0. (4.7)
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Accordingly, the advection equation of g is simplified to

9 .
% +4-Voy =0. (4.8)

However, the velocity field @ in equation (4.8) is still an unknown quantity so far.
Actually, 4 is obtained by solving the volume-averaged Navier-Stokes equations, which
is discussed in section 4.1.2.

Normal vector of the interface

For a C.V. including a segment of interface, the gradient of « of this C.V. is closely
related to the normal vector of this interface, as demonstrated below.

Supposing the C.V. is small enough, according to equation (4.3), the gradient of
a is

Vo, ~V.Z. (4.9)
Meanwhile, according to equation (4.1), the equation for interface is
G(z,y,2) = F(v,y,2) —A=0. (4.10)
Therefore, the normal vector at the interface is
n=VG=V(F —-A)=VZ. (4.11)
From equations (4.9) (4.11), we have
n~ Vay, (4.12)

which implies that the normal direction of interface can be approximated by the
gradient of volume fraction.

4.1.2 Momentum equations

In VOF method, the velocity field @ is shared by both fluids, which means that VOF
method solves only a single set of momentum equations for all the phases:

o, . s . B I

57 (P +V - (piil) = =Vp+ V- [n (Vi + V' )] + pG + fo, (4.13)
where ﬁ, is the surface tension expressed as a volume force, and the material properties
are given by

p=aip+ (1= u)pg, (4.14)

1
n= ; louprpn + (1 — ) pgig) (4.15)

where p;, py are the densities of liquid, gas, respectively, and 1, 74 are the viscosities
of the two fluids.

The surface tension in equation (4.13) is approximated by a CSF (Continuum
Surface Force) model [141] [146]:

(4.16)

f = oKkl
0 2o+ pg)

ayp;+ (1 — al)pg]
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where 77 is the normal to the interface, given in equation (4.12), o is the surface tension
per unit length, x is the curvature of the interface, defined as

k=—-V-n, (4.17)

A= (4.18)

_ 1 (”V\m V. ﬁ) . (4.19)

With equations (4.16) (4.12) (4.19), the surface tension is finally expressed as a
function of volume fraction:

. 1
J = oo [Vo‘lvwal| —V-(Val)} a””f( g | (4.20)
Vay| ||Vl 3(p1+ pg)
4.1.3 Interface reconstruction
— —

(a) (b) (c)

FIGURE 4.2: Comparison of algorithms for interface reconstruction.
(a) actual interface, (b) piecewise linear interface calculation (PLIC),
(c) simple line interface calculation (SLIC)/donor-acceptor (D-A).

Volume fraction can not reconstruct the interface alone, since volume fraction is
a scalar, yet the interface is oriented in a certain direction (i.e. normal). Therefore,
it requires some additional algorithms to reconstruct the interface. It exists mainly
three algorithms, as shown in Fig. 4.2: simple line interface calculation (SLIC) [149],
donor-acceptor (D-A) [142], and piecewise linear interface calculation (PLIC) [150].
According to SLIC and D-A, the interface can only be placed horizontally or vertically
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in a computational cell [145]. Compared with the previous algorithms, PLIC had a
significant improvement since it allows an oblique interface [151|, whose normal is
given by equation (4.12). Subsequently, the interface is parallelly transported until it
meets the volume fraction of the cell [152], as shown in Fig. 4.3.

|
|
|
|
I
J

Norm7

7/ H
’ H
/// Parallel transport v

F1GURE 4.3: Two steps of PLIC: 1. the normal direction is approx-
imated by Va, 2. parallel transport of the interface to satisfy the
volume fraction.

4.1.4 Pros and cons

VOF method and Fulerian-Lagrangian model are the mainstream multiphase models
that can capture the bubble behavior and its effects, they are compared in table 4.1. In
comparison with E-L model, the main advantage of VOF is that more complicated and
important bubble behaviors, such as bubble breakage and deformation, are calculated
implicitly, as shown in Fig. 4.4. In fact, VOF method can handle merging and breakup
of any fluid-fluid interface. Therefore, VOF is often applied to simulate jet breakup,
dam break, the motion and deformation of large bubble in a liquid, etc. [141].

TABLE 4.1: Comparison of VOF and Eulerian-Lagrangian model

Computing Time Bubble size Deformation/coalescence/breakage

VOF Long Calculated! Calculated!

E-L Medium Supplied* Supplied*

t Calculated: these quantities or phenomena are calculated by the model itself, no extra operation
needed.

* Supplied: these quantities or phenomena can not be calculated or handled by the model, thus
relevant data or algorithm should be additionally supplied.
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FIGURE 4.4: Bubble breakage and deformation calculated implicitly
by VOF method, illustrations from our simulations (scale: exterior
diameter of the nozzle is 3 mm).

In addition to the advantages, like any other numerical model, VOF also has
some limitations. For example, as indicated in Fig. 4.1, the accuracy of the inter-
face location strongly depends on the grid size: the interface is better resolved as
the computational cells increase. More than the interface location, all the physical
informations at sub-grid scale are completely blurred, which may lead to physically
meaningless results if the mesh is too coarse. For example, the artificial coalescence
may occur when the distance between two bubbles/droplets is less than the grid size
[144]. Therefore, to obtain more accurate results, mesh is often very fine in serious
studies, which means a huge computing task and a lot of CPU time, and this is
actually another drawback of VOF method.

4.2 Introduction to OpenFOAM

OpenFOAM (Open source Field Operation And Manipulation) is an open source
C++ library for numerical simulations in fluid (or continuum) mechanics [153]. C++
is an object-oriented language, which facilitates code reuse. OpenFOAM libraries
has three main categories: pre-processing (e.g. meshing), solvers and post-processing
(e.g. visualization) [154]. The most important are the two previous categories, pre-
processing is in charge of the spacial discretization of fields and the definition of
boundary conditions, while solvers give the solutions of the discretized PDEs. Each
solver corresponds to a specific problem, thus a solver may be different from another
one. Nonetheless, a solver can always be expressed in the form of a matrix equation
[155]:

[Alla] = [b), (4.21)

where [A] is the matrix representing the discretized operators, [b] is the vector of
known fields and [z] is the vector of unknown fields to be determined.

Although there are many different problems in fluid mechanics, just a few operators
are often used, such as V-, V2 and 9/0t, thus they are written into reusable C++
classes in order to be shared by different problems. fvm and fvc are the namespaces
that contain the functions representing those common operators. For example, V-
corresponds to fvm::div() or fve::div(), V? corresponds to fvm::laplacian() or
fve::laplacian(), and 0/0t is represented as fvm::ddt() or fve::ddt() in OpenFOAM
[156]. The difference between these two namespaces is that fvm calculates implicit
derivatives, whereas fvc calculates explicit ones [155].

[x] and [b] in equation (4.21) are also represented by C++ classes, known as field
classes, for example volScalarField, volVectorField and volTensorField, which
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defines a field at cell centers, and surfaceScalarField, surfaceVectorField, and
surfaceTensorField, which defines a field at cell faces.

As discussed above, OpenFOAM is convenient to create new solvers for new prob-
lems by manipulating its libraries. In view of its versatility and flexibility, OpenFOAM
has recently been applied to simulate many fluid phenomena, including two-phase
flow. Among an important number of solvers that OpenFOAM possesses, the one
that treats two-phase flow is interFoam, which is based on the VOF method. The
performance of interFoam has been evaluated through several benchmark tests by
previous researchers [157], they have shown that interFoam is able to capture the
two-phase flow with sufficient accuracy. Specially, some other researchers have as-
sessed its ability to simulate bubbles [140] [158] [159], which also showed that it can
resolve bubble behavior with reasonable accuracy, as shown in Fig. 4.5 and 4.6. Be-
sides, OpenFOAM also possesses a function called dynamic mesh, which allows a
mesh refinement around the two-phase interface during computation [160], thus the
interface can be better resolved with this function. The corresponding solver that can
handle dynamic mesh is interDyMFoam, which is derived from interFoam, has been
applied to simulate bubbles [161] [162] and droplets [163].

F1GURE 4.5: Simulation by interFoam: 3D rising bubble and velocity
field around it, illustration from [158].
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FI1GURE 4.6: Simulation by interFoam: 2D rising bubble, illustration
from [159].
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4.3 2D simulations

In experiments, we need to adjust many experimental parameters to obtain significant
results, thus we need to carry out a lot of tests on the experimental platform at the
beginning of a series of experiments. It is the same case in CFD, tests are also
necessary before running any meaningful simulation. There are two possible ways to
carry out theses tests: 2D simulations or 3D simulations. However, as stated in section
4.1.4, VOF method is time-consuming, thus 3D simulations just for tests seems too
extravagant. Therefore, 2D simulations are adopted to test the numerical parameters.

4.3.1 Numerical configurations

The 2D reactor for the tests is shown in Fig. 4.7. The configurations for 2D simulations
are listed in table 4.2, and the boundary conditions in the language of OpenFOAM
are listed in table 4.3.

TABLE 4.2: Configurations for 2D simulations

Parameter Value

Geometry 2D rectangular

286 mm x5H80 mm

Dimensions .
(close to the experimental one)

Phases air-water
Water height 500 mm
Sparger number 1

Sparger location center of the bottom

diameter d; = 2 mm

Sipangen s (same as the experimental one)

Gas flow rate 0.4 L/s
Initial time step 0.001 s
Maximum Courant number 0.55, 0.75, 0.95

Mesh size 0.5 mm, 1 mm, 2 mm
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TABLE 4.3: Boundary conditions for 2D simulations

Volume fraction Pressure Velocity

Walls zeroGradient  firedFluxPressure fizedValue
Atmosphere inletOutlet totalPressure pressurelnletOutlet Velocity

Sparger inletOutlet fizedFluzPressure fizedValue

0.50
T

0.40
T

Height (unit: m)

00

L ! !

0.

0.00 005 0.10 0.15 020 0.25
Length (unit: m)

FIGURE 4.7: The dimensions of 2D simulations.

4.3.2 Numerical tests on Courant number

In numerical solutions of PDEs, Courant-Friedrichs-Lewy (CFL) condition is the nec-

essary condition for convergence [164|. For one-dimensional problem, the CFL condi-
tion is A
Uu|At

Co= T;L’ < Coma)u (422)

where Co is called Courant number, || is the magnitude of velocity, At is time step,
Az is mesh size, Copayx normally is 1 for explicit schemes, yet Copax could be larger
than 1 for implicit schemes. For example, we consider an one-dimensional advection

equation
oY o
ot T 0 (423)
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if it is solved by explicit upwind scheme, then the modified equation is [165]

oy O ulz &%y 2

numerical diffusion

where O is the truncation error, and (4.24) should satisfy
0<Co<1 (4.25)

in order to converge the discretized advection equation.
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FIGURE 4.8: The influence of Courant number on gas hold-up, mesh
size Az = 1 mm.

Although Co needs to be less than 1, C'o can not be too small either, since smaller
Co implies smaller time step and larger numerical diffusion, consequently more com-
puting time and larger error. Therefore, Co is an important parameter that should
be regulated carefully. Fortunately, OpenFOAM is able to adjust time step auto-
matically, in other words, OpenFOAM also possesses automatic adjustment of Co.
However, C'opax is still undetermined, thus it should be tested by 2D simulations.
Subsequently, we investigated the influences of Copax on gas hold-up by fixing mesh
size to 1 mm, as shown in Fig. 4.8, where we can see that C'omax has trivial influence
on simulations. Therefore, we fixed

Comax = 0.75 (4.26)
in order to investigate another numerical parameter: mesh size.

4.3.3 Numerical tests on mesh size

Mesh size is an important parameter in almost all sorts of the CFD simulations,
since it can affect the accuracy of the results. For VOF method, the choice of mesh
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size demands even more prudence, since an inappropriate mesh size may result in
completely nonexistent results. For this reason, we tested different mesh sizes by
virtue of the fixed maximum Courant number (4.26). In the entire computational
domain, the only size that can be taken as a reference is the inner diameter of the
sparger dg, thus we tested three cases with mesh size

0.25d,
Az =< 0.5ds (4.27)
ds

the results are shown in Fig. 4.9.

volume fraction of liquid
0.00 0.25 0.50 0.75 1.00
EEREERRR

I

FI1GURE 4.9: 2D simulations with different mesh sizes, at physical time

t=1s. (a) Az = 0.25ds, (b) Az = 0.5d,, (c) Az = ds. d; is the inner

diameter of the sparger. (Scale: width of the numerical domain is 286
mm.)

In Fig. 4.9, we can observe the discrete bubbles when Az < ds, and the bubbles
are certainly more distinct with smaller mesh size. However, discrete bubbles are
hardly resolved when Ax = ds, instead, the gas phase is more like “fumes” than
bubbles, and we can also reasonably infer that the results will be even worse for
Az > d,. Therefore, the conclusion is that mesh size' should be smaller than the
inner diameter of the sparger in order to obtain genuine bubbles.

4.3.4 Preliminary validations

After the previous trials, we chose
Comax = 0.75, Az = 0.5 mm(= 0.25d;) (4.28)

for a relatively “formal” 2D simulation. Subsequently, we compared this 2D simula-
tion with existing experimental data in order to have preliminary validations of the
numerical approach by OpenFOAM. A feasible validation is to qualitatively compare
bubble shape between simulations and experiments, since it exists an empirical map
of shape regime for bubbles and drops [166], known as Grace diagram, as shown in
Fig. 4.11. To identify the position of a simulated bubble in Grace diagram, we need

Lor at least mesh size around sparger if it is not a uniform mesh
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three dimensionless numbers

_ 2
o= (1= Pg)9d" (4.29)
g
. 4
Mo = 2L Po)gL 2”«"3)9"1 : (4.30)
pro
.
Re = ﬂ, (4.31)
4

where Fo is E6tvos number, which describes the ratio of buoyancy to surface tension
forces [167], Mo is Morton number, which is used together with the E6tvos number
to determine the shape of bubbles or drops moving in a surrounding fluid [168], Re
is the Reynolds number for a moving bubble in liquid, which describes the ratio of
bubble inertial to liquid viscosity [167], d is the equivalent spherical diameter.

Subsequently, we chose two bubbles from the 2D simulation, as shown in Fig. 4.10.
For an air-water system, Morton number is about [169]

Mo = 10711, (4.32)
which is the same for both bubbles. And the equivalent diameter was

d; ~ 1.5 mm, (4.33)
dy =~ 4.5 mm, (4.34)

thus the Eotvos number for the two bubbles was

(p1 — pg)gds 1000 x 10 x (1.5 x 1073)2

Eo; = ~ 0.3 4.35
o o 70 x 103 ’ (4.35)
(p1 — pg)gd3 1000 x 10 x (4.5 x 1073)?

02 o 70 x 10-3 ; (4:36)
The bubble velocity was about the injecting gas velocity:
|| = |t2| = vy = 0.2 m/s, (4.37)
thus the Reynolds number was
diliy] 1.5 x 1073 x 0.2
Re; = ~~ ~ 300 4.38
T 0.9 x 106 ’ (4.38)
da|iiz] 4.5 x 1073 x 0.2
Re, = 2102l 45 % * 02 1000. (4.39)

v, 0.9x10°6

Finally, we can find the corresponding location of each simulated bubble in Grace
diagram, as shown in Fig. 4.11. We observed that bubble 1 was in spherical regime of
Grace diagram, and it was indeed a stable spherical bubble according to simulation
results in Fig. 4.10; bubble 2 was in wobbling regime of Grace diagram, and it also
ceaselessly oscillated in the simulation. In brief, the shape of simulated bubbles met
the one in the empirical diagram. Therefore, we can preliminarily conclude that
OpenFOAM is able to consistently catch bubble behaviors.
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Bubble 1

Bubble 2

t=08¢s t=0.85s8 t=09s t=0.95¢s

FiGURE 4.10: Two bubbles in different shape regime. Conditions:
Comax = 0.75, Az = 0.5 mm, injecting gas velocity vy = 0.2 m/s. The
equivalent diameter d; ~ 1.5 mm, ds ~ 4.5 mm.
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FIGURE 4.11: Shape regime map for bubbles and drops [166], illus-
tration from [170].
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4.4 3D simulations

In previous discussions, we achieved some preparatory investigations by 2D simu-
lations. Even though 2D simulations were already able to reveal some facts about
bubbles, it has been found that 2D simulations may have obvious discrepancy with
experiments in terms of some hydrodynamic characteristics of bubbles [58] [171] [172].
Therefore, explorations in 2D are not sufficient, we should continue carrying out the
real 3D simulations. In this section, bubble behaviors at different gas flow rate were
studied by 3D simulations.

4.4.1 Numerical configurations

For 3D simulations, we could only investigate a small volume around the sparger due
to the time-consuming feature of VOF method, and the dimensions (length, width
and height) of the 3D numerical domain were approximately reduced by a factor of
20 relative to the dimensions of the lab reactor, yet the dimensions of the nozzle kept
the same, as shown in Fig. 4.12. Simulations in this small volume are still reliable,
since the rest of liquid almost has no influence on bubble formation, and the effect of
liquid level is also negligible [173]. Moreover, even though the computational domain
was reduced, the amount of computation is still too huge for a PC. Therefore, the
computing tasks were performed on the supercomputer Mésocentre? by running in
parallel, which is implemented in OpenFOAM by domain decomposition.

FIGURE 4.12: The mini-reactor in 3D simulations. (Numerical do-
main: 14 x 14 x 20 mm, exterior diameter of the nozzle: 3 mm.)

2Computing center of CentraleSupélec and Ecole Normale Supérieure Paris-Saclay supported by
CNRS and Région Ile-de-France (http://mesocentre.centralesupelec.fr/).
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In the 3D simulations, the sparger kept the same dimensions as the real one in the
experiments. Besides, the water height was reduced to 17 mm since we would like to
track the bubble in a numerical window whose area was close to the recording window
of the video camera. Physical properties were as the one of ultra-pure 20 °C water,
as it was used for the experiments (Ref. Tab. 1). More detailed configurations for 3D
simulations are summarized in table 4.4.

The computational domain was initially filled with still water, leading to the sub-
sequent initial conditions

l

i =0, (4.40)
p = 101325 + pwatergh, (4.41)
a =1 (4.42)

The velocities of injecting gas were calculated from the measured flow rate in table
3.1. Therefore, the following boundary conditions were applied at the inlet (sparger):

Q

= - (4.43)
inlet

Vp - =0, (4.44)

a; =0, (4.45)

where 1 was defined in equation (4.18). While the following ones governed the outlet
(atmosphere):

—

Vi - it =0, (4.46)
p = 101325 Pa, (4.47)
Va, -ii = 0. (4.48)

The expressions of these boundary conditions in OpenFOAM are still those in table
4.3.

Based on the experience with 2D tests, we assigned smaller mesh size to the region
around the sparger, as shown in Fig. 4.13. Besides, dynamic mesh is also turned on
in order to better resolve the gas-liquid interface, as shown in Fig. 4.14.
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TABLE 4.4: Configurations for 3D simulations

Parameter Value
Geometry 3D rectangular
Dimensions 14 mmx14 mmx20 mm

Phases
Water height
Sparger number

Sparger location

Sparger dimensions

Gas flow rate

Initial time step

Maximum Courant number
Initial mesh cell number
Cell shape

Dynamic mesh

Processor number

Computing time

air-water

17 mm

center of the bottom

inner diameter: 2 mm
outer diameter: 3 mm
height: 2 mm

those in table 3.1

0.0001 s

0.75

663350

hexahedral

yes

24

~ 1 week for 1 detached bubble
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FI1GURE 4.13: The bottom view of the meshed computational domain.
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111

t =0.055s

t=0s
the interface, illustration from simulation with VFC 3%.

FIGURE 4.14: Dynamic mesh is “activated” as soon as the mesh meet
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4.4.2 Visual validations

After a long computation on the supercomputer (about one month for one flow condi-
tion), we obtained about 2 ~ 4 bubbles for each flow rate, which should be validated
by the experiments. Therefore, first we visually compared the temporal evolution
of bubbles in simulations and experiments, as shown in Fig 4.15-4.22. From the vi-
sual comparisons, we observed that bubble evolutions in simulations were basically
in agreement with those in experiments over a wide range of flow rate, i.e. VFC
1% ~ 20%. At higher flow rate, e.g. VFC 30%, two adjacent bubbles were very close,
consequently, two possible situations could take place in simulations. First situation
was that two bubbles appeared to merge, yet actually not, which captured well the
corresponding situation in experiments, as shown in Fig 4.21. Second situation was
that two bubbles coalesced into a single larger bubble, as shown in Fig. 4.22, which
was not really the case in experiments: two bubbles did approach each other, yet they
did not finally merge. The discrepancies that are observed in terms of local curvature
can be related to a well known problem of OpenFOAM VOF solver interFoam. Indeed,
its weak coupling of the surface tension effect into the momentum balance can lead
to inaccuracies for capillarity dominated phenomena. Several techniques to better
resolve the interface or implicitly compute surface tension in the force balance have
been proposed in the literature [174] [171] [175]. We did not apply those techniques
because, in our case, the flow is controlled by buoyancy.

poeeeeT,

ggo0°°%,

a 2 2 9

F1GURE 4.15: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 126 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Time interval between images in upper and lower row is
similar. VFC: 1%.
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FIGURE 4.16: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 126 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Time interval between images in upper and lower row is
similar. VFC: 3%.
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FIGURE 4.17: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 126 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Time interval between images in upper and lower row is
similar. VFC: 6%.
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F1GURE 4.18: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 126 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Time interval between images in upper and lower row is
similar. VFC: 9%.

&
&0
DO o0 ®

FiGURE 4.19: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 126 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Time interval between images in upper and lower row is
similar. VFC: 12%.
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FI1GURE 4.20: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 126 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Time interval between images in upper and lower row is
similar. VFC: 20%.

FI1GURE 4.21: Comparison of bubble evolution in simulations and in
experiments. Upper images are from simulations, lower images are
from experiments, they have the same scale: 3 mm = 80 pixels. The
nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Two bubbles did not finally merge in both simulations and

experiments. Time interval between images in upper and lower row is
similar. VFC: 30%.
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FI1GURE 4.22: Comparison of bubble evolution in simulations and in

experiments. Upper images are from simulations, lower images are

from experiments, they have the same scale: 3 mm = 80 pixels. The

nozzle diameter in simulations is the same as the one in experiments,

i.e. 3 mm. Two bubbles finally merged in simulations, not in ex-

periments. Time interval between images in upper and lower row is
similar. VFC: 30%.
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4.4.3 Bubble volume

In previous discussions, 3D simulations were validated by visual comparisons with
experiments, yet they are not sufficient for more quantitative validations. Therefore,
we should also compare simulations with experiments in terms of some important
parameters of bubble behaviors. We begun this quantitative comparison with bubble
volume, since bubble volume has important influence on cell growth as mentioned in
in section 2.7.

The bubble volume were obtained from simulations by post-processing of Open-
FOAM. First of all, we observed that the volume of simulated bubbles increased a
little bit for the first bubbles until reaching a constant value, which has already been
observed in other research [113]. Second, we also calculated the averaged volume
Vaim of the bubbles generated at each flow rate. Subsequently, bubble volume Vgip
and Vimg (from experiments) were compared for different flow rates, as shown in Fig.
4.23. The bubble volume from simulations were in good agreement with the one from
experiments, since their relative difference was less than 15%. And the discrepancies
between experimental and numerical values were not statistically significant as their
error bars overlapped.

300 \ \ \ \
—&—Mean bubble volume from experiments| 7
-—--Mean bubble volume from simulations

250 g

n
o
o
T
\,
I

150 [

Bubble volume (mm?)

—_

o

o
T

50 1 1 1 1 1 1 1
50 100 150 200 250 300 350 400 450

Flow rate (mL/min)

FIGURE 4.23: Comparison of bubble volumes obtained from simula-

tions (Viim) and experiments (Ving). The vertical bar is the standard

deviation. The curve for simulations are slightly shifted to the right
to better distinguish the two curves.

However, 3D simulations could not reproduce the experimental results in very
detail. For example, in section 3.5.3, the results showed that the bubble volume was
distributed, which could be revealed only after analyzing thousands of bubbles. In
simulations, due to the high computing time, only a few bubbles were calculated.
Therefore, the numerical tool was not able to represent the polydispersity of the
bubble volume within the constraint of the present computing power.

Besides, as the bubble volume was correctly computed by simulations for each flow
rate, the bubbling frequency obtained from simulations would also be in accordance
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with the experimental one, since bubbling frequency can be estimated by
f=—. (4.49)

Therefore, we may conclude that the proposed numerical tool is capable of properly
capturing a train of bubbles in terms of bubble volume and bubbling frequency.

4.4.4 Bubble shape evolution

The evolution of bubble shape factors is another important way to quantitatively val-
idate the simulations. Note that a code was already developed in Matlab to calculate
the bubble shape factors from the experimental images, thus the same code was reused
to calculate the shape factors of simulated bubbles. Subsequently, an experimental
bubble and a simulated bubble should be chosen in order to carry out this validation.
The experimental bubble for the validation was arbitrarily chosen from the highest
bar in Fig. 3.18(a), since the shape factors were quite similar for all the bubbles in this
bar, as shown in Fig. 3.23. It was the similar situation for the few simulated bubbles:
their evolutions of shape factors were also close, thus the first detached bubble was
chosen as the simulated bubble for the validation, just for the sake of a clearer repre-
sentation. In addition, the start and end frames might not be strictly corresponding
between simulations and experiments, since the frame rate in simulations was higher
than the one in experiments due to the limited memory of the video camera.

Similarly, the bubble shape factors in simulations and experiments for different
flow rates were compared in Fig. 4.24-4.30. We can see that the simulation correctly
represents the trend of bubble shape evolution observed by the video camera with a
relative difference of about 10%. Specially, in experiments at VFC 30%, aspect ratio
and circularity had a sharp change (there was a plateau in the evolution of bubble
shape factors) due to the contact between bubbles (not coalescence, since they were
separated finally), which was also properly represented by OpenFOAM, as shown in
Fig. 4.30. These results show that OpenFOAM is both appropriate for and efficient
in representing the bubble shape evolution with sufficient accuracy.
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FIGURE 4.24: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 126 pixels. VFC: 1%.
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FIGURE 4.25: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 126 pixels. VFC: 3%.
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FIiGURE 4.26: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 126 pixels. VFC: 6%.
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FiGURE 4.27: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 126 pixels. VFC: 9%.
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FIGURE 4.28: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 126 pixels. VFC: 12%.
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FIGURE 4.29: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 126 pixels. VFC: 20%.
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F1GURE 4.30: Evolution of bubble shape factors. The images have
the same scale : 3 mm = 80 pixels. VFC: 30%.

4.5 Conclusions

In this chapter, we first introduced the fundamentals of VOF method and Open-
FOAM, which were the numerical tools adopted in our work to simulate bubbly flow.
Subsequently, we carried out several 2D numerical tests on the proposed numerical
tool in order to obtain the appropriate numerical parameters. We found that the
influence of maximum Courant number was trivial, yet the the influence of mesh size
was crucial: it should be less than the inner diameter of the sparger, otherwise the
results would be unreal. With the experiences in 2D simulations, we successfully per-
formed complete 3D simulations, whereafter we found that the bubble behaviors, such
as bubble volume, bubble shape evolution in 3D simulations were in good agreement
with the experimental ones. In brief, the proposed numerical tool proved to be capa-
ble of correctly representing the bubble behaviors over a relatively wide range of gas
flow rate.
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Chapter 5

Preparing a complete model

In the previous chapters, we mainly investigated the bubble behaviors under different
flow conditions. In this chapter, we first test the competence of the numerical tool in
simulating the hydrodynamics of the two-phase flow in order to prepare a complete
model of a photobioreactor. Furthermore, other essential kernels for preparing such
complete model are also discussed.

5.1 Quasi-steady state of two-phase flow

Before the injection of gas, the liquid is obviously in a steady state (stagnant condi-
tion). However, this steady state will be broken from the moment that gas is injected,
since the bubbles will start to stir the liquid. Nevertheless, after a certain time of
bubbling, the two-phase flow will arrive a quasi-steady state, which implies that some
physical quantities are almost time-independent. For example, the volume-averaged
momentum

b= [l o1~ aplfalav 6:)

may become constant in the quasi-steady state.

F1GURE 5.1: The cylindrical reactor used for the investigation of hy-
drodynamics.
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The minimum time required to obtain the quasi-steady state is an important pa-
rameter of a photobioreactor. However, it is not easy to carry out experiments to
investigate this parameter, since it may require the knowledge of several vector and
scalar fields in the whole reactor. Therefore, a more practical way is the CFD simu-
lations. In order to identify the quasi-steady state, interDyMFoam, the OpenFOAM
solver for two-phase flow, was modified to include the p into the numerical results.
Afterwards, p was computed by this modified solver for a cylindrical reactor with the
volume of 1 L, as shown in Fig. 5.1, since a cylindrical shape is more common in
the industrial reactors [176] [177]. The numerical setup for the cylindrical reactor is
reported in table 5.1.

TABLE 5.1: Numerical setup for the cylindrical reactor

Parameter Value
Geometry 3D cylindrical
Dimensions D = 100 mm, H = 127 mm
Volume 1L
Volume of culture medium 0.8 L
Phases air-water
Sparger number 1

Sparger location

Sparger dimensions

Gas flow rate

Initial time step

Maximum Courant number
Initial mesh cell number
Cell shape

Dynamic mesh

Processor number

center of the bottom

inner diameter: 2 mm
outer diameter: 4 mm
height: 2 mm

179.1 L/min (VFC 9%)
0.0001 s

0.75

4635580

tetrahedral

yes

24

Computing time = 1 week for 2 s physical time

The evolution of p is shown in Fig. 5.2, where we observe that p tends to be
constant after about 4 s. This result, in terms of characteristic time, is well-known
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for any biologist. Therefore, apart from bubbling, the numerical tool is also capable
of reproducing some hydrodynamic phenomena of two-phase flow.

0.01

0.008

0.006

0.004

0.002

0 L L L L L
0 2 4 6 8 10 12

Time (s)

Volume-averaged momentum (kg

FIGURE 5.2: The evolution of volume-averaged momentum.

5.2 Scalar transport

In order to have a complete physical-biological model, it is necessary to study the
transport of some scalar quantities, such as the temperature, pH of the liquid, and
the concentration of some chemical substances necessary for the algal growth. A
liquid tracer transports only in liquid phase, and its transport is described by the
convection-diffusion equation

N |9 (i) = DV uth) 5.2

convection diffusion

where 1; is the scalar that characterizes the liquid tracer, D is the diffusivity of tracer
in the liquid phase. However, a gaseous tracer, such as COs, can transport in both
phases, thus its transport is described by [156]

0y 1-H
—= 4+ V- i) =V |Dg—r———V 5.3
where 1) is the scalar that characterizes the gaseous tracer, H is the Henry coefficient,
and D, is the volume-weighted diffusivity

DD,

D, = , 54
Oleg + (1 — Ozl)Dl ( )

where Dy, D, is the diffusivity of gaseous tracer in liquid phase, gas phase, respectively.

The transport of liquid tracer in liquid phase is also known as the mixing in the
liquid phase. A good mixing, i.e. uniformly distributed scalar quantities in the liquid
phase, is one of the major objectives in the design of a photobioreactor. Only after
entering a quasi-steady state, the homogenization becomes possible for some initially
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heterogeneous scalar fields. The time required to attain homogeneous state is called
mixing time, which is another important parameter for the design and operation of
a photobioreactor |178]. To evaluate this mixing time, a common technique is to
distribute an amount of tracer at one point, and mixing time can be obtained from
the variation of the concentration of the tracer at the tracer source or another point
[179]. This technique can also be easily carried out by the CFD simulations.

In our case, the reactor was still the one in Fig. 5.1, and a droplet of liquid tracer
was added into the liquid phase at quasi-steady state, as if it was dropped from the
top of the reactor, as shown in Fig. 5.3. Subsequently, we followed the normalized
variance - i.e. variance divided by its initial value - of this tracer concentration over
the liquid phase. Fig. 5.4 reports the evolution of this quantity. As one can see,
less than 0.5 second is required for the normalized variance to fall below 5%. This
duration is far below any relevant microbiological characteristic time. Therefore, it
can be concluded that the mixing of this photobioreactor is well-suited for microalgae
growth. This also illustrates the capability of the proposed numerical tool to assess
for the quality of a photobioreactor mixing.

FiGURE 5.3: What the photobioreactor look like 0.1 s after tracer
injection. Green: bubble interface, blue: tracer.
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FI1GURE 5.4: The evolution of normalized variance. The start time
is the moment that tracer is injected, and the liquid already reaches
quasi-steady state at that moment.

5.3 Lagrangian transport and PIV

Besides scalar transport, another essential element to establish the complete model is
Lagrangian transport, namely the movement of Lagrangian tracers, such as microalgal
cells, in the liquid phase. To simulate this gas-liquid-solid flow, the usual way is to
couple Lagrangian method with VOF method [180] [181]. Regarding experiments, PIV
is an appropriate method to study the Lagrangian transport, since tracer particles for
PIV would behave just like the microalgal cells.

5.3.1 Working principle of PIV

PIV is a laser optical technique which enables non-intrusive and instantaneous mea-
surement of velocity field in fluids [182]. A standard PIV measures two velocity
components in a plane, while a stereo or tomographic PIV allows to measure all the
three velocity components. The working principle of PIV is quite straightforward.
First of all, the flow is seeded with light-scattering particles, which are illuminated
by a light sheet. Subsequently, a camera records the scattered light by the particles
at a regular time interval At. Finally, the displacement Ar of a group of particles is
obtained by analyzing the cross-correlation of two successive images. Therefore, the

velocity is calculated as
Ar

At
In addition, the optical axis of the camera is generally orthogonal to the light sheet
in order to record the illuminated plane, as shown in Fig. 5.5.

v (5.5)
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Frame 1:t=1,

Measurement
section

Light sheet
optics

Twin Nd:YAG %
laser CCD camera

FIGURE 5.5: Schematic sketch of a PIV system, illustration from [183].

Frame 2: t=1t,+ At

5.3.2 PIV setup

A typical PIV experiment consists of several components [184]:
e Hardware:
— tracer particles: should be easily visible and follow the flow perfectly, mod-

erate number density.

— pulsed laser: the time interval between two pulses should not be longer
than the one between two consecutive images.

— light sheet optics: to produce a light sheet from a collimated light ray.
— high speed camera: better to have a high frame rate to ensure that the
same particles appear in two consecutive images.

e Software:

— calibration: to convert distance in pixels into real distance.
— evaluation: to find the most probable displacement of a group of particles.

— post-processing: to remove the spurious measurements.

5.3.3 Cross-correlation of images

PIV does not track every single tracer particle, rather, it tracks several particles in a
small region known as the interrogation area (IA). The displacement of these particles
is obtained by calculating the cross-correlation function of two consecutive IAs. The
cross-correlation of two consecutive IAs with resolution w x h is defined as

Oy(l,m) =Y

j=11i

w
IEJrl('la.]) IE('L+Z7]+m)7 (56)
=1
where 7 is the data matrix of the A, ¢ indicates the €-th frame. By trying different
(I,m) to maximize ®¢, we are actually exploring how far Z; has to be moved relative
to Zegyr1 in order that the white dots (tracer particles) in the two IAs overlap as
best as possible [185]. Therefore, (I, m) that maximizes ®¢ is also the most probable
displacement in pixels of the particles. The real displacement is subsequently obtained
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by applying the calibration factor. Cross-correlation is a statistical concept, thus PIV
is essentially a statistical technique, which actually makes the PIV measurement more
robust than other particle-tracking techniques.

5.3.4 Potential application in the follow-up study

PIV technique has been widely applied to multiphase systems, as summarized in [186].
For a bubbly flow, PIV was often used together with shadowgraphy in order to record
simultaneously liquid velocity field and bubble behaviors [60] [187] [188] [189]. For
example, bubble size distributions, gas-liquid interfacial areas, gas holdups and flow
velocities were measured simultaneously in [190]. Besides, PIV was sometimes used
along with a LIF (Laser-Induced Fluorescence) technique to better distinguish the
two phases [191] [192]. Thanks to PIV, the investigation in the interaction between
bubbles and liquid phase becomes possible. For example, the influence of a single
rising bubble on the velocity field of surrounding liquid was discussed in [193]. And
bubble-induced turbulence in liquid phase were investigated for a cylindrical tank
[194] [195] and a rectangular one [196].

In this PhD project, bubble behaviors were thoroughly investigated by both exper-
iments and simulations. With this knowledge of bubble behaviors, plus PIV technique,
we can investigate how the bubble behaviors influence the liquid velocity field, and
thereby also the Lagrangian transport of microalgal cells in the follow-up study. More-
over, we may be also able to choose an appropriate turbulence model for the future
numerical investigation in hydrodynamics according to the velocity field measured by
PIV.

5.4 Light model

Light intensity distribution has important impact on the efficiency of a photobiore-
actor, thus radiative transfer in the culture medium should also be studied in the
future. For time-independent monochromatic radiation in a radiatively participating
medium, the radiative transfer equation (RTE) is [197]

dI(7,s)
ds

47
= o wd(R9) - od@s) + 5 [ IENE S, 6)
~—~ N—_—— N—_—— 4 0

emission  absorption  out-scattering

in-scattering

where I(7, §) is the specific intensity at position 7 and in the direction §, je is the emis-
sion coeflicient, k, is the (linear) absorption coeflicient, o, is the scattering coefficient,
I(7,§) is the specific intensity of ambient radiation, W(3,§) is the scattering phase
function that describes the probability of scattering from direction § into direction
5, 8 and Q' are dummy integration variables. In addition, the two negative terms in
(5.7) are often combined, and consequently derive the so-called extinction coefficient

Be = Kq + 0. (58)

Equation (5.7) is an integro-differential equation, for which an exact solution is
usually impossible in three-dimensional cases. Therefore, several methods have been
developed to approximately solve the RTE, such as discrete ordinates method (DOM)
[198] and Monte Carlo method (MCM) [199], which are often applied to simulate
radiative transfer in a photobioreactor. For example, DOM has been applied to study
the light intensity distribution inside an open pond in [200] and the advances of MCM
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in solar applications which is the leading community for this kind of developpement
have been summarized in [201].

The main idea of DOM is to divide the continuous direction §' in range of [0, 47]
into a set of discrete directions §; [197]. Consequently, the integral term in (5.7),
which is the prime factor that renders (5.7) unsolvable, is approximated by

47 n
/ 17, 8)0(5, )4 ~ 3 G (7, 5:) (5, 55, (5.9)
0 i=1

where ¢; is the quadrature weight associated with the direction §;. This method
yields a field of illumination throughout the scene. Hence, from a Lagrangian model
perspective, lighting can be treated as any other field (concentration, temperature,
...) that provides a continuous model. Given the fact that DOM approach is very
computation-intensive, it is relevant to use it when knowing the whole field is impor-
tant. Furthermore, in cases where radiation is not strongly coupled with fluid flows,
it is a common practice to compute the radiative fields less often than the fluid ones.

Compared to DOM, MCM is more like a “brute force” technique: it does not math-
ematically solve the RTE (5.7), rather, it mimics the process of emission, absorption
and scattering by tracing numerous individual photons or photon packets from emer-
gence to extinction. In MCM, optical path length, scattering angle, the new direction
after scattering etc. are all generated by random number [202]:

1

T = —;hl(R‘r), (5.10)
0 = 27 Ry, (5.11)
¢ = cos (1 — 2Ry), (5.12)

where R are random numbers in [0, 1], 7 is the optical path length, 6, ¢ is the az-
imuthal, polar scattering angle, respectively. Therefore, MCM can simulate radiative
transfer for any geometry, incident light, scattering phase function, etc., as long as
the amount of random number, i.e. traced photons, is large enough. Nonetheless,
MCM still requires the essential parameters, viz. the absorption coefficient, the scat-
tering coefficient and the scattering phase function to determine whether a photon is
absorbed, scattered or survives. MCM methods yield a “probe value”, meaning that
illumination is known at a point, or as an average over a surface or volume. In the
case of a Lagrangian model coupling, it means that a MCM computation has to be
made for every tracer. Even though MCM methods are relatively fast compared to
DOM ones, their use is relevant when few tracers are used.

5.5 Conclusions

In this chapter, we first investigated the hydrodynamics of a cylindrical photobioreac-
tor by the numerical tool proposed in the previous chapter. We found that the volume-
averaged momentum of the two-phase flow tended to be constant after a certain time,
which is a well-known fact among the biologists. The numerical tool was also capable
of representing the scalar transport including mixing. Afterwards, we introduced the
other essential components to achieve a full description of a photobioreactor, such as
PIV and light modeling. By assembling all these elements appropriately, the complete
model for a photobioreactor should be feasible in the future.
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Chapter 6

(General conclusions

Bubbles provide both kinetic energy and carbon source for microalgal cultivation in
a photobioreactor. Therefore, bubble behaviors greatly affect mixing, mass transfer,
and cell distribution in a reactor. In consideration of their importance, this thesis
investigated bubble behaviors under different flow conditions by both experimental
and numerical methods.

In the experimental part, we first developed a brand new photobioreactor for this
PhD thesis and latter studies. With this device, both shadowgraphy and PIV can be
carried out. Specially for this thesis, a shadowgraphy equipment was set up around
the reactor in order to take high-quality images of bubbles. Subsequently, bubble
behaviors were obtained by processing and analyzing the raw images. From the ex-
perimental results, we found that both bubbling frequency and average bubble volume
increased with gas flow rate at steady state. In addition, bubble population became
more disperse in terms of bubble volume when increasing gas flow rate. Besides,
bubble shape is also highly sensitive to gas flow rate: bubbles at low flow rate were
relatively rounded, on the contrary, elongated bubbles frequently appeared at high
flow rate. The distance between two adjacent bubbles was shorter at high flow rate,
which sometimes gave rise to even longer bubble due to bubble coalescence.

In the numerical part, we proposed VOF method and OpenFOAM as the numer-
ical tools to simulate bubbles. 2D cases were set up to test the tools and 3D cases
were prepared for formal simulations. Subsequently, those cases were performed on
supercomputer Mésocentre. And the bubble behaviors were acquired from the post-
processing of the simulations. First of all, 2D simulations demonstrated that Courant
number had no significant impact on the numerical results, while mesh size played a
decisive role in the numerical results: it should be less than the nozzle size, otherwise
the results were physically meaningless. Subsequently, 3D simulations were validated
with experiments: bubble volume and bubble shape evolution from simulations were in
accordance with those from experiments. However, limited by the computing power,
the polydispersity of bubble population were not able to be represented by the nu-
merical tools.

With the methods proposed in this thesis, bubble behaviors in a photobioreactor
were quantitatively studied, which consequently makes it possible to investigate how
bubble behaviors determine mass transfer, cell distribution, etc. Subsequently, a
better understanding of bubble behaviors and their effect on other phenomena would
allow us to find an optimal condition for microalgal cultivation in a photobioreactor.
Moreover, the validated simulation tool may speed up the design of a photobioreactor
since sophisticated experiments are no more needed. Besides, the present work could
also help to study other types of reactors, such as chemical reactor, as long as bubbly
flow exists in such equipment.

This thesis placed great importance on the gas phase of the two-phase flow, thus
further research is needed to investigate the liquid phase, i.e. the hydrodynamics in
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a photobioreactor. Another step is to calculate the irradiance in different zone of
the reactor. Finally, a physical-biological coupling model would also be required to
describe cell growth in a moving liquid.
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Appendix A. Representative studies on gas-liquid flow in a reactor
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The following code can be directly applied to treat gray scale images from experiments.
As for colorful images from simulations, we just need to convert the RGB images into

gray scale images before running the code.

close all
clear all

Calibration=3/80; % mm/pixels
timeCali=1/200; % second/frame

cd D:\DirectoryWithImages;
ImSeg=struct2cell(dir(’'*.tif"));
[k,n]=size(ImSeq);

boundarySeq=cell(1,n);
probe=zeros(1,n);
peri=zeros(1l,n);
area=zeros(1,n);
bound=zeros(n,4);

% probe point
px=200;
py=500;

%% 1image processing
for i=1:n
single=ImSeq{l,i};
seq=imread(single);
crop=imcrop(seq,[1 1 400 700]); % cut nozzle
thresh=imbinarize(crop);
% obtain the threshold for small objects
CCthres = bwconncomp(thresh);
ca = regionprops(CCthres, 'Centroid’, "Area’);
areaThres = cat(1l,ca.Area);
[row,~]=size(areaThres);
% delete small objects
if row>1
sortA=sort(areaThres);
SmallThresh=sortA(end-1)+1;
fill=bwareaopen(thresh,SmallThresh);
else
fill=thresh;
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104 Appendix B. Matlab code for image processing and analysis

end
invert=imcomplement(fill);
probe(i)=invert(py, px);
invert=im2double(invert);
% for bubble volume
[B,~] = bwboundaries(invert, 'noholes’);
boundarySeq{1l,i}=B;
% for bubble shape factors
CCinvert = bwconncomp(invert);
cp = regionprops(CCinvert, "Area’, 'Perimeter’, 'BoundingBox");
pe = cat(1l,cp.Perimeter);
ar = cat(1l,cp.Area);
bbox = cat(1l,cp.BoundingBox) ;
idx = find( (bbox(:,2)<=py) & (bbox(:,4)+bbox(:,2)-1>=py) & ...
(bbox(:,1)<=px) & (bbox(:,3)+bbox(:,1)-1>=px) );
if ~isempty(idx) & ( size(idx,l) == 1)
peri(i)=pe(idx);
area(i)=ar(idx);
bound (i, :)=bbox(idx, :);
end
cir=4*pi*area./(peri.”2); % circularity
end
ratio=bound(:,4)./bound(:,3); % aspect ratio

% plot probe pulses

figure(1)

plot(l:n,probe)

ylim([0 1.5])

xlabel(’'Image sequence’, 'FontSize’,18, 'Interpreter’,’'latex’)
ylabel(’'Value at a probe point’,'FontSize’,18, 'Interpreter’,’latex’)

%% pick begining and ending frame of the same bubble
f=[1;
for j=2:(n-1)
if probe(j)==1 & ...
((probe(j-1)==0 & probe(j+1)==1) | (probe(j-1)==1 & probe(j+1l)==
f=[f;jl;
end
end

% pick bubble group with complete begining and end frames
% to make sure the size of fbu is an even number
if probe(f(1l)-1)==1 & probe(f(1)+1)==0
f=f(2:end);
end
if probe(f(end)-1)==0 & probe(f(1)+1)==
f=f(1l:(end-1));
end

%% bubble number
hf=f(1:2:end);
[sf,~]=size(hf);

bNum=1:sf;

figure(2)
plot(hf*timeCali, bNum, "k-")

%

0))
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xlabel('Time (s)’,'Interpreter’, 'latex’,'FontSize’,18)
ylabel(’'Cumulative bubble number’, 'Interpreter’,’latex’, 'FontSize’,b18)

%% derivative of bubble number
nc=30;
bDiff=zeros(sf,1);
for i=(nc+l):(sf-nc)
der=fit( hf( (i-nc):(i+nc) ),bNum( (i-nc):(i+nc) )', 'poly2’);
coefs=coeffvalues(der);
bDiff(i)=2*coefs(1l)*hf(i)+coefs(2);
end
figure(3)
plot(hf((nc+l):(sf-nc))*timeCali,bDiff((nc+l):(sf-nc)), "'k-")
xlabel(’'Time (s)’,’'Interpreter’, 'latex’,'FontSize’,18)
ylabel(’'Bubbling frequency (Hz)’,'Interpreter’,’latex’, 'FontSize’,18)

%% bubble volume
meanv=zeros(sf,1);
for ib=1:sf
vol=[]; % a bubble volume during rising
for g=f(ib):f(ib+1)
bounCell=boundarySeq{1l,q}; %all the boundaries inside one frame
[m,~]=size(bounCell);

for h=1:m
bj=bounCell{h};
yj=bj(:,1);
xj=bj(:,2);

if (min(yj)<=py)&&(py<=max(yj)&min(xj)<=px)&&(px<=max(xj))
% pick out the boundary including probe point
boundary=bounCell{h};

end

end

yp=boundary(:,1);

xp=boundary(:,2);

Ymax=max (yp) ;

Ymin=min(yp);

d=Ymax-Ymin+1;

r=zeros(d,1);

for j=Ymin:Ymax
% pick out two end points at the same height level
logi=(yp==j);
xpi=xp(logi);
xpisort=sort(xpi);
r(j-Ymin+l)=(xpisort(end)-xpisort(1))/2;

end

vol=[vol;sum(pi*r.”2)*Calibration”3]; % volume

end
meanv (ib)=mean(vol);
end

% flow rate, the last bubble is discarded to have correct time interval
totv=sum(meanv(1l: (end-1)))*1le-3; % unit: mL
time=(f(end-1)-f(1))*timeCali/60; % unit: minute
Q=[num2str(totv/time),’ mL/min’'] % flow rate, unit: mL/min

% plot mean bubble volume
bf=-hf(1l); % frame number not included
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figure(4)

plot((hf+bf)*timeCali,meanv,’'b.")

xlabel('Time (s)’,’'FontSize’,18', 'Interpreter’,’latex’)

ylabel(’'Mean bubble volume (mm$73$)’, 'FontSize’,18’, 'Interpreter’,’latex’)

% plot bubble shape factors
hz=10; % plot every ’'hz’ bubbles
for ic=1l:hz:sf

end

figure(5)

hd=plot( ((f(ic):f(ic+1l))+bf)*timeCali, ratio(f(ic):f(ic+1)), 'bs-",...
((f(ic):f(ic+1))+bf)*timeCali,cir(f(ic):f(ic+1)), 'ro-.");

hold on

set(hd, {'MarkerFaceColor’}, {'b";'r'});

legend({'Aspect ratio ($h/w$)’, 'Circularity’}, 'Interpreter’,’latex’, ...
"FontSize',13, 'Location’, 'southwest’);

xlabel('Time (s)’,’'FontSize’,18’, 'Interpreter’,’'latex’)
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Résumé : Au cours des dernieres années, la culture
de microalgues est largement étudiée pour produire
des biocarburants et d’autres produits de valeur en
fixant le dioxyde de carbone de I'atmosphére, afin
d’atténuer simultanément les effets du changement
climatique et de réduire la dépendance a I'égard
des carburants fossiles. En comparaison avec les
systemes ouverts, les photobioréacteurs fermés sont
davantage utilisés en laboratoire, car ils permettent de
contréler avec précision les facteurs environnemen-
taux tels que le pH, la concentration en éléments nu-
tritifs, etc. Le principe de fonctionnement d’'un photo-
bioréacteur repose sur l'injection de bulles dans le mi-
lieu de culture pour (i) apporter du dioxyde de carbone
aux cellules (ii) agiter le liquide et favoriser le transfert
de matiére si aucun agitateur mécanique est employé.
Par I'apport d’énergie lumineuse les cellules trans-
forment le carbone inorganique en carbone organique
par photosynthése. Ainsi, les phénoménes physiques
- I'écoulement, transfert de matiére, transfert radia-
tif - et les phénoménes biologiques - photosynthéese,
croissance cellulaire et mort - coexistent dans un
photobioréacteur. Plus important encore, tous les
phénomenes de base sont fortement dépendants les
uns des autres. Des recherches récentes ont révélé
gue le comportement des bulles avait également une
incidence directe sur le processus biologique. En rai-
son du comportement significatif des bulles sur la
productivité d’'un photobioréacteur, la génération de
bulles a été étudiée dans cette thése au moyen de
méthodes expérimentales et numériques.

Dans I'étude expérimentale, nous avons congu puis
fabriqué un nouveau photobioréacteur (colonne a
bulles de forme rectangulaire) afin d’étudier le bul-
lage in situ. Lemploi d’une technique d’ombrosco-
pie couplée a une caméra vidéo (haute fréquence
d’acquisition) a permis I'enregistrement de séries de
bulles. Les images traitées ont permis de mesurer
des caractéristiqgues de bulles (fréquence, volume,
facteur de forme). Le volume moyen des bulles et la
fréquence de formation de bulles augmentent avec le
débit de gaz. De plus, la distribution volumigue mono-
dispersée a faible débit devient de plus en plus poly-
dispersée par I'accroissement de celui-ci. Lévolution

de la forme des bulles lors de leur remontée dans le
liquide a été évaluée par 'emploi de deux facteurs
de forme : le rapport d’aspect et la circularité. Ces
facteurs diminuent avec la remontée des bulles et
traduisent une déformation horizontalement. A débit
élevé, les bulles coalescent plus fréquemment.

La simulation du bullage a été réalisé par I'emploi
d’'une méthode Volume of Fluid (VOF) et d’'une bi-
bliothéque open source de mécanique numérique des
fluides OpenFOAM. Ces choix de méthodes sont
motivés en raison de la robustesse d’OpenFOAM
en matiére de simulation d’écoulements diphasiques
rapportée dans la littérature. Une premiere étude
numérique de simulation 2D a permis de déterminer
les valeurs appropriées des parametres numériques
(nombre de Courant et la taille du maillage) tout en
minimisant le temps de calcul par rapport a une pré-
étude 3D. Sans surprise, nous avons déterminé que
la taille des mailles devait étre inférieure au diamétre
de la buse pour obtenir des résultats significatifs. De
fagon plus surprenante, nous avons observé que le
nombre maximum de Courant n'a pas d'importance
particuliere pour ces simulations (dans une limite rai-
sonnable : 0 a 1). Les simulations 3D ont ensuite été
menées sur un supercalculateur du Mésocentre Fu-
sion (Université Paris Saclay). Elles ont montré que
le volume des bulles et I'évolution de leur forme cal-
culées numériquement étaient en accord avec les
résultats expérimentaux. Cependant, les simulations
3D n'ont pas permis de représenter la polydisper-
sité de la distribution volumique des bulles en raison
d’un temps de calcul nécessaire trop important pour
générer une population de bulles suffisamment nom-
breuses. Pour finir, I'outil numérique a aussi été uti-
lisé pour explorer plusieurs caractéristiques hydrody-
namiques de mélange dans un réacteur d'un litre de
forme cylindrique.

Pour conclure, le comportement des bulles a été
suivi a la fois par des méthodes expérimentales et
numériques Cette premiere étape nous aidera a al-
ler plus loin dans la compréhension des phénoménes
physico-biologiques complexes qui ont lieu au sein
d’un photobioréacteur.
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Abstract : In recent years, microalgae cultivation has
been widely studied to produce biofuel and other va-
luable products by fixing carbon dioxide from the at-
mosphere, with the aim to mitigate both the climate
change and the strong dependence on fossil fuel. In
comparison with open ponds, closed photobioreac-
tors are more often used in laboratory due to their
accurate control of environmental factors like pH, nu-
trient concentration, etc. The working principle of a
typical photobioreactor is to inject gas bubbles into
the culture medium, (i) providing carbon dioxide to the
cells and (ii) stirring the liquid. The cells convert inor-
ganic carbon into organic carbon through photosyn-
thesis under illumination. Therefore, physical pheno-
mena, e.g. bubbly flow, mass transfer, radiative trans-
fer, and biological phenomena, e.g. photosynthesis,
cell growth and death, coexist in a photobioreactor.
More importantly, all the basic phenomena are stron-
gly dependent to each other. Some recent research
revealed that bubble behavior may directly affect the
biological process. In this context, the aim of this study
was to investigate the bubbly flow in a reactor column
by both experimental and numerical methods.

In the experimental part, we first designed and ma-
nufactured a new photobioreactor (rectangular shape
bubble column) to in situ study the bubbling. Cou-
pling a shadowgraphy technique with a high-speed re-
cording video camera allows capturing bubbles train.
Both averaged bubble volume and bubbling frequency
increased with gas flow rate. Furthermore, quite mo-
nodisperse distribution of bubble volume was obtai-
ned at low flow rate. Polydispersity increased with the
flow rate. The bubble shape evolution was quantita-
tively assessed using two shape factors, an aspect

ratio and a circularity. We found that both shape fac-
tors dropped rapidly during bubble rising as soon as
the bubble detached from the nozzle which implied
that bubbles were flattened. At higher flow rate, bubble
coalescence occurred quite frequently.

Volume of Fluid (VOF) method and OpenFOAM, an
open source CFD library, were chosen to perform
the bubbling simulation. This choice of methods was
made since the robustness of OpenFOAM in simu-
lating two-phase flow was reported by the literature.
In a first step, 2D simulations were carried out for
determining appropriate values of numerical parame-
ters such as the maximum Courant number and mesh
size. We found that mesh size should somehow be
largely smaller than the nozzle diameter to have mea-
ningful results. On the other hand, maximum Courant
number had no importance in the simulations (provi-
ded that its value belongs between 0 and 1). Further-
more, 3D simulations were performed in a computing
cluster (Mesocentre Fusion, University Paris Saclay).
Calculated bubble volume and bubble shape evolution
were in correct accordance with the experiments. Ho-
wever, 3D simulations were not able to represent the
polydispersity of bubble volume distribution due to a
much higher computing time for considering a suffi-
cient number of bubbles. Finally, several hydrodyna-
mic characteristics related to mixing thanks to a bub-
bling in a cylindrical shape one liter reactor were also
explored by the proposed numerical tool.

To conclude, bubble behaviors were successfully cap-
tured by experimental methods and represented by
numerical methods. This first step helps us to go
further in understanding the complicated physical-
biological phenomena of a photobioreactor.

Université Paris-Saclay
Espace Technologique / Immeuble Discovery
Route de I'Orme aux Merisiers RD 128 / 91190 Saint-Aubin, France



	1ere
	4eme
	main
	Declaration of Authorship
	Contents
	Introduction
	State of art
	Microalgal cultivation systems
	Photobioreactors
	Gas-liquid flow
	Mass transfer
	Mass transfer in a photobioreactor
	Diffusion in a single phase
	Diffusion between gas and liquid phases

	Light
	Cell growth
	Kinetic model
	Mass balance
	Mass balance of cells
	Mass balance of substrate
	Mass balance of products

	Population balance equation

	The influence of bubble behaviors on cell growth
	The complete model
	Objectives

	Experimental study
	Preliminary reflection on the role of wettability in bubble formation and detachment
	Working principle of shadowgraphy
	Experimental setup
	Image processing
	Image analysis
	Counting bubbles
	Bubbling frequency
	Bubble volume
	Bubble shape factors

	Conclusions

	Numerical study
	Introduction to VOF method
	Volume fraction function
	Definition
	Temporal evolution
	Normal vector of the interface

	Momentum equations
	Interface reconstruction
	Pros and cons

	Introduction to OpenFOAM
	2D simulations
	Numerical configurations
	Numerical tests on Courant number
	Numerical tests on mesh size
	Preliminary validations

	3D simulations
	Numerical configurations
	Visual validations
	Bubble volume
	Bubble shape evolution

	Conclusions

	Preparing a complete model
	Quasi-steady state of two-phase flow
	Scalar transport
	Lagrangian transport and PIV
	Working principle of PIV
	PIV setup
	Cross-correlation of images
	Potential application in the follow-up study

	Light model
	Conclusions

	General conclusions
	Representative studies on gas-liquid flow in a reactor
	Matlab code for image processing and analysis
	Bibliography

	空白页面

