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Introduction

1 Context

As in the last century the world’s population quadrupled, from two to eight billion
people, and its corollary the world’s economy growing, the demand for energy is also seve-
rely increasing at a substantial rate. Currently, this high energy demand mainly depends
on non-renewable energy sources such as oil, gas and fossil fuel resources. As some of these
energy sources previously mentioned have reached, or are close to reaching, their peak sup-
ply, we are expected toward a major energy crisis if no applicable substitutions are found.
Besides, the difficulty of meeting the high energy demand, the issue of environment and
sustainability has led to a critical concern on power generation and utilization. Fossil fuels
are sources of emissions which contribute to the global warming and are unsustainable
due to their dwindling reserves, price rise and geographic origin not evenly distributed
in the world. Geopolitical instability in resource areas is also a major concern. Due to
this energy and environmental issues of non-renewable sources, more attention is being
given to renewable energy sources which are environmentally friendly and sustainable.
Renewable energy sources such as solar energy are the long term options to substitute
conventional energies. It reduces electric/auxiliary energy usage with free solar energy
and COX , NOX , SOX emissions. Recently, France used significantly less fossil resources
and significantly more renewable power (see figure 1). There was also a decline in natural
gas for domestic heat use, which remains the main source, and increases in renewable
power, which represents the third primary energy consumption, according to “Key figures
of energy, 2016 Edition”.

Figure 1 – Energy consumption of heating networks in million tonnes of oil equivalent
(mtoe) by source [152].

In the recent years solar energy has been strongly promoted as a reliable energy source.
One of the most straight forward applications of this energy is converting solar radiation
into heat, for example in hot water supply. In 2015, we can see, in figure 2, the primary
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production of renewable energies amounted to 23Mtoe in a typical french city where the
thermal solar and photovoltaic contribution is about 0.7% only the scope for progress is
tremendous.

Figure 2 – The primary production of renewable energies in mtoe by sector in 2015 [152].

However, the solar water heating technology has greatly improved during the past three
decades. Today there are more than 30 million square meters of solar collectors installed
around the planet. These technologies are usually at either the industrial or residential
scale. At the residential scale, home owners can produce their own hot water from the sun
to offset the fluctuations and inflation of gas and electric energy costs. A residential solar
water heating system normally consists of the solar collector, the tank used to store the
generated hot water, and other components that might be used for auxiliary energy or
automated control. In 2015, the energy consumption in the residential-commercial sector
amounted to 67.0Mtoe. Compared to 2014, this value is increased by 0.3% (see figure 3).
Since 1980, the consumption of petroleum products has declined steadily in favor of gas
and electricity. While, for renewable energies, their consumption has increased every year
by 4% on average since 2006.
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Figure 3 – The residential energy consumption in mtoe per type of energy in France [152].

For domestic usage, solar collectors are till now mostly for individual hot water distri-
bution but collective distribution is gaining ground gradually in France (figure 4). The
relative slow down of the rate of installation from 2012 may be inferred to the recent fiscal
policy less encouraging direct investment in renewable energy than in the past decade.
In such a competitive context, a need has developed to predict, as accurate as possible,
the performance of solar thermal devices. With that prediction, the best collector can be
chosen at most economic way.

Figure 4 – The rate of installed surface in m2 per year for each solar collector technology
[152].

These solar thermal devices may contain either evacuated tubes or flat-plate collectors.
Still the use of evacuated tube solar collectors remains modest compared with glass col-
lectors. This due to its recent development of the former technology where research is in
perpetual dynamics (figure 5).

Figure 5 – The installed surface in m2 per year for each collector technology [152].

2 Motivation and objectives

Despite the ubiquity of heat pipes and the large database that helps describing scienti-
fically the phenomena occurring therein, there are still many areas in specific application
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3. Manuscript overview/outline

and manufacturing considerations which require further attention to get a deeper unders-
tanding of the involved phenomena and their impact on their functioning. The following
work presents novel and additional effort to the common knowledge of screen mesh wick
heat pipes used in solar collectors. The main purposes of the research are:
1. To model and simulate capillary wicked heat pipe using Lattice Boltzmann Method.
2. To compare the performance of heat pipes under different working conditions in order
to sketch the device of best performance.
3. To study the performance of heat pipe used in solar collectors numerically, optimize
computationally, and experimentally for different working conditions and configurations.

3 Manuscript overview/outline

The thesis manuscript is organized as follows:
- Chapter one presents an introduction of heat pipes: working principal, construction,
types, operating limits and their application. Focusing on heat pipes in solar collectors, a
detailed literature review is presented and discussed.
- Chapter two outlines the theory behind the lattice Boltzmann method: background, dif-
ferent approaches for Navier-stockes equation derivation, Boltzmann equation and boun-
dary conditions implementation.
- Chapter three presents the detailed derivation of the axisymmetric lattice Boltzmann
model and its validation. An enhanced derived model is then proposed.
- Chapter four describes the developed numerical model used to solve the proposed heat
pipe configuration along with validations. Different test cases are studied to analyze the
effect of various parameters (working fluid, porous medium, etc.).
- Chapter five presents the experimental setup built in this study, the design and construc-
tion of the heat pipe used, including a detailed description of the setup and the protocol
followed. Then, the experimental results are analyzed and discussed where different heat
pipe configurations used in solar collectors are compared under different working condi-
tions.
- Chapter six concludes the manuscript and recall its main findings, ties the result of the
study to theory and practice, and suggestions for improvement in future work.
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Chapter 1

Generalities and state of the art

Abstract

This chapter presents a track of state of arts related to heat pipes: its working prin-
cipal, types, limits and applications. A particular attention is given for heat pipes used
in solar energy applications: their interest, design and applications. Finally, a literature
review on heat pipes and their applications in solar collectors that would guide us throu-
ghout this thesis is discussed.

Résumé

Ce chapitre présente une généralité sur l’état de l’art lié aux caloducs: leur principe
de fonctionnement, types, limites et applications. Nous mettons l’accent sur les caloducs
utilisés dans les applications solaires: leur intérêt, conceptions et applications. Enfin, nous
développons avec minutie une revue de la littérature sur les caloducs et leur application
dans les collecteurs solaires qui nous guiderait le long de ces travaux de thèse.
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Chapter 1. Generalities and state of the art

1.1 Historical development and background of heat

pipes

The development of heat pipes traces back to Jacob Perkins in 1836, who was the
first to publish a patent on the concept of the Perkins tube [214]. This tube is basically a
form of wickless gravity-assisted thermosyphon. The design, as shown in figure 1.1, was a
closed tube containing a small quantity of water operating in either a single or two-phase
cycle to transfer heat from a furnace to a boiler. A heat source placed at the bottom of
the tube coil causes boiling of water in the closed loop. The resulting vapor generated
in the tube moves upward due to buoyancy. When coming in contact with cooler walls,
the vapor condenses, and the liquid falls down the coil of the pipe back to the furnace,
where it evaporates again. Because there is no wick structure in the system, it can operate
only when the boiler is placed above the furnace. The thermosyphon concept remained
unchanged for about 50 years. Therefore, the Perkins tube became an essential part of
the history of the heat pipe. Through trial and error, Perkins found that the ideal volume
of water in the tube was 32%. Any more than that resulted in the tube being completely
filled with water and blocking the vapor flow. Any less than that resulted in complete
vaporization, dry out, and overheating. In the development of the Perkins tube, the most
interesting improvements were made by L. P. Perkins and W. E. Buck [69]. Their work
focused on the study of the fluid inventory. While water was the only specific working
fluid, they tested the use of anti-freeze type fluids, and fluids having higher boiling tem-
perature at atmospheric pressure than water.

Figure 1.1 – Drawing of Perkin’s boiler [229].

It was in 1944 when the concept of the capillary-based heat pipes was first put forward
was suggested by R. S. Gaugler, who was working on refrigeration problems at that
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time, in General Motors. He patented a lightweight, heat transfer instrument which was
supposedly applied to a refrigeration system [74]. His device consisted of a closed tube in
which the liquid receives heat at one location causing the liquid to evaporate. The vapor
travels down the length of the tube where it condenses and releases its latent heat. The
liquid phase travels back up the tube by capillary pressure to start the process over. In
order to move the liquid back up to a higher point, Gaugler suggested using a capillary
structure consisting of a sintered iron wick to make the inner fluid return back to the
evaporator, instead of gravity. However, it was not developed beyond the patent stage,
as other technologies currently available at that time were applied to solve the particular
thermal problem at General Motors Corporation. But throughout that period there was no
great need for such a device, so the development made no serious impact for about twenty
years. The 1960’s brought noticeable heat pipe developments. It was reinvented during
1963 when G. M. Grover and his co-workers, from Los Alamos Scientific Laboratory,
designed a device and coined the name “heat pipe” (HP). In the words of Grover [86] “a
heat pipe is a synergistic engineering structure which is equivalent to a material having
thermal conductivity greatly exceeding that of any known metal”. In other words, a heat
pipe is a passive two-phase heat transfer device able to transferring large quantities of heat
with minimum temperature drop. He is often referred to as the inventor of a heat pipe.
Later, he [85] built several prototypes of heat pipe, the first of which used water as working
fluid and was soon followed by a sodium heat pipe which operated at higher temperature
(1100 K) using wire mesh wick structures. Since that time, interest in the heat pipe
concept developed rapidly both for space and terrestrial applications. In 1964, RCA was
the first commercial organization to perform heat pipe research RCA® [127]. Work was
carried out on many working fluids including metals, water, cesium, sodium, lithium, and
bismuth using glass, copper, nickel, stainless steel, molybdenum and TZM molybdenum
as heat pipe wall materials. At the same time the theory of the heat pipe became better
understood; the most important contribution to this theoretical understanding was due to
Cotter in 1965 [48]. Throughout 1969, NASA, which played an important role in heat pipe
development in the 1960s particularly regarding applications and reliability in space flight,
showed interest in using heat pipes to control spacecraft components temperature. Since
heat pipes can operate in micro-gravitational fields due to capillary action without any
external force field or pumping, most early efforts were directed toward space applications.
The early development of terrestrial applications of heat pipes proceeded at a slow pace.
However, due to the high cost of energy, especially in Japan and Europe, the industrial
community began to appreciate the significance of heat pipes and thermosyphons in energy
savings as well as design improvements in various applications. Through time, heat pipes
progressed and modern applications of this technology range today from miniature heat
pipes for cooling processors inside laptop computers, to groups of one centimeter diameter
and two meters long pipes used in NASA spacecraft and pipes of five centimeter diameters
(or more) which are used to cool injection molds used in plastic forming. The lengths of
the pipes can vary from some centimeters to eight meters or even more.
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1.2 Heat pipe working principal

A heat pipe is a very simple device that transfers heat from one location to another,
using the latent heat of vaporization. Heat pipes are referred to as the “superconductors”
of heat owing to their important transfer capability with minimal heat loss over large dis-
tances with minimal temperature drops, exceptional flexibility, simple construction and
easy control all without a need for external pumping power. Such a device consists of
a closed container, a wick structure lined on the inner surface and a small amount of
working fluid in equilibrium with its own vapor.

Figure 1.2 – Heat pipe schematic description.

It has three main sections as shown in figure 1.2; the evaporator, the adiabatic and the
condenser sections. When heat is applied at the evaporator section of the heat pipe, the
liquid temperature locally raises leading to the evaporation of the working fluid. Because
of the saturation conditions this temperature difference results in a difference in vapor
pressure, drives the vapor through the adiabatic section to the condenser, where the
vapor condenses, releasing its latent heat of vaporization to the provided heat sink. The
rate of vaporization is proportional to the heat absorbed in its latent form. The resulting
condensate is pumped back to the evaporator of the container thanks to the capillary forces
occurring along the menisci contained in the wick lining inside the pipe. The pumping can
also be done by gravitation, in gravity-assisted heat pipes (thermosyphon). This process
will continue as long as there is a sufficient capillary pressure to drive the condensate
back to the evaporator. Therefore, as long as liquid is driven back to the evaporator, the
heat pipe can continuously transport heat from the evaporator to the condenser section.
Situations for which a heat pipe can no longer fulfill this transport are explained in section
1.7.
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1.3. Heat pipe construction

1.3 Heat pipe construction

In its conventional design, a heat pipe consists of a sealed tube that is partially filled
with a working fluid. A wick, saturated with a working fluid, lines the inner side of the
tube. In general, the performance of a heat pipe depends on several factors, such as its
geometry, working fluid, capillary structure material, operating temperature, and applied
heat flux and heat flux density. In the selection of a suitable combination of the above,
inevitably a number of conflicting factors may arise. The chief bases for selection are
discussed below.

1.3.1 Container materials

The issue of material compatibility and the results of life tests on heat pipes and ther-
mosyphons remain critical aspects of heat pipe design and manufacturing. In particular,
the generation of non-condensable gases that adversely affect the performance of heat
pipes in either short or long term must be taken particularly seriously into account in
the emerging technology of micro heat pipes and arrays of such devices. In fact, the heat
pipe material must be chemically inert with the working fluid. Any chemical reaction will
result in a by-product of non-condensible gas. A non-condensible gas is a gas, different
from the working fluid vapor, that is not easily condensed by cooling. It consists mostly
of nitrogen, light hydrocarbons, carbon dioxide, or other gaseous materials. So, the gases
will collect in the condenser end of the heat pipe, swept thereby the following vapor, and
obstruct a portion of the available heat dissipation area.

1.3.2 Working fluids

Since heat pipes utilize the phase change of the working fluid to transport heat, the
selection of the working fluid is of paramount importance for enhancing their thermal
performance.
A first consideration in the identification of a suitable working fluid is the operating

vapor temperature range where a selection of fluids is shown in table 1.1. Within the
approximate temperature range several possible working fluids may exist, and a variety of
characteristics must be examined in order to determine the most acceptable among them
for the considered application. Before starting heat pipe manufacturing, it is important
to verify firstly if the desired working fluid is compatible or not with the suggested wick
materials. Here we present some typical heat pipe working fluids and their compatibility
with the wick material found in literature [229].

Hence, the prime requirements are: compatibility with wick and wall materials as many
of the problems associated with long-life heat pipe operation are a direct consequence of
material incompatibility; good thermal stability: the possibility of thermal degradation
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Working fluid Boiling point at atmospheric pressure (◦C) Operation range (◦C)
Helium -261 -271 to -269

Nitrogen -196 -203 to -160
Ammonia -33 -60 to 100
Pentane 28 -20 to 120
Acetone 57 0 to 120

Methanol 64 10 to 130
Ethanol 78 0 to 130
Water 100 30 to 200

Mercury 361 250 to 650
Potassium 774 500 to 1000

Sodium 1154 600 to 1200
Lithium 1340 1000 to 1800
Silver 2212 1800 to 2300

Table 1.1 – Heat pipe main working fluids [229].

with certain organic fluids the fluid breaking down into different compounds; high thermal
conductivity; low liquid and vapor viscosity; high surface tension: which enable the heat
pipe to operate against gravity and to generate a high capillary driving force; wettability
of wick and wall materials: the contact angle must be zero or very small with an acceptable
freezing point [229]. All of the above criteria could be resumed through the figure of merit,
Me, which is used as the thermal performance index of a certain working fluid for heat
pipes. It is defined as:

Me =
ρlhlvσ

µl
(1.1)

The selection of the working fluid must also be based on thermodynamic considerations
which are concerned with the various limitations to heat flow occurring within the heat
pipe. These will be discussed in section 1.7.
The above mentioned requirements are not the only criteria for the selection of the working
fluid. Other factors may, in a particular situation, be of greater importance. At slightly
lower temperatures, 270-350 K, ammonia is a desirable fluid, although it requires care-
ful handling to retain high purity. Acetone and alcohols are alternatives solutions having
lower vapor pressures. These fluids are commonly used in heat pipes for space applica-
tions. Water and methanol, both being compatible with copper, are often used in cooling
electronic equipment.

The working fluids used in heat pipes have remained essentially the same, with the
exception of the addition of nanoparticles. A great deal of research has been conducted
on the use of nanofluids in wide range of heat pipe applications. Recently, Do et al. [54]
mentioned that the formation of thin coating at the screen mesh wick of the evaporator
is the principal reason for the enhancement of thermal performance of the heat pipes
using nanofluids and it is not, as thought before, due to their equivalent thermophysical
properties. Moreover, Yang et al. [304] and Kim et al. [142] indicated that the coating
layer formed by nanoparticles improves the surface wettability by reducing the contact
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Working fluid Recommended Not recommended
Ammonia Aluminum Copper

Carbon steel
Nickel

Stainless steel
Acetone Copper

Silica
Aluminum

Stainless steel
Methanol Copper Aluminum

Silica
Stainless steel

Water Copper Aluminum
Monel Silica

347 Stainless steel Stainless steel
Nickel

Carbon steel
Potassium, Sodium Stainless steel Titanium

Inconel

Table 1.2 – Working fluids and their compatibility with heat pipe wick material.

angle and increasing the surface roughness, which in turn acts to increase the critical
heat flux. Also, the coating layer induces liquid suction due to capillary wicking, which
enhances the maximum heat flux [272]. Nevertheless, when life tests have to be higher
than 10 years, some working fluids seem to lose their attractiveness. This may be dictated
by health and safety considerations or by environmental pressures (for example in some
countries in Europe the use of hydrofluorocarbons is being phased out in favor of fluids
that contribute less to global warming).

1.3.3 Wick structure

As a first approach, the thermal performance of a heat pipe can be characterized by
both its overall thermal resistance and its maximum power in horizontal and vertical po-
sitions. These characteristics depend mainly on the capillary structure, which is usually
made of grooves, meshes, sintered powder or a combination of them as shown in figure 1.3.
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Figure 1.3 – Different wick structures used in heat pipes [229].

The wick structure inside the heat pipe works as a capillary pump, moving the liquid
from the condenser to the evaporator through the adiabatic section. Besides the working
fluid, the heat pipe geometry and material, it is one of the most important elements de-
termining the performance of the heat pipe. To work effectively and efficiently, the wick
structure must fulfill two requirements: sufficient capillary pressure and sufficient permea-
bility. These two factors need special attention because the small pore structure creates
large capillary pressure, whereas permeability requires large pores [53]. The capillary flow
inside the wick structure is also determined by the contact angle between the liquid and
the wick structure, known as the wettability, as stated by Shirazy et al. [258], where ca-
pillarity occurs due to the attractive force between liquid molecules and solid molecules,
forcing the liquid to flow through the porous media. The material of the wick structure
may be metalic, composite, ceramic, etc. But it is difficult to obtain both high capillarity
and high permeability from a single type wick structure with single pore properties (pore
size or shape). Thus, it is necessary to investigate a “mixed” wick structure. Good com-
promise between high capillary pressure and high permeability is found in some special
wicks. One example is the biporous structure, which has two separate and distinct pore
sizes in it. It includes two types of wicks: the first is made of large rough particles with
small pores on the surface, and the second, which is called bidisperse wick structure, is
made of clusters of small particles. A biomaterial such as coral is a material with a porous
structure made of calcium carbonate deposits produced by stony corals from the animal
realm. There are many types of coral, including branching, massive and tabulate corals.
This biomaterial has relatively homogeneous pores, which are small in diameter. As a
result of these small homogeneous pores, biomaterials have good capillarity. Biomaterials
are also non-metallic with a tendency to oxidation significantly reduced.

It is worth to mention that the wick structure must be compatible with the chosen
working fluid. More details are given in Appendix 1.2.
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1.3.4 Charge filling

In the case of capillary pumped heat pipes, the liquid is supposed to fill in exactly the
capillary structure. But, the volume of the liquid varies as a function of the average ope-
rating temperature. A capillary structure saturated with liquid, without any liquid out of
structure, is therefore not possible for all transferable powers with a given operating tem-
perature. The consequences of this phenomenon are different depending on the operating
conditions. For a heat pipe in horizontal position, it is possible to provide an optimum
filling for the lowest operating temperature. Indeed, when the temperature increase, the
fluid expands and an excess of liquid appears at the end of the condenser. This excess can
only appear at the condenser since the porous medium is the only element liquid mixture
outside the condensation zone. So the only consequence is a slight plug of liquid at the
end of the condenser causing a very small decrease in performance. This can be compen-
sated simply by a slight oversize of the length of the condenser. When the heat pipe is
subjected to volume forces, the zone of accumulation of the liquid excess is a function of
these volume forces. However, it can be noted that the effects are weak if the heat pipe
capillary pumping forces are greater than the volumetric forces. Indeed, in this case the
local differences in liquid filling of the capillary structure are small. Volume forces can
also lead to angular dissymmetry in exchange coefficients when a radial component exists
and is not completely balanced by the capillary forces. As a result, tests of heat pipes in
terrestrial environment should be analyzed with particular attention.

1.4 The physics of heat pipes

At specific pressure conditions, two mechanisms occur. The first mechanism is that,
at a certain specific temperature, the liquid vaporizes. The resulted vapor can only be
condensed when the temperature reaches the saturation conditions. The second mecha-
nism is that the amount of absorbed heat at the evaporator section is equal to the amount
of heat rejected at the section of the condenser in steady state.

1.4.1 Fluid phases bulk flow

Since heat pipes need to work with the circulation of a fluid in a closed loop, knowing
the main characteristics of the flows in the vapor and liquid phases represent a key element
to understand their global behavior. Detailed studies have been carried out in order to
define the most important parameters governing such flows. Due to its complexity, the
details of mass and momentum equations are needed not only for vapor but also for the
liquid in the porous medium. In addition, the equations of energy conservation with the
phase change must be solved too. No analytical solution is available in general, numerical
resolution remains the last resort although often being out of reach even for the present
computers performance. Accordingly, the issue is to simplify as much as possible while
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keeping good model approximation of the actual mechanisms. The problem as a whole is
usually addressed by artificially uncoupling the vapor and liquid domains.
Experimental validation is very difficult because the measurements inside the heat pipes
are extremely complex. The majority of the studies carried out are numerical and are
subjected to quite restrictive conditions [110, 235,319].

Vapor flow

The flow in the vapor phase can be separated into three distinct zones corresponding to
the evaporator, the adiabatic and the condenser zone. On the evaporator, the vapor mass
flow rate increases along the evaporator axis due to the introduction of vapor resulting
from liquid vaporization while the opposite phenomenon occurs at the condenser. The
adiabatic region is, ideally, only the location of pressure drops due to flow circulation.
Vapor pressure variations are the result of two distinct mechanisms. Firstly, the friction
causes pressure drop in the overall flow. Secondly, in the evaporation zone at the interface,
the vapor has a mean velocity almost orthogonal to the axial flow. The longitudinal motion
of the fluid flow must therefore be achieved by a pressure variation.

Liquid flow

Whether the flow in the liquid phase is subjected to the same stresses as the vapor
phase along their common interface, the consequences are very different. The large ratio of
the liquid-vapor densities results in a reversal of the relative importance of the variations
in inertial pressure and the effect of the volume forces. Indeed, since the velocity of the
liquid flow is very low, the inertial pressure variations are totally negligible, whereas the
effect of the forces of volume becomes dominant. Friction plays an important role in the
fluid circulation, in particular, for heat pipes with capillary pumping.

1.4.2 Liquid/vapor interface

Description of the liquid/vapor interface

While the structure of solids surfaces and insoluble films is fairly well established [45],
the structure of liquid surfaces in contact with its own saturated vapor remains somewhat
obscure until now due to the complexity of the phenomena involved [156]. During the
last decades, many research works were focused on the understanding of the transfer pro-
cesses occurring in liquid/vapor interface [21, 222, 295]. The microscopic theories provide
a description based on the first principle. They are dealing, however, with complicated
mathematical formalisms and it is not possible until now to translate their exact results
into useful macroscopic language [295]. In contrast, the methods of nonequilibrium ther-
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modynamics and hydrodynamics are easier to handle and seem to be more appropriate
to describe the problem [18]. The Gibbs theory of surface tension assumes uniform pro-
prieties of the liquid up to the vapor phase on the other hand the theory of van der
Waals involves the assumption of a continuous transition from liquid to vapor. Neither
of the theories allows for an evaluation of the thickness of the transitional region except
by the introduction of an arbitrary potential function. The conflict between the theory
of van der Waals, which maintains the presence of a non-uniform capillary layer, and the
experimental evidence may be more apparent than real.

The capillarity and surface tension

Molecules in a liquid appeal each other. A molecule in a liquid is attracted by the
surrounding molecules and, on average, a molecule in the bulk of the fluid experiences
no net force. In the case of a molecule at or near the surface of a liquid, the forces of
attraction will no longer balance out and the molecule will experience a resultant inward
force. Because of this effect the liquid will tend to take up a shape having minimum
surface area; in the case of a free falling drop in a vacuum this would be a sphere. Due
to this spontaneous tendency to contract, the liquid surface behaves rather like a rubber
membrane under tension. In order to increase the surface area work must be done on the
liquid. The energy associated with this work is known as the free surface energy, and the
corresponding free surface energy per unit surface area is called surface tension and is
given the symbol σl. Hence, the Laplace-Young equation could be introduced by:

∆p =
σ

R
(1.2)

where ∆p is the Laplace pressure and R is the principal radius of curvature.
The surface tension is numerically equal to the surface energy per unit area measured in
any consistent set of units, e.g. N/m. Since latent heat of vaporisation, L, is a measure
of the forces of attraction between the molecules of a liquid, we might expect surface
energy or surface tension σl to be related to L. This is found to be the case. Solids also
will have a free surface energy, which magnitude is found to be similar to the value for
the same material in the molten state. When a liquid is in contact with a solid surface,
molecules in the liquid adjacent to the solid will experience forces from the molecules of
the solid in addition to the forces from other liquid molecules. Depending on whether these
solid/liquid forces are attractive or repulsive the liquid-solid surface will curve inward or
outward. The two best-known examples of attractive and repulsive forces are water and
mercury, respectively on copper. Where the forces are attractive the liquid is said to ’wet’
the solid. The angle of contact made by the liquid surface with the solid is known as the
contact angle, θ. For wetting liquids, θ lies between 0◦ and 90◦ and for non-wetting liquids,
θ > 90◦. The condition for wetting to occur is that the total surface energy is reduced by
wetting:

σsl + σlv < σsv (1.3)

where the subscripts, s, l and v refer to solid, liquid and vapor phases, respectively.
Wetting will not occur if σsl + σlv > σsv while the intermediate condition of partial
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wetting is σsl + σlv = σsv.

1.5 Heat pipe applications

Since the first basic heat pipe concept was proposed by Gaugler (1944), heat pipes
have been widely applied to a variety of both simple and complex designs for space and
terrestrial applications.

1.5.1 Terrestrial applications

Currently the greatest use of heat pipes is in the cooling of computers and electronic
components [183]. The utilization of heat pipes and vapor chamber to spread and transfer
heat was a key factor for extending the air cooling limit capability for high performance
computers. The main thermal solutions based on heat pipes are the vapor chamber, mi-
niature and micro heat pipes with micro axial grooves, remote heat exchangers and hybrid
systems. Because of its small dimensions, some difficulties, in manufacturing, degassing
and charging, are expected.

Recently, researches have been reported where developments of high interest in heat
pipe technology for heat recovery were made [181, 257]. Studies have analyzed the ap-
plication of heat pipes on the thermal performance of heat recovery systems. In air-
air conditioning facilities consisting of two CHPs and indirect evaporative systems, ap-
plying the mixed-energy recovery system makes possible a recovery form the return air-
flow. This improves significantly the energy efficiency and reduces the environmental im-
pact [59, 173, 202,305].

The demand for using heat pipes in renewable energy systems along with building heat
recovery, highlighting novel concepts and requirements, is increasing. Several terrestrial
applications make use of heat pipes in heat exchangers for higher heat transfer rates.
Consequently, heat pipes have been expansively used in various energy storage systems
due to their passive operation and suitability for heat delivery [31]. The unique method
of operation of heat pipes including phase-change materials (PCMs) provide a better effi-
ciency pattern over conventional heat exchangers in major operation conditions including
temperature stratification in hot water storage tanks. However, in the case where the
working fluid passes through the PCM storage tank, extending the piping length inside
the tank causes a large pressure drop of the working fluid and a large decrease in the
effective PCM storage volume for conventional latent heat thermal energy storage. Inte-
grating HPs into the system can overcome this problem. Other widespread commercial
use of heat pipes is integrating them into solar collectors in order to transfer both the
direct and diffuse solar radiation to the water stream. One of the most common uses for
heat pipes associated with storage is to absorb solar energy and transfer it to water, either
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static or forced flowing.

More recently, researches have been undertaken using thermosyphons to remove heat
from solar photovoltaic cells. As well as cooling the cells, the recovered heat may be used
for domestic water heating, for example.

1.5.2 Space applications

Heat pipes have been widely used for various space applications, e.g. satellites [266],
space stations [301], space probes, etc. The objects operating in space have to work in very
harsh thermal environment. So, satellites and other objects working in space encounter
many thermal problems for which HPs offer solutions. Autonomous operation without
mechanical moving body makes it easy to reach the required reliability specifications.
In addition, spacecraft systems require heat rejection systems which remove quantities
of heat in the order of 10 to 100 times as much as present single-phase systems do.
Another special type of heat pipes has been proposed and extensively tested for this
purpose: CPL, PHP, LHP [170,294]. Low weight penalty, no maintenance and reliability
have made heat pipes very attractive components in the area of spacecraft cooling and
temperature stabilization. Structural isothermalization is an important issue as regards
orbiting astronomy experiments due to the possible warping from solar heating. Heat pipes
are also being used to dissipate heat generated by electronic components in satellites.

1.6 Types of heat pipes

All heat pipes have an evaporator and condenser sections where the working fluid
evaporates and condenses, respectively. Many heat pipes also have a transport or adia-
batic section, which separates the evaporator and condenser sections by an appropriate
distance in order to satisfy the heat pipe limitations and/or the design constraints of the
application. A given heat pipe may have multiple evaporators, condensers, and adiabatic
sections. The working fluid is usually circulated by capillary forces in a wick. However,
gravitational, centrifugal, electrostatic, and osmotic forces can also be used to return the
liquid from the condenser to the evaporator. Besides the capillary heat pipes, there are
many heat pipe configurations that have been built for different applications as discussed
earlier in section 1.5. These are presented in the following sections.

1.6.1 Thermosyphon (gravity-driven heat pipes)

The two-phase thermosyphon is thermodynamically similar to the wicked heat pipe but
relies on gravity to ensure liquid return from the condenser to the evaporator. The sonic
and vapor pressure limits (which discussion is postponed) are constraints to the operation
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of the thermosyphon, as with capillary-driven heat pipes. The entrainment limit is more
critical in thermosyphons than in capillary-driven heat pipes due to the totally free liquid-
vapor interface. A wick or wicks may be incorporated in at least parts of the unit to reduce
entrainment and improve liquid distribution within the evaporator. The capillary limit is
generally of no concern in the operation of the thermosyphon due to the fact that gravity
is the major driving force for condensate return. The counterpart of the entrainment limit
in thermosyphons is called flooding, which is the most severe limitation in the operation
of these systems. A sudden oscillating wall temperature and vapor pressure rise will occur
at the flooding limit. The boiling limit in thermosyphons is due to film boiling, rather
than nucleate boiling as in capillary-driven heat pipes. It occurs when a vapor film forms
between the pipe wall and the liquid in the evaporator section of the heat pipe. For small
liquid fill volumes, the dry-out limit may be reached, where all of the working fluid is
held in the liquid film above the evaporator, and no liquid pool exists. In that case, any
further increase in the input heat will cause a severe temperature increase at the bottom
of the evaporator section. The operation of the thermosyphon is sensitive to the working
fluid fill volume, the viscous limit and the Geyser boiling phenomena
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Figure 1.4 – Thermosyphon.

1.6.2 Pulsating heat pipes (PHP)

The PHP, as shown in figure 1.5, is made by a long capillary tube bent into many
turns, with the evaporator and condenser sections located at these turns. There are two
main types of PHPs: looped and unlooped, which are classified according to whether the
two ends of the PHP connect. A PHP is usually partially charged with a working fluid,
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with a filling ratio between 40% and 60%. Since the diameter of a PHP is small compared
to the capillary length (less than 5 mm typically), vapor plugs and liquid slugs are for-
med as a result of capillarity dominance. Heat input either causes evaporation or boiling,
which increases the pressure of the vapor plug in the heating section. Simultaneously, the
pressure in the cooling section decreases due to condensation. This pressure difference
pushes the liquid slug and vapor plug into the cooling section. The liquid slug and vapor
plug in the cooling section are then pushed into the next heating section, which will push
the liquid slug and vapor plug back to the cooling section. This process enables the self-
excited oscillatory motion of liquid slugs and vapor plugs. Heat is transported from the
heating section to the cooling section via the pulsation of the working fluid in the axial
direction of the tube.
The unique feature of PHPs, compared to conventional heat pipes, is that there is no

Figure 1.5 – Schematics of a pulsating heat pipe [229].

wick structure returning the condensate to the heating section. There is therefore no
countercurrent flow between the liquid and vapor. The entrainment limit in the conven-
tional heat pipe does not have any effect on the capacity of heat transport by a PHP.
With this simple structure, the PHP weighs less than a conventional heat pipe, making
it an ideal candidate for space applications. Since the diameter of the PHP is very small,
surface tension plays a greater role in the dynamics of the PHP than gravitational force
does, enabling successful operation in both terrestrial and microgravity environments.
Other applications of PHPs include thermal control of electrical and electronic devices
and components, as well as thyristors, diodes, and ceramic resistors.

1.6.3 Loop heat pipes (LHP)

The LHP was invented in Russia (formally USSR) in 1971 by Maydanik et al. [167]
and is based on the same physical processes as those of conventional heat pipes. It consists
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of a capillary pump (or evaporator), a compensation chamber (or reservoir), a condenser,
and liquid and vapor lines. The wick structure is present only in the evaporator and
compensation chamber. The high capillary force is created in the evaporator due to fine-
pored wicks (primary wicks), such as sintered nickel, titanium, and copper powder with an
effective pore radius of 0.7-15 µm and a porosity of 55-75%. The compensation chamber
is an important component in the LHP and is often integrated to the evaporator. The
purpose of the compensation chamber is to accommodate excess liquid in an LHP during
normal operation. A secondary wick (usually made of larger pores) physically connects
the evaporator to the compensation chamber in order to supply the primary wick with
liquid, particularly when the compensation chamber is below the evaporator, or when the
LHP is operating in microgravity conditions. The vapor motion and liquid flow in the
primary wick proceed mainly in a radial direction. The evaporator menisci are inverted
down toward the wall being heated.

Figure 1.6 – Schematics of loop heat pipes [229].

1.6.4 Capillary Pumped Loop (CPL)

The CPL was first proposed by Stenger [270] at NASA Lewis Research Center. Heat
is applied to the evaporator component, which consists of a hollow rod of wick material
capped at one end and force fitted into an internally axially grooved pipe. The heat
applied to the outer surface of the evaporator vaporizes the liquid phase of the working
fluid. The vapor thus generated travels then down the length of the axially grooved vapor
channel into the vapor header. The vapor travels up to the condenser, where it condenses:
first as a liquid film on the inner wall of the pipe, and then as a liquid slug flow. Before
reaching the evaporator, the liquid passes through a subcooler to collapse any remaining
vapor bubbles and to provide additional subcooling if necessary. The capillary pressure
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generated in the wick structure continuously pumps the working fluid through the cycle.
A two-phase reservoir is provided to control both the working fluid filling ratio through
the cycle and the working temperature of the system. This process is similar to the one
found in the variable conductance heat pipe. For multiple-evaporator systems, isolators
are provided to prevent any evaporator from depriving the other evaporators. Despite
the wide use of the CPL and LHP in space technology, fundamental confusion still exists
regarding their similarities and distinctions in operation, as well as their limitations as
mentioned by Ku et al. [167].

1.6.5 Miniature and micro heat pipes (MHP)

The fisrt MHP was proposed by Cotter [50] designed for the cooling of electronic
devices. The micro heat pipe was defined as a heat pipe in which the mean curvature of
the liquid-vapor interface is comparable in magnitude to the reciprocal of the hydraulic
radius of the total flow channel. Typically, micro heat pipes have convex but cusped cross
sections, with a hydraulic diameter in range of 10 − 500 µm, while a miniature heat pipe
is defined as a heat pipe with a hydraulic diameter in the range of 0.5 to 5 mm. It is also
worth noting the other structural differences between micro and miniature heat pipes in
addition to the size ranges given above. A true micro heat pipe, for both metallic and
silicon applications, has a single noncircular channel for both liquid and vapor phases,
where the liquid returns from the condenser to the evaporator by capillarity occuring in
the sharp corner of the channel. These types of micro heat pipes are generally placed in an
array of parallel micro heat pipes on the substrate surface in order to increase the overall
heat transfer area. Miniature heat pipes can be designed based on micro axially grooved
structure (one-dimensional capillary structure), meshes or cross grooves (two-dimensional
capillary structure).

1.6.6 Vapor chamber

The vapor chamber is a capillary driven planar design (flat-plate heat pipe in a rectan-
gular or disk-shaped) with a small aspect ratio. Additional wick blocks between the evapo-
rator and the condenser help the condensate flowing back, especially when the condenser is
below the evaporator in terrestrial applications. If the condenser is above the evaporator,
there is no need to consider a wick in the condenser section, since the condensate on the
upper plate will flows back to the evaporator naturally in this case. A wick is needed over
the evaporator section, however, in order to uniformly distribute the liquid over the entire
surface so to prevent dryout. Vapor chambers are preferred over CHPs for electronic co-
oling with heat fluxes higher than 50 W.cm−2 since heat flow is two or three-dimensional.
Furthermore, vapor chambers can be placed in direct contact with CPUs using thermal
interface materials, thereby reducing the overall thermal resistance of the heat sinks.
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1.7 Heat pipe cycle and operating limits

The operating limits for a wicked heat pipe, first described in Ref. [48], are illustrated
in figure 1.7. Each of these limits may be considered a side. In order to operate, the
maximum capillary pumping pressure, ∆Pc,max must be greater than the total pressure
drop in the pipe. This pressure drop is made up of three components:

— The viscous pressure drop, ∆Pl, generated when the liquid is driven from the
condenser to the evaporator;

— The viscous pressure drop, ∆Pv, generated when the vapor flows from the evapo-
rator back to the condenser;

— The pressure due to the gravitational head, ∆Pg which may be zero, positive or
negative, depending on the inclination of the heat pipe.

For correct operation, the following necessary condition must be met:

∆Pc,max ≥ ∆Pl + ∆Pv + ∆Pg (1.4)

In the above relation, the pressure drop due to the liquid-vapor interfacial friction was
neglected. If not, the wick will dry out in the evaporator region and the heat pipe will not
operate. The maximum allowable heat flux for which inequality (1.4) holds is referred to
as the capillary limit.

Figure 1.7 – Heat pipe limits [229].

The position of the curves and shape of the operating envelop shown in figure 1.7
depend upon the wick material, working fluid and geometry of the heat pipe. This graph
presents the maximum power in terms of the operating temperature. Usually, the so-called
operating temperature is defined as the mean temperature of the vapor in the adiabatic
region. For heat pipes without adiabatic zone, the operating temperature is usually ta-
ken in the section separating the evaporator and the condenser regions. It represents a
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Temperature range (K) Working fluids
Cryogenic temperatures 0 to 200 Hydrogen, nitrogen

Low temperatures 200 to 550 Ammonia, methanol, water
Intermediate temperatures 550 to 700 Mercury

High temperatures 750 to 2600 Silver, sodium

Table 1.3 – Classification of heat transfer fluids temperature range [237].

combination of different functions related to the different limits. The definition of each is
postponed.

The operating limits are closely related to the thermophysical properties of the working
fluid. That is why it appears that for closer temperature of the extreme points (triple
point and critical point) the performances are very poor because of the fluid proprieties
degradation. At low temperatures, the saturating vapor pressure and the vapor density
are low which results in a high vapor velocity for a given flow. In such case, limits linked
exclusively to the flow of the vapor phase may be defined such as viscous and sonic limits.
For higher temperatures, counter-current flows of liquid and vapor causes the entrainment
limit. Depending on the type of heat pipe, the importance of this limit varies greatly.

Thus, the first design element of a heat pipe depends on to the maximum transferable
flow and can be figured out from the operating limit curve in figure 1.7. For a given heat
pipe under fixed conditions (Evaporator and condenser lengths, working fluids, etc.), this
curve depends essentially on the operating temperature.

1.7.1 Temperature and operating range

The two temperatures, which contribute to defining the operating limits of a heat pipe,
are as indicated previously the temperatures of triple and critical points. Indeed, below
the temperature of the triple point the vapor condenses into a solid phase, and above the
critical point there is only one phase whose high density varies continuously as a function
of pressure and temperature.

Owing to this usable temperature range, the heat transfer fluids are commonly classi-
fied into four broad categories defining temperature ranges as shown in table 1.3.

1.7.2 Capillary limit

The capillary limit concerns heat pipes for which the driving pressure, allowing the
condensate to return from the condenser to the evaporator, is mainly linked with capillary
forces developed in the wick structure. Since the vapor flow from the evaporator to the
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condenser is accompanied by a slight pressure drop. Similarly, the return of the liquid from
it to the evaporator through the capillary structure is accompanied by a liquid pressure
drop, too. So as longer as these pressure drops are compensated (see equation (1.4)) by the
motive capillary pressure, the heat pipe can operate properly. Thus, the capillary limit is
reached when the pumping effect of the capillary structure cannot overcome the pressure
drops for a given working fluid, wick structure and heat input. This causes the heat pipe
evaporator to dry out and shuts down the transfer of heat from the evaporator to the
condenser with a sudden evaporator temperature increase. Thus, in order to keep up the
operation of such a device, this limit is essential to be taken into account especially for
heat pipes with capillary structure.

Because of the condensation process, the pressure jump between the liquid and the
vapor phases is very weak at the condenser [143]. Hence, the interface curvature can be
considered as infinity. As a result, the maximum capillary driven pressure is calculated by
evaluating the maximum curvature of the liquid-vapor interface in the evaporation zone.
Its expression depends on the type of capillary structure. Nevertheless, it is possible to
express it simply by referring to the Laplace-Young equation:

∆Pc,max =
2σ
reff

(1.5)

where σ is the surface tension and reff is the effective radius.
- Vapor pressure drop:
The vapor pressure drop corresponds mainly to the drops due to viscous friction. In order
to express this pressure drop, we can consider the case of one-dimensional Poiseille flow
as the capillary heat pipes involve laminar fluid flows, usually. Thus, we have [237]:

∆Pv,vis =
8µvQLeff
πρvR4

vhlv
(1.6)

where Leff is the effective length defined as:

Leff = La +
1
2

(Le + Lc) (1.7)

and Le, La and Lc are the evaporator, adiabatic and condenser lengths, respectively. Rv

is the vapor core radius, hlv is the heat latent of vaporization, µv is the vapor kinematic
viscosity and ρv is the vapor density.

In addition, the inertial pressure drops must be considered. Although the energy sup-
plied to the vapor in order to accelerate in the evaporation zone should be returned to the
condenser region, many studies have shown that the inertial recovery rate is about 50%
only. As there is not, to our best knowledge, detailed study to solve the problem, we will
adopt the result of Gourdache [79] and Faghri [66]. Inertial pressure losses are therefore
expressed by:

∆Pv,iner =
(

1 − 4
π2

)
Q2

8ρvR4
vh

2
lv

(1.8)
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Thus, the total pressure drop in the vapor region is equal to:

∆Pv = ∆Pv,vis + ∆Pv,iner (1.9)

- Fluid pressure drop:
The fluid pressure drop corresponds mainly to the drops due to viscous friction which can
be defined using Darcy low. Thus, we have:

∆Pl,vis =
µlQLeff
ρlSpKhlv

(1.10)

where Sp is the wick section area, Q is the heat input which is equal to Q = ṁlhlv, µl is
the liquid kinematic viscosity, K is the permeability of the wick structure, ρl is the liquid
density and ṁl the mass flow rate.
-Gravitational pressure:
By taking into account the effect of gravity, we have:

∆Pg = ρl sin θLtot (1.11)

where θ is the tilt angle with respect to the horizontal.
-Maximum heat flow:

Using the above expressions, and by neglecting the inertial effect (terms of Q2 order),
the maximum heat flux transmitted by a cylindrical heat pipe is given by [6, 34, 88, 237]:

Qc,max =
2σ
reff

+ ρlsin(θ)Ltot
µlLeff

ρlSpKhlv
+ 8µvLeff

πρvR4
vhlv

(1.12)

So, the capillary limit determines the maximum heat flux over much of the operating
range; however, the designer must check that a heat pipe is not required to work outside
the range defined by the other operating limits, either at design conditions or at start-up.

1.7.3 Viscous limit

The viscous or vapor pressure limit is generally most relevant at start-up. At low
operating temperature, the vapor pressure of the fluid in the evaporator is very low.
Since the condenser pressure cannot be less than zero, the difference in vapor pressure
is insufficient to overcome viscous and gravitational forces. In this case, the pressure
gradients will not be sufficient to generate vapor flow and the vapor will stagnate, thus
preventing normal HP operation.
The viscous limit is calculated by considering an isothermal incompressible laminar flow
of Poiseuille type. Reporting Bussel’s work [23], under the assumption of isothermal flow,
the viscous limit is expressed by:

Qvis =
πr4

vhlv
16µvLeff


1 −

(
PL
Pv,0

)2

 ρv,0Pv,0 (1.13)
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where 0 refers to the position (z=0).
The expression can be written, when PL

Pv,0
→ 0, as:

Qvis =
πr4

vhlv
16µvLeff

ρv,0Pv,0 (1.14)

Yet, this expression does not refer to the adiabatic temperature as it refers only to the
conditions at both ends of the heat pipe (z = 0 and z = L = Ltot ). In order to keep a
coherence with the other limits, Romestant [237] redefined an equivalent expression of this
limit by taking the conditions between the middle of the adiabatic zone (z1 = Le +La/2)
and the end of the condenser (z = L = Ltot) in terms of thermodynamic conditions at
reference and triple point TPT . Under these conditions, the viscous limit can be expressed
as::

Qvis =
πr4

vhlv,a
16µv,TPL

′

eff



1 −
(
PTP
Pv,a

)2


 ρv,aPv,a (1.15)

where TP refers to the triple point, a refers to the adiabatic zone and L
′

eff is equal to
L

′

eff = Lc + La

2
, when flow is homogeneous.

1.7.4 Boiling limit

The boiling limit, also called heat flux limit, is characterized by two separate pheno-
mena: (1) bubble formation and (2) growth or collapse of bubbles in the evaporator liquid
region. The bubble formation is governed by the size and number of nucleation sites on
the solid surface and the difference between heat pipe wall temperature and working fluid
temperature. The growth or collapse of bubbles formed on plane flat surface depends on
liquid temperature and the pressure difference across the liquid-vapor interface caused by
the vapor pressure and surface tension of the fluid. In the case of high radial heat flux in
the evaporator section, causing excessively high temperature difference, the first stage of
boiling is commonly called nucleate boiling and corresponds to the formation of very small
diameter bubbles which may occur in the wick structure. This causes vapor to become
trapped in the wick. As a consequence, liquid returning is prevented and results in evapo-
rator dry-out. Opposite to the other limits, which depends on the axial heat flux or total
thermal power transported by the heat pipe limitations, this phenomenon depends on the
radial or circumferential heat flux applied to the evaporator region. In order to guarantee
a normal heat pipe operation, one should avoid nucleate boiling phenomena at all costs.
For circular heat pipes, the boiling limit is calculated based on Clausius-Clapeyron and
Young-Laplace relations, and is given by the following expression [76, 237]:

Qb =
2πLeλeff∆Tcrit

ln ri

rv

(1.16)

where

∆Tcrit = Tb − Tv =
2σTv
hlvρv

( 1
Rb

− 1
Rmen

)
(1.17)
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and Tb and Tv are the heat pipe wall and vapor saturation temperatures at the evaporator
section, Le is the length of the evaporator section, λeff is the effective thermal conductivity
of the wick, ri and rv are the inner radius of the pipe wall and the vapor space radius, Rb

is the effective radius of the bubble and Rmen is the radius of the liquid-vapor meniscus.

1.7.5 Sonic limit

During start-up of liquid-metal heat pipes or at low operation temperature, due to the
very low vapor densities associated to this condition, the vapor velocity may reach sonic
or supersonic values at a given condenser temperature which called choked condition. The
sonic velocity sets a limit on the heat pipe performance.

For most heat pipes operating at room temperature or cryogenic temperatures, the
sonic limit is typically not an issue, except in the case of very small vapor channel dia-
meters. With the increased vapor velocities, inertial, or dynamic, pressure effects must be
included. It is important to note that in cases where the inertial effects of the vapor flow
are significant, the heat pipe may no longer operate in a nearly isothermal case, resulting
in a significantly increased temperature gradient along the heat pipe. In cases of heat
pipe operation where the inertial effects of the vapor flow must be included, an analogy
between heat pipe operation and compressible flow in a converging-diverging nozzle can
be made. In a converging-diverging nozzle, the mass flow rate is constant and the vapor
velocity varies due to the varying cross-sectional area. However, in heat pipes, the area
is typically constant and the vapor velocity varies due to mass excess (evaporation) and
mass lack (condensation) along the heat pipe. As in nozzle flow, decreased outlet (back)
pressure, or in the case of heat pipes, condenser temperatures, results in a decrease in the
evaporator temperature until the sonic limit is reached. Any further increase in the heat
rejection rate does not reduce the evaporator temperature or the maximum heat transfer
capability but only reduces the condenser temperature due to the existence of choked
flow. The sonic limitation actually serves as an upper bound to the axial heat transport
capacity and does not necessarily result in dry-out of the evaporator wick or total heat
pipe failure. Attempts to exceed the sonic limit result in increasing both the evaporator
temperature and the axial temperature gradient along the heat pipe, thus reducing further
the isothermal characteristics commonly found in the vapor flow region.

Busse [23] presented an alternative approach by making the following assumptions:
(1) one-dimensional, laminar and isothermal fluid flow, (2) the vapor behaves as an ideal
gas, (3) only inertial effects are present. Hence, the final expression of the sonic limit is
given by [237] :

Qson = 0.745D2
vhlv,aρv,a

√
γrgTv,a (1.18)

where γ is the vapor specific capacity ratio (cp/cv).
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1.7.6 Entrainment limit

In a heat pipe, the liquid and vapor flow are moving in an opposite direction. The
interaction between the counter-current two phase flow results in viscous shear forces
occurring at the liquid-vapor interface. This may prevent liquid return to the evaporator
zone. In such a case, waves are formed and the pressure drop, linked with the interfacial
shear forces, becomes greater than the capillary forces. This results in the detachment
of liquid droplets entrained by the vapor flow and pushed back to the condenser region.
Many approaches [144, 249] have been developed and compared in order to estimate the
entrainment limit in heat pipes, especially thermosyphons, but failed to prove reliability
for the majority of cases. However, an evaluation of this limit can be given by two separate
formulations depending on the interface structuring. For capillary pumping heat pipes,
this interface is strongly influenced by the capillary forces. The approaches are then based
on the Weber number which compares the inertial pressure with the capillary pressure:

We =
Inertialforces

Capillaryforces
=
ρvŪ

2
v

σ
reff

(1.19)

We will retain for the driven power the expression provided by Prenger and Kemme [221]:

Qent =

√
2π
Kα

√
σρv
reff

reff
r∗
eff

Avhlv (1.20)

where Kα = 1.234 for a laminar flow on the vapor phase and r∗
eff is the maximum size of

validity of this equation.
Beyond this, the authors consider that capillary forces are not prominent. We retain the
expression advocated by Faghri [66]:

Qent = KeAvhlv (gσ (ρl − ρv))
1

4

(
ρ

− 1

4
v + ρ

− 1

4

l

)−2

(1.21)

where Ke =
(
ρl

ρv

)0.14
th2Bo

1

4 and Bo = dint
[
g(ρl−ρv)

σ

]1/2
is the Bond number.

1.8 A focus on heat pipe application in solar thermal

collectors

1.8.1 Main solar collectors design and their performance

In solar heating devices, collectors are the components that capture the incident ra-
diation and transfer it into the fluid flow [12]. The resulted energy is either used directly
as a hot water or accumulated in a storage tank [33]. Indeed, solar systems can be coupled
to other devices in a large range of applications, e.g. cogeneration or solar cooking [147].
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Depending on the range of the desired temperature, different configurations of collectors
are used they can be classified as concentrating and non-concentrating types. Concentra-
ting solar collector, called compound parabolic collectors (CPC), consists of two parabolas
and one absorber [72, 210, 320]. Due to their high performance, these systems are able to
heat fluids up to 250◦C [234]. Hence, such systems are used primarily for large level wa-
ter heating in industrial applications. By contrast, non-concentrating type consists of flat
plate collector (FPC) and evacuated tube collectors (ETC). These systems are commonly
used for water heating applications in domestic solar water heaters (SWH) [8]. For FPC,
the operating temperature ranges roughly between 20 and 80◦C [256] while for ETC it
ranges between 50 and 200◦C [132]. Three main ETC types exist: Heat-pipe ETCs, U-tube
glass [313] and water-in glass, the latter being used more commonly in solar collectors for
domestic water heating [260]. Challenges do exist in the effective capture and storage of
solar energy as solar radiation is available only during daytime. The mostly used and pro-
duced solar collectors are the conventional FPCs due to their simple design and low main-
tenance cost. However, FPCs suffer from major drawbacks which are heat loss through
glass cover from the collector plate itself and absence of sunshine tracking specially in
windy and cold days. In fact, FPCs are used mainly in warm and sunny climates [131].
This drawbacks can be overcame using ETCs as the pipes are under vacuum conditions
which reduces greatly heat losses [275]. Hence, they are effective even in cold and unfavo-
rable weather and are able to provide higher outlet fluid temperature [4, 4, 8, 131]. It was
found that, under high solar irradiation, FPCs reach their maximum outlet temperature
at 80◦C. However, ETCs seem to be competitives devices with higher outlet temperature
which leads to better performance and higher efficiency [8,9,124,275]. From a comparative
study conducted by Ayompe et al., it was found that the annual average collector effi-
ciency is 46.1% (resp. 60.7%) while the system efficiency is 37.9% (resp. 50.3%) for a FPC
(resp. ETC) [8]. Eliminating (virtually) convective and conductive heat losses between
the absorber surface and ambient air is the main advantage of ETCs over FPCs ones.
These devices are currently of the most technologically advanced means for converting
solar radiation into usable heat in a large range of applications.

1.8.2 Heat pipe evacuated tube solar collectors

Working principal

Typically a HPETC consists of two concentric glass tubes, i.e. an inner and an outer
tube, fused at one end, an absorber, an aluminum fin and a heat pipe, see figure 1.8.
The air in between the inner and outer tubes is evacuated to keep the device under
vacuum condition which eliminates the convection heat loss and improves the thermal
insulation [97,201]. The inner tube is covered by a selective coating material. The absorber
is characterized by a high absorptivity more than 92% of the incident radiation, and a low
emissivity, less than 8% of radiation is sent back to the environment. The heat flux saved
is transferred through aluminum fin, located inside the evacuated tube and in contact
with it, to the HP. Heat pipes are separated where each one has a condenser zone inserted
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in a well-insulated manifold exchanging heat with the working fluid.

Figure 1.8 – One tube HPETSC schematic description.

Figure 1.9 – Heat pipe evacuated tube solar collector.

Figure 1.9 shows an installation of HPETC for water heating systems. The main difference,
in thermal performance, between a HPETSC and conventional one lies in the heat transfer
mechanisms from the absorber tube wall to the energy transporting fluid. In the HPETC,
the phase change (evaporation and condensation) convection and conduction are involved
whereas for conventional solar collectors heat transfer involves no phase change. The key
component of HPETC, namely the HP, is described in the next section.

Heat pipe: the main HPETSC component

There are two types of HP often used in HPETSC:
- Capillary driven heat pipe (CHP):
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The CHP consists of a closed container where a wick structure is integrated along the in-
ner wall of the HP. The purpose of the wick is to provide the necessary capillary pumping
pressure for returning the condensate from the condenser to the evaporator section.
- Thermosyphon:
Compared to CHP, two-phase thermosyphon has the same working principal. The only
difference is that thermosyphon uses the gravity forces to assure the liquid return from
the condenser to the evaporator. Wicks may be incorporated in some parts of the unit
in order to reduce entrainment and improve liquid distribution within the evaporator.
However, the thermosyphon operation highly depends on the filling ratio of the working
fluid.
Due to their suitable installation, good thermal performance and easy mobility, ETCs are
commonly used through the world wide [132]. As it was mentioned in the introduction,
ETCs have been designed in different models such as U-tube, glass-glass and heat pipe.
Due to their intrinsic characteristics mentioned in section 1.2, heat pipe is a promising
device with excellent heat transfer capacity in low-medium and high temperature range.
Compared with forced-circulation or natural convection solar systems, the use of solar heat
pipes has many advantages such as a higher rate of heat transfer with a low temperature
difference, simple construction and large adjustability. Previous works showed disadvan-
tages by using conventional solar collector [13, 182, 243], additional energy usage, extra
charge for pumping, counter-flow circulation, water freezing at night, corrosion, and heat
transfer limitation, in consequence of using water as working fluid. These drawbacks can
be overcome utterly by using heat pipe in solar collector. In such a case, the efficiency of
solar collector reaches 60% and in no way less than the conventional one. Through a com-
parative study [8,129], evidence suggests that HPETSC presents less heat loss and better
performance. Other advantages of the integration of HP are the high thermal conductance
and its ability to work as a heat flow transmitter at isothermal level. Another advantage
is that the freeze phenomenon is avoided in the solar collector in opposite to the common
solar collector with water in-glass or U-tube [154].

State of knowledge

Although HPETSCs represent relatively a recent technology, their applications to
SWH are increasing worldwide due to their high efficiency. However, the thermal perfor-
mance of SWH using HPETSCs has not been well evaluated yet and is therefore not well
known to end-users [43]. Hence, researchers are paying more attention and giving signifi-
cant efforts to study numerically or experimentally HPETSCs in such applications. There
have been many efforts over the last two decades to harness efficiently solar energy and
reduce the operating and maintenance costs of devices using such a form of energy [135].

- Comparative study
In order to increase the rate of heat transfer, the use of heat pipes in solar collectors is one
way of increasing the efficiency of solar hot water systems [12,63,234]. Due to its potential,
several studies on HPSCs are reported in the literature. The first ones were focused on
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FPCs using heat pipe technology [44, 126, 146]. The steady and, casually, transient state
behavior was analyzed with regard to different design parameters: heat pipes with wick
structure [44,261] and without wick structure [44,112–115,126], the working fluid (water,
methanol, acetone, ethanol, R-134a, R-407c, and R-410a) [44, 63], the absorber surface
treatment [44], the number of heat pipes [112–115], the heat pipe filling ratio [60], the
heat pipe tilt angle [112–115], the condenser length to the evaporator length ratio [10,11],
the inner diameter of the tubes to the total length of the tubes ratio [10,11] and the solar
radiation intensity [112].
Jun feng et al. [129] compared two types of all-glass vacuum tube collectors with and
without heat pipe technology. It was necessary to implement a water circulation system.
To analyze the performance, the instantaneous efficiency of the system was calculated.
The findings proved that heat pipe solar water heaters had less heat loss and better per-
formance. Based on experimental investigation, Hayek et al. [96] compared the thermal
performance of two solar water heaters technology, water in glass and HPETC, under eas-
tern Mediterranean climatic conditions at an altitude of 150 m in Zouk-Mosbeh located on
the north of Beirut. Their results show that HPETC performs water-in-glass collectors by
15 to 20% of the total efficiency. However, their payback periods are almost three to four
times much higher because of their larger initial cost in the local market. Ayompe et al. [8]
presented the energy performance results of two SWH with 4 m2 FPC and 3 m2 HPETCs
working under the same climates conditions along the year in Dublin, Ireland. The two
collectors were oriented on the south and inclined at 53◦. Through their experiments, they
found that the annual average collector efficiency is 46.1% (resp. 60.7%) while the system
efficiency is 37.9% (resp. 50.3%) for a FPC (resp. ETC). Through an economic analysis,
they found that both solar water heaters systems are not viable with net present values
ranging between -4264 € and -652 € while simple payback periods ranged from 13 to 48
years. Later, Ayompe et al. [9] developed a TRNSYS model for two systems of SWHs
with FPCs and HPETSCs using a quasi steady state simulation utility. They claimed
that this model can be used profitably to predict long-term performance of the solar wa-
ter heating system in different locations at different operating conditions. More recently,
Tong et al. [280] designed and tested two kinds of evacuated solar collectors: one with
U-tubes and the other one with HPs under same weather conditions in Gwangju, Korea,
at coordinates 35◦N and 126◦E. Through a theoretical investigation, the results obtained
from a simplifed model show that each type of collector has its own advantages. In fact,
the heat pipe type has an 8% higher effciency than the U-tube-type during the sunny day,
while the U-tube-type shows steadier and better thermal performance on cloudy days. In
what follows, a focus on HPETSC is made.

- Parametric study
Many studies deal with the impact of environment conditions on the performance of
the HPETSC. Redpath [230] evaluated the thermal performance of three thermosyphon
HPETSCs for SWHs under northern maritime climate conditions. He proposed a new cor-
relation based on modified version of the F-chart design tool between the observed and
expected performance for both systems which was successfully validated experimentally.
For larger dwellings such as semi-detached and detached homes, a collector with an area
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of 3 m2 was found to be more appropriate to meet domestic hot water requirements. Ja-
farkazemi and Abdi [121] investigated theoretically and experimentally the performance
of a HPETSC at coordinate 35◦36’N; 51◦24’E on the test center. The collector tilt angle
was adjusted as 45◦, facing south. A comparison between the theoretical and experimental
results for two collectors with different numbers of heat pipes and different aperture areas
was made. Good agreement was found for the efficiency, useful heat gain, and predicted
outlet temperature prediction. They observed higher outlet temperature by decreasing
the amount of flow rate. Also, they recommended to reduce the working fluid rate and
to keep the inlet water temperature as near as possible to the ambient temperature in
order to gain more heat, maximum outlet temperature and higher efficiency. Porras-Prieto
et al. [218] designed a solar water heating system with a HPETC tested under Madrid,
Spain, climate conditions (40◦26’N; 3◦43’W; altitude 600 m). They presented the effect of
the required tank water temperature (rTWT) on the energy performance of the system.
To ensure the best annual performance, the ETC was held at an angle 41◦. They showed
that as rTWT increases the net energy that can be stored by the system falls, with a
difference over 1000W.h.m−2.d−1 between rTWTs of 40◦C and 80◦C under incident solar
radiation of 8000W.h.m−2.d−1(system efficiency ranging between 56 and 73%). This is
due to the energy losses rising in the circuit’s tubing. For a rTWT of 80◦C, an important
quantity of the incoming energy can be stored in the tank hot water. However, the re-
quired temperature will never be reached. To avoid nocturnal heat losses form the tank,
auxiliary systems are required to make profit from this energy which can reduce up to
69% of the residual energy. Later, Jahanbakhsh et al. [122] investigated a HPETSC both
theoretically and experimentally at the solar energy laboratory of Islamic Azad University
on the South Tehran Branch (35◦42’N; 51◦25’E). They provided in details a theoretical
approach for exergy and energy analysis. Good agreement between the experiment and
theory was observed. Using the proposed theoretical model, effects of different parameters
(absorptance of the absorber surface, water mass flow rate, inlet water temperature, trans-
mittance of tubes) on the collector’s energy and exergy efficiency were investigated. They
found that all of the mentioned parameters have a direct effect on the overall energy and
exergy efficiency. In fact, the increase of water inlet temperature decreases the amount
of heat transfer rate between the HP’s condenser region and water. Daghigh et al. [51]
carried out theoretically and experimentally a study in order to evaluate the performance
of a SWHs system with HPETCs located in Sanandaj city (46◦59’N; 35◦19’E and latitude
1450 m). They proposed a mathematical model involving thermal and exergy analysis to
evaluate the collector performance and compared it with experimental tests. They found
good agreement with maximum relative error of 8.4% and a maximum standard error of
1.91%. The reported results showed also that the optimal number of collector pipes was
to be 15, the maximum efficiency around 5.4% at the end of the day and the maximum
outlet temperature of collector about 64◦C between 3 and 4 pm. They suggested an auxi-
liary system in the early morning until 2 pm so that the solar cycle supplies the required
energy. More recently, Kumar et al. [148] designed a HPETSC made of Borosilicate glass
with length 1.8 m, outer diameter 0.058 m and inner diameter 0.049 m of tubes under
the Coimbatore climate (11◦1’N; 76◦57’E). They investigated the heat transfer of the de-
vice. They found that the length of evaporator to condenser section is a key parameter
in HPETSC design. Also, they found that such a device is more sensitive to external
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conditions like solar radiation and ambient temperature.

- The effect of the working fluid
The working fluid plays an important role on the heat transport from the evaporator to
the condenser part. Hence, different working fluid were tested. Arab and Abbas [5] per-
formed a model validation for a grooved type SWH system with experimental data under
a typical weather data for the first of January at Sydney, Australia (33◦52’N; 151◦12’E).
They studied the effects of different working fluid like water, ammonia, acetone, methanol
and pentane during daily operation and identified water as the best working fluid. They
found that higher performance of solar water heater (up to 84%) is achievable by solely
improving the working fluid properties. They proposed an hypothetical working fluid that
does not necessarily coincide with a real fluid or satisfy any chemical constraints. Also,
they found that modifying the working fluid may lead to about 50% improvement in the
efficiency of the solar water heater. Later, Jahanbakhsh et al. [123] investigated expe-
rimentally thermosyphon ETSC using ethanol-water mixture at different concentrations
and tilt angles. The results indicated that the use of ethanol rises the HP performance
even under low heat flux. They found also that the best thermal efficiency is observed for
ethanol concentrations on the range of 50% -75%. Under these working conditions, the
HPETSC gives an efficiency of about 52%. They concluded that the use of wick structure
slightly enhances the heat pipe performance and that the collector has its highest heat
transfer coefficient at a tilt angle of 35◦. Based on the energy and exergy performance for
a thermosyphon ETSC (THPETC), Ersoz [62] studied the effects of working fluids like
hexane, petroleum ether, chloroform, acetone, methanol and ethanol under three air velo-
cities as 2, 3 and 4 m.s−1 with the climatic conditions of Usak, Turkey (38◦24’N; 29◦14’E;
altitude 919 m). The lowest energy and exergy efficiency occurs for the THPETC-Hexane
at three different air velocities while the highest energy efficiency occurs for THPETC-
acetone at air velocity of 2 and 3 m.s−1 and for THPETC-Chloroform at air velocity of
4 m.s−1. The highest exergy efficiency appears for THPETC-acetone at air velocity of 2
m.s−1 and for THPETC-Chloroform at air velocity of 3 and 4 m.s−1.

1.8.3 Development of collectors

In the last decade, many surveys have been conducted and released on the development
of HPETSC technology specifically.

Maintaining the contact between the ET and HP

As already mentioned in section 1.8.2, an aluminum fin inside the evacuated tube (ET)
is in contact with both the inner wall (absorber) of the evacuated tube and the HP. As a
consequence, the efficiency of heat transfer from the ET to the HP is strongly dependent
on the contact between the finned surface and the ET as well as the HP. However, irre-
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gular thermal expansion of the fin usually occurs owing to the uneven exposure to solar
radiation. In fact, the bottom side of the ET is exposed to a different radiation than the
top one necessarily, in consequence of the ET orientation and Sunshine inclination. Also,
excessive solar radiation in sunny countries may cause irreversible fin deformation. By
taking into account this irregular expansion, the fins lose perfect contact with both the
TE and HP and so increase significantly the thermal resistance of the device [158].

Figure 1.10 – HPETSC with bad contact between the finner and the inner tube [1].

Figure 1.10 shows a real photograph of a HPETSC with a fin locally in bad contact
with both the ET and the HP. Hence, maintaining good contact between the finned surface
and the ET as well as the HP can increase the overall performance. Recently, Abd-Elhady
et al. [1] designed a new system to improve the heating capability of HPETSC by inserting
thermal oil in the evacuated tube. Using such a configuration, the heat transfer from the
inner surface of the ET to the HP occurs by convection through the oil and by conduction
through the installed fin. In fact, the oil helps filling the gaps between finned surface and
both tubes (ET and HP). In order to improve the conduction heat transfer, they also
added foamed-copper into the finned surface. Through an experimental setup, three cases
have been compared and studied as shown in figure 1.11. They mentioned that the bulb
temperature HPETSC is increased by 30◦C and the heating efficiency by 55.6% when
inserting oil in the ET and replacing the finned surface with foamed copper. In fact,
foamed metals let a better contact between the inner tube of the ET and the HP than
finned surfaces. In addition, they do fill the wind gaps with a good heat transfer medium,
which improves the heat transfer conductance. Such devices, provide heat energy by the
ET even after Sun set.
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Figure 1.11 – Cross section of the evacuated tube heat pipe in case of inserting (a)
finned surface (b) finned surface and oil and (c) foamed copper and oil. Courtesy of [1]
(adapted).

Integrating PCM

Besides integrating phase change materials (PCM) in FPCs and ETSCs [3, 204, 303],
several works attempted, recently, to integrate PCM in HPETSCs. An issue of SWHs
system is the storage of solar energy; indeed this systems work appropriately during the
day but its performance is reduced during the night time. Hence, storage systems can
be useful when linked with SWH. Although costly and bulky, PCM integrated to solar
collectors are considered as a promising solution in substitution for conventional storage
units [28, 255, 278]. Naghavi et al. [192] modeled theoretically a solar hot water system
consisting of an array of HPETSCs connected to a common manifold filled with PCM and
acting as a latent heat thermal energy storage (LHTES) tank (see figure 1.12). The test
bench was located in Kuala Lumpur International Airport meteorological station (2◦26’N;
101◦25’E).
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Figure 1.12 – Heat transfer process in LHTES tank. (a) solar heat absorption, (b) PCM
charging and (c) PCM discharging and water supply heating. Courtesy of [192] (adapted).

The results show that for a large range of flow rates, the thermal performance of
the HPETSC-LHTES system is remarkably higher. Furthermore, the analysis shows that
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the efficiency of the introduced system is less sensitive to water flow rate draw off than
conventional systems. They found that this system can be applicable as a complementary
part to conventional HPETSC systems in order to produce hot water at night time or at
times with weak radiation.
Later, Papadimitratos et al. [208] presented a novel approach to integrate PCMs within
the HPETSCs for SWHs (see figure 1.13).

Evacuated

tube

Phase change

material

Heat pipe Cap

Figure 1.13 – Schematic of HPETSC filled with PCM. Courtesy of [208] (adapted).

In this approach, the heat pipe itself is immersed into the PCM, where heat is effecti-
vely accumulated and stored for a given period owing to the significant thermal insulation
of ETs. The main benefit of this approach is providing sufficient hot water during bad
weather conditions. The proposed HPETSC uses two PCMs: Tritriacontane and Erythri-
tol. The investigation was performed during normal and on-demand working conditions.
The feasibility of this technology was also tested via large-scale commercial solar water
heaters. They found that the efficiency is improved to reach 26% for normal operation and
66% for on-demand mode in a comparison with standard SWHs. More recently, Naghavi
et al. [193] investigated experimentaly the design of SWH employing HPETSCs and a
latent heat storage (LHS) tank under charging or discharging operating modes see figure
1.14. In this design, sunshine irradiating the HPETSC is collected and stored in the LHS
tank via a heat pipe with fins attached to the condenser ends inside the LHS tank. Then,
the reserved heat is conducted to the working fluid through finned pipes inside the tank.
The tests are done under weather conditions in a tropical region (3◦6’N; 101◦24’E). In
sunny days, the thermal efficiency of the system is in the range of the 38%-42%. However,
in cloudy-rainy days, this efficiency drops to the range 34%-36%, with a range of about
8% fluctuation in different conditions. They also illustrated that the flow rate impact
appreciably the overall efficiency of the system in the tested ranges. Several advantages
of using PCM can be drawn from the above research. Because of its low heat dissipation,
this system can be adapted for hot water demands starting from night to next day early
morning. Its large space capacity and isothermal behavior during melting decreases the
heat loss from the LHS tank compared with the conventional tank. Hence, the mentioned
advantages coupling HP and PCM cover the main drawbacks of each like HP overheating
and low thermal conductivity of the PCM.
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Figure 1.14 – HPSC-LHS system [193] (adapted).

Selective coating: new materials

One of the most important issues with SWH is the solar selective (absorber) coating
(SSC) which transfers the incident solar radiation into heat. Therefore, its energy conver-
sion efficiency acts like a conditioner of the whole device relevance [279]. So, an efficient
way to increase the HPETSC efficiency is to integrate an efficient SSC to the collector.
For optimal solar energy conversion, as show in figure 1.15, an appropriate SSC should be
located between wavelengths of maximum emission of the solar spectrum and the evacua-
ted tube spectrum. An ideal SSC is characterized by low reflectance and high absorption
in the visible region, low thermal emissivity and high reflectance in the infrared region at
a corresponding temperature.
For exemple, the optimal wavelength is on the range of 1-2 µm for a temperature of
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Figure 1.15 – Solar intensity for a black body at 5800K and a heat pipe at 310K.
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100◦C [139]. Black coatings are commonly used as absorber coatings in HPETSC with a
high solar absorbance. However, they have a high thermal emissivity, too. Metals, like Au,
Ag, Al and Cu, have a high reflectance and very low thermal emittance, between 0.01 and
0.04 up to temperatures of 300◦C, in the high infrared region. But, they suffer from low
solar absorbance. Based on a single element, transition metals and semiconductors are
promising candidates. However, their composition requires to be greatly modified in order
to achieve an ideal characterization [247]. Therefore, the absorber coatings often combine
different materials in order to achieve the required performance. For example, the current
integrated selective absorbers coatings are made of Aluminum-Nitride layers with 92%
of solar absorbance. Hence, 8% of solar energy is lost because of the absorber material
reflectivity. This requires the use of expensive and complex coating methods with careful
control over the sputtering process (up to 12 sputtered layers for some designs). Compared
to the black body, such a coating is less efficient. Recently, other kind of materials such as
single and multi-walled carbon nanotubes (CNT) have been reported to be nearly-perfect
optical absorbers with ultra-low theoretical reflectance within the range 0.01-0.10% in
the visible spectrum [14, 174, 267]. In fact, CNT consists of an array of tube-shaped car-
bon material with a diameter of nanometer scale. CNT sheets is characterized by various
structures, different thicknesses, lengths and number of layers. However, carbon-based
materials integration faces two main issues: their poor heat conductivity and stability for
medium and high temperature solar heaters. Very recently, Sobhansarbandi et al. [267] in-
vestigated a new HPETSC design using two technologies: the “dry-drawable” CNT sheet
coatings in order to rise the absorption of solar energy and the PCMs in order to rise the
heat storage. Using the dray-drawable techniques, the mentioned shortcoming of CNT is
overcomed. The proposed solar collector uses Octadecane paraffin as a PCM. The com-
bination (PCM and CNT) is found to be effective even on cloudy days and at night. In
fact, the disadvantages of PCM like poor heat transfer rate, low thermal diffusivity and
thermal conductivity are overbalanced by CNT layers with high thermal diffusivity and
conductivity. With the proposed technology, a near ideal black body surface was designed
with an absorbance of 98%, in the spectrum 600-1100 nm, of sunshine striking its surface.

The use of nanofluids

The conventional fluids used in HPETSC suffer from poor, thermal conductivity and
critical heat fluxes [118, 164, 209, 272]. In order to increase their thermal performance,
adding particles of nano size into these fluids (called then nanofluids) with high thermal
conductivity like metal and metal oxide is a well mastered technique in the field of solar
collectors [111, 166, 188, 272, 321]. This increases the over all conductivity of the working
fluid. Hence, it improves the system thermal performance. Most of existing works are per-
formed on a flat plate heat pipe solar collector. Few works studied the effect of nanofluids
on the thermal performance of HPETSC. Effect of silver-water nanofluids was investiga-
ted by Ozsay et al. [205]. Once the stability of nanofluid verified, the experiments were
performed at 35◦ tilt. They found that using silver-water nanofluid improves HPETSC
efficiency between 20.7% and 40% compared to pure water. Iranmanesh et al. [118] stu-
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died the effect of graphene nanoplatelets (GNP)- distilled water nanofluid mixture on
the thermal performance of HPETSC water heater with a tilt of 33◦ in Kuala Lumpur,
Malaysia. Different mass percentages of GNP were tested: 0.025, 0.5, 0.075 and 0.1wt%
for different amounts of flow rate: 0.5, 0. 1 and 1.5 L/min. They found that the overall
thermal efficiency reaches 90.7% for a flow rate of 1.5 L/min. More recently, Mahbubul
et al. [166] analyzed the effect of Single Walled Carbon Nanotube (SWCNT)-water nano-
fluid on the collector performance compared to ordinary water working fluid. They found
that the efficiency reaches 56.7% and 66% when the collector operates with water and
0.2 vol.% nanofluid, respectively. Also, they found that the highest outlet temperature
reaches 120.6 ◦C at about 1:30 p.m. The evolution of the collector efficiency was found
to be linear with thermal loss function. Moreover, SWCNT-water nanofluids of 0.05, 0.1,
and 0.2 vol.% were considered for the performance enhancement and 10% higher efficiency
was observed by using only 0.2 vol.% of SWCNT nanoparticles with water.

Heat loss reduction

Thermal performance is highly affected by heat losses from various sections. The up-
ward region is totally exposed to environment. Hence, heat lost from this region is signi-
ficant through convection and radiation. Unglazed and single-glazed collectors are highly
exposed to heat losses due to natural winds. To study their impact, many wind tunnel
tests have been performed in order to investigate the associated heat transfer coeffi-
cient [206, 207]. However, as the collector is exposed to the solar radiation, and thus to
natural winds, wind tunnel seems in that case inappropriate.

Ayompe and Duffy [7] investigated the annual thermal performance of a HPETSC
using the data obtained over a period of one year in Dublin, Ireland (53◦20’N; 6◦15’W).
The average daily collector efficiency varies between 47.2% in December and 71.4% in May
while the system efficiency varies between 41.7% in December to 58.7% in May. The annual
average daily collector experimental efficiency is 63.0% while the experimental system
efficiency is 52.0%. They found also that by reducing the pipe losses, which represent
17.7% of the energy collected and 21.5% of the energy delivered to the hot water tank, and
by developing a more tuned pump control strategy for heavily overcast and intermittent
cloudy covered days lead to system efficiency improvement up to 52%.

As one of the most relevant HPETSC component, the receiver’s back surface can play
an important role on the device performance. Hence, Zheng et al. [314] presented a heat
transfer model that establishes the link between the heat loss and the back surface emis-
sivity of the HPETSC. Through experimental tests, they measured the heat loss through
HPETSC using different back surfaces. Their experimental results suggest that the heat
loss increases with the increase of the back surface emissivity. For working temperature
under 100◦C, an rising from 0.03 to 0.12 of back surface emissivity led to a heat loss in-
creasing up to 31%. However, for a temperature over 200◦C, the heat loss rises up to 96%.
Hence, the change of back surface emissivity can affect the performance of the HPETSC
significantly at higher temperature but affects a little at moderate temperature. Based
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on these conclusions, they performed a novel method by special coating of the receiver’s
back surface in order to overcome the overheating problem of HPETSC in summer. The
test was performed for two SWH systems including 6 HPETSCs each one using standard
and roughness-treated tubes.

The results show that, for water temperature below 60◦C, the two collectors led to
the same temperature range. However, for a temperature over 80◦C, the collector with
roughness-treated tube gives lower temperature increase compared with standard tube.
Hence, it seems imperative to prevent SWH systems from overheating in hot weather
conditions by using a back surface with a large roughness. Higher efficiency can be reached
by preventing overheating issue, indeed.

Use of metal HPs

New research developments aim at using auxiliary devices in order to improve the
thermal performance of HPETSCs. Most of previous works are heading toward designing
a variety of liquid thermal solar collectors for SWH with copper HPs. It was reported
by Rassamkin et al. [228] that metal HPs integrated to evacuated solar collectors is an
efficient option for SWH systems. In addition, the majority of the existing thermal solar
collectors does not meet the industrial requirements of small weight, design versatility, easy
assembly and installation. In order to avoid the above-mentioned drawbacks, Rassamkin

Figure 1.16 – Aluminum finned HP proposed by the authors: (a) outer view of the HP’s
fragment and (b) cross-sectional profile of the HP: 1-absorber and 2-grooved HP. [228].

et al. proposed to use an innovative extruded aluminum-alloy HPs. Its original cross-
sectional profile is made with wide fins and longitudinal grooves (see figure 1.16). They
used fins at the opposite end of the HP that serve as a heat sink surface. Through there
tests, they proved that new lightweight and inexpensive heat pipes provide high thermal
performance with maximum heat transfer power of one heat pipe is up to 210 W and
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very low thermal resistance (from 0.02 to 0.07 ◦C/W). They also found that the hydraulic
resistance of HPETSC utilizing aluminum profiled heat pipes could be reduced to less
than 100 Pa while their thermal efficiency is may reach 72%.

Manifold structure

The currently known deficiencies of standard design manifolds are uneven heat consump-
tion from the condenser, a high liquid volume, a serial connection of condenser casing and
high thermal inertia [242]. These deficiencies are overcame partly using a new manifold
design described by Rybar et al. [242], who carried out an experimental comparison bet-
ween standard design HPETC and collector with manifold header under parallel flow
made with metal foam material and developed by the authors in previous work (see figure
1.17). The experiments were done between April and May in Kosice (48◦43’N; 21◦15’E),

Figure 1.17 – Photography of manifold header prototype from different phase of ma-
nufacturing (A)-illustration of inner arrangement, (B)-front view of partially assembled
manifold, (C)-comparison of standard manifold (top) and prototype of manifold header
(bottom), where is clearly visible similar dimensions [242].

Slovakia, and under various weather conditions. They found that the proposed design
yields a performance increase about 25% and reduces thermal inertia of the solar collec-
tor under different solar intensity insolation. This leads to an improvement of the system
performance. In addition, they concluded that manifold header with metal foam structural
element partly eliminates deficiencies of standard design manifold headers by: i) changing
the heat transfer medium diffusing flow to each condenser, ii) decreasing the internal fluid
volume and iii) introducing new materials to the manifold header design.

Micro-channel

Thermal analysis of minichannel-based HPETSC was investigated by Li et al. [154].
A theoretical and experimental study was performed to evaluate the system performance
that shows many advantages, including the high heat transfer, low convective heat loss,
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low contact thermal resistance and high thermal performance with addition of electricity
production.

1.8.4 Challenges when using HPETSCs

State of the art of HPETSCs shows handicaps which currently lower their efficiency
and reduce their application. The main challenges met are to increase durability and
to reduce maintenance, cost and frequency. The presented challenges of HPETSCs shed
light on both the need of and room for further improvement of such devices as well as
development of collectors innovative concepts.

Economical, energy and environmental statement

Besides the high heat transfer ability of the HP itself, HPETSCs show a lower stagna-
tion temperature of the solar fluid than other collectors. By introducing a dry connection
between the HP and the manifold, the pipes exchange is feasible without draining the
collector circuit. Thereby maintenance is ensured easily but is costly too. Because of the
fluid flow circulation through the mainfold, HPETSC can be exposed to a low pressure
drop causing slight percentage of leakage risk. Moreover, the HPETSC design requires
a high degree of perfection which increases the installation cost. Despite those advan-
tages, HPETSCs only account up to now for a minor market share due to their high cost
compared to conventional collectors.

Mamouri et al. [169] studied the performance of HPET-SWH in the state of Michigan
(42.73◦; altitude 261m), USA, a region with particularity low solar resources, for year-
round usage. Through an experimental investigation for 26 locations dispersed throughout
the state, they found that an HPET-SWH can contribute up to 63.8% of the required
energy for water heating, based on the typical household water usage profile with payback
periods as low as 8 years. From an environmental point of view, CO2-house emissions can
be reduced by up to 1664 kg per year in Michigan. By varying the amount of hot water
demands, they performed a study on the correspondent optimum collector area. Through
this study, they identified a standard equation used for the estimation of the optimal
collector area in Michigan. They found also that the performance of HPETSC depends
mainly on the overall heat gain coefficient which should be taken into account in system
design. Their analysis shows that through proper sizing of the system, high performance
can be reached with a significant cost saving.

Snow removal

In very cold weather, when avoiding snow sticking on tubes is a hard task, much
precaution should be taken to scrape off the accumulated snow which might make the
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system ineffective without breaking it. The best plan of action for HPETSC is the angle
of panel installation. Because of gravity, more tilt angle can help removing the snow from
tubes. However and depending on the location, a particular tilt angle is recommend which
is about 40◦ from level. Still, snow removal is an issue as longer as the sunlight can not
rich the tube to keep normal working of HPETSC. Reversal usage of heat pipes, where
the evaporator and condenser are switched, can address this particular issue.

Overheating

One of the intrinsic characteristics of HPETSCs and, in general ETSCs, is producing
supplied water much hotter compared with other collectors. For SWH systems, keeping
the temperature below 100◦C is required to avoid overheating causing system damage.
One of the required solution is integrating the HPETSC with PCM at the bottom of the
solar collector. Once the daily demand is satisfied, the reset and the excess of the energy is
stored in the PCM. Hence, such installation has following main advantages: i) controlling
the overloading of the HP; ii) controlling the overheating of the supplied water in hot
days especially in the middle of the day; iii) providing the required thermal energy to the
HP at the end of the day until the next day morning.

1.9 Conclusions

Through this first chapter, we presented a brief introduction to heat pipe technologies:
construction, applications, types, etc. We showed, also, that great efforts have been made,
mainly during the last two decades, to develop solar water heater technologies. Through
a literature review, we found that a continuous interest is increasing on the use of HP for
solar water heaters. However, most heat pipes developed have a circular section with a
wickless structure in HPETSC. In opposite, few studies have used evacuated tube solar
collector with wick structure. Due to the lack of research on wicked HPETSCs, we get
motivated to study such systems using numerical and experimental means presented in
the next chapter.
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Chapter 2

Lattice Boltzmann Method

Abstract

In this chapter, we present the most important tools required to build the Lattice
Boltzmann method (LBM). We outline the theory behind the LBM: background, dif-
ferent approaches of Navier-Stockes equation derivation, Boltzmann equation and boun-
dary conditions implementation.

Résumé

Dans ce chapitre, nous présentons les outils les plus importants nécessaires pour com-
prendre la méthode de Boltzmann sur réseau (LBM). Nous décrivons la théorie derrière la
LBM: le contexte, les différentes approches de la dérivation des équations de Navier-stocks,
l’équation de Boltzmann et l’implémentation des conditions aux limites.
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2.1 Background and basics of Lattice Boltzmann me-

thod

In the last few decades several fundamental methods have been developed in order to
solve fluid dynamics problems using molecular dynamics (MD) approach. These methods
are able to simulate phenomena where the continuum assumption breaks down and the
macroscopic properties are recovered using statistical mechanics. This procedure, however,
requires calculating every particle’s distribution functions, a long and complex process.
This issue can be partially addresses by ignoring the molecular level interactions and
grouping the molecules together into parcels. In such a way the kinetic equation can
be simplified. For these reasons, the Lattice Gas Automata (LGA) was developed from
cellular automata, with a history starting in 1973 [297]. Cellular automata are discrete
computer models of a grid system with an evolution defined by some mathematical rules.
This was a model for the motion of single particles in fluid using constitutive rules chosen
as simple as possible deliberately. Hence, LGA can be seen as a simple method of molecular
dynamics.

Lattice Gas Automata does work with a group of particles on the lattice nodes while
colliding with particles located at the neighboring nodes and conserving the mass and the
momentum. Each particle has a velocity whose direction is along the connection with one
of the neighboring nodes. All the particles possess momentum and the collision between
them is governed by a set of rules that change the particles velocity but conserves the total
momentum of all the particles existing at a node. The particles then stream to their closest
nodes according to the direction of their new velocity. At each time step and for each lattice
node, there is collision between particles followed by motion. In the LGA, the occupation
pattern of the cells is described by means of Boolean variables ni(x, t) (where i indicates
the available directions for the particles). However, the LGA is not competitive compared
to the classical macroscopic procedure with serious drawbacks. It suffers from the lack
of precision and stability. In particular, the most important problem is the statistical
fluctuations. Space and time averaging can reduce the statistical fluctuations, but this
increases the computational time and memory requirements. This problem is magnified
greatly in three-dimensional simulations.

In order to overcome this drawbacks, the Lattice Boltzmann method (LBM) has been
developed. It finds its origin in intensive efforts made since 1997 toward the rigorous
proof that the established Lattice Boltzmann algorithms could be interpreted as nume-
rical solutions of the Boltzmann equation itself [2, 100, 217, 252]. It is a mesoscopic ap-
proach based on the kinetic theory expressed by the original Boltzmann equation. The
method has its roots from the older LGA method [71] and later on was established as
an independent numerical method derived from direct discretization of the Boltzmann,
Bhatnagar-Gross-Krook (BGK) equation [100]. With respect to the Lattice Gas Auto-
mata, the LBM introduces a major improvement: the Boolean occupation variables are
substituted by distribution functions, a procedure which eliminates statistical noise in
the calculations. In fact, it was suggested to replace the Boolean occupation pattern of
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the LGA with continuous distribution functions, one for every particle, which neglect
single particle’s motion and correlation. This constitutes the most significant change with
respect to the LGA and is the foundation of the LBM.

2.2 Advantages of Lattice Boltzmann Method

As an alternative tool, the LBM has been developed into an efficient and powerful
simulation method for a wide range of phenomena and processes, such as single-phase
flows, multiphase flows, turbulence, heat transfer, and phase change, as well as a nume-
rical tool for nonlinear partial differential equations. The LBM exhibits many distinctive
advantages over conventional numerical methods . First, in the lattice Boltzmann equa-
tion the convective operator (the streaming process) is completely linear, whereas the
convective terms of the Navier-Stokes equations are nonlinear. Second, in conventional
numerical methods it is usually necessary and costly to solve Poisson equation for the
pressure field of incompressible flows, while in the LBM the fluid pressure can be sim-
ply calculated with an equation of state. Third, complex boundary conditions in the LB
method can be formulated with elementary mechanical rules such as bounce-back and re-
flection according to the interactions of the LB “molecules” with solid walls. Moreover, the
LBM is ideal for parallel computing because of its explicit scheme, local interactions, and
consequently very low communication/computation ratio. It is ideally situated to exploit
the massively parallel supercomputers based on either CPUs or GPUs or heterogeneous
architectures. For these reasons, we turned to the LBM as effective tool in both two and
three-dimensional as in 2D simulations.

However, there are many issues that need more investigations and particular attention.
Also, the method is used by some authors with less care to the limitations and constrains
of the parameters in LBM. One of these issues is the proper treatment of the external
forces.

2.3 The different approaches

The main issue with LBM is how to recover the macroscopic conservation equations
from the kinetic Lattice Boltzmann equation based on the particle distribution function.
To address this issue, two different approaches have been developed. The first was propo-
sed by Grad in 1949 [80, 81] known as Grad’s 13-moments-equations and the second one
was developed later, in 1970, by Chapman and Cowling [30] which is known as Chapman-
Enskog multiscale expansion. The last one was introduced mainly by Shan et al. [252] and
is considered as a systematic approach.
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2.3.1 Grad’s representation approach

Grad [80, 81] claimed that continuity, momentum and energy equations are not suffi-
cient to describe all the properties of the fluid. That is why he introduced another set of
equations for stress tensor and energy flux, by projecting distribution function on Her-
mite polynomials. The main advantage of Grad’s approach is its ability to achieve high
order without loss of accuracy. Such an approach can go beyond Euler and Navier-Stockes
equations easily. Despite its elegance, Grad’s procedure has met with limited success in
practical applications, mainly because the 13-moments truncation no longer guarantees
positivity of the distribution function but also because it is hard to apply well-defined
boundary conditions with, especially in wall bounded flows where more moments are
needed to describe anisotropic transport terms.

2.3.2 Chapman-Enskog expansion approach

In this approach, Chapman and Cowling [30] expanded the distribution function as
well as the physical space and time in different powers of Knudsen number then separate
the system into multiple scales with respect to the Knudsen’s order. By projecting the
lattice Boltzmann equation on the lattice in different scales, the macroscopic equations
such as Euler and Navier-Stokes equations, are recovered through mass and momentum
conservation with respect to time and space [150]. The main drawback of this approach is
its limitation to the derivation of differential system with moments less than second order.
In fact, difficulty of derivation of high order problem is exponential with this approach.

2.3.3 Systematic approach

The derivation of the macroscopic equations from the Boltzmann equation is essentially
based on Grad’s moment method [81] together with the Gauss-Hermite quadrature in the
velocity space [2,100,216,252,253]. This approach takes the advantages of Grad’s approach
and increases the expansion order, which helps going further ahead as required in variables
describing far out-of-equilibrium phenomena.

2.4 Formulation

2.4.1 Boltzmann equation

From a statistical point of view, a given system can be presented by a distribution
function f(x, c, t) which represents the number of molecules at time t positioned between
x and x+ dx which have velocities between c and c+ dc.
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If we suppose that an external force F (other than contact forces, i.e. collision) is applied
on the fluid molecules, the velocity of molecules will change from c to c + Fdt and their
positions from x to x+ cdt.
In the absence of collision, the number of molecules is conserved before and after applying
the external force:

f

(
x + cdt, c +

F

m
dt, t+ dt

)
dxdc − f (x, c, t) dxdc = 0 (2.1)

While, in the presence of inter-molecules collisions, their will be no more conservation
(This can be viewed as a deplet in of the population into region different from the position
(x + cdt, c + F

m
dt). Hence, the evolution equation of the molecules number can be written

as follows:

f

(
x + cdt, c +

F

m
dt, t+ dt

)
dxdc − f (x, c, t) dxdc = Ω(f)dxdcdt (2.2)

where Ω represents the collision operator which is defined as the rate of change between
the final and initial states of the distribution function. By dividing the previous equation
by dxdcdt and taking the limit dt → 0, one finds:

lim
dt→0

f
(
x + cdt, c + F

m
dt, t+ dt

)
dxdc − f (x, c, t) dxdc

dxdcdt
=
df

dt
= Ω(f) (2.3)

From the above equation, one can find that the total rate of change of the distribution
function is equal to rate of the collision.
Since f is a function of x, c and t, then its differential can be expanded as:

df =
∂f

∂t
dt+

∂f

∂x
dx +

∂f

∂c
dc (2.4)

So, its total time derivative reads:

df

dt
=
∂f

∂t
+
∂f

∂x

dx

dt
+
∂f

∂c

dc

dt
(2.5)

Or:
df

dt
= c

∂f

∂x
+ a

∂f

∂c
+
∂f

∂t
(2.6)

where a is the acceleration and can be related to force F by Newton’s second law as
a = F

m
. By combining equation (2.3) and (2.6), the Boltzmann transport equation can be

written as:

c
∂f

∂x
+

F

m

∂f

∂c
+
∂f

∂t
= Ω(f) (2.7)

For a problem with dimension “D”, ∂f
∂x

and ∂f
∂c

must be substituted by gradients ∇xf and
∇cf as follows:

∇xf =

(
∂f

∂x1
, ...,

∂f

∂xn

)t
(2.8)
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∇cf =

(
∂f

∂c1
, ...,

∂f

∂cn

)t
(2.9)

Using the above expressions, the generalized Boltzmann equation is retrieved:

c · ∇xf +
F

m
· ∇cf +

∂f

∂t
= Ω(f) (2.10)

The relationships between the equation (2.10) and macroscopic quantities such as fluid
density ρ, fluid velocity vector u and internal energy e, are given by:

ρ(x, t) =
∫
mf (x, c, t) dc (2.11)

ρ(x, t)u(r, t) =
∫
mcf (x, c, t) dc (2.12)

ρ(x, t)e(r, t) =
1
2

∫
mu2

0f (x, c, t) dc (2.13)

where m is the molecular mass and u0 is the peculiar velocity, u0 = c − u, which is the
particle velocity relative to the local mean fluid velocity.

Equations (2.11), (2.12), and (2.13) are the equations of mass, momentum and energy
conservation, respectively.
In kinetic theory, the internal energy is expressed by:

e =
D

2m
kBT (2.14)

Recall that D is the dimension of the problem, kB is the Boltzmann constant and T is
the temperature. The equation of state can be written as:

P = ρ
kBT

m
= ρRgT = ρc2

s (2.15)

where P is the pressure, Rg is the gas constant and cs is equivalent to the speed of sound.

2.4.2 Collision term

An expression of the collision operator Ω is required to solve the Boltzmann equation.
The generalized form of the collision is given by [95, 211]:

Ω(f) =
1
m

∫
‖c1 − c‖

(
f

′

f
′

1 − ff1

)
dSdc1 (2.16)

where dS is the collision cross section. Before a binary collision, the number of molecular
is f

′ ≡ f(x, c
′

, t) and f
′

1 ≡ f(x, c
′

1, t) with velocity c
′

and c
′

1 , respectively. After collision,
the number of molecular becomes f ≡ f(x, c, t) and f1 ≡ f(x, c1, t) with velocity c and
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c1, respectively.

The collision operator suggested by Bhatnagar, Gross and Krook [15] defines the col-
lision process as a relaxation of the distribution function f toward the equilibrium state
f eq. The relaxation time is on order of the mean time between two successive collisions of
particles. The expression of BGK-collision is given by:

Ω(f) =
(f − f eq)

τ
(2.17)

This simplified expression is used henceforth in the manuscript. Not just for its simplicity
but also because this expression is sufficient to define the fluid characteristics and to
recover the macroscopic conservation of mass, momentum and energy.

2.4.3 From the Boltzmann equation to the lattice Boltzmann

equation

Using the BGK approximation (2.17), in the absence of external force, the Boltzmann
equation (2.10) becomes:

∂f

∂t
+ c · ∇xf =

1
τ

(f − f eq) (2.18)

When a particular lattice is given, the discretization of the above equation for each lattice
direction k reads:

∂fk
∂t

+ ck · ∇xfk =
1
τ

(fk − f eqk ) (2.19)

where fk is the discretized velocity distribution function along direction k.
Equation includes two terms fundamental to the theory behind this method. The term on
the l.h.s. called propagation, modeling the displacement of a group of particles having the
same lattice speed to another lattice in the domain of discretization. On the other hand,
the term on the r.h.s. called collision, expresses the change in number of particles due to
intermolecular short range interactions. So, computation can be split into collision then
streaming steps.
Let us denote Dfk

Dt
the total derivative of fk that reads:

Dfk
Dt

=
fk(x + δtck, t+ δt) − fk(x, t)

δt
(2.20)

This derivative is equivalent to the substantial derivative with velocity ck, i.e.

Dfk
Dt

=
δfk
δt

+ ck · ∇xfk (2.21)

So approaching (2.20) and (2.21) and introducing into equation (2.19) leads the following
equation:

fk(x + ckδt, t+ δt) = fk(x, t) − δt

τ
(fk(x, t) − f eqk (x, t)) (2.22)

53



Chapter 2. Lattice Boltzmann Method

which can be discretized straightforwardly in space and time.
An example of a lattice used in the LBM is the D2Q9 lattice, see figure 2.1, where the
velocity assumed only quantified values. More details are given in section 2.6. In the

3 1

7 8

6 5

0

2

4
Figure 2.1 – Scheme of D2Q9 lattice.

presence of external forces, the generalized Lattice Boltzmann equation can be written
as:

fk(x + ckδt, t+ δt) = fk(x, t) +
δt

τ
(fk(x, t) − f eqk (x, t)) + δtFk (2.23)

2.4.4 H-theorem

In order to introduce the equilibrium distribution function we define first the following
function H(t) as:

H(t) =
∫
f(x, c, t) log (f(x, c, t)) dxdc (2.24)

The following proof was given by Boltzamnn [83]. Differentiating the above expression
with the respect to time and applying Reynolds transport theorem (velocity and space
domains being time independent), the following form is got:

dH(t)
dt

=
∫

(1 + log (f(x, c, t)))
∂f

∂t
dxdc (2.25)

By supposing that system is space uniform, f depends only on t. Under this assumption,
the above equation can be given by:

dH(t)
dt

=
∫

(1 + log (f(x, c, t))) Ω(f)dxdc (2.26)

Introducing the expression of Ω(f) given in equation (2.16), one gets [211]:

dH(t)
dt

=
1
m

∫
‖c1 − c‖

(
f

′

f
′

1 − ff1

)
dSdc1 (1 + log (f)) dxdc (2.27)

Identically for f1, we get:

dH(t)
dt

=
1
m

∫
‖c1 − c‖

(
f

′

f
′

1 − ff1

)
dSdc1 (1 + log (f1)) dxdc (2.28)
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Adding equation (2.27) to equation (2.28) side by side, we get:

dH(t)
dt

=
1

2m

∫
‖c1 − c‖

(
f

′

f
′

1 − ff1

)
dSdc1 (2 + log (ff1)) dxdc (2.29)

The same holds for f
′

f
′

1:

dH(t)
dt

=
1

2m

∫
‖c

′

1 − c
′‖
(
ff1 − f

′

f
′

1

)
dS

′

dc
′

1

(
2 + log

(
f

′

f
′

1

))
dxdc

′

(2.30)

As dS = dS
′

,‖c
′

1−c
′‖ = ‖c1−c‖ and dc

′

dc
′

1 = dc1dc, by taking the difference of equations
(2.29) and (2.30), we retrieve the following equation:

dH(t)
dt

=
1

4m

∫
‖c1 − c‖

(
f

′

f
′

1 − ff1

)
dSdc1

(
log (ff1) − log

(
f

′

f
′

1

))
dxdc (2.31)

Since log is an increasing function, it comes immediately that:

∀(a, b) ∈ ℜ2, (a− b)(log(b) − log(a)) ≤ 0 (2.32)

we find:

∀t ∈ ℜ∗
+,
dH(t)
dt

≤ 0 (2.33)

Based on the above equation, H decreases until reaches an equilibrium value, when dH(t)
dt

=
0. Hence, at equilibrium, this leads to:

f eqf eq1 = f
′eqf

′eq
1 (2.34)

Thus,
log(f eq) + log(f eq1 ) = log(f

′eq) + log(f
′eq
1 ) (2.35)

Hence, log(f eq) is an invariant summation function at the collision step which vanishes
collision integrals given in equation (2.31). So, log(f eq) can be written as:

log(f eq) = a(x) + b(x)c + c(x)c2 (2.36)

and f eq is deduced as:
f eq = K

′

exp(a(x) + b(x)c + c(x)c2) (2.37)

The coefficients a, b and c can be calculated with use of the macroscopic quantities
as detailed in [102]. By noticing that the equilibrium function depends not on x, the
equilibrium Maxwell distribution function reads:

f eq =
ρ

(2πRgT )
3

2

exp

[
−(c − u)2

2RgT

]
(2.38)

which can be written also as:

f eq = ρ
(

m

2πkBT

) 3

2

exp

[
−m(c − u)2

2kBT

]
(2.39)
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where cs is given by:

c2
s =

kBT

m
= RgT (2.40)

The lattice Boltzmann equation can be viewed either as a special discrete case of the Boltz-
mann equation or a minimal form of the Boltzmann equation in which the microscopic
kinetic principles are preserved so to recover the hydrodynamic behavior at macroscopic
scale. Therefore, the LBM is based on a particle picture, but principally aims to predict
macroscopic properties. This scale-bridging nature of the LBM is a fundamental advan-
tage that leads to considering the essential microscopic or mesoscopic mechanisms while
recovering the macroscopic laws and properties at affordable computational cost.

The discrete equilibrium moments are given by:

ρ =
∑

k

f eqk (2.41)

ρu =
∑

k

ckf
eq
k (2.42)

Π =
∑

k

ckckf
eq
k = pI + ρuu (2.43)

2.4.5 Equilibrium distribution function

For low Mach number, the equilibrium distribution function can be written as follows
[98]:

f eq = exp

[
−(c − u)2

2c2
s

]
= exp

[
− c2

2c2
s

]
exp

[
−u2 − 2u · c

2c2
s

]
(2.44)

Using Taylor series expansion, the very last exponential term of the above equation reads:

exp

[
−u2 − 2u · c

2c2
s

]
≈ 1 − u2 − 2u · c

2c2
s

+
(u2 − 2u · c)2

8c4
s

+O
(
u3
)

≈ 1 − u2

2c2
s

+
u · c

c2
s

+
(u · c)2

2c4
s

+O
(
u3
)

(2.45)

Introducing this expansion into the equilibrium distribution function (2.44), yields:

f eq =
ρ

2πc2
s

exp

[
− c2

2c2
s

] [
1 − u2

2c2
s

− u · c

c2
s

+
(u · c2)

2c4
s

]
+O

(
u3
)

(2.46)

Writing equation (2.46) in its discrete form in velocity space, we get the following expres-
sion of the equilibrium distribution function:

f eq = ρwk

(
1 +

ck · u

c2
s

+
(ck · u)2

2c4
s

+
u2

2c2
s

)
(2.47)
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where wk are the weight factors given by:

wk = (2πc2
s)

− 3

2exp

[
− c2

k

2c2
s

]
(2.48)

2.4.6 The forcing schemes

Many physical problems require introducing extra or external body forces like gravity.
The incorporation of external body forces in a lattice Boltzmann model was approached in
different ways in the literature [22]. Mohamad and Kuzmin [184] presented a comparison
between the most common schemes for incorporating forces:

— The scheme in which the force term is added to the collision operator as follows
[165,251]:

Fk = wk
Fk · ck
c2
s

(2.49)

— The scheme in which the velocity expression is modified as follows [22]:

u(x, t) =
1
ρ

∑

k

ckfk(x, t) +
τF

ρ
(2.50)

This expression is based on Newton’s second law where no extra terms are added
to the collision process.

— Guo et al. [92] scheme for which:

Fk = wk

(
1 − 1

2τ

)(
ck − u

c2
s

+
ck(ck · u)

c4
s

)
· F (2.51)

In this case the force term is added to the collision where the velocity is given by:

u =
1
ρ

∑

k

ckfk +
F∆t
2ρ

(2.52)

2.5 Initial and boundary conditions

2.5.1 Initial conditions

In transient simulations, correct definition of the initial conditions is of paramount
importance in LBM simulations. Two cases arise. The first one is the case of zero initial
velocity field. One should define flow and temperature fields then calculate the local
equilibrium distribution function f eqk which is assigned to the distribution function fk:

fk = f eqk (2.53)
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The second case of velocity field different from zero, much attention must be taken there
because it is important to calculate the initial density distribution functions properly. In
this case, one has to calculate also the non-equilibrium part of the distribution function.
Different approaches can be found in the literature [179, 265,283].

2.5.2 Boundary conditions

Considering the boundary conditions is a critical step for both the accuracy and sta-
bility of the numerical method [37, 322]. The difficulty arises from the fact that there is
no physical guideline about the behavior of the distribution function on the boundaries.
Only the macroscopic information is defined at the boundaries and we need to transpose
this information into the distribution functions. In order to overcome this issue, many
approaches have been developed.
The unknown distribution functions at each boundary limits are represented in figure 2.2
with dashed arrows.

Figure 2.2 – Boundary distribution functions [186].

Bounce-Back or no-slip boundary condition

— Full way:

The most popular boundary condition for the LBM is the bounce-back scheme also cal-
led no-slip boundary or wall boundary condition. This scheme is suitable to model zero
velocity components normal and tangential to the given boundary. It finds its origin from
the boundary conditions of lattice gas and is well documented in the literature. The fun-
damental concept of this scheme is that the out-going distribution functions are reflected
back into the domain. The main advantages of this configuration is its straightforwardness
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to implement and the fact that it assures the conservation of mass and momentum on
the wall nodes. This configuration requires just one time step to be performed and is the
easiest ever. Taking the example of West boundary in figure 2.2, the explicit numerical
expression for a D2Q9 model when applying this boundary condition is:

f5 = f7, f1 = f3, f8 = f6 (2.54)

— Half way:
The wall condition can be carried out over one (simple bounce-back) or two steps (half-way
bounce back) as described in [311]. The alternate interpretation is that the bounce-back
condition corresponds to a zero-velocity boundary condition that is applied half-way from
the wall and so between nodes (line at ∆y/2 in figure 2.3). Thus, the unknown distribution
functions at ∆y/2 are calculated through the no-slip half-way aside the exact wall.

It is straightforward to implement and gives second-order accurate simulation results
for flat boundaries aligned with the Cartesian axes of the lattice, although in more complex
cases this degrades to first-order accuracy [196]. It is also computationally cheap and
locally applicable.

Figure 2.3 – Half way bounce back.

Zou-He boundary condition

In many situations, we would like to model flows with specified velocity or pressure
at the boundary. This velocity/pressure boundary condition model was proposed by Zou
and He in 1997 [322]. In this method, the local conservation of mass and momentum are
used to find the missing particle distribution functions at the wall. However, to eliminate
additional unknowns in the equations, they proposed to use the bounce-back scheme only
for the non-equilibrium part of the distribution function normal to the wall. To illustrate
this, we consider the case of an inlet boundary with known velocity or pressure. After the
streaming step has been carried out, f0, f2, f3, f4, f6 and f7 are known. The undetermined
distribution functions are f1, f5, f8 and ρ or u.
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These values are calculated in terms of the known distribution functions and the given
inlet velocity or pressure as follows:

— Velocity boundary condition:
In the case of West boundary, the normal velocity uw is imposed, while the other com-
ponent of the velocity parallel to the boundary, vw, is set to zero. The conservation
equations are given by:

ρw = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8 (2.55)

ρwuw = f1 + f5 + f8 − f6 − f7 − f8 (2.56)

vw = f2 + f5 + f6 − f4 − f7 − f8 (2.57)

Gathering together the unknown distributions and setting vw = 0, we obtain:

f1 + f5 + f8 = ρw − (f0 + f2 + f3 + f4 + f6 + f7) (2.58)

f1 + f5 + f8 = ρwuw − +f6 + f7 + f8 (2.59)

f5 − f8 = −f2 − f6 + f4 + f7 (2.60)

Equations (2.58-2.60) are not sufficient to solve the problem as four unknowns have to be
determined. The needed additional equation is obtained by assuming bounce back rule
still hold for the non-equilibrium part of the particle distribution normal to the boundary,
which can written in this case as follows:

fneq1 = fneq3 (2.61)

that is
f1 − f eq1 = f3 − f eq3 (2.62)

and
f1 = f3 − f eq3 + f eq1 (2.63)

This yield finally the following solution:

ρw =
1

1 − uw
(f0 + f2 + f4 + 2 (f3 + f6 + f7)) (2.64)

f1 = f3 +
2
3
ρwuw (2.65)

f5 = f7 − 1
2

(f2 − f4) +
1
6
ρwuw +

1
2
ρwvw (2.66)

f8 = f6 +
1
2

(f2 − f4) +
1
6
ρwuw − 1

2
ρwvw (2.67)
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Following the same procedure, one can find the other boundary conditions.
- Pressure condition: Now let us turn to the pressure (density) flow boundary condition.
The same case of the inlet boundary is studied in which the condition ρ = ρw is applied,
while the component of the velocity parallel to the boundary, vw, is set to zero. The
equations are given by:

ρw = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8 (2.68)

ρwuw = f1 + f5 + f8 − f6 − f7 − f3 (2.69)

vw = f2 + f5 + f6 − f4 − f7 − f8 (2.70)

Gathering together the unknown distributions and setting vw = 0, we obtain:

f1 + f5 + f8 = ρw − (f0 + f2 + f3 + f4 + f6 + f7) (2.71)

f1 + f5 + f8 = ρwuw + f6 + f7 + f8 (2.72)

f5 − f8 = −f2 − f6 + f4 + f7 (2.73)

Once more, consistency of the above equations and assuming that the bounce back rule
holds for the non-equilibrium part of the particle distribution normal to the boundary,
yield the following solution:

uw = 1 − f0 + f2 + f4 + 2 (f3 + f6 + f7)
ρw

(2.74)

f1 = f3 +
2
3
ρwuw (2.75)

f5 = f7 − 1
2

(f2 − f4) +
1
6
ρwuw +

1
2
ρwvw (2.76)

f8 = f6 +
1
2

(f2 − f4) +
1
6
ρwuw − 1

2
ρwvw (2.77)

Following the same procedure, one can find the other boundary conditions.

Symmetry boundary condition

The symmetry boundary condition is the same as slip boundary conditions. It is applied
on a stress-free surface. Therefore, it’s called also the free-slip boundary condition. The
particular distribution functions normal to the boundary are reflected and those parallel
to the boundary are propagated. In such a case, the physical boundary conditions are:

u.n = 0,
∂u

∂n
= 0 (2.78)
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In generally, this boundary condition is given by:

fk(x
′

, y) = fks
(x, y) (2.79)

where ks the direction symmetric to k and x′ are the boundary positions that are sym-
metric to x across the physical boundary as shown in figure 2.4.

Figure 2.4 – Symmetry boundary condition.

Dirchlet boundary conditon

When using a Dirichlet boundary condition, one prescribes the value of a variable at
the boundary, e.g. T (y) = constant. In the case of constant velocity, one can use the
Zhou-He boundary condition 2.5.2. In the case of constant temperature (T = Tw), we can
write the flux conservation equation at the boundary as follows:

g5 − geq5 + g7 − geq7 = 0 (2.80)

g1 − geq1 + g3 − geq3 = 0 (2.81)

g8 − geq8 + g6 − geq6 = 0 (2.82)

where geq is the equilibrium distribution function at the boundary, function of Tw and g is
the distribution function known from the streaming process. Thus, the missing distribution
functions g5, g1 and g8 can be calculated.

In the case of zero velocity at the same boundary, this condition reduces to:

g5 = Tw(w(5) + w(7)) − g7 (2.83)

g1 = Tw(w(1) + w(3)) − g3 (2.84)
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2.5. Initial and boundary conditions

g8 = Tw(w(8) + w(6)) − g6 (2.85)

Following the same process, one can find the other boundary conditions.

Convective heat flux boundary condition

Taking into account the continuity of flux at the boundary, we write:

−λn · ∇T = h(T − Ta) (2.86)

where n is the outward normal vector to the boundary, h is the convective heat transfer
coefficient and Ta is the outside temperature. Then, it can be written as:

−λ∂T
∂n

= h(T − Ta) (2.87)

T (i+ 1, j)T (i− 1, j)

T (i, j − 1)

T (i, j + 1)

T (i, j)

Figure 2.5 – Scheme of the implimented boundary condition.

Let us take the example of West boundary, see figure 2.5. By discretization of this last
equation, we can write:

−λT (i, j + 1) − T (i, j)
△ y

= h(T (i, j) − Tenvi) (2.88)

T (i, j + 1) − T (i, j) =
−h △ y

λ
(T (i, j) − Tenvi) (2.89)

T (i, j)

(
1 − h △ y

λ

)
= T (i, j + 1) +

h △ y

λ
Tenvi (2.90)

T (i, j) =
1
a
T (i, j + 1) +

b

a
Tenvi (2.91)

63



Chapter 2. Lattice Boltzmann Method

where a =
(
1 − h△y

λ

)
and b = h△y

λ
.

Let us take the example of the North boundary in figure 2.2. By discretization of equation
(2.5.2), we can write:

T (i,m) =
1
a
T (i,m− 1) +

b

a
Tenvi (2.92)

In LBM, this boundary condition reads merely:

fk(i,m) =
1
a
fk(i,m− 1) +

b

a
Tenvi (2.93)

Neumann boundary condition

The Neumann boundary condition consists of applying a constant flux at the boundary.
Therefore, it is also called constant flux boundary condition. From a physical point of view,
the normal gradient to the boundary of a variable, let us say the temperature T, at the
boundary is set, e.g. ∂nT (n) = constant. In LBM, this boundary condition is introduced
by using a finite difference scheme. It can be written as flows:

−q = −λ∂T
∂y

(2.94)

using a finite difference scheme, we find:

q = λ
T (i, j + 1) − T (i, j)

∆y
(2.95)

This can be transposed in terms of distribution function immediately as follows:

q = λ
gk(i, j + 1) − gk(i, j)

∆y
(2.96)

gk(i, j + 1) = gk(i, j) +
q∆y
λ

(2.97)

where q is the value of the constant inward heat flux, λ the thermal conductivity.

Adiabatic boundary condition

The adiabatic boundary condition is a special case of Neuman boundary condition. In
such a case, the wall is considered insulated with heat flux q equal to zero. To introduce
this boundary condition in LBM, the same steps mentioned above are followed:

0 = λ
T (i, j + 1) − T (i, j)

∆y
(2.98)

T (i, j + 1) = T (i, j) (2.99)

It is description on LBM reads then:

gk(i, j + 1) = gk(i, j) (2.100)
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Periodic boundary condition

When periodicity exists for a given system, periodic boundary condition is applied to a
repeating flow condition allowing to calculate only a part of that system response by set-
ting variables on the sides of it equal. As shown in figure 2.6, the flow boundary conditions
above the line “a” and below the line “b” are exactly the same. For this reason, modeling
the flow distribution between these two lines and using periodic boundary conditions the
problem will be solved correctly. The applied periodic boundary is as follows:
Line a:

f4,a = f4,b; f7,a = f7,bandf8,a = f8,b (2.101)

Line b:

f2,b = f2,a; f5,b = f5,aandf6,b = f6,a (2.102)

Figure 2.6 – Periodic boundary condition [186].

2.6 Lattice Models and isotropy

Numerous lattice Boltzmann equation (LBE) models have been presented in the li-
terature in order to solve fluid flow problems. Each model has microscopic movement
of the fluid particles. They are typically represented as DnQb where n is the number
of dimensions and b is the number of microscopic velocity directions (ck). For example,
D2Q9 represents a two-dimensional geometry with nine velocity directions. Particular at-
tention must be paid to the choice of the numerical model because it may affect the entire
theoretical framework.
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2.6.1 Lattice structure

Wolf and Gladrow [297] presented a proof of necessary and sufficient conditions for
lattice isotropy. Using the BGK model, Latt [150] found that there exists a constant cs
and a set of weights ωk for the lattice velocities ck such that the following equations are
satisfied: ∑

k

ωk = 1 (2.103)

∑

k

ωkck = 0 (2.104)

∑

k

ωkckαckβ = c2
sδαβ (2.105)

∑

k

ωkckαckβckγ = 0 (2.106)

∑

k

ωkckαckβckγckδ = c4
s (δαβδγδ + δαγδβδ + δαδδβγ) (2.107)

∑

k

ωkckαckβckγckδckε = 0 (2.108)

where wk is a set of lattice vector weights and must be selected for each lattice to fulfill
these conditions. Several authors [71,168] illustrated the lattices which fulfill these condi-
tions such as D1Q3, D2Q7, D2Q9, D3Q15, D3Q19 and D3Q27. Let us take the example of
a two-dimensional problem. In such a dimension, the D2Q9 is mostly used. In the D2Q9
lattice, three different wk weights, see figure, are used:

— for wk, k=0, is for the rest vector,
— for ws, k=1,2,3,4, are for the short vectors,
— for wl, k=5,6,7,8, are for the long vectors.

Then from the equations (2.103), (2.105) and (2.107), the following conditions arise:

ω0 + 4ωs + 4ωl = 1 (2.109)

2ωs + 4ωl = c2
s (2.110)

2ωs + 4ωl = 3c4
s (2.111)

4ωl = c4
s (2.112)

The solution for this system and for the other lattices used in this thesis are presented in
the next subsections.
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2.6.2 One-dimensional arrangements

Different one-dimensional arrangements exist in LBM, the most used is D1Q5, which
is presented in figure 2.7 where the different parameters are as follows:

The sound speed: c2
s = 1 The weights: wk






1
2
, i = 0

1
6
, i = 1, 2

1
12
, i = 3, 4

The lattice velocity: ck





(0, 0, 0) , i = 0(
±1

3
c, 0, 0

)
, i = 1, 2(

±1
6
c, 0, 0

)
, i = 3, 4

Figure 2.7 – D1Q5 lattice.

2.6.3 Two-dimensional arrangements

Here wk is defined as:

wk =






4
9
, k = 0

1
9
, k = 1, 3, 5, 7

1
36
, k = 2, 4, 6, 8

(2.113)

and ck is as follows:

ck =

{
(0, 0) , k = 0
λkc

[
cos

(
(k−1)π

4

)
, sin

(
(k−1)π

4

)]
, k 6= 0

(2.114)

with λk is defined as:

λk =

{
1, k = 1, 3, 5, 7√

2, k = 2, 4, 6, 8
(2.115)

In two-dimensional problems, D2Q9 arrangement is mostly used because it has a square
grid of nodes and is easier to implement with good performance [199].
The speed of sound reads: c2

s = 1
3
. This expression can be derived from:

∑

k

wkckαckβ = c2
sδαβ (2.116)

where δαβ is the Kronecker symbol. Thus, we have either
∑
k wkckxckx = c2

s or
∑
k wkckycky =

c2
s. So, we can find in case of

∑
k wkckxckx = c2

s , for example, the following expression:

∑

k

wkckxckx = 0 +
1
9
c2 + 0 +

1
9
c2 + 0 +

1
36
c2 +

1
36
c2 +

1
36
c2 +

1
36
c2 =

1
36
c2 = c2

s (2.117)
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the weights: wk





4
9
, k = 0

1
9
, k = 1..4

1
36
, k = 5..8

and the lattice velocity: ck






(0, 0, 0) , k = 0
(±c, 0, 0) (0,±c, 0) , k = 1..4

(±c,±c, 0) , k = 5..8

Figure 2.8 – D2Q9 lattice (recall of figure 2.1).

2.6.4 Three-dimensional arrangements

In three-dimensional problems, several arrangements are presented where the most
representative is the D3Q19 [212]. It was shown that the D3Q15 arrangement has a small
range of stability, while the D3Q27 model requires a higher computational effort. The
D3Q19 arrangement is a good compromise.
The speed sound velocity: c2

s = 1
3

The weights: wk






2
9
, k = 0

1
9
, k = 1..6

1
72
, k = 7..14

The lattice velocity: ck





(0, 0, 0) , k = 0
(±c, 0, 0) (0,±c, 0) (0, 0,±c) , k = 1..6

(±c,±c,±c) , k = 7..14

68



2.7. Unit conversion

Figure 2.9 – D3Q19 lattice.

2.7 Unit conversion

When a given problem is dealt with, all physical quantities, such as pressure, tem-
perature, velocity, density, are expressed in terms of physical unit using international
system (IS) units, for instance. Using LBM technique, this quantities are provided in a
dimensionless units called lattice units, instead. The translation between the physical and
lattice units must therefore to be done. In order to achieve this conversion successfully,
two conditions must be verified and satisfied. The first condition is the recovery of physical
values in order to perform a correct simulation in relation with the “real world” system.
The second one is to reach a high order of accuracy. There are two different ways to bind
the lattice and physical units. The easiest method is to translate directly between the two
sets of units by employing conversion factors for mass, time and length (and perhaps tem-
perature). In the second method, the correspondence between the physical units and LBM
units is achieved through dimensionless numbers (called also scale-independent numbers)
via the principal of similarity. In this section, these two ways are discussed briefly.

2.7.1 Direct conversion

In this second approach, all physical quantities are given in lattice units. Thus, the
translation between the lattice and physical units is made possible through the time step
∆t and space step ∆x. The physical velocity, speed of sound and viscosity are related to
lattice units through:

uphy = ulb
∆x
∆t

(2.118)

cs,phy = cs,lb
∆x
∆t

(2.119)
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νp = νlb
∆x2

∆t
= c2

s,lb (τ − 1)
∆x2

∆t
= c2

s,phy (τ − 1) ∆t (2.120)

here the subscript phy refers to physical quantities and the subscript lb refers to parameters
expressed in lattice units. This leads to the expression of time step as follows:

∆t =
νphy

c2
s,phy (τ − 1)

(2.121)

Similarly, the space step is given by:

∆t =
νphy

√
3

c2
s,phy (τ − 1)

(2.122)

Any other physical quantities can be transformed into lattice units and vice versa.

2.7.2 Dimensionless formulation

Called also indirect conversion, this approach includes two-step. In the first step, the
physical quantities are converted to a continuous dimensionless system which is inde-
pendent of the simulation parameters with no physical unit associated. The second step,
this dimensionless system is converted to a discrete lattice system which will be used in
the simulation. The indirect conversion has shown to be much more appropriate com-
pared to dimensional conversion [177]. This approach has the advantage that from the
dimensionless units, the simulation result can be related to any physical system and so is
much easier to work with.
In order to find the dimensionless numbers, it is required firstly to scale the governing
equations, boundary conditions and all physical variables with characteristic values. Thus,
the three systems: the physical scale (P), the dimensionless scale (D), and the discrete
scale (LB), are defined in order to share the same values of the dimensionless numbers
regardless the measurement units used to calculate them. First, the conversion from (P)
to (D) is made through the choice of a characteristic length scale l0 and time scale t0. Se-
cond, the conversion from (D) to (LB) is made through the choice of a discrete space step
∆x and time step ∆t in order to maximize the accuracy of the simulation. Namely, the
units are structured such that the dimensionless quantities are equivalent in all systems.
Here is a graphical representation of this relationship:

Physical scale(P)
l0,t0−→ Dimensionless scale (D)

∆x,∆t−→ Lattice scale (LB)

Here we recall the dimensionless numbers which can be obtained from the governing
equations and boundary conditions:

Reynolds number : Re =
u0l0
νphy

(2.123)
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Mach number : Ma =
νphy
νsound

(2.124)

Prandlt number : Pr =
Cp,phyµphy
λphy

(2.125)

Biot number : Bi =
hphyl0
λphy

(2.126)

In order to make the simulation consistent for different problems, and to get rid of physical
units, it is better to rescale the problem from physical system to dimensionless system,
in which we only care about values of variables and not their units. The conversion
with dimensionless numbers, however, is preferred in this treatise, since it is much more
convenient to show dimensionless results.

2.8 Lattice Boltzmann algorithm

The fluid flow simulations described in this thesis were performed by implementing a
Lattice Boltzmann model using FORTRAN90 programming language. Figure 2.10 pro-
vides a flow chart scheme with the different steps of a standard LBM implementation
which will be discussed in details in this section.

2.8.1 Discretization of the physical domain and making dimen-
sionless the related parameters

As discussed in section 2.7, in this step, Lattice Boltzmann simulations should correctly
model physical problems and so they should be able to correctly reflect the different
mechanisms occurring there. This step proves challenging since all LBM simulations are
performed with lattice variables and lattice units. In particular we have two constraints
to observe when choosing the units for our simulations:

— The simulated system must be geometrically similar to the physical one,
— The chosen parameters must allow acceptable accuracy to be reached.

2.8.2 Choice of simulation parameters

In this step, some of the simulation parameters are already chosen from the previous
step, such as the grid size, the Reynolds number, the density and viscosity, the relaxation
time, the running time or the convergence criterion (whether a steady state exists). In
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Final time step

Yes
No

Discretization of the physical domain
Making dimensionless the related parameters

Choice of simulation parameters

Domain initialization

Collision step

Streaming step

Implementation of boundary conditions

Calculation of the macroscopic parameters

end

Figure 2.10 – LBM algorithm synoptic.
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the LBM, the density is most commonly imposed as unity. In fact, the density can be
expressed in lattice units as unitary via the normalization of the physical density by it-
self. This means that the initial density in the lattice will be unitary and that only small
variations around the initial value are expected, given the incompressibility assumption
of the method. The Reynolds number is chosen according to the physical case we want
to model. The characteristic velocity of the lattice is set in order to be well below the
compressibility limit, since the LBM is only valid for incompressible flows. The compres-
sibility limit is related to the Mach number defined as the ratio between the maximum
speed of the flow in lattice and the speed of sound in the lattice. The speed of sound
(cs) is a lattice constant and its squareis equal to the density variation over the pressure
variations (at constant entropy) as defined in [150]:

c2
s =

∂p

∂ρ
→ cs =

1√
3

(2.127)

If the LBM computation leads to a velocity such that u ≥ 0.1cs, the solution will be
rejected and the problem will be considered unsolvable with the present LBM and the
corresponding set of parameters.

2.8.3 Domain initialization

The initial conditions for a typical CFD simulation are usually in terms of the velocity
components, density and pressure. In the LBM, however, these conditions are not suffi-
cient since a certain value must be assigned to the distribution functions. As discussed in
section 2.5.1, one typical approach to solve this problem is to set the local initial distri-
bution functions equal to the corresponding equilibrium distributions.
Just like any CFD simulation, we should then allow a transitory period necessary for
reaching the steady state, whether the latter exists, to be performed. This way of imple-
menting the initial conditions will be followed for all of the test cases presented in the
next chapters.

2.8.4 Collision step

Entering the time loop, the post-collision state is calculated via the following equation:

fk(x+ ck∆t, t+ ∆t) = f
′

k(x, t) − fneqk (x, t) (2.128)

The collision of fluid particles is considered as a relaxation toward a local equilibrium.
The distribution functions are calculated at each node as follows:

fneqk (x, t) = fk(x, t) − f eqk (x, t) (2.129)

f
′

k(x, t+ ∆t) = f eqk (x, t)) +
(

1 − 1
τ

)
fneqk (x, t) (2.130)
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2.8.5 Streaming step

In the streamingstep, the distribution functions resulting from the collision step are
streamed to their neighbouring nodes according to their directions. If the lattice is uniform
and the time step is set in order to achieve a lattice speed of 1, the distributions will travel
exactly to their neighbouring nodes at every time step.
Applying equation (2.130) at time t, we find the distribution functions at time t + 1 for
the new location x+ ck. In fact, in equation (2.130), the streaming and collision processes
are joined together in one equation only. However, from an implementation point of view,
they are split into two separate processes as stated before. This means that, when we
implement the method, we first calculate the distributions at time t + 1 for the original
positions x and successively stream them toward the new time step (t+1) positions x+ck.
It can be presented by the following equation:

fk(x+ ck∆t, t+ ∆t) = f
′

k(x, t + ∆t) (2.131)

2.8.6 Implementation of boundary conditions

As discussed in section 2.5.2, the boundary conditions are applied in this step depen-
ding on their type and on the macroscopic property (velocity, pressure or temperature) we
want to apply. They are chosen in order to model correctly the physical boundaries of the
problem and the main challenge consists in translating the macroscopic information to the
microscopic distribution functions without affecting the numerical accuracy or stability.

2.8.7 Calculation of the macroscopic parameters

In this step the macroscopic parameters, typically density, velocity, pressure(and tem-
perature) are calculated using equations ((2.41), (2.42) and 2.43).

2.8.8 Checking the convergence

If the convergence criterion or the maximum imposed simulation step are satisfied,
the steady state is reached and the simulation is stopped. Otherwise, a new time step
computation is performed by going back to the collision step 2.8.4.
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(a)

(b)

Figure 2.11 – pre-streaming step (a) and post-streaming step (b). Note the propagation
of the information.

2.9 Conclusion

We outlined, in this chapter, the milestone of the LBM: background, different ap-
proaches of Navier-Stockes equation derivation, Boltzmann equation and boundary condi-
tions implementation. The mentioned Chapman-Enskog approach is then used in the next
chapter to develop an axisymmetric LBE for incompressible fluid flow in porous media.
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Chapter 3

Axisymmetric Lattice Boltzmann
model for fluid flow through porous

media

Abstract

Since the main ideas behind the lattice Boltzmann method were presented in chapter
2, we focus in this chapter on using this tool to solve axisymmetric fluid flow through
porous media.

Résumé

Maintenant que les idées clefs derrières la méthode de Boltzmann sur réseau ont été
présentées au chapitre 2, nous nous concentrons dans ce chapitre sur l’utilisation de cet
outil pour résoudre l’écoulement axisymétrique de fluides dans un milieu poreux.
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3.1 Axisymmetric models

Compared with the three-dimensional models, the main advantages of two-dimensional
axisymmetric LBE models lie in their case to implement and high computation efficiency.
Actually, these models have been successfully applied to various flows, ranging from conti-
nuous single phase flows to microscale and two-phase flows [151,189].

3.1.1 Literature review

In general, the resolution of three-dimensional problem requires large computation
cost, high memory usage and handling curved boundaries. In order to overcome these
drawbacks, an axisymmetric problem can degenerate into a pseudo two-dimensional pro-
blem using, in our case, the cylindrical coordinates system. In fact, several axisym-
metric Lattice Boltzmann Equation (LBE) models have been proposed by many au-
thors [35,89,94,107,151,155,190,213,220,231,232,290,315,317,318]. In the literature, four
categories of axisymmetric LBE models can be found, namely, the Coordinate Transfor-
mation Method (CTM) [94,151], the Vorticity-Stream function Method (VSM) [107,213],
the Hybrid Method (HM) [35] and the Double-Distribution-Function (DDF) method [290].
The main idea of CTM is the transformation of the axisymmetric Navier-Stokes Equa-
tions (NSE) into two-dimensional pseudo-Cartesian forms with some additional terms.
The CTM was introduced by Halliday [94] who was the first to propose an axisymmetric
LBE model involving space and velocity-dependent source terms. Following Halliday’s
work [94], Peng et al. [213] proposed a hybrid LBE model for incompressible axisym-
metric thermal flows by solving the azimuthal velocity and the temperature field with a
second-order center difference scheme. Subsequently, the numerical stability was improved
by Huang et al. [107]. Lee et al. [151] pointed out that some important terms are missing
in Halliday’s model which leads to large errors in simulation. Thus, they developed a
more correct axisymmetric LBE model. Later, further simplified models were presented
by Reis [231, 232] and Zhou [317, 318]. Moreover, the method of Halliday et al. has been
extended for the first time to multiphase flow by Premnath and Abrahamand [220]. Their
model was improved to solve two-phase flow with large density ratio by Mukherjee and
Abraham [190]. In this improved model, they incorporated additional source terms in the
evolution equations for the density and pressure distribution functions combined with
a multiple-relaxation-time (MRT) collision model that leads to a second order accuracy.
Based on vorticity-stream function equations, Chen et al. [35] proposed a new LBE model
including source terms with gradient terms which may leads to expensive computation
and numerical instability. Based on continuous Boltzmann equation, Guo et al. [89] deve-
loped an effective LBE model for axisymmetric flow. Li et al. [155] suggested a new LBE
model for axisymmetric thermal flows where the dimensionless relaxation time depends
on the pipe radius. In order to avoid the above shortcomings, Zheng et al. [315] introduced
another axisymmetric thermal model with second order accuracy in space. Recently, the
DDF Lattice Boltzmann model was used by Wang et al. [290] to provide the local LB
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3.1. Axisymmetric models

solution at the cell interface, in which one distribution function is used for the axial and
radial velocities while the other is adopted for the azimuthal velocity.

LBM has also been successfully used to simulate fluid flow through porous media
[26,52,73,91,92,133,134,250,259,274,287]. Compared with the fluid scale, two approaches
have been adopted in the literature: the pore scale [52,133,134,274] and the Representative
Elementary Volume (REV) scale [26, 73, 91, 92, 250, 259, 287]. At the pore scale, detailed
geometric information of the porous media is needed to be known while at the REV scale,
only its statistical properties are needed. This makes the REV scale commonly used in
numerical simulation of fluid flow through porous media. A large number of contribution
have been made in this area. By introducing porosity into the equilibrium distribution
in REV scale approach, Guo et al. [92] proved through their LBE model the relevance of
LBM to study the isothermal flow in porous media. Later, they [91] extended the isother-
mal LBM to the thermal flows in porous media. Their model had been successfully applied
in natural convection with heat transfer in porous media between two parallel plates [250],
convective heat transfer in pipes filled with porous material [259] and mixed convection
in a driven cavity packed with porous material [26]. By selecting appropriate equilibrium
distribution functions and discrete source terms, Gao et al. [73] extended Guo’s model [91]
to heat and mass transfer under local thermal non-equilibrium conditions, in which several
complex time-derivative terms were introduced into the evolution equations for solid and
fluid temperatures. In this improved model, the compression work and viscous dissipation
effects were ignored. Wang et al. [287] developed a more convenient lattice Boltzmann
model in which both viscous dissipation and compression work were considered. In this
model, a density distribution function was used to simulate the flow field and two total
energy distribution functions were used to simulate temperature fields for both fluid and
solid.

Recently, a particular attention has been paid to axisymmetric fluid flow and heat
transfer through porous media [238–241]. By introducing porosity into the equilibrium
distribution function in REV scale approach, Rong et al. [238] proposed a thermal LBE
model where the conventional fluid flow in porous media has been successfully simula-
ted directly without coordinate shift. In another work, Rong et al. [241] developed an
algorithm dedicated to solve axisymmetric heat transfer and fluid flow problems in a
pipe partially filled with porous media. The algorithm was implemented on the Graphics
Processing Unit (GPU) using NVIDIA’s CUDA for a massively parallel calculation. By
weakening the coupling between the flow velocity and pressure, a new processing shape
for external force was introduced by Rong et al. [239] to simplify the computation for
macroscopic quantities. Later, Rong et al. [240] applied successfully the model presented
in [241] to simulate heat and fluid flow in cylindrical pipe with porous blocks.

The existing literature shows that LBM can be used to study axisymmetric thermal
flow through porous media. The main drawbacks of the previous methods are that the
source term involves more complicated terms than the original equations and the added
forces cause inconsistency in dimension with the lattice Boltzmann equation. In order to
alleviate these issue, we propose a new LBM scheme, which inserts the position and time
dependent source terms into the evolution equation of the standard LBM, and makes it
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Chapter 3. LB model for axisymmetric fluid flow through porous media

recover the continuity and Navier-Stockes equations on the cylindrical coordinate system
by Chapman-Enskog expansion.

3.1.2 Governing equations

The analysis is carried out for a two-dimensional, incompressible, laminar and axisym-
metric flow filled with porous medium. The porous structure is saturated with a single
phase Newtonian fluid and is considered homogeneous and isotropic with a uniform poro-
sity. Furthermore, the thermophysical properties of the working fluid and solid matrix are
assumed constant. Moreover, the viscous dissipation and thermal radiation heat transfer
are neglected. Under these assumptions, the final shape of the governing equations in the
cylindrical coordinates system based on the Representative Elementary Volume (REV)
scale is given by (3.1)-(3.4):

∂ur
∂r

+
ur
r

+
∂uz
∂z

= 0 (3.1)
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+
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ε
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(
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∂ur
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∂2ur
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)
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σ
′ ∂T

∂t
+ uz

∂T

∂z
+ ur

∂T

∂r
= αe

(
∂2T

∂r2
+

1
r

∂T

∂r
+
∂2T

∂z2

)
(3.4)

where ur, uz, p and T are the volume averaged radial velocity, axial velocity, pressure and
temperature, respectively. νe is the effective kinetic viscosity given by νe = ν/ε [91], where
ν is the kinematic viscosity of the fluid, the coefficient σ

′

represents the ratio between the
heat capacity of the solid and fluid materials σ

′

= (ερlcpl + (1 − ε)ρscps) /(ρlcpl) and αe
is the effective thermal diffusion coefficient given by:

αe =
λe
ρlcpl

(3.5)

where λe is the effective thermal conductivity given by [20]:

λe =
λl [(λl + λs) − (1 − ε) (λl − λs)]
[(λl + λs) + (1 − ε) (λl + λs)]

(3.6)

Fp = (Fpz, Fpr) represents the total body force due to the presence of the porous medium
and is given by:

Fp = (Fpz, Fpr) = −ευ

K
u − εFε√

K
|u|u + εG (3.7)
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3.1. Axisymmetric models

where G is the body force given by:

G = −gβ(T − T0) + a (3.8)

with the first term representing the buoyancy force (β is the thermal expansion coefficient,
g the gravitational acceleration and T0 the reference temperature), and the second term
representing the acceleration. Worth to mention that the term − εFε√

K
|u|u in equation 3.7

is called Forchheimer term.

The geometric function Fε and the porous medium permeability K are related to the
porosity ε based on Ergun’s experimental investigations [61], which can be expressed as:

Fε =
1, 75√
150ε3

(3.9)

K =
ε3d2

p

150 (1 − ε)2 (3.10)

where dp is the mean diameter of the pores.

Equations (3.1-3.3) are combined and recast in pseudo-Cartesian shape plus extra
terms to read:

∂uβ
∂xβ

= −ur
r

(3.11)
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σ
′ ∂T

∂t
+ uα

∂T

∂xα
= αe

(
∂2T

∂x2
α

+
1
r

∂T

∂r

)
(3.13)

Here Einstein summation convention is used over repeated indices and α is the index
standing for r or z.

Beside Reynolds and Prandtl number, defined in this case by Re = LU
ν

and Pr = ν
αe

,
the heat transfer problems governed by equations (3.1)-(3.4) is characterized by Darcy
number, Da, defined as follows:

Da =
K

L2
(3.14)

where L is the characteristic length and U is the characteristic velocity.
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Chapter 3. LB model for axisymmetric fluid flow through porous media

3.2 Axisymmetric lattice Boltzmann equation for fluid

flow through porous media

In what follows, we derive a new LBM scheme, which inserts the position-and time-
dependent source terms into the evolution equation of the standard LBM, and makes
it recover the exact mass and momentum equations on cylindrical coordinates system
through Chapman-Enskog expansion. This new scheme combines the idea proposed by
Halliday et al. [94] which uses the CTM approach with the one introduced by Guo et
al. [92] to include the effect of porous media on fluid flow into the equilibrium distribution
function. Compared with the existing LBE models for axisymmetric thermal flows through
porous media [238–241], the proposed model has the following features: (i) the source
terms are simply extra terms in the transformed pseudo-Cartesian equations where the
velocity gradient calculations are avoided, (ii) the centered scheme is applied to remove
the discrete lattice effects, (iii) it is easier to implement when compared to Rong et al.’s
models [238–241] and the standard calculation of the macroscopic variables is preserved,
(iv) it is applied on a uniform rectangular grid in the cylindrical coordinate system,
which adheres to the inherit property of LBM, (v) the singularity problem at the axis
can be appropriately handled, by presenting the discretization order, without affecting an
important advantage of the lattice Boltzmann method: the easy processing of boundary
conditions. The present approach is generally suitable for axisymmetric flows involving
more physical phenomena, consequently.
Our method of adjustment is demonstrated by implementing the cylindrical coordinates
form of the continuity and momentum equations on a rectangular lattice and generating
results for pipe flow. By adopting the following mapping:

(z, r) = (x, y)

(uz, ur) = (ux, uy)
(3.15)

we obtain a pseudo-Cartesian representation from (3.11) and (3.12). The right-hand side
terms in continuity (3.11) and the three last terms in momentum equations (3.12) arise
from the particular way in which our simulation has been adapted to cylindrical coordi-
nates and we consider them as “non-rectangular” contribution.
In the following section, the LBE model based on the REV approach for axisymmetric
thermal flows through porous media is introduced.

3.2.1 Lattice Boltzmann equation for the velocity field

In order to simulate the axisymmetric flows through porous media, we refer to [84]
where we propose the following LBE model with source and force terms:

fk (x + ck∆t, t+ ∆t) − fk (x, t) = τe (f eqk (x, t) − fk (x, t))

+ wkΘ∆t+
∆t
χc2

ckαFα + Fpk∆t
(3.16)
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3.2. Axisymmetric lattice Boltzmann equation for fluid flow through porous media

where fk is the density Distribution Function (DF) of particles; f eqk is the local Equilibrium
Distribution Function (EDF) of particles; ∆t is the time step; x is the position vector,
i.e., x = (z, r), c = ∆x

∆t
; ckα is the α-component of vector ck which is the velocity vector

of a particle in the link k; ∆x is the lattice space; wk is the weight, Θ is the source term
defined as:

Θ = −ρur
r

(3.17)

Fα is the force term given by:

Fα = −ρuαur
εr

− 2ρνeur
r2

δαr (3.18)

χ is defined by:

χ =
1
c2

∑

k

ckck (3.19)

and τe is the effective relation time which is related to the single relaxation time τ by [316]

τe =

{ 1
τ

, r = 0
1
τ

(
1 + (2τ−1)ckr∆t

2r

)
, r 6= 0

(3.20)

where τ is given by: τ = 3υ + 1
2
. The last term on the right-hand side of equation (3.16),

Fpk∆t, accounts for the total force due to the presence of the porous medium and other
external force fields and is given by [91]:

Fpk = wkρ
(

1 − 1
2τ

) [
ck · Fp

c2
s

+
uFp : (ckck − c2

sI)
εc4
s

]
(3.21)

where cs is the lattice speed of sound.

To include the effect of the porous medium, the Equilibrium Distribution Function
(EDF) of the DnQb models is defined as follows:

f eqk = wkρ

[
1 +

ck · u

c2
s

+
uu : (ckck − c2

sI)
2εc4

s

]
(3.22)

We used the nine-velocity square lattice (D2Q9) arrangement , already illustrated in sec-
tion 2.6.3.

From equation (3.19), we have χ = 6.

Accordingly, the fluid density ρ and fluid velocity u can be given by:

ρ =
∑

k

fk (3.23)

ρu =
∑

k

ckfk +
∆t
2
ρFp (3.24)
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It is noted that the force term Fp of equation (3.7) contains the velocity u, too. That
means equation (3.24) is a nonlinear equation for the velocity u. However, the velocity
u could be obtained explicitly due to the quadratic nature of the equation (3.25) itself
as [92]:

u =
v

c0 +
√
c2

0 + c1|v|
(3.25)

where v is an auxiliary velocity defined as:

ρv =
∑

k

ckfk +
∆t
2
ερG (3.26)

The two parameters c0 and c1 in equation (3.25) are given by:

c0 =
1
2

(
1 + ε

∆t
2
ν

K

)
(3.27)

c1 = ε
∆t
2

Fε√
K

(3.28)

The derivation of the velocity field equation (3.25) from the nonlinear equation (3.24) is
detailed in Appendix A.

Through the Chapman-Enskog procedure, the effective viscosity is defined by:

νe = c2
s

(
τ − 1

2

)
∆t (3.29)

3.2.2 Lattice Boltzmann equation for the temperature field

The governing equation (3.13) is a convection-diffusion equation (CDE). For most
of the existing LBGK models for CDE, several unwanted deviation terms are ignored
under the assumption of small Mach number in the Chapman-Enskog analysis to derive
equation (3.13) [91]. In order to eliminate this restrictive assumption, two possible ways
can be suggested. The first way is to add a source term in the evolution equation of the
LBE model such that the CDE can be recovered correctly [42]. However, the collision
process cannot be performed locally as discussed in section (2.8.4). To overcome the
above constraint, a second way is proposed which consists in deriving a LBE model with
a modified Equilibrium Distribution Function (EDF) and adding an appropriate source
term in the evolution equation of the temperature field to ensure that the unwanted
terms in the previous models can be eliminated safely [27]. Based on the idea of Chai and
Zhao [27], the evolution equation of the present modified model for the temperature field
is written as follows:

gk (x + ck∆t, t+ ∆t) − gk (x, t) =
∆t
τg

(geqk (x, t) − gk (x, t))

+ ∆tQk + wkS∆t
(3.30)
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where gk is the temperature distribution function, τg is the relaxation time which is related
to the thermal diffusivity through the Chapman-Enskog expansion by:

αe = σ
′

c2
s

(
τg − 1

2

)
∆t (3.31)

and geqk is the equilibrium temperature distribution function which is defined by:

geqk = wkT

[
σ

′

+
ck · u

c2
s

+
uu : (ckck − c2

sI)
2εc4

s

]
+ wk

εpT

c2
sρ0

(3.32)

where σ
′

is the heat capacity ratio linked with the influence of porous media on heat
distribution and ρ0 is the average value of the fluid density.

The source term Qk is taken as:

Qk = wk

(
1 − 1

2τg

)


ck ·
(
εp∇T
ρ0

+ TFp

)

c2
s


 (3.33)

The last term in equation (3.30) represents the source term due to the axisymmetric
configuration equal to:

S =
αe
r

∂T

∂r
(3.34)

This term can be easily approximated using Finite Difference Method (FDM).

Through the Temperature Distribution Function (TDF), the temperature T is defined
by:

T =
∑
k gk
σ′

(3.35)

3.3 Lattice Boltzmann boundary conditions

In axisymmetric flows, the distribution functions which are pointed toward the inside
of the domain are defined on all boundaries including the symmetry axis. In the discussed
test cases, symmetry boundary conditions are applied on the axis as described in section
2.5.2. However, at such position (r = 0), the singularity emerges in the terms θ and Fα
calculated from equations (3.17) and (3.18), respectively. Two approaches have been used
to address this problem. The first one is based on the rearrangement of lattices: the first
lattice line is set at r = 0.5∆x such a way that the x axis is located both along the
centerline of a pipe and in the middle of the two consecutive horizontal lattice lines. So
the midgrid point specular reflection (halfway symmetry) boundary conditions is applied
to a ghost lattice line located on r = −0.5∆x (see figure 3.1) [89,310,317]. In such a way,
the axis is located off lattices as a result the mentioned source terms are applied only at
r 6= 0. The second approach is based on the evaluation of the singular source terms of type
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A

B

5 26

8 47

Figure 3.1 – Symmetry axis boundary; dashed-dotted line: symmetry axis; and dashed
line: ghost boundary along symmetry axis.

1/r using Taylor series expansion. After applying this approach, only terms containing
a factor of ∂r(.) or ur are got. Now, as u(r = 0) = 0 and so the resulting derivatives at
r = 0 are zero, we get no source term [232, 318]. As a consequence, the two approaches
lead to compute source terms only when r 6= 0.

3.4 From lattice Boltzmann equation to balances for

axisymmetric fluid flow through porous media

The Chapman-Enskog analysis is applied to show that the macroscopic balances can
be retrieved exactly from the LBE model.

3.4.1 Derivation of mass and momentum equations

To derive the governing equations (3.11) and (3.12) for incompressible axisymmetric
fluid flows though porous media from the present LBE model, we first make the following
ansatz:

ρu =
∑

k

ckfk +m∆tFp (3.36)

where m is a constant to be determined by identification, as will be seen further bellow.

The forcing term Fpk in equation (3.16) can be written in a power series form as:

Fpk = wk

[
Ap +

Bp · ck
c2
s

+
Cp : (ckck − c2

sI)
2c4
s

]
(3.37)
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where Ap, Bp, and Cp are functions of Fp to be determined by requiring that the moments
of Fpk are consistent with the hydrodynamic equations. After some algebra, we get the
zeroth, first and second moments of Fpk,

∑

k

Fpk = Ap,
∑

k

ckFpk = Bp,
∑

k

ckckFpk =
1
2

[Cp + CT
p ] (3.38)

From the expression of f eq in equation (3.22), we derive the following expression of the
moments:

∑

k

f
(0)
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k

ckf
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ckαckβf
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ckαckβckγf
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sρ (uαδβγ + uβδαγ + uγδαβ) (3.39)

∑

k

ckf
(1)
k = −m∆tF(1)

p (3.40)

∑
k f

(η)
k = 0 , for η > 0

∑
k ckf

(η)
k = 0 , for η > 1

(3.41)

The macrodynamic behavior arising from the LBE (3.16) can be found from a multiscale
analysis using an expansion parameter ξ, which is proportional to the ratio of the lattice
spacing to a characteristic macroscopic length:

fk = f
(0)
k + ξf

(1)
k + ξ2f

(2)
k + ... (3.42)

∂

∂t
= ξ

∂

∂t1
+ ξ2 ∂

∂t2
+ ... (3.43)

∇ = ξ∇1 (3.44)

Fpk = ξF
(1)
pk (3.45)

Fp = ξF(1)
p , Ap = ξA(1)

p ,Bp = ξB(1)
p ,Cp = ξC(1)

p (3.46)

The centered scheme is used for both mass Θ and momentum Fα source terms as [316]:

Θ = Θ
(

x +
1
2

ck∆t, t+
1
2

∆t
)

(3.47)

Fα = Fα

(
x +

1
2

ck∆t, t+
1
2

∆t
)

(3.48)
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which can be also written, via Taylor’s expansion, as:

Θ
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)
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Expanding fk (x + ck∆t, t+ ∆t) in equation (3.16) about x and t, and applying the above
multiscaling expansion to the resulting continuous equation, we get the following equations
in successive powers of the parameter ξ:

O(ξ0) : f (0)
k = f eqk (3.51)
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where D1k = ∂
∂t1

+ ck · ∇1.

Taking moments of equation (3.52), we get the following macroscopic equations on the
t1 = ξt time scale and x1 = ξx space scale:

∂ρ

∂t1
+ ∇1 · (ρu) = Θ +A(1)

p (3.54)

∂(ρu)
∂t1

+ ∇1 · Π(0)
αβ = Fα + B(1)

p +
m

τ
F(1)
p = Fα +

(
n+

m

τ

)
F(1)
p (3.55)

where we assume that B(1)
p = nF(1)

p , and n is a constant to be determined. Π(0)
αβ is the

zeroth-order momentum flux tensor given by:

Π(0)
αβ =

∑

k

ckαckβf
(0)
k = εpδαβ +

ρuαuβ
ε

(3.56)

In order to retrieve Euler equations from equations (3.54) and (3.55), we must set there-
fore:

Ap = 0, n+
m

τ
= 1 (3.57)

Similarly, the moments of equation (3.53) lead to the following equations:
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(3.59)
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where Λαβ is given by:

Λαβ = −
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and
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)∑

k

ckαckrf
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The first-order momentum flux tensor Π(1)
αβ =

∑
k ckαckβf

(1)
k can be simplified using equa-

tion (3.53) and (3.54). After some standard algebra, we get [92]:
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Introducing this expression into equation (3.60), we obtain:
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(3.63)

where νe is the kinematic viscosity defined by:

νe = c2
s∆t(τ − 1

2
) (3.64)

To recover the correct governing equations (3.11) and (3.12) for the incompressible axi-
symmetric flows through porous media, the parameters Ap, Bp and m must be set as
follows:

Ap = 0, n+
m

τ
= 1, m =

1
2
,Bp = m

(
2 − 1

τ

)
Fp (3.65)

and Cp sets to:

Cp =
1
ε

(
1 − 1

2τ

)
(uFp + Fpu) =

2
ε

(
1 − 1

2τ

)
(uFp) (3.66)

Using the above results, we can find the following expression:

∇1Λαβ = νe [∇1αuβ + ∇1βuα] (3.67)

The same method of calculation is used for Λαr, too, which leads to:

Λαr = νe [∇1αur + ∇1ruα] (3.68)

Combining the results on the t1 = ξt and t2 = ξ2t time scales, equations (3.54), (3.55),
(4.18) and (4.19) together with equations (3.65) and (3.66), we can easily check that
the final macroscopic equations for incompressible flow through porous media given by
equations (3.11) and (3.12) are retrieved.
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3.4.2 Derivation of the energy equation

The energy equation can be derived from the proposed LBE model through Chapman-
Enskog expansion procedure. First, the following multiscaling expansions are introduced:

gk = g
(0)
k + ξg

(1)
k + ξ2g

(2)
k + ... (3.69)

∂

∂t
= ξ

∂

∂t1
+ ξ2 ∂

∂t2
+ ... (3.70)

∇ = ξ∇1 (3.71)

Qk = ξQ
(1)
k (3.72)

Fp = ξF(1)
p (3.73)

S = ξ2S(1) (3.74)

where ξ in this section is set to ∆t which is a small expansion parameter proportional to
Knudsen number.

Expanding gk (x + ck∆t, t+ ∆t) in equation (3.29) about x and t, and applying the
above multiscaling expansions to the resulting continuous equation, we retrieve the follo-
wing equations in the successive powers of the parameter ξ:

O(ξ0) : g(0)
k = geqk (3.75)

O(ξ1) : D1kg
(0)
k = − 1

τg∆t
g

(1)
k +Q

(1)
k (3.76)

O(ξ2) :
∂g

(0)
k

∂t2
+D1kg

(1)
k +

∆t
2
D2

1kg
(0)
k = − 1

τg∆t
g

(2)
k + wkS

(1) (3.77)

where D1k = ∂
∂t1

+ ck · ∇1.

From the definitions of geq we get the following relationships:

∑

k

g
(0)
k = σ

′

T,
∑

k

ckαg
(0)
k = uT

∑

k

ckαckβg
(0)
k = c2

sσ
′

T I +
Tuu

ε
+
εpT I

ρ0

(3.78)

∑

k

Q
(1)
k = 0,

∑

k

ckαQ
(1)
k =

(
1 − 1

2τg

)[
εp∇1T

ρ0

+ TFp

]
(3.79)

∑
k g

(η)
k = 0 , for η > 0

∑
k ckg

(η)
k = 0 , for η > 1

(3.80)
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From equation (3.76) and referring to the relationships (3.78) and (3.79), we get:

∑

k

ckαg
(1)
k = −τg∆t

∂(Tu)
∂t1

− τg∆t∇1 ·
(
c2
sσ

′

T I +
Tuu

ε
+
εpT I

ρ0

)

+ τg∆t

(
1 − 1

2τg

) [
εp∇1T

ρ0
+ TFp

] (3.81)

Using equations (3.76) and (3.77), we get the macroscopic equations on the t1 = ξt time
scale and x1 = ξx space scale:

∂(σ
′

T )
∂t1

+ ∇1 · (uT ) = 0 (3.82)

∂(σ
′

T )
∂t2

+ ∇1 ·
[(

1 − 1
2τg

)
∑

k

ckαg
(1)
k

]
+

∆t
2

∇1 ·
[
∑

k

ckαQ
(1)
k

]
= S(1) (3.83)

After some algebra and making use of equations (3.79) and (3.80), the above equation
(3.83) at the t2 time scale are rewritten:

∂(σ
′

T )
∂t2

= ∇1 · (αe∇1T ) + S(1) (3.84)

where αe is given by:

αe = σ
′

c2
s

(
τg − 1

2

)
∆t (3.85)

Combining the macroscopic equations at the t1 = ξt and t2 = ξ2t scales, we get:

ξ
∂(σ

′

T )
∂t1

+ ξ2∂(σ
′

T )
∂t2

+ ξ∇1 · (uT ) = ξ2∇1(αe∇1T ) + ξ2S(1) (3.86)

which leads to the following energy equation:

∂(σ
′

T )
∂t

+ ∇(uT ) = ∇ · (αe∇T ) + S (3.87)

where S is the source terme given by equation (3.34), QED.

3.5 Model validation

In order to validate the proposed LBE, four flow problems are carried out:
1- The incompressible isothermal fluid flow driven by constant forces in a clear pipe,
2- The incompressible isothermal fluid flow driven by constant forces in a porous pipe,
3- The incompressible isothermal fluid flow in a porous pipe which wall is drifted at

a constant velocity on the pipe wall and parallel to its axis,

91



Chapter 3. LB model for axisymmetric fluid flow through porous media

4- The incompressible thermal flow driven by constant flow rate in a pipe partially
filled with porous media.

The approach here is to check the relevance of the model starting from the simplest case
to the closest one to the target configuration; the capillary heat pipe. All the numerical
tests are simulated with a uniform lattice size of 100 × 100 except the last test case where
we took 200 × 4000 lattices. For our LBM simulations, we use unit time step (∆t = 1),
unit grid spacing (∆z = ∆r = 1) and unit relaxation time (τ = τg = 1).

In each run, the following inequality is used to check whether the steady state is
reached: ∑

x ‖ φ(x, t+ ∆t) − φ(x, t) ‖
∑
x ‖ φ(x, t) ‖ ≤ 10−6 (3.88)

where ‖ . ‖ is the L2 norm, φ represents u or T . Typically, it takes about 50, 000 time
steps for each case to achieve the above criterion.

Numerical computations are carried out using dimensionless variables. Thus, all results
are given in dimensionless units.

3.5.1 The incompressible isothermal fluid flow in a clear pipe
driven by a constant force

uz = ur = 0

uz = ur = 0

az

z

r

Figure 3.2 – Illustration of the first (clear pipe) and second (porous pipe) test cases.

In the first test case, the incompressible isothermal fluid flows through a pipe and is
driven by a constant external force a = (az, 0). Figure 3.2 shows an illustration of the
proposed problem. The operating conditions are: K → ∞, ε → 1, which represent the
fluid flow in a clear pipe. The fluid is assumed at rest initially and its density is taken
constant ρ = ρ0 = 1. Thus, the boundary conditions read:

{
∂uz

∂r
= ∂ur

∂r
= 0 , r = 0

uz = ur = 0 , r = R
(3.89)

Periodic conditions are applied at the inlet and outlet boundaries. At r = 0, we apply the
symmetric boundary condition (impermeability and slip conditions) and no-slip boundary
condition at the solid wall for r = R, as shown in figure 3.2.
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Figure 3.3 – A comparison of the axial velocity profiles for different external forces of
the first test as obtained from the present LBE model simulation (solid lines) versus the
closed-form solution (symbols) for the first test case.

The analytical solution for the axial velocity of the Hagen-Poiseuille flow is given by:

uz(r) = u0

(
1 − r2

R2

)
(3.90)

where u0 = azR
2/4ν is the maximum velocity where az is a constant external body force

applied on the fluid and R is the radius of the pipe.

Three test cases are conducted by the present LBE model for different flow rates under
the same working condition: ν = 0.1. Excellent agreement with closed-form solution is
noticed from figure 3.3. To be consistent with such a flow, the inertia term is deactivated
in the numerical model. Also, it can be seen that external force term affects directly
the resulted velocity. This can be seen from the analytic solution: increasing the force
term increases the maximum velocity, too. Either adverse or favorable, this force is a key
element in fluid flow behavior.

3.5.2 The incompressible isothermal fluid flow in a porous pipe
driven by a constant force

The second test deals with the incompressible isothermal fluid flow in a porous pipe
driven by a constant force as shown in figure 3.2. The initial and boundary conditions
are the same as those of the first test case. The porous medium parameters are chosen
as: ν = 0.01, ε = 0.1 and az = 10. Neglecting the effect of Forchheimer term in equation
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(3.7), the governing equations can be written as follows:

ν

ε

[
∂2uz
∂r2

+
1
r

∂uz
∂r

]
=

ν

K
uz − az (3.91)

The corresponding closed-form solution reads [239]:

uz(r) = Re

{
azK

ν
− azKJ0((−ε/K)1/2r)

J0((−ε/K)1/2R)ν

}
(3.92)

where J0 is the zeroth-order Bessel function of the first kind and Re means the real part
of the complex variable.

The numerical results of the present LBE applied to equation (3.91) are compared in
figure 3.4 with closed-form solution. Very good agreement between them is observed from
this figure. As it can be seen, the permeability has a significant effect on the velocity.
In fact, increasing the porous medium permeability leads to increasing the maximum
velocity. This is due to the diminution of the Darcy force effect resulting in the increasing
ability of the porous media to transmit even easier the fluid throufh its porous network.

For flows in porous medium, inertial effects can also become significant which is known
as Forchheimer term. This term takes into account the non-linear behavior of the pres-
sure difference. For low flow velocities (Re ≤ 10), Darcy’s law correctly describes the flow
in porous media [262]. However, as velocities become larger (Re > 10), a discrepancy
between experimental data and results obtained from Darcy’s law was found by Forch-
heimer [145]. He linked this discrepancy to inertial effects and suggested to add the term
representing kinetic energy bearing his name. Based on what was found previously, the
effect of Forchheimer term is also studied. Due to the difficulty in obtaining the analytical
solution in the presence of inertia effect, we compared our numerical results (with inertia
activated) with those obtained by Rong et al. [238]. As it can be seen, good agreement is
obtained. The effect of permeability is figured here also as discussed before. By comparing
figures 3.4 and 3.5, we can see that, for the same working conditions, adding Forchheimer
force term greatly affects the evolution of the axial velocity. For example, for K = 10−2

at position r = 0, the axial velocity in the case with and without Forchheimer force is
equal to 8.14 and 0.46, respectively. This effect is decreasing as the permeability increases.
The Forchheimer can not therefore be neglected and should be taken into account in such
problems.
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Figure 3.4 – A comparison of the axial velocity profiles for different permeabilities as
obtained from the present LBE model simulation (solid lines) and the closed-form solution
(symbols) for the second test case with Forchheimer term.
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Figure 3.5 – A comparison of the axial velocity profiles for different permeabilities as
obtained from the present LBE model simulation (solid lines) and the numerical solution
by Rong et al. [238] (symbols) for the second test case without Forchheimer term.
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3.5.3 The incompressible isothermal fluid flow in a porous pipe
driven by a constant velocity on the pipe wall

The third test case is the incompressible isothermal fluid flow in a porous pipe driven
by constant velocity u0 on the pipe wall. The configuration of the problem is shown in
figure 3.6 where the velocity is set to 1.0 in the simulations.
The governing equations (3.91) can also be used to describe this problem without external

uz = 1, ur = 0

uz = 1, ur = 0

z

r

Figure 3.6 – Illustration of the third case test.

force (az = 0). The only difference from the above test is the velocity boundary condition
on the pipe wall which is deal with using Zou-He BC described in 2.5.2. All tests were
carried out with the same working conditions: ν = 0.01 and ε = 0.1.

Similar to the above discussions, the problem without Forchheimer term is first studied,
and the closed-form solution reads:

uz(r) = Re

{
u0J0((−ε/K)1/2r)
J0((−ε/K)1/2R)

}
(3.93)

The numerical results are compared with the closed-form solutions in figure 3.7 where
remarkable agreement is got in this case too. The axial velocity increases along the radial
axis until it reaches the maximum velocity at the pipe wall. As it can be seen, the decreases
of permeability leads to get closer to the wall velocity all along the axis. This can be
explained by the fact that permeability of the porous medium affects the fluid flow by
slow motion its circulation.

The same test case is considered now when Forchheimer term is included in the mo-
mentum equations (3.91). As shown in figure 3.8, the numerical results agree quite well
with those found by central difference solutions by Rong et al. [238] for different per-
meability. Compared to figure 3.7, the velocity profile is flatter when Forchheimer term
is considered than when it is not. By taking the example at position r/R = 0.2 and
K = 10−3, the axial velocity is equal to 0.91 and 0.83 in the case with and without Forch-
heimer term, respectively. From this example, we can conclude that considering this term
leads to increasing the axial velocity. Changing the flow topology considerably, this term
must therefore not be neglected.
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Figure 3.7 – A comparison of the axial velocity profiles for different permeability as
obtained from the present LBE model simulation (solid lines) without Forchheimer term
versus the closed-form solution (symbols) for the third test.
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Figure 3.8 – A comparison of the axial velocity profiles for different permeability of
the third test case as obtained from the present LBE model simulation (solid lines) with
Forchheimer term versus numerical solution by Rong et al. [238] (symbols).
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3.5.4 The incompressible heated fluid flow in a porous pipe
partly filled with porous medium

The last test case is the incompressible thermal fluid flow in a pipe partly filled with
porous medium. The configuration is presented in figure 3.9 where the velocity is set to
1.0 in the simulations. The initial and boundary conditions are the same as described
in [241]. The dimensionless pipe radius is R0. The dimensionless porous medium radius
inset in the pipe is Rp. R is the pipe dimensionless current radius. Uin and Tin are the
unit inlet velocity and temperature, respectively.
The numerical results of the present LBE model are compared with the results of Rong et

uz = ur = 0, Tw = 1

uz = ur = 0, Tw = 1

Tin
Uin

Rp

R0

z

r

Figure 3.9 – Schematic diagram of the fourth case test.

al. [241] given for ε = 0.4, Da = 10−3 to Da = 10−5, Rp = 0.5, Pr = 0.7 and Re = 100.
Very good agreement can be seen from figures 3.10 between the present work results
and the results of the model proposed by Rong et al. [241]. As shown from figure 3.10a,
the variations of axial velocity are lower in the region filled with the porous medium. In
fact the presence of such structure involves forces that help fluid circulation more uniform
along the pipe. While in the region without porous medium, equivalent viscosity is smaller
and so the velocity gradients can be larger while shear stress is comparable. From figure
3.10b, we can see that the temperature is virtually constant in the porous region and
increases rapidly in the clear region to reach the wall temperature. As the temperature
and velocity profiles are deeply related, this can be explained also by the small velocity
gradient in the porous region.

The LBM used in these test cases is relevant only for weakly compressible flows. In
fact, through multiscaling expansion, the incompressible Navier-Stokes equations were
recovered from the proposed lattice Boltzmann equation on the assumptions of small
Mach number and slow density variation in a manner that the density fluctuation can be
neglected. However, these two conditions can’t always be satisfied in numerical simulation
using the proposed models.
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Figure 3.10 – A comparison of the 3.10a axial velocity and 3.10b temperature profiles
of the fourth test case as obtained from the present LBE model simulation (solid lines)
versus the results of Rong et al. [241] (symbols).
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3.6 Enhanced axisymmetric model

3.6.1 Compressibility problem statement

The point is that the compressibility effect in the existing LBE models may produce
uncontrollable error. Therefore, most of these models can be used only to simulate com-
pressible flows in the incompressible limit. That is why it is considered as an artificial
compressible model for the incompressible Navier-Stokes equations. In many previous
studies, the compressibility effect of incompressible LBE model has been highlighted.
Efforts have been made to either reduce or eliminate such errors [90, 98, 151, 310]. By
neglecting terms of higher order Mach number in the equilibrium density distribution
function, He and Luo [98] proposed an incompressible LBGK model in which the distri-
bution function is for pressure representation. The incompressible Navier-Stokes equations
in artificial compressible form were derived from this model. However, before the model
is used, the average pressure of the flow must be specified in advance. In some cases,
especially in practical problems, the average pressure is not known or cannot be prescri-
bed precisely. Furthermore, when it is used to simulate unsteady incompressible flows,
the model requires an additional condition, L

Tcs
≪ 1(T and L are characteristic time and

length, respectively), to neglect the artificial compressibility effect. To derive a more ac-
curate axisymmetric model, Lee et al.’s model [151] started from the incompressible LBE
proposed by He and Luo [98]. In their model, the compressibility effect of O(M2) order
is explicitly eliminated. When the model proposed in [151] is used to simulate unsteady
incompressible axisymmetric flows, in order to neglect the artificial compressible effect,
the condition aforementioned, L/Tcs ≪ 1, is required. Equally the average pressure of
the flow must be specified in advance in this model, too. In order to avoid the above
shortcomings, Zhang et al. [310] developed a new axisymmetric LBE model with second
order accuracy in space. This model can eliminate the compressibility effects only within
the small Mach number limit and has no velocity gradients in source terms. Following
the same idea and by reducing the coupling between flow velocity and pressure, Rong
et al. [239] successfully recovered the incompressible fluid flow through porous media for
isothermal flow. Although the above axisymmetric LBGK models have been used to simu-
late various flows, they still suffer some limitations. Firstly, in the case where the fluids
are liquids, the pressure drop that drives the fluid to flow through a porous media is
usually very large. That means large density variations, for a given computational speed
of sound, occur in the simulation which causes numerical instability. However, the density
may fluctuate to a great extent in flows with large pressure gradient because the pressure
and density variations satisfy the ideal gas equation of state. Thus, in such a case, the
Navier-Stokes equations of incompressible fluid are not satisfied exactly. Secondly, these
models almost include many velocity gradients in the source terms. The discretization of
these gradient terms may lead to additional errors and numerical instability. Finally, most
of these models are built from the standard LBE, so they can only be viewed as artificial
compressible methods for simulating incompressible axisymmetric flows. Considering the
significance of the incompressible Navier-Stokes equations in theory and applications, it is
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necessary to establish a LBGK model which can recover the incompressible Navier-Stokes
equations exactly through porous media. It is well known that the small Mach number
limit is equivalent to the incompressible limit, so it is possible to set up a LBE model
which can properly model the incompressible Navier-Stokes equations only with the small
Mach number limit. Based on this idea, the LBE for the incompressible axisymmetric
flows in porous media, described in the previous section is improved to overcome the
above limitations. This model combines the idea in [84] with the one of Zhang et al. [310].
Compared with the existing LBE models and the one in [84] for axisymmetric incompres-
sible thermal flows through porous media, the proposed model has the following features:
(i) The Navier-Stokes equations for incompressible fluid flow are recovered correctly up
to second-order; (ii) It still retains the inherent features of the standard LB method; (iii)
Its implementation is in noway more complicated than the original model.

3.6.2 Lattice Boltzmann equation for the velocity field

In order to correctly simulate the axisymmetric incompressible fluid flows through
porous media, we propose the following modified LBE model:

fk (x + ck∆t, t+ ∆t) − fk (x, t) = τe (f eqk (x, t) − fk (x, t))

+ wkΘ∆t+
∆t
χc2

ckαFα + Fpk∆t
(3.94)

where fk is the pressure distribution functions; f eqk is the pressure equilibrium distribution
function; Θ is the source term defined as:

Θ = −ur
r

(3.95)

Fα is the force term given by:

Fα = −uαur
εr

− 2νeuα
r2

δαr (3.96)

χ, τe and Fpk are kept the same as in (3.19), (3.20) and (3.21), respectively.
To include the effect of the porous medium and to recover, the EDF of the DnQb models
is defined as follows:

f eqk =






ρ0 − 4ϕεP
ρ0c2 + s0(u) , k = 0

φεP
ρ0c2 + sk(u) , k = 1, 2, 3, 4
ψεP
ρ0c2 + sk(u) , k = 5, 6, 7, 8

(3.97)

where the constant ρ0 is the fluid average density, and sk is given by:

sk(u) = wk

[
ck.u

c2
s

+
uu : (ckck − c2

sI)
2εc4

s

]
(3.98)
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The parameters ϕ, φ and ψ satisfy the following relationships [310]:
{
φ+ ψ = ϕ
φ+ 2ψ = 1

2

(3.99)

Accordingly, the fluid pressure p and velocity u can be defined by:

p =
c2

4ϕε

[
ρ0 +

∑

k

fk + s0(u)

]
(3.100)

ρu =
∑

k

ckfk +
∆t
2

Fp (3.101)

The new equation of state recovered here, called the perfect fluid equation of state, is
more suitable to describe liquids than the perfect gas equation of state.
As it was mentioned in equation (3.25), the velocity is kept the same where v is an
auxiliary velocity defined by 3.26. Through the Chapman-Enskog procedure, the effective
viscosity is kept the same as in (3.29).

3.6.3 From lattice Boltzmann equation to mass and momentum

equations for axisymmetric fluid flow through porous me-
dia

In order to reduce the errors due to the compressibility effect in the above model
described in section 3.2, we first suppose that:

u =
∑

k

ckfk +m∆tFp (3.102)

where m is constant to be determined by the identification.

The forcing term Fpk in equation (3.16) can be written in a power series in a generalized
form as mentioned in (3.37) and with the same proprieties as in (3.38). From the expression
of f eq in equation (3.98), we get the following expression of moments:

∑

k

f
(0)
k = ρ0,

∑

k

ckf
(0)
k = u,

∑

k

ckαckβf
(0)
k =

εP

ρ0

I +
uαuβ
ε

,

∑

k

ckαckβckγf
(0)
k =

c2

3
(uαδβγ + uβδαγ + uγδαβ) (3.103)

∑

k

ckf
(1)
k = −m∆tF(1)

p (3.104)
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∑
k f

(η)
k = 0 , for η > 0

∑
k ckf

(η)
k = 0 , for η > 1

(3.105)

As before, the macrodynamic behavior arising from the LBE (3.94) is found from a mul-
tiscaling analysis using an expansion parameter ξ, which is proportional to the ratio of
the lattice spacing to a characteristic macroscopic length:

fk = f
(0)
k + ξf

(1)
k + ξ2f

(2)
k + ... (3.106)

∂

∂t
= ξ

∂

∂t1
+ ξ2 ∂

∂t2
+ ... (3.107)

∇ = ξ∇1 (3.108)

Fpk = ξF
(1)
pk (3.109)

Fp = ξF(1)
p , Ap = ξA(1)

p ,Bp = ξB(1)
p ,Cp = ξC(1)

p (3.110)

The centered scheme is used for both source term Θ and force term Fα as [316]

Θ = Θ
(

x +
1
2

ck∆t, t+
1
2

∆t
)

(3.111)

Fα = Fα

(
x +

1
2

ck∆t, t+
1
2

∆t
)

(3.112)

which are written, via Taylor’s expansion, as:

Θ
(

x +
1
2

ck∆t, t+
1
2

∆t
)

= Θ(x, t) +
1
2

∆t

(
∂

∂t
+ ck · ∇

)
Θ(x, t) + ... (3.113)

Fα

(
x +

1
2

ck∆t, t+
1
2

∆t
)

= Fα(x, t) +
1
2

∆t

(
∂

∂t
+ ck · ∇

)
Fα(x, t) + ... (3.114)

Expanding fk (x + ck∆t, t+ ∆t) in equation (3.16) about x and t, and applying the above
multiscaling expansion to the resulting continuous equation, we get the following equations
in successive powers of parameter ξ:

O(ξ0) : f (0)
k = f eqk (3.115)

O(ξ1) : D1kf
(0)
k = − 1

τ∆t
f

(1)
k + wkΘ +

ckα
6c2

Fα + F
(1)
pk (3.116)

O(ξ2) :
∂f

(0)
k

∂t2
+D1k

[(
1 − 1

2τ

)
f

(1)
k

]
= − 1

τ∆t
f

(2)
k −

(
1 − 1

2τ

)
ckr
r
f

(1)
k −∆t

2
D1kF

(1)
pk (3.117)
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where D1k = ∂
∂t1

+ ck · ∇1.

Taking moments of equation (3.116), we get the following macroscopic equations on
time scale t1 = ξt and space scale x1 = ξx:

∇1.(ρu) = Θ +A(1)
p (3.118)

∂(u)
∂t1

+ ∇1.Π
(0)
αβ = Fα + B(1)

p +
m

τ
F(1)
p = Fα +

(
n +

m

τ

)
F(1)
p (3.119)

where we assume that B(1)
p = nF(1)

p , and n is a constant to be determined. Π(0)
αβ is the

zeroth-order momentum flux tensor given by:

Π(0)
αβ =

∑

k

ckαckβf
(0)
k =

εP

ρ0
I +

uαuβ
ε

(3.120)

In order to recover Euler equations from equations (3.118) and (3.119), we must set:

Ap = 0, n+
m

τ
= 1 (3.121)

Similarly, the moments of equation (3.117) lead to the following equation:

0 = ∆t
(
m− 1

2

)
∇1F(1)

p (3.122)

Thus, m = 1
2
, necessarily.

It leads also to:
∂u

∂t2
= ∆t

(
m− 1

2

) ∂F(1)
p

∂t1
+ ∇1 · Λαβ +

Λαr

r
(3.123)

where Λαβ is given by:

Λαβ = −
(

1 − 1
2τ

)∑

k

ckαckβf
(1)
k − ∆t

2

∑

k

ckαckβF
(1)
pk (3.124)

and
Λαr = −

(
1 − 1

2τ

)∑

k

ckαckrf
(1)
k (3.125)

The first-order momentum flux tensor Π(1)
αβ =

∑
k ckαckβf

(1)
k can be simplified using equa-

tion (3.117) and (3.118). After some algebra, we obtain [92]:

Π(1)
αβ = −τ∆tc2

s (∇1αuβ + ∇1βuα) − τ∆t
[1
ε

(
uαF

(1)
pβ + uβF(1)

pα

)
− 1

2
(C(1)

pαβ + C
(1)
pβα)

]

(3.126)
Combining the above equation with equation (3.124), we obtain:

Λαβ = −
(

1 − 1
2τ

)
∇1.Π

(1)
αβ − ∆t

4

(
C

(1)
pαβ + C

(1)
pβα

)
= νe (∇1αuβ + ∇1βuα)

+ ∆t
[1
ε

(
τ − 1

2

) (
uαF

(1)
pβ + uβF(1)

pα

)
− τ

2
(C(1)

pαβ + C
(1)
pβα)

]
(3.127)
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where νe is the kinematic viscosity defined by:

νe = c2
s∆t(τ − 1

2
) (3.128)

To retrieve the governing equations (3.11) and (3.12) for the incompressible axisymmetric
flows through porous media, the following relations must hold:

Ap = 0, n+
m

τ
= 1, m =

1
2
,Bp = m

(
2 − 1

τ

)
Fp (3.129)

and Cp set as:

Cp =
1
ε

(
1 − 1

2τ

)
(uFp + Fpu) =

2
ε

(
1 − 1

2τ

)
(uFp) (3.130)

Using the above results, we can find the following expression:

∇1Λαβ = νe [∇1αuβ + ∇1βuα] (3.131)

The same method of calculation is used also for Λαr, which leads to:

Λαr = νe [∇1αur + ∇1ruα] (3.132)

Combining the results on the t1 = ξt and t2 = ξ2t time scales, equations (3.118), (3.119),
(3.122) and (4.19) together with equations (3.129) and (3.130), we can easily check that
the final macroscopic equations for incompressible flow through porous media given by
equations (3.11) and (3.12) are obtained.

3.6.4 Performance of the enhanced model

In order to evaluate the performance of the new model, a precision and accuracy test
is performed using the L2-norm of the velocity error defined as:

E(U) =
‖U − Uanalytical‖2

‖Uanalytical‖2
(3.133)

where Uanalytical is the closed-form solution value of velocity.
Figure 3.11 shows the variations of this global L2-norm error with respect to mesh

resolution for the four test cases. Results are presented in log-log scale so that slope
indicates the consistency order of the two models. The slope is equal to 2 for the enhanced
model and between 1.8 and 1.95 for previous model. Hence, L2-norm shows clearly a
second order accuracy in space for the enhanced model. Since the time step ∆t in LBE is
equal to the spatial resolution ∆x, the accuracy of the enhanced model in time is also of
second-order. Hence, it is demonstrated that: (i) the global errors from both LBE models
converge at a quasi same rate; (ii) the two original models agree numerically and (iii) the
incompressible enhanced model is more accurate than the original model.
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(b) Second test case
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(c) Third test case
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(d) Fourth test case

Figure 3.11 – L2-norm errors with respect to mesh resolution for the different test case
for the proposed LBE model (⊲ symbols) and its enhanced version (◦ symbols).

3.7 Conclusion

In this chapter, we proposed a new LBM scheme, which inserts the position and time
dependent source terms into the evolution equation of the standard LBM, and makes it
recover the continuity and Navier-Stockes equations on the cylindrical coordinate system
by Chapman-Enskog expansion. The presented model overcomes the existing methods
drawbacks which involve more complicated terms than the original equations and add
forces causing inconsistency with the lattice Boltzmann equation. An enhanced derived
model was then proposed which avoids the compressibility effect in the existing LBE
models. Then, we presented the detailed derivation of both models and their validation
through many test cases. The effect of Forchheimer term was analyzed, too. This analysis
is a guidance in the heat pipe modeling discussed in the next chapter.
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Chapter 4

Numerical analysis of the heat pipe

Abstract

In the present chapter, the model developed in chapter 3 is used to simulate wicked
heat pipe. The validations with analytical, experimental and numerical data are presented
first. The effect of various parameters is investigated and the performance of a wicked heat
pipe used in solar collectors is discussed. Then, the proposed HP is tested for different
working conditions (working fluid, wick structure, wick thickness, heat input, evaporator
length and tilt). Finally, an optimum configuration is suggested for HPSC manufacturing.

Résumé

Dans le présent chapitre, le modéle proposé au chapitre 3 est utilisé pour modéliser
un caloduc à méche souvent rencontré dans les capteurs solaires. La validation avec les
données analytiques, expérimentales et numériques est présentée. L’effet de plusieurs pa-
ramètres est investigé et la performance de caloduc est discutée. Le caloduc candidat est
testé dans différentes conditions de travail (fluide de travail, structure de la mèche poreuse
et son épaisseur, apport de chaleur, longueur de l’évaporateur et inclinaison). Enfin, une
configuration optimale est esquissée pour la fabrication des HPSC.
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Chapter 4. Numerical analysis of the heat pipe

4.1 Heat pipe modeling using Lattice Boltzmann me-

thod

The configuration of the considered heat pipe is illustrated in figure 4.1 with the co-
ordinates system.
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Figure 4.1 – Heat pipe schematic description. (Lengths are not to scale.)

4.1.1 Assumptions

The analysis is carried out for:
— An incompressible, laminar and axisymmetric flow;
— All thermophysical properties of the working fluid and solid matrix are assumed

constant;
— Viscous dissipation and radiative effects are neglected;
— When considered, the gravitational acceleration is assumed acting in axial direc-

tion;
— The liquid and vapor phases are coupled through the (radially) stagnant liquid-

vapor interface;
— The porous structure (or wick) is saturated with a single phase. Newtonian liquid

is considered homogeneous and isotropic (i.e., with uniform porosity and permea-
bility).

4.1.2 Governing equations

The problem is split into three distinct regions:
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4.1. Heat pipe modeling using Lattice Boltzmann method

— Solid region: The heat transfer through the wall is transferred purely by diffusion
where ur = uz = 0. The corresponding energy equation is that of equation (3.4)
where σ

′

is equal to 1.
— Liquid/porous region: Equations (3.1), (3.2), (3.3) and (3.4) are kept the same.
— Vapor region: Equations (3.1), (3.2), (3.3) and (3.4) are given for ε = 1 andK → ∞.

4.1.3 Boundary conditions

In order to close the problem, boundary conditions must be provided for each region.

1. For the wall region:

— at r = rs,





−λs ∂Ts

∂r
= −q, 0 ≤ z ≤ Levap

−λs ∂Ts

∂r
= 0, Levap < z < Ladia

−λs ∂Ts

∂r
= hconv (Ts − Tin) , Ladia ≤ z ≤ Ltot

— at r = rp and 0 ≤ z ≤ Ltot, λe ∂Tl

∂r
= λs

∂Ts

∂r

— at z = 0 and rp ≤ r ≤ rs, ∂Ts

∂z
= 0

— at z = Ltot and rp ≤ r ≤ rs, ∂Ts

∂z
= 0

2. For the liquid/porous medium region:

— at r = rp and 0 ≤ z ≤ Ltot, uz,l = ur,l = 0, Tl = Ts

— at r = rv and 0 ≤ z ≤ Ltot,uz,l = 0, ur,l = ṁ/ρl, Tl = Tsat (pv)

— at z = 0 and rp ≤ r ≤ rs, uz,l = ur,l = 0, ∂Ts

∂z
= 0

— at z = Ltot and rp ≤ r ≤ rs, uz,l = ur,l = 0, ∂Ts

∂z
= 0

3. For the vapor region:
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Chapter 4. Numerical analysis of the heat pipe

— at r = rv and 0 ≤ z ≤ Ltot, ur,v = ṁ/ρv, µv
∂uz,v

∂r
= µe

∂uz,l

∂r
, Tv = Tsat (pv)

— at r = 0 and 0 ≤ z ≤ Ltot,
∂uz,v

∂r
= 0, ur,v = 0, ∂Tv

∂r
= 0

— at z = 0 and 0 ≤ r ≤ rv, uz,v = ur,v = 0, ∂Ts

∂z
= 0

— at z = Ltot and 0 ≤ r ≤ rv, uz,v = ur,v = 0, ∂Tv

∂z
= 0

4.1.4 LB implementation

In LBM, care should be taken when dealing with different media, because the lattice
speed depends on the properties of the medium. Hence, the interface should be hand-
led carefully, especially for unsteady-state problems. There are two ways to handle the
interface problem either on a two separated media or on a single medium.

Analysis of the solid-liquid interface

Using the boundary conditions described in section 2.5, the different heat pipe boun-
daries are implemented. For the continuity boundary condition between the wall and the
liquid/porous medium, at r = rp and 0 ≤ z ≤ Ltot, λe ∂Tl

∂r
= λs

∂Ts

∂r
, it can be reached

mainly by three methods which treat the generalized fluid solid interface conditions:
- First method [285]: It is considered as the easiest way to deal with this BC. The main
idea is to use the half lattice division scheme for the interface as shown in figure 4.2.
Hence, for the flow evolution, the half way bounce back model is applied at the interface,
while, for the heat transfer evolution, only local properties either for fluid or solid need to
be determined. However, this scheme is limited to the steady state cases as the continuity
is insured after convergence [38, 277, 285, 288]. Otherwise, it actually gains much more
computational efficiency with much less coding efforts than classical CFD methods and
other LB schemes.
- Second method [185]: Each phase is processed separately by artificially splitting the
domain into two sections (see figure 4.3). Then, the interface value is obtained, from
conservation principles (energy balance), by matching flux and temperature at the inter-
face using finite-difference scheme with first or second-order approximations.
- Third method The problem is processed as one single medium by scaling the distri-
bution function at the interface properly. This is done by letting the relaxation time at
the interface be equal to the average of the relaxation times of the underlying media.
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4.1. Heat pipe modeling using Lattice Boltzmann method

A

B Solid

Liquid

5 26

8 47

Figure 4.2 – Half lattice division for the solid/fluid interface processing; dashed line:
solid/fluid interface; A: one lattice on the liquid; B: one lattice on the solid.

Solid

Liquid

5 26

8 47

Figure 4.3 – Artificial seperation of the domain into two parts at the solid/fluid interface;
solid red line: solid/fluid interface.
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Chapter 4. Numerical analysis of the heat pipe

Analysis of the vapor-liquid/wick interface

Phase change from liquid to vapor or vice-versa is assumed to occur at the vapor-
liquid/wick core interface as shown in figure 4.4.

Liquid

Vapor

qcd
qcv

qinter

qin

Figure 4.4 – Vapor-liquid interface.

The energy balance at the interface can be written as:

qin = qinter + qcd + qcv (4.1)

where qin is the total heat flux into the liquid given by:

qin = qcd,l + qcv,l = −λeff
∂Tl
∂y

+ ṁinterCplTinter (4.2)

qinter is the latent heat of vaporization given by:

qinter = ṁinterhlv (4.3)

qcd is the conductive heat flux into the vapor given by:

qcd = −λv
∂Tv
∂y

(4.4)

qcv is the convective heat flux due to the vapor velocity at the interface given by:

qcv = ṁinterCpvTinter (4.5)

The energy balance leads then to the following equation:

−λeff
∂Tl
∂y

+ ṁinterCplTinter = −λv
∂Tv
∂y

+ ṁinterCpvTinter + ṁinterhlv (4.6)

Here by convention, minter < 0 denotes evaporation and minter > 0 denotes condensation.
At this interface, the temperature is set to the saturation temperature at the running
pressure. Thus, by applying Clausius-Clapeyron equation, the saturation temperature
can be determined by:

Tsat =

(
1
T0

− Rg

hlv
log

(
pv
p0

))−1

(4.7)
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4.1. Heat pipe modeling using Lattice Boltzmann method

where Rg is the gas constant of the working fluid, T0 and P0 are the reference temperature
and pressure at the saturation conditions (1.01 × 105Pa and 373 K). Thus, the evapora-
tion/condensation condition is applied through the equation based on the kinetic theory
that relates the evaporation/condensation rate to the liquid-vapor interface temperature
and the state properties of the vapor as follows [246]:

ṁ =
2σ̃

2 − σ̃

(
M

2πRg

)0.5 (
psat(Tlv)
T 0.5
lv

− pv
T 0.5
v

)
(4.8)

where σ̃ is the accommodation coefficient, M is the molar weight of the working fluid,
and Rg is the universal gas constant. The above expression has been obtained with the
assumption of equal mean evaporation condensation accommodation coefficient, where
their variation with temperature and pressure is assumed to be small [171]. A value of
unity for the accommodation coefficient is widely used [64, 128,286].

As it was explained in section 4.1.4, processing with vapor-liquid/wick interface can
be done following the same idea.

Algorithm

The LB algorithm, as it was described in section 2.8, is used for each part of heat pipe
as follows.

4.1.5 Validations

A FORTRAN90 code has been written to solve the discretized lattice Boltzmann
equations. In this section, the method implemented to assessing capillary heat pipe is
first tested through comparison with data available in the literature.

Numerical validation

To illustrate the reliability of the written code, numerical simulations are performed
for copper-water wicked heat pipe 1 m long and 0.022 m of diameter, see table 4.1.
The dimensionless vapor axial and radial velocity profiles are plotted in figure 4.6 where

a heat input of 5000 W.m−2 is applied at the evaporator. The comparison of the present
study with the work of Brahim et al. [20] shows excellent agreement.

As it can be seen from figure 4.6a, the evolution of the axial velocity at the vapor core
center in the evaporator and condenser is slightly nonlinear. This is probably due to the
pressure drop in the heat pipe. In addition, as we can see from 4.6b, the evaporation pro-
cess reaches its maximum in the location of the evaporator region close to the adiabatic
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Chapter 4. Numerical analysis of the heat pipe

Discretization of the physical domain:n, m
Dimensionless parameters: Re, Pr, Ra, Da, Ma

Simulation parameters: △x,△t,τ ,νlb,αlb

Domain initialization:uini,vini,Tini,fini,gini

Solid

Collision step: equation (3.94)
Streaming step: equation (2.131)

Boundary conditions: equation (1)
Macroscopic parameters (us,ps and Ts):equations (3.26), (3.100) and (3.35)

Liquid/
wick

Collision step: equation (3.94)
Streaming step: equation (2.131)

Boundary conditions: equation (2)
Macroscopic parameters (ul,pl and Tl):equations (3.26), (3.100) and (3.35)

Vapor

Collision step: equation (3.94)
Streaming step: equation (2.131)

Boundary conditions: equation (3)
Macroscopic parameters (uv,pv and Tv): equations (3.26), (3.100) and (3.35)

ConvergenceConvergence

Yes

No

Last time step

Yes
No

end

Figure 4.5 – LBM algorithm synoptics applied to HP.
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Figure 4.6 – Comparison between velocity profiles obtained from the present LBE model
simulation (solid line) and from the results of Brahim et al. (symbols) [20]. (a) the axial
velocity along the vapor core center, (b) the radial velocity along the liquid-vapor interface.
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Heat pipe dimensions
Evaporator length 0.4 m
Adiabatic length 0.2 m
Condenser length 0.4 m

Wall radius 0.022 m
Wick radius 0.02 m
Vapor radius 0.0127 m

Wick structure
Porosity 0.46

Permeability 0.267 × 10−10 m2

Material sintered copper
Heat exchanger

Heat input 5000 W.m−2

Convective transfer coefficient 800 W.m−2.K−1

Material
Wall copper
Wick copper

Table 4.1 – Heat pipe validation parameters [20].

region.

Analytic and experimental validation

Another validation test is performed based on the analytical work of Zhu et al. [319]
and the experimental work of Huang et al. [159] for copper-water wicked heat pipe 0.89 m
long and 0.00955 m of diameter, see table 4.2.

Figure 4.7a compares the LBE model predictions with the analytical and experimental
results of the wall temperature distributions along the heat pipe. A good agreement can
be seen with the analytical and the experimental results. However, there is a discrepancy
between the calculated wall temperature and the experimental data at the beginning and
the end of the condenser section. As same parameter values for the convective cooling
boundary condition are used in the present model as those used in the analytical model,
the good agreement between both results of the wall temperatures is observed. This
further demonstrates that the present LBE model provides accurate predictions of the
low-temperature heat pipe operations.

Figure 4.7b compares the present LBE model with the analytical results for vapor and
liquid pressure distributions along the heat pipe. Good agreement between both results is
noticeable. The variations of the vapor pressure along the heat pipe are small compared
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Heat pipe dimensions
Evaporator length 0.6 m
Adiabatic length 0.09 m
Condenser length 0.2 m

Wall radius 0.00955 m
Wick radius 0.0094 m
Vapor radius 0.00865 m

Wick structure
Porosity 0.9

Permeability 1.5 × 10−9 m2

Material sintered copper
Heat exchanger

Heat input 455 W
Convective transfer coefficient 1800 W.m−2.K−1

Material
Wall copper
Wick copper

Table 4.2 – Heat pipe validation parameters [319].

with liquid pressure. As a consequence, a uniform vapor temperature is expected along
the heat pipe length.

Figure 4.7c and 4.7d compare the maximum vapor and liquid velocity distributions
along the heat pipe from the present LBE model with the analytical results of Zhu et
al. [319]. A good agreement with the analytical results is shown here as well.

4.2 Numerical analysis of a wicked heat pipe

To assess the numerical solutions sensitivity to grid spacing, the grid-dependence test
is performed using the L2-norm of the temperature error defined as:

E(T ) =
‖T − T0‖2

‖T0‖2
(4.9)
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Figure 4.7 – A comparison of the present LBE model simulation (solid line) with the
analytical results of Zhu et al. [319] (⊲ symbols) and the experimental results of Huang
et al. [159] (◦ symbols).
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4.2. Numerical analysis of a wicked heat pipe

Figure 4.8 – L2-norm errors versus the grid spacing.

where T0 is the temperature field obtained with an extremely fine grid. Figure 4.8 shows
the variations of this error versus the grid spacing.
Results are presented in log-log scale so that slope indicates the consistency order of the
method. L2-norm shows second-order, thus the present model is second-order accurate.
In addition, the results indicate that solution is acceptable for grid space on order 10−2.

4.2.1 Analysis of working fluid potential

The design of heat pipes begins with appropriate selection of the working fluid can-
didates. As mentioned in section 1.3.2, the selection of the working fluid must be done
carefully and take several factors into consideration. Many working fluids are compa-
tible with copper due to their wetability. In water heating systems operating near 60◦C,
acetone, methanol, ethanol and water are selected and tested as possible candidates. In
addition, the fluid must be chemically stable over the operating range of the system and
also be non-freezing at very low ambient temperatures. In general, the fluid should be
in the liquid phase at the cooler end of the heat pipe and in the vapor phase at the
hotter end of the pipe and must be compatible with the outer heat pipe material. Va-
porization temperature is controlled by pressure and so is adjustable by the filling ratio,
but the freezing temperature is not. Despite the beneficial characteristics of heat pipes,
their effectiveness can be limited by poor thermal properties of the working fluid. To over-
come such an issue, the thermal properties of the working fluids need to be enhanced [248].

In order to study the effect of the working fluid, it is still reasonable, before performing
simulations, to make qualitative analysis and discussions based on its physical propriety
only. Table 4.3 lists the most important thermophysical properties of the four working
fluids that are thought to affect the heat transfer performance of the heat pipe. Previous
works [229] showed that the working fluids applied in a heat pipe should have the following
characteristics: high value of (dp/dT )sat, high latent heat of vaporization, high specific
heat, high surface tension, and low liquid dynamic viscosity. As it can be seen from Table
4.3, water has the most interesting thermophysical properties and the lowest (dp/dT )sat
compared with ethanol, methanol and acetone. Higher dynamic viscosity requires higher
force to drive the fluid. Higher boiling point and higher latent heat of vaporization lead
to higher amount of heat exchanged with a minimum fluid flow. This maintains low
pressure drops within the heat pipe. Higher thermal conductivity induces minimum radial
temperature gradient and reduces the possibility of nucleate boiling at the wick/wall
interface.
A high value of (dp/dT )sat implies that a small rise in temperature can generate a large
pressure difference and accordingly greater driving force necessary for vapor motion. Under
the same flow condition, higher specific heat may result in better sensible heat transfer

119



Chapter 4. Numerical analysis of the heat pipe

Properties
Working fluid

Water Methanol Ethanol Acetone

Vapor density (kg.m−3) 0.017 0.21 0.78 0.63
Liquid density (kg.m−3) 998 791 789 792

Thermal conductivity (W.m−1.◦C−1) 0.599 0.212 0.172 0.170
Latent heat of vaporization (kJ.kg−1) 2257 1101 846 523
Liquid specific heat (kJ.kg−1.◦C−1) 4.18 2.48 2.39 2.35
Kinematic viscosity ×106 (m2.s−1) 1.01 0.60 1.15 0.32

(dp/dT)sat × 10−3 (Pa.◦C−1) 0.99 4.05 2.32 6.39
Molar mass(g.mol−1) 18 32 46 58
Psat(T=20◦C) kPa 2.3 16.9 5.4 30

Surface tension ×103 (N/m) 72.8 22.6 22.8 23.7

Table 4.3 – Thermophysical properties of the working fluids at standard conditions.

and so in small thermal resistance. Note however that: (i) higher heat of vaporization
will hinder the generation and growth of bubbles for the start-up of heat pipe and (ii) in
heat pipe design, a high value of surface tension is desirable in order to generate a high
capillary driving force and so to enable the heat pipe in order to operate against gravity
and friction. In addition, the contact angle in our case is equal to 0◦ that means that the
working fluid wets the wick and container material, an appreciable property.
The thermal resistance of the heat pipe is considered here as an indicator of heat pipe

efficiency. The thermal resistance of heat pipe is given by:

Rth =
(T̄evap − T̄cond)

Q
(4.10)

It is defined as the ratio of the difference of average evaporator temperature, T̄evap, and
average condenser temperature, T̄cond, to the heat input Q when steady state is reached.
To explain its computation, the thermal resistance circuit shown in figure 4.9 is suggested.

Figure 4.9 – Resistance circuit equivalent to the heat pipe.

The resulting total resistance is equal to:

Rth = Rs,evap +Rp,evap +Rint,evap +Rint,cond +Rp,cond +Rs,cond (4.11)
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4.2. Numerical analysis of a wicked heat pipe

Each term can be evaluated exactly, if advective effects are assumed negligible. At eva-
porator section, three thermal resistances occur causing by temperature drop: container
wall (Rs,evap), liquid/ wick conduction resistances (Rs,evap) and vapor-liquid interfacial
resistance (Rint,evap). These can be expressed, respectively, as follows:

Rs,evap =
log (rs/rp)
2πλsLevap

(4.12)

Rp,evap =
log (rp/rv)

2πλeffLevap
(4.13)

Rint,evap =
2πTv

2σ
2−σSevap

√
Mhlv

dPsat

dT

(4.14)

The resulting vapor on the inner wall of the condenser releases its latent heat of condensa-
tion. Thus, the heat is evacuated through the container wall to the outer wall surface. Si-
milarly, at the condenser, three thermal resistances occur: container wall (Rs,cond),liquid/
wick conduction resistances (Rs,cond) and vapor-liquid interracial resistance (Rint,cond).
These can be expressed, respectively, as follows:

Rs,cond =
log (rs/rp)
2πλsLcond

(4.15)

Rp,cond =
log (rp/rv)

2πλeffLcond
(4.16)

Rint,cond =
2πTv

2σ
2−σScond

√
Mhlv

dPsat

dT

(4.17)

To validate the thermal resistance found numerically from the evaporator section to the
condenser section, we compared it with this simple resistive model.

4.2.2 Effect of working fluid

The effects of the working fluid thermophysical properties on the performance of a ca-
pillary pumped heat pipe are investigated here. Four pure fluids (water, methanol, ethanol
and acetone) are compared using sintered copper as wick structure which properties are
given in table 4.6. Thermophysical proprieties of each fluid are presented in table 4.3.
The heat pipe sizes are given in table 4.4. The effect of the working fluid on the wall
temperature, liquid pressure drop, axial liquid and vapor velocity is shown in figure 4.10
for the tested working fluids. As it can be seen from figure 4.10a, a lower wall tempera-
ture difference between the evaporator and the condenser is observed for water. However,
the highest wall temperature difference is observed for acetone. From figure 4.10b, the
highest liquid pressure drop is observed for water. In the vapor core, the only end-to-end
temperature variations are associated with changes in vapor pressure caused by vapor
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Heat pipe dimensions
Evaporator length 0.4 m
Adiabatic length 0.2 m
Condenser length 0.4 m

Wall radius 0.022 m
Wick radius 0.02 m
Vapor radius 0.0127 m

Heat exchanger
Heat input 5000 W.m−2

Tout 40◦C
Material

Wall copper
Wick copper

Table 4.4 – Heat pipe parameters.

Working fluids Water Methanol Acetone Ethanol
Rthmodel

(K.W−1) 0.18 0.19 0.21 0.20
Rththeoretical

(K.W−1) 0.178 0.186 0.205 0.198

Table 4.5 – Thermal resistance, Rth, for different working fluids.

flow pressure drops. These pressure drops are very small, and the vapor core is assumed
to operate close to saturation conditions. However, since heat is transferred radially into
and radially out of the heat pipe, temperature drops occur. In steady state, the total heat
provides to the evaporator section must be extracted at the condenser section. Obviously,
the absolute value of the liquid axial velocity, as well as the vapor axial velocity, decreases
when increasing the working fluid propriety, i.e., latent heat of vaporization and liquid
specific heat, within the working fluid. This reduces the liquid velocity and the vapor axial
velocity as explained previously and yields ultimately a lower pressure drop due, this time,
to lower dynamic viscosity. From figure 4.10d and 4.10c, the highest axial liquid and va-
por velocity are given for water while the lowest one is observed for acetone. Referring
to the above analysis in section 4.2.1, water gives higher performance due to its intrinsic
proprieties. Using now the thermal resistance as a performance criterion, water shows the
best performance compared to the other working fluids, see table 4.5. Particularly, this
fluid is able to transfer about 16% more heat flux than acetone at the same temperature
difference. The LBE model provides good prediction of thermal resistance compared to
the theoretical one.

4.2.3 Effect of wick structure

Besides the working fluid, the heat pipe wall and the heat pipe materials, the wick
structure is an important element determining the performance of the heat pipe. The
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Figure 4.10 – Profiles for different working fluid.

wick structure works as a capillary pump driving the liquid from the condenser into the
evaporator through the adiabatic section. A wick has to satisfy two apparently contrasting
requirements in order to work effectively and efficiently. Provision of a flow path with
low resistance for the vaporization, condensation and liquid flow requires as much open
as possible porous structure with high permeability. In the opposite, and according to
equation (3.9), a small pore size of the wick is desired for high capillary pumping pressure.
It must also facilitate the evenly distribution of the working fluid over the entire area of the
evaporator. These two facts need a special care because small pore structure creates larger
capillary pressure, whereas larger permeability requires larger pores. Wick structures that
satisfy adequately all these demands can contribute to optimize heat pipe performance.
Selecting an appropriate wick generally implies a trade-off between a material with a
high permeability and a high capillary pumping effect, therefore. Hence, the influence of
porosity and permeability is investigated when water is used as working fluid by simulating
three different wick structures: case (I) sintered steel, case (II) sintered copper and case
(III) screen copper. More details are given in table 4.6.

The effect of the wick structure on the wall temperature, liquid pressure drop, axial
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Cases Wick type Porosity (-) Permeability (m2)
Case (I) Sintered steel 0.6305 3 × 10−10

Case (II) Copper screen 0.9 1.5 × 10−9

Case (III) Sintered copper 0.4 1.17 × 10−11

Table 4.6 – Proprieties of the different wick structure.

Wick structure Copper screen Sintered Steel Sintered Copper
Rth(K.W−1) 0.21 0.19 0.18

Rththeoretical(K.W−1) 0.212 0.189 0.178

Table 4.7 – Thermal resistance, Rth, for different wick structure.

liquid and vapor velocity is shown in figure 4.11 for the three different wick proprieties
using water as working fluid. Figure 4.11a shows wall temperature distribution for different
wick structures. A lower temperature difference between the evaporator and the condenser
is noticeable for sintered copper. A decrease of heat pipe temperature in the entrance leads
to an increase in the absolute liquid pressure 4.11b. In fact, the wick thermal conductivity
affects significantly the wall temperature and leads consequently to a lesser pressure drop.
The effect of the wick structure on the axial liquid and vapor velocity profiles is given in
figure 4.11c and 4.11d, respectively. As seen, the absolute value of the liquid axial velocity,
as well as the vapor axial velocity, decreases when increasing the propriety, i.e., porosity
and permeability, within the wick structure. On the one hand, because of hydrodynamic
resistance, a decrease in permeability reduces the liquid velocity. On the other hand,
the decrease of the porosity leads to an increase of the vapor axial velocity. This can
be explained by the fact that, in this case, a smaller area of liquid contributes to phase
change so in order the same heat input power to be exchanged (the heat flux density
being fixed), the vapor axial velocity must be larger, necessarily.

According to the above mentioned criterion, sintered copper wick HP shows the best
performance of the three cases under the same heat input power and cooling conditions,
see table 4.7. These results show that for the same heat input power, sintered copper HP
is able to transfer almost twice as much heat power as copper screen HP at the same
temperature difference. By comparing the model resistance to the theoretical one, good
predictive feature is found.

4.3 Numerical study of heat pipe performance used

in solar applications

The results of the flow and heat transfer in a typical cylindrical heat pipe, usually
encountered in solar applications, are presented. The effect of the evaporator region,
working fluid, wick structure and inclination angle are discussed. In the numerical results

124



4.3. Numerical study of heat pipe performance used in solar applications

Heat pipe length (m)

W
al

l t
em

pe
ra

tu
re

 (
K

)

0.2 0.4 0.6 0.8 1
310

320

330

340

350

360

370

380

Sintered steel
Sintered copper
Copper screen

Evaporator Adiabatic Condenser

(a) Wall temperature

Heat pipe length (m)

P
re

ss
ur

e 
dr

op
 (

P
a)

0.2 0.4 0.6 0.8 1
2500

2000

1500

1000

500

0

Sintered copper
Sintered steel
Copper screen

Evaporator CondenserAdiabatic

(b) Liquid pressure

Heat pipe length (m)

A
xi

al
 li

qu
id

 v
el

oc
ity

 (
m

/s
)

0.2 0.4 0.6 0.8 1

-0.02

-0.015

-0.01

-0.005

0

Sinetred copper
Sintered steel
Copper screen

Evaporator Adiabatic Condenser

(c) Maximum axial liquid velocity

Heat pipe length (m)

V
ap

or
 v

el
oc

ity
 (

m
/s

)

0.2 0.4 0.6 0.8 1
0

1

2

3

4

5

6
Sintered copper
Sintered steel
Copper screen

Evaporator Adiabatic Condenser

(d) Maximum vapor axial velocity

Figure 4.11 – Profiles in the liquid/wick region for different wick structures.

presented here, the thermal properties of the working fluids are calculated at the reference
temperature and are assumed constant. The input heat flux density q is set to 700 W.m−2.
The coolant water enters the condenser cooling jacket at 22◦C and 4 g.s−1, see figure 4.21.
The temperature of the coolant water at the exit of the cooling jacket is calculated using
the balance Q = ṁCp(Tout − Tin). The convective heat transfer coefficient in the cooling
jacket is set to 1400 W.m−2.K−1. Table 4.8 includes the default value of parameters used
in this work unless otherwise specified.

As initially the porous media is totally filled with liquid and the vapor region is totally
filled with vapor only, the definition of the filling ratio is as follow:

Filling ratio(%) =
Vl(

Ltotπε (rp − rv)
2 + Ltotπr2

v

) × 100 (4.18)
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Heat pipe dimensions
Evaporator length 1.4 m
Adiabatic length 0.06 m
Condenser length 0.3 m

Wall radius 0.022 m
Wick radius 0.02 m
Vapor radius 0.0127 m

Wick structure
Porosity 0.4

Permeability 1.17 × 10−11 m2

Effective heat capacity 4216 J.kg−1.K−1

Effective diffusivity 3.0476 W.m−1.K−1

Material sintered copper
Heat exchanger

Heat input 700 W.m−2

Convective transfer coefficient 1400 W.m−2.K−1

Inlet temperature 22◦C
Mass flow 4 × 10−3 kg.s−1

Material
Wall copper
Wick copper

Table 4.8 – Heat pipe parameters.
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Figure 4.12 – Heat pipe coupled to heat exchanger. (All sizes are given in mm.)
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4.3. Numerical study of heat pipe performance used in solar applications

where Ltot = Levap + Ladia + Lcond and Vl is liquid volume and is defined as:

Vl =
Vpρl + Vvρv

ρl
(4.19)

where Vp is the volume of the liquid saturating the porous medium and Vv is vapor phase
volume.

For the required operating temperature range in the neighborhood of 60◦C for water
heating systems, acetone, methanol, ethanol and water are selected and tested as possible
candidates.

4.3.1 Heat input effect

The variations of the thermal resistance of the heat pipe with different working fluids
as a function of the applied heat flux density is shown in figure 4.13. The variations are
of similar pattern for all the cases. At lower heat input, Q=600 W.m−2, heat transfer
mechanism is dominated by pure conduction and as much depends on fluid properties
and is less efficient, hence the large thermal resistance. However, the latter decreases
appreciably when heat input increases. This feature of the thermal resistance is a typical
characteristic of heat pipes. The decrease of the thermal resistance is due to the liquid
motion onset that reduces significantly the film resistance both at the evaporator and the
condenser. The thermal resistance for water is calculated as 0.237 K.W−1 and for acetone
as 0.2 K.W−1 at heat input of 600 W.m−2. Hence, thermal resistance is observed highest
for water and lowest for acetone whereas it falls in-between for ethanol and methanol,
respectively.
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Figure 4.13 – Variations of thermal resistance versus heat input density for different
working fluids.

4.3.2 Porosity and permeability effect

The influence of permeability and porosity is investigated for different working fluids.
In order to distinguish their effect, the evolution of porosity as well as the permeability
are shown in figure 4.14 to 4.15 in the range of 0.1 to 0.9 and 5 × 10−11 to 5 × 10−9m2,
respectively. Worth noting here that changing further the value of these parameters does
not change the thermal resistance trend. As we can see from figure 4.14, the increasing
of porosity leads to smaller thermal resistance. This may be explained by the increase of
pores diameter which leads to the decreases of the global resistance to the flow of working
fluid in the porous medium. The same trend can be seen from figure 4.15 where the
decrease of permeability leads to obstructing the fluid circulation in the porous medium.
Note that one can retrieve the thermal resistance of any wick structure in the mentioned
porosity and permeability range using the tested working fluids.
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Figure 4.14 – Variations of thermal resistance versus the porosity for different working
fluids and permeability equal to 1.17 × 10−11m−2.
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Figure 4.15 – Variations of thermal resistance versus the permeability for different wor-
king fluids and porosity set to 0.4.

Let us discuss three wick structure cases mentioned previously in 4.2.3: case (I) sintered
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Chapter 4. Numerical analysis of the heat pipe

steel, case (II) sintered copper and case (III) screen copper, which properties are given
in table 4.6. Using the thermal resistance, as a performance criterion, case (II) shows the
best performance under the same heat input and cooling conditions.
From figure 4.14 and 4.15 the thermal resistance using water as working fluid is 0.182K.W−1

for cases III. For the two other cases, case (I) and (II), the thermal resistance is 0.217K.W−1

and 0.194K.W−1 respectively. The thermal resistance is calculated for the four tested wor-
king fluids, for the three porous medium cases, and is given table 4.9. These results show
that for the same heat input, case (III) has the lowest thermal resistance and is able to
transfer higher heat flux compared to case (I) at the same temperature difference. A wick
with features like those for case (III) seems to be more suitable for heat pipes designed for
solar collectors, where the density of solar heat flux within a sunny day increases rapidly.
Additionally, it seems to provide means to rapidly produce hot water in cold days thus
increasing the annual thermal performance of the solar collector.

Acetone Ethanol Methanol Water
Case (I) 0.176 0.189 0.180 0.194
Case (II) 0.197 0.218 0.199 0.217
Case (III) 0.170 0.179 0.175 0.182

Table 4.9 – Thermal resistance (Rth(K.W−1)) of each case for different working fluids
and different wick structures.

The performance of heat pipe used in solar collectors can also be controlled by proper
design including appropriate wick thickness, evaporator length and inclination angle. This
analysis is performed in what follows.
The evolution of temperature in the wall/liquid-wick region is presented in figures B.1,
B.2 and B.3 for each case and with different working fluids when steady state is reached.
The porosity and the permeability are given in table 4.6. The heat flux density q is
set to 700 W.m−2. Obviously, the evaporator, adiabatic and condenser regions are well
distinguishable, while the vapor core is almost isothermal. For the three cases, a lower
temperature difference between the evaporator and the condenser can be observed for
acetone as working fluid. A decrease of heat pipe temperature in the entrance leads to
performance degradation. In fact, the wick thermal conductivity significantly affects the
wall temperature and consequently leads ultimately to less pressure drop. The evolution
of axial velocity in the vapor region is presented in figures B.4, B.5 and B.6 for each case
and with different working fluids in the same conditions as in figures B.1, B.2 and B.3.
Independently of the case considered, a lower axial velocity can be observed for acetone as
working fluid. A decrease of heat pipe velocity leads to increasing the temperature which
in turn affects negatively the performance of heat pipe solar collector.
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4.3. Numerical study of heat pipe performance used in solar applications

4.3.3 Wick thickness effect

The effect of the wick thickness on the thermal resistance is illustrated for different
working fluids in figure 4.16. For all working fluids, the thermal resistance is maximum for
smaller thickness and decreases slightly for larger wick thickness. The impact of wick layer
thickness on the performance is therefore modest within the thickness range investigated
here. Li et al. [153] also reported on the virtual independence of thermal performance
on wick thickness from their tests under similar fluid conditions. This wick independence
may be the consequence of the intrinsic proprieties, high porosity and low permeability
that balances the relative small wick thickness.
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Figure 4.16 – Variations of thermal resistance versus the wick thickness for different
working fluids.

4.3.4 Evaporator length effect

The effect of evaporator length on the thermal performance of the heat pipe is in-
vestigated with different working fluids and shown in figure 4.17. This effect is assessed
using the relative deviation of the thermal resistance Rth compared with the thermal re-
sistance of the heat pipe standard configuration, Rth0, viz. when the evaporator length
equals 1.4 m. So this ratio is given by (Rth − Rth0)/Rth0. All other parameters given in
table 4.3 are unchanged. It should be noticed here that the total heat pipe length and
condenser length are kept constant while the adiabatic length is constrained by the other
lengths. As we can see from figure 4.17, evolution of the ratio is linear in terms of the
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evaporator length. Under the same conditions, the performance seems marginally affected
by the evaporator length. This can be explained by the fact that the evaporator occupies
already a large region of the heat pipe in the context of solar applications. So increasing or
decreasing slightly the evaporator length seems not having noticeable effect on the device
performance.
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Figure 4.17 – Variations of the ratio of thermal resistance versus the evaporator length
for different working fluids.

4.3.5 Inclination effect

The effect of inclination angle, with respect to the horizontal, of the heat pipe on
its thermal resistance is illustrated in figure 4.18 for different working fluids. All other
parameters are given in table 4.3. The tests are carried out with heat pipes tilted at
four different angles (0◦, 30◦, 45◦ and 90◦) with respect to the horizontal, all favorable.
It is obvious that increasing the inclination angle (setting the evaporator lower than the
condenser) causes the condensed liquid returns easier to the evaporator section by means
of favorable gravity and consequently lower thermal resistances is gotten. So the thermal
resistance decreases with increasing angle for all working fluids, independently of their
capillary potential. At 30◦ inclination angle, after condensation the working fluid flows
back to the evaporator section at a moderate rate so the heat exchange coefficient at both
the evaporator and the condenser is still more important than at no inclination, which
decreases the global resistance moderately, too. At even larger inclination angles (≥ 45◦)
superior thermal performance is observed. In water heating collector application, the heat
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4.3. Numerical study of heat pipe performance used in solar applications

pipe performance depends also on the solar orientation. Thus, the existing sintered mesh
in contact with the inner wall of the heat pipe reduces the non-uniform heat transfer
along the circumference direction and makes 45◦ to be the optimal inclination angle for
the different working fluids. In fact, the phenomenon of overheating for solar collectors in
summer is an important issue. Excess energy in summer should be avoided. Thus, it is
advisable to balance the supply of solar energy throughout the year. For this reason, it
is necessary to adopt a midway inclination, say 45◦. This favors the heat input in winter
and reduces it in summer. (Note here that it is assumed that the solar radiation is not
affected by the inclination angle, a quite strong assumption). Thus, referring to figure
4.18, the optimum inclination angle is 45◦ for the four working fluids tested here. Smaller
inclination angles will decrease gravity effect, creating a more disturbed vapor flow. Larger
inclination angle will cause too much large gravity effect in the porous medium, leading
to subcooling phenomenon at the evaporator potentially preventing phase change at the
evaporator region.
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Figure 4.18 – Variations of thermal resistance versus the sine of inclination angle for
different working fluids.

4.3.6 Working fluid effect

Compared to the study mentioned in section 4.2, acetone seems to be the most suitable
fluid for efficient heat pipes in solar applications among the tested fluids and not water.
Why such a behavior can be possible as long as no particular new phenomena are involved
in the latter HP configuration ?

133



Chapter 4. Numerical analysis of the heat pipe

If we recall the expression (4.20) of the total resistance, we can see that the assumptions
(linearity of the temperature profile within each zone) leading to it still hold but for the
condenser, where the ratio of its length to the evaporator length is very large compared
to the former HP configuration (this ratio is equal to 8). This means that the porous
medium experiences here much larger flow in the condenser zone than formally. The direct
consequence of this is that the advective effect becomes not negligible anymore compared
to the (linear) diffuse effect. Making reference to table 4.3, we can see for acetone and
water that:

i) the viscosity ratio is 1/3
ii) the latent heat of vaporization ratio is 1/4
iii) the liquid density ratio is 4/5

So the ratio of temperature gradient at the interface separating the solid wall and the
porous medium at th condenser zone (between acetone and water) and due to advection
is equal: 1

1

4
× 4

5
× 1

3

= 15. The condenser resistance is 5 times lower for acetone than for water
at the same heat flux when advection is considerable, hence the trend found in this HP
configuration.

4.4 HPETSC thermal analysis

4.4.1 HPETSC configurations

There is mainly two technologies of HPETSC used in SWH. Thermal losses occur for
two types by radiation from the absorber tube/plate. In this study, we focus on the HP
systems integrated in such devices.

Outer tube
Inner tube

Fin
Heat pipe
Absorber

Figure 4.19 – Cross section of heat pipe evacuated tube solar collector.

From the mentioned literature in section 1.8, it can be noticed that all the researches
have been led on ETSCs based on thermosyphon HPs [154]. When HP is operating in
gravity-assisted mode, a high heat transfer capability can be achieved. However, a wick
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Figure 4.20 – General description of heat pipe evacuated tube solar collector.

structure is required for circumferential distribution of liquid along the HP. In addition,
most of the aforementioned studies were performed on the basis of energy analysis. Howe-
ver, exergy analysis is as much important for performance evaluation. Moreover, ETSC
based CHP with both energy and exergy analysis is unavailable to the best knowledge of
the authors. Hence, this study is performed on both the exergetic and energetic efficiency
of a ETSC based on CHP using such a heat transfer enhancer.

4.4.2 Single pipe thermal analysis

For a single HP, the useful energy gained is equal to the difference between solar energy
absorbed and the heat loss to the ambient over the length of the absorber. Hence, the

water in
Tin

To[1] To[2]

Tout
water out

Figure 4.21 – Heat pipe evacuated tube solar collector.

rate of the useful energy collected can be modeled using the Hottel-Willer [105] equation
given by:

Qu[n] = Ac[n]FR
[
I (τα)e − UL

(
Tevap[n] − Ta

)]
(4.20)

where Ac is the collector aperture area, I is the solar radiation intensity, (τα)e is the
collector effective transmittance-absorptance product, FR is the removal factor, UL is the
heat loss coefficient and Ta is the environmental temperature. The useful energy extracted
in the form of heat by the fluid flowing in the heat is given by:

Qu[n] = ṁCp
(
To[n] − Ti[n]

)
(4.21)
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where ṁ is the mass flow rate of the working fluid in the manifold. From (4.20) and (4.21),
To[n] can be deduced:

To[n] = Ti[n] +
AcFR
ṁCp

[
I (τα)e − UL

(
Tevap[n] − Ta

)]
(4.22)

Energy efficiency

The energy analysis represents the way energy is used in a given application. It is
related to the first law of thermodynamics through the energy efficiencies and balances.
A generalized energy balance is given by:

∑
Ėin =

∑
Ėout (4.23)

The thermal or energy efficiency of solar collector is defined by the ratio of the net heat
gained to the received solar ration by the HP. Based on this definition, the thermal
efficiency is given by:

ηenergy =
Qu

AcI
(4.24)

=
ṁCp (To − Ti)

AcI
(4.25)

where ṁ is the mass flow rate of the working fluid in the manifold. Using equation (4.20),
the energy efficiency reads:

ηenergy = FR (τα)e − FRUL

(
Tevap[n] − Ta

)

I
(4.26)

Exergy efficiency

In thermodynamics, the calculation of exergy efficiency starts by finding out the exergy
sources and sinks. For solar collectors, the exergy of the sun radiation is considered as the
source of exergy and the header water which is heated in the top of manifold is considered
as the exergy sink.

The exergy of the thermal radiation is given by [25]:

Ėxheat = AcI
(

1 − Ta
Tsol

)
(4.27)

where Tsol is the temperature (in Kelvin) of the exergy source which is considered to be
75% of the black body temperature of the sun assumed to be 4500 K [215]. The rate of
exergy given in the above equation represents the exergy source.
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The exergy of the inlet and outlet water are given by:

Ėxw,in = ṁCp

[
(Tin − Ta) − Taln

(
Tin
Ta

)]
(4.28)

Ėxw,out = ṁCp

[
(Tout − Ta) − Taln

(
Tout
Ta

)]
(4.29)

Thus, the rate of exergy can be calculated by subtracting equation (4.29) from equation
4.28 as follows:

∆Ėxw = ṁCp

[
(Tout − Tin) − Taln

(
Tout
Tin

)]
(4.30)

The rate of exergy given in equation (4.31) represents the exergy sink.
The exergy efficiency is defined by the ratio of absorbed exergy in the exergy sink which
is delivered to the exergy source. For a solar collector, it can be expressed as:

ηex =
ṁCp

[
(Tout − Tin) − Taln

(
Tout

Tin

)]

AcI
(
1 − Ta

Tsol

) (4.31)

4.5 Energy and exergy analysis

In this study, the effect of solar radiation intensity and the number of tubes is inves-
tigated.

4.5.1 Effect of solar radiation intensity

The weather conditions are represented generally by two extreme seasons (cold and
hot). The cold season, winter, expands, from 15 December to 15 February in Northern
hemisphere. The hot season, summer, extends for the rest of the year. However, the period
from first of Mars to the end of May is characterized by a moderate ambient temperatures
and solar radiation. In this study, three solar radiations were selected to introduce the
main existing climate conditions. Figures 4.22b and 4.22c illustrate the impact of the solar
energy increasing from 300 to 1000 W/m2 on the energetic and exergetic efficiencies of
HPETSC. They show that both efficencies trend upward. Also, the exergetic performance
rate of solar collector is increased nearly by 30% as well as the outlet water temperature
Tout. When the solar radiation is about 300 W/m2, the solar collectors can not collect
enough heat to recover the basic heat loss. Therefore, a critical value of efficiency is
observed. In addition, for high flux density an increase in solar radiation results not in a
significant increase in energy and exergy efficiency. For modest heat flux density, however,
an increase in solar radiation can promote noticeably phase-change heat transfer in the
heat pipe and hence the solar collector efficiency. In both cases, an increase in solar
radiation will cause a higher output water temperature.
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Evacuated tubes parameters
Length of glass tube 1.46 m

Outer diameter of glass tube 0.047 m
Inner diameter of glass tube 0.037 m

Transmittance ≥ 91
Absorptivity of absorber ≥ 94
Emissivity of absorber ≤ 7

Collector tilt 45◦

Heat pipe dimensions
Evaporator length 1.4 m
Adiabatic length 0.06 m
Condenser length 0.3 m

Wall radius 0.022 m
Wick radius 0.02 m
Vapor radius 0.0127 m

Wick structure
Porosity 0.4

Permeability 1.17 × 10−11 m2

Effective heat capacity 4216 J.kg−1.K−1

Effective diffusivity 3.0476 W.m−1.K−1

Material sintered copper
Heat exchanger

Heat input 700 W.m−2

Convective transfer coefficient 1400 W.m−2.K−1

Inlet temperature 22◦C
Mass flow 4 × 10−3 kg.s−1

Material
Glass tube Borosilicate glass

HP wall copper
Wick structure copper

Table 4.10 – HPETSC parameters.
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Figure 4.22 – The evolution of (4.22a) outlet temperature, (4.22b) energy efficiency and
(4.22c) exergy efficiency for different solar radiations.

4.5.2 Effect of the number of tubes

The comparison of efficiencies of HPETSC using different numbers of tubes is given in
figures 4.23b and 4.23c. When the number of tubes increases, both efficiencies increase by
20.7% and 40%, respectively. These results show that using more tubes causes a significant
improvement in HPETSC efficiency but a saturation effect occurs, at very large number
of tubes, here about 16, for energy but curiously exergy still goes on increasing without
exceeding that of energy. The considerable improvement results from the fact that when
many HPs used, the temperature difference between the evaporator and the condenser
for each will be smaller. This raises the outlet temperature and compensate the heat loss.
Hence, an improvement of the collector efficiencies is observed. However, from a cost point
of view, HP with 15 tubes is chosen as the best price/performance ratio.
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Figure 4.23 – The evolution of (4.23a) outlet temperature, (4.23b) energy efficiency and
(4.23c) exergy efficiency for different tubes numbers.

4.6 Conclusion

In this chapter, the performance of a capillary driven HP used in solar collectors was in-
vestigated. The analysis includes the wall, the liquid-wick material and the vapor regions.
Comparison between the present model results and experimental, numerical and analyti-
cal results available in the literature shows very good agreement. The effect of working
fluid, wick structure, evaporator length and inclination angle on the system behavior was
addressed. Among these results, some suggest the superior performance of acetone heat
pipe with sintered copper structure of 7.3 mm of thickness in 45◦ inclination. Numerical
results under those working conditions was presented, which provides guidance for the
heat pipe design used in solar collectors. Then, a HPETSC has been investigated nume-
rically. A detailed theoretical method for energy and exergy analysis of the collector was
provided. Based on the numerical results of lattice Boltzmann method, the effect of inci-
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dent solar radiation intensity and number of tubes was analyzed. For a price/performance
ratio, a heat pipe evacuated tube with about 15 tubes is recommended with both exergy
and energy efficiency. This study can be helpful in designing actual solar collector systems.
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Chapter 5

Experimental analysis of heat pipe

Abstract

As a part of the present work, an experimental bench was developed. The instrumen-
tation, the heat pipe conception and the procedure of start up are presented in details in
this chapter. The experimental results under different working conditions (working fluid,
filling ratio, tilt, heat input, evaporator length and condenser temperature) are discussed.
The LB model results are compared to experimental data. Finally, an optimal HP confi-
guration is recommended.

Résumé

Dans le cadre de ce travail, un banc expérimental a été développé. L’instrumentation,
la conception du caloduc et la procédure de démarrage des essais sont présentées en détail
dans ce chapitre. Les résultats expérimentaux dans différentes conditions de fonctionne-
ment (fluide de travail, taux de remplissage, inclinaison, apport de chaleur, longueur de
l’évaporateur et température au condenseur) sont analysés et discutés. La validation du
modèle LB est effectuée. Enfin, une configuration optimale du caloduc est proposée.
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5.1 Heat pipe design

The heat pipe used in the experimental tests is made by Atherm factory (see the plan
in appendix C). It is a copper cylindrical heat pipe with 500 mm long and 8 mm diameter.
More characteristics details are given in table 5.1.

Heat pipe dimensions
Evaporator length 0.4 m
Adiabatic length 0 − 0.05 m
Condenser length 0.05 − 0.1 m

Wall radius 0.004 m
Wick radius 0.0034 m
Vapor radius 0.002 m

Wick structure
Porosity 0.5

Permeability 2.03 × 10−11 m2

Mean pore radius 3.15 × 10−5 m
Material sintered copper

Heat exchanger
Heat input 5 − 50 W

Tou 20 − 40◦C
Material

Wall copper

Table 5.1 – Heat pipe characteristics parameters.

5.2 Instrumentation

We have seen in previous chapters that the performance of a heat pipe depends strongly
on the nature of the working fluids, the condenser length, the inclination angle, etc. Hence,
we choose to study experimentally the influence of these parameters.
We briefly present the techniques adopted for the design of the condenser and evaporator
zones (see Appendix D, figure D.5).
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Insulation material

Adiabatic zoneHeater block Cooling block

Data acquisition system

HP

Computer

Cooling bath

DC Power supply

Figure 5.1 – Schematic of the heat pipe experimental system.

5.2.1 Condenser

In order to limit process costs and time, we have first developed a tubular condenser
with a spiral shape made by copper (see Appendix D, figure D.3). The condenser block
is soldered to the HP using tin to ensure good thermal contact. In a second attempt, we
have developed a heat exchanger bundles (see Appendix D, figure D.4). The block is in
contact with the HP through thermal grease which eliminates the air gaps. (that acts as
a thermal insulator, in order to optimize heat transfer). Figure 5.2 presents the second
configuration of the condenser used.

(a) Front side with intern pipes. (b) Condenser block.

Figure 5.2 – Condenser bundles.

145



Chapter 5. Experimental analysis of heat pipe

5.2.2 Evaporator

The main role of the evaporator block is to produce heat flux to a given surface. Due to
the implantation constraints, the solution chosen for the heating block is heating wire. It
is wrapped around the evaporator block and soldered using thin heating film which makes
it represent a unique heating solution with many advantages. It is composed of plastic
film reinforced micro plates of carbon resistors. Carbon plates produce radially directed
heat in contact with a silver electrical conductor. The use of a heating film allows the
setup saving up to 50% on the energy consumption. The design of the first configuration
is given in Appendix D, figure D.1. A second conception of the evaporator block has
been proposed (see Appendix D, figure D.2). The main advantages are its flexibility and
mobility. It consists of half shells where heating wire is integrated through grooves. Figure
5.3 presents the two evaporator block designs.

(a) Spiral configuration. (b) Groove configuration.

Figure 5.3 – Evaporator block.

5.2.3 Temperature measurement

The choice of thermocouple type T for temperature measurements has been guided
by many parameters related to the implantation of these thermocouples. First, the tem-
perature range is large and ranges from approximately -30◦C to 150◦C which excludes
the possibility of using thermistors. In addition, measurement points are on the wall of
the heat pipe. Thus, they are located in a zone with a very high gradient (except for the
adiabatic zone). That is why it is important to ensure good thermal contact. So, we used
thermocouples type T with 0.1 mm of diameter for all of our experiments which gives
good accuracy and low noise. The HP performance characterization requires a precise
measurement of the temperature at the interfaces between the HP external wall and the
evaporator block or the condenser block.
Ideally, the introduction of a thermocouple should be done according to the isotherms to
limit disturbances. But in our case, for technical reasons, the thermocouples are implanted
by radial penetration of the wires through the copper blocks. Thus, this implantation is
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unfavorable because it was fixed almost parallel to the temperature gradients. However,
the influence in our case is very small. The details of the uncertainties model and calcula-
tions can be found in Appendix E in the section dealing with temperature measurement
uncertainties.

Implementation of thermocouples

The thermocouples implementation is taken in two ways:
- For the first configuration: using the HP weld of connection and copper blocks in the
condenser region. For evaporator region, we tried to use the hot welds but it doesn’t work
due to the complicated geometry and the large number of thermocouples. So we used
black glue in order to stick the thermocouples to the evaporator block in contact with the
heat pipe interface. The same procedure has been adapted for the adiabatic region (see
figure 5.4a).
- For the second configuration: as we are aiming to implement a heat pipe with mo-
ving blocks, the thermocouples were fixed by a piece of copper which plays double role:
mounting and fair contact (see figure 5.4b).

(a) First implementation. (b) Second implementation.

Figure 5.4 – Thermocouple implementation.

Positioning of thermocouples

The positions have been carefully selected in order to represent correctly the profiles
of wall temperature along the heat pipe. As the condenser and evaporator zone show the
most significant variations and temperature difference and that the evaporator zone is the
area where the onset of drying is likely to occur, this regions have been more intensively
instrumented with thermocouples. The positions of the used thermocouples are presented
in figure 5.5. We have presented only the top thermocouples. The evaporator is surrounded
by 34 thermocouples : 8 in the top (E1..E8), 8 in the bottom (E9..E16), 9 in the right
(E17..E25) and 9 in the left (E26..E34). The distance between each thermocouple is equal
to 10mm. The condenser is surrounded by 24 thermocouples: 6 in the upper (C1..C6),
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6 in the bottom (C7..C12), 6 in the right (C13..C18) and 6 in the left (C19..C24). The
distance between each thermocouple is equal to 12mm. We implimented a large number
of thermocouples in this two regions in order to be able to capture as soon as possible
the functioning limit. While the adiabatic region is surrounded by only 6 thermocouples
as the temperature there is virtually uniform: 2 in the center (A1,A2), 2 in the right
near the condenser (A5,A6) and 2 in the left near the evaporator (A3,A4) in order to get
information about the temperature evolution there.

Figure 5.5 – Details of thermocouple locations in test bench in cm.

5.2.4 Leak test and envelop degassing

Before starting, the heat pipe leakage must be checked. The device is connected to a
vacuum pump with a valve that seals the system, as it can be seen in figure 5.6. In order
to eliminate the incondensable gases and ensure a good envelop degassing the vacuuming
lasts 24 hours. After 24 hours, the measured pressure was about 4.7×10−11 Pa. Above this
value, we consider that heat pipe is leaking. After this test, the device is under vacuum
condition and could be filled with working fluid.

Vacuum pump

Valve n◦1Valve n◦2

Figure 5.6 – Leak test

5.2.5 Inclination

Horizontal adjustment

In order to minimize the effect of the HP uncertainty alignment, the device is supported
by two brackets hooked to horizontal axes. In fact, a misalignment greater than 1 mm/m
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can cause an uncertainty of plus or minus 5 to 7 Pa on the driving pressure available in
the heat pipe. The gravity force exerted on the liquid flow thus counteracts or favors the
capillary action of the capillary structure, according to the sign of the tilt (inclination).
Flatness characterizes the defects of a surface with respect to a plane. This setting is
performed horizontally using an automatic level.

Inclination adjustment

The HP heat transport performance dependents substantially on its capillary pumping
capacity. Therefore, the tilt can reveal useful information. Indeed, the extrapolation of
measurements for different tilts allows to estimate the performance in flight for spacial
applications, for instance. In unfavorable configuration, the evaporator is raised relative
to the condenser thus limiting the return of the liquid phase. In this case, the heat pipe
is able to evacuate the imposed heat flow until it reaches its capillary limit.

In order to study the effect of inclination on the performance of HP, we used a pivot
support fixed below the center and the evaporator zone. In addition, the HP support is
related to the whole frame by axis of rotation where the graduation is entirely visible.
Using the system described above, we can easily change the HP orientation by 5˚in the
range between -90˚and +90˚.

5.2.6 Calibration

To reach the desired high level of precision (0.1˚C) on the measuring chain, the choice
of temperature thermocouples was focused on type T thermocouples (Copper/Constantan)
characterized by a good sensitivity (of the order of 46µ V /˚C for a temperature ranging
between of -180 and 300˚C). In addition, the cold junction is maintained at a reference
temperature of 20˚C which corresponds to a glycoled water cryostat. Indeed, the refe-
rence points are plunged directly into this bath. At the same time, a circulation of fluid
makes it possible to keep the connection points permanently at the same temperature (i.e.
20˚C). Figure 5.7 illustrates the basic principle of the chosen measurement technique.
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Thermocouples of reference

Thermocouples of measurment

Cryothermostat at 20◦C

Ct Cu

Ct Cu

U1

U2

Central acquisition system

Successive closure

for measures

Voltage convers

U1, U2, ..

into temperatu

(calibration cur

Computer

Block of connections
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temperature of 20◦C

Figure 5.7 – Temperature measurement technique.

It is based on the measurement of the potential difference U between the measuring
point and the cold junction by closing the paths at the central acquisition. These pathways
are connected to a computer for storage and data processing. Thus, each voltage measu-
rement is converted into temperature through the calibration curve of the corresponding
thermocouple. Therefore, it is necessary to calibrate the entire measurement chain before
proceeding with the thermocouple bonding and start the experimental study.

A calibration bench test makes it possible to record the voltage measurements of all
the thermocouples under known temperature conditions (see figure 5.8). Thermocouples
are collected in an aluminum block which is immersed in a bath of silicone oil. The latter
is regulated at a temperature of 0.01◦C. A PT100 probe reference, calibrated to 1/10th
of a degree, gives a direct measurement of bath temperature via a digital voltmeter. A
measurement series is thus carried out from −20 to 150◦C, in steps of 5◦C. At each stage,
the temperature stability is expected (a slope of 0.001◦C/min, at most, is required) before
recording the voltage measurements. The average time required to achieve single-level data
acquisition is 45 minutes.
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Figure 5.8 – Calibration bench test.

The variations of the potential difference across each thermocouple as a function of
the temperature are obtained. A six-order polynomial is used to smooth the calibration
curves (temperature as a function of voltage). The reliability of these parameters is then
checked: a maximum error of 0.01◦C is tolerated for all measurements of all calibrated
pairs. These data were used to convert the measurements temperature voltages throughout
the experimental tests.

5.2.7 Thermal insulation

The thermal insulation of the test bench is an important issue of the HP characteri-
zation. In order to limit as much as possible the heat exchanges with the environment, a
good insulation is adopted in the design of the experimental device.

Static insulation minimizes thermal losses by diffusion within the experimental bench.
Indeed, the supports that holds the heat pipe are made with ERTALON, an insulating
material (λ = 0.3 W.m−1.K−1) and characterized by good mechanical performance up to
150◦C.

(a) Evaporator support. (b) Condenser support.

Figure 5.9 – Ertalon support.

The heating and condensing blocks are covered with a cover in ERTALON thus mini-
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mizing heat losses at this level (see figure 5.9). In addition, the entire heat pipe is filled
with glass wool (λ= 0.04 W.m−1.K−1) which makes it possible to eliminate the convec-
tive and radiative exchanges between the various elements of the bench (see figure 5.10).
Nevertheless, this thermal insulation device is insufficient to limit the effect of external
environment since temperature differences can reach values above 100◦C. This type of
problem can thus cause two defects of the insulation which limit the effectiveness of the
HP fine characterization procedure. The first defect, the existence of a parasitic flow bet-
ween the evaporator and the environment, consequence of distorting the imposed power
measurements. The second defect is the result of the difficulty of regulating the insulation,
because of its large mass and low exchange coefficient. In addition, the heat pipe is equip-
ped with many thermocouples type T passing through the insulation. The thermocouple
wires may generate then significant thermal leakage between the HP and the surroun-
ding environment. That is why the use of insulation that adapts and directly limits the
heat flows exchanged with the environment is necessary to obtain reliable measurements
characterizing the heat pipe functioning.

Figure 5.10 – Isolated heat pipe.

5.3 Data acquisition and control devices

In order to facilitate the control of the operating parameters through the experimental
device, the computer communicates with each element of the bench via Labview software.
In this section, we proceed to the description of the implemented software and instru-
mentation for the acquisition of temperatures, the measurement and control of electrical
powers.
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5.3.1 Labview software

Due to the number of devices controlled during the experimental tests, we have cen-
tralized data acquisition and control of equipment on a central computer using Labview
software (National Instrument®). This object oriented language presents the benefit of
having an intuitive graphical programming interface and a large library database of ex-
tensive instrument devices drivers. Moreover it allows to realize a personalized graphical
interface allowing to visualize all the relevant parameters. The completed interface in-
cludes the choice of configuration instruments, acquisition of control and acceleration, the
criteria for the end of the measuring point, the temperatures of the heat pipe, ambient
temperatures and heat input power.

5.3.2 Temperature measurement

As described in section 5.2.3, the temperature measurements at the heat pipe wall are
realized using T-type thermocouples after calibration. The measurement of the voltage
delivered by the thermocouple is generally delicate because it is a low level signal. The
temperature is measured by relating each polynomial coefficient, found by calibration, to
the correspondent voltage of each central line.

5.3.3 Power control and measurement

The control of the electrical power, dissipated in the heating wire of the evaporator, re-
quires special care in order to impose optimal conditions with an accurate and controllable
voltage measurement.

5.4 Measurement uncertainty

The instrumentation of the heat pipe in the test procedure was the object of much at-
tention in order to get accurate temperature measurements. However, in any experimental
characterization, the uncertainties must be evaluated in order to verify the accuracy level
of the measurements made. In this section, the parameters affecting the temperature and
power measurements are presented. General notions, based on methods recommended by
AFNOR, allowing to define the uncertainties are presented in Appendix E.

5.4.1 Uncertainties on the measured temperature

Uncertainties in thermocouple measurements involve several parameters including:
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Uncertainty type Error source Expanded uncertainty(◦C)
Calibration PT100 1.05

Cold junction 0.01
Polynomial coefficient 0.02

Voltage sensitivity 0.002
Acquisition 0.03

Position Qemax = 0.0007
Total 0.6

Table 5.2 – Uncertainty of temperature measurement.

— Calibration of the measurement chain;
— The measurement and acquisition of the voltage;
— Thermocouple position;
— Thermocouple type.

As a consequence, the temperature uncertainty is given by:

εT = εCalibration ⊕ εV oltage ⊕ εPosition ⊕ εType (5.1)

where the ⊕ symbolizes the composition of the variances in AFNOR standard. Table
5.2 summarizes the calculation results of uncertainties. So, the global uncertainty on the
temperature measurement is estimated to 0.6 ◦C for temperatures that can reach, locally,
more than 150 ◦C. Based on this correction, the comparison of measurements for different
test configurations, can be carried out with good confidence.

Details of the different corrections

— Calibration of the measurement chain
The uncertainty of the PT100 probe, used in the measurement of the temperature in
the calibration stage, is estimated from the curve given by the manufacturer. The cold
junction of each thermocouple is immersed in a thermostatic bath. This method avoids
the appearance of leakage voltage or the formation of an undesirable point of measure-
ment. The uncertainty of regulation and homogeneity of the bath fluid temperature is
of the order of one hundredth of degree. Conversion of voltage measurements to tempe-
rature using curves of calibration generates errors of the same order of magnitude. The
error margin of the reconstitution of temperature measurements (using a polynomial of
order 6 in comparison with the values recorded by the reference thermometer) is equal to
0.04◦C for the 68 used thermocouples. The global uncertainty due to the calibration of
the thermocouples is then estimated at the tenth of degree.

— The measurement and acquisition of the voltage
The uncertainty due to the measurement of the voltage comes, on the one hand, from
the sensitivity limit of T-type thermocouples (46µV.◦C−1) and from acquisition, on the
other hand. The first type of uncertainty, estimated to 0.1 µV in increased value, gives
rise to a temperature measurement error of the order of 0.002 ◦C. On the other hand,
the second type of uncertainty is composed of the range error which is reduced to the
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reproductibility error (≈1 µV) and inaccuracies resulting from the measurement function,
by data acquisition, of the input signal. These are less than 0.5 µV for the considered
temperature range. The uncertainty of voltage acquisition is then estimated to 1.5 µV;
which corresponds to a temperature measurement error of the order of 0.03 ◦C.

— Thermocouple positioning accuracy
The positioning uncertainty remains, nevertheless, a major obstacle to judge the spatial
behavior of the heat pipe for a given operation point. The uncertainty generated by the
positioning error of the thermocouples is considered for the maximum transferable flow,
in value increased (more than 1 ◦C in this case). Note that the uncertainties due to the
thermocouple positioning increases with the increase of the imposed flow heat.

5.4.2 Uncertainties on power measurement and applied power

Recall that the applied power at the evaporator is generated by the heated wire which
is under continuous power supply. Hence, the power measurement is calculated from the
measured voltage and intensity. However, the received power by the HP doesn’t exactly
correspond to the generated power. In fact, a part of this power is evacuated, mainly, to
the environment. Then, the received power by the HP is expressed as:

P = UI (5.2)

where U is the measured tension and I is the measured intensity.
Hence, the standard deviation can be written as:

U(P )
P

=

√√√√
(
U(U)
U

)2

+

(
U(I)
I

)2

(5.3)

As we used EA PS 8000T model which gives an accuracy of 0.2% for both voltage and
intensity, we found an uncertainty of 0.006W for the maximum used heat input of 50W.

5.4.3 Uncertainties on the thermal resistance

As it was defined in equation (4.10), the relative uncertainty can be written as:

U(Rth)
Rth

=

√√√√
(
U(∆T )

∆T

)2

+

(
U(Q)
Q

)2

(5.4)

Hence, the extended relative uncertainty can be written as:

U(Rth) = Rth

√√√√
(
U(∆T )

∆T

)2

+

(
U(Q)
Q

)2

(5.5)

By taking into account the maximum thermal resistance and temperature difference, the
uncertainty is found equal to 0.02K/W.
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5.5 Heat pipe filling

The filling operation, as it can be seen in figure 5.11, is carried out in several stages
aiming to avoid incondensable gases inside the heat pipe. In the case of wicked heat pipes,
the presence of incondensable gases is a major problem, which severely affects their per-
formance. The sources of incondensable gases are the molecules adsorbed in its internal
walls and the gases dissolved in the injected fluid. This can cause the formation of gas plug
which prevents the passage of vapor and decreases the condensation zone area. Hence,
much care has been taken while filling and degassing the heat pipe which is described in
what follows.

Vacuum pump

Filling tank

Valve n◦1Valve n◦2

Valve n◦3

Figure 5.11 – Filling system.

The filling procedure of the heat pipe is very important for appropriate heat pipe
operation, reliability and reproductibility (see figure 5.11). That is why, special care has
been taken during this process. Once the working fluid is selected, the mass of the fluid
is calculated based on the desired filling ratio. To avoid any significant leakage, the filling
pipe closure must be perfectly sealed. Inappropriate sealing causes degradation of the
HP operation. Using a scale, we measure the filling tank mass. Then, we introduce the
calculated quantity of mass. The uncertainty associated with the measurement of this
mass quantity is less than one gramme, which generates an uncertainty of about 10% on
the filling ratio, approximately. Before filling the heat pipe, the fluid must be degassed
carefully to eliminate any residuals incondensable gas. The degassing is obtained through
many operations of sublimation and condensation. The fluid is first solidified in a he-
lium tank in liquid state. The incondensable gases are evacuated by the pumping unit.
The liquid charge can then be adjusted using this vacuum pump that allows extracting
a portion of the fluid to be performed while preventing incondensable gases from ente-
ring the system. The solid is then sublimated by heating it. The operation is repeated
several times in order to obtain maximum purity of the fluid. Before injecting the fluid,
we remeasure the fluid mass. Then, the filling of the HP is carried out immediately to
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maintain the quality of the fluid. While heating the filling tank, the valves are opened.
Due to the pressure difference, the fluid flows through the connections then condenses in
the HP. The quantity of fluid introduced in the HP is recalculated based on the mass of
the filling tank. This technique facilitates the study of the load influence on the thermal
performance of the HP. Once the HP is filled, it must be separated from the filling system.
This separation is performed by closing the valve number 2.

In summary, the procedure of heat pipe filling consists of 5 basic steps: degassing
the internal walls; degassing the filling tank; degassing the working fluid; injection of the
necessary quantity of fluid into the heat pipe and closing the heat pipe.

5.6 Test cases

We tested mainly three test cases using water and methanol as working fluids, which
are described in what follows. Because the lack of time, we were not able to proceed with
acetone and ethanol. But aside, we made a pre-design of a HP with an evaporator 100mm
long, an adiabatic region 300mm long and a condenser 100mm long. This case, illustrated
in figure F.1, is referred to as initial case and is discussed in Appendix F.

5.6.1 Case A

In this test case, see figure 5.12, the evaporator, adiabatic region and condenser lengths
are equal to 400mm, 50mm and 50mm, respectively.

Insulation material

Block heater Cooling block

Figure 5.12 – Schematic of case A.

5.6.2 Case B

In this test case, see figure 5.13, the evaporator and condenser length are equal to
400mm and 100mm, respectively, without adiabatic region.
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Insulation material

Block heater Cooling block

Figure 5.13 – Schematic of case B.

5.6.3 Case C

In this test case, see figure 5.14, the evaporator and condenser length are equal to
400mm and 100mm, respectively, without adiabatic region. The condenser is composed
of two blocks each one of 50mm.

Insulation material

Block heaterCooling block Cooling block

Figure 5.14 – Schematic of case C.

5.6.4 HP limits

Using the limits discussed in section 1.7, we found the device working limits that are
given in tables 5.3 and 5.4.

Limits Capillary Sonic Viscous Entrainment
Initial case F.1 19.21 415.16 956.68 256.21

Case A 69.1 415.19 3444.04 256.21
Case B and C 76.83 415.16 3826.7 256.21

Table 5.3 – Heat pipe functionality limits for water at 35◦C.

Limits Capillary Sonic Viscous Entrainment
Initial case F.1 15.83 353.9 789.3 189.87

Case A 59 353.9 2842 189.87
Case B and C 65.33 353.9 3157.2 189.87

Table 5.4 – Heat pipe functionality limits for methanol at 35◦C.
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The stronger limit that defines the heat pipe working range is the capillary limit. This
limit determines the dry-out limit of the porous medium. As we can see at T = 35◦C, the
initial case F.1 is limited to 15W and 19W for methanol and water, respectively. This is
due to the large effective length which is equal to 0.4m. However, for solar applications,
we are led to work on the range of 35W heat input. By decreasing the effective length, the
capillary limit is increased for case A, B and C. In addition, the mentioned cases come
even closer to the HPETSC configuration. Hence, in what follows, we will discuss cases
A, B and C only.

5.7 Latin Hypercube Sampling method applied to

experimental design

5.7.1 Latin Hypercube Sampling methodology

Over the past several decades, there was a great deal of researches on developing and
improving various experimental design methodologies, including random sampling, stra-
tified sampling, orthogonal design and Latin hypercube sampling. The performance of a
sampling strategy and the quality of its resulting samples directly controls the efficiency
and robustness of any associated sampling-based analysis. Latin Hypercube Sampling
(LHS), introduced by McKay et al. [178] and its variations such as orthogonal array-
based LHS [273], orthogonal LHS [306] and symmetric LHS [140] are among the most
commonly used sampling techniques for experiments in a number of applied scientific
disciplines including uncertainty analysis [219], parameter calibration [103] and surrogate
modeling [77]. The main features of such a methodology are: (1) ease of use compared
with random sampling, (2) insurance of one-dimensional projection properties which is
one of Latin Hypercube main properties and (3) ease in incorporating other criteria such
as orthogonality and symmetry within sampling. One major drawback of traditional LHS
and many other sampling strategies is that they generate the entire sample points at once,
a process that is referred to as one-stage sampling: their is no way afterward to improve
its quality and preserve its properties at the same time.
In this study, the Latin hypercube sampling technique is used for initial population ge-
neration, instead of a traditional random method, as it has proven its effectiveness. The
method is assessed by one-dimensional projections for every variable (observable) dimen-
sion, space-filling criteria and correlation analysis. The LHS random procedure divides
the probability distribution into N equiprobable intervals, where N is the number of sam-
pling iterations. Each iteration selects one of the intervals, and a random number is then
generated. The same process is repeated for all of the intervals, but each interval should
be sampled exactly once. Notice that this method assumes that the variables are inde-
pendent of each other (which is the case here) and ensures a full coverage of the range
of each variable. The variables at hand here are: the heat input power, the condenser
temperature and the inclination angle.
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Chapter 5. Experimental analysis of heat pipe

Using the above described method eighteen sampling points were generated and which
are given in table 5.5 and presented in figure 5.15 (actually, 10 points were generated using
LHS and 8 “verties” of the observable domain were added). Then, an interpolation using
radial basis functions makes possible retrieving the solution at any desired functioning
point. Figure 5.16 shows the interpolation at 413 experimental points, each one represented
by a circle.

Points n◦ 1 2 3 4 5 6 7 8 9 10
θ◦ 9 90 -90 45 -90 90 -90 90 -90 90

Tcond(◦C) 55 10 10 43 10 10 70 70 70 70
P(W) 47.75 5 5 5 50 50 50 50 5 5

Points n◦ 11 12 13 14 15 16 17 18
θ◦ -45 27 -81 -9 63 -63 81 -27

Tcond(◦C) 13 19 25 31 37 49 61 67
P(W) 34.25 16.25 11.75 20.75 38.75 29.75 25.25 43.25

Table 5.5 – The experimental measurement points.
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Figure 5.15 – The distributions of the 18 points given in table 5.5 and represented by a
circle.
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Figure 5.16 – Generated points using the LHS for water.

5.7.2 The reliability of the LHS method

In order to assess the accuracy of the LHS method, a comparison between the thermal
resistance given directly by the experiments and the interpolation based on the LHS,
build from experimental data other then those used for comparison, is carried out. Figure
5.17 shows the variation of the thermal resistance versus the heat input power using LHS
method and experimental data under the same working conditions. As we can see, the
proposed LHS method provides a fairly good prediction of the thermal resistance in the
uncertainty interval of experimental data.

The thermal resistance is the parameter taken as reference to predict the performance
of the heat pipe. From this parameter, an error of 5% is assumed to be acceptable.
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Figure 5.17 – Comparison between the LHS and the experimental results.

In what follows, the effect of various parameters on the thermal resistance of the heat
pipe is presented and discussed.

5.8 Results and discussions

The performance was evaluated by calculating the corresponding thermal resistance
as the ratio of temperature difference between evaporator and condenser to heat input
given in equation (4.10). This formula is recalled here:

Rth =
(T̄evap − T̄cond)

Q
(5.6)

where T̄evap is the average evaporator temperature, T̄cond is the average condenser tempe-
rature and Q is the heat input.

The determination of the thermal resistance circuit shown in figure 5.18 (the repro-
duction of figure 5.18) is presented here.
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Figure 5.18 – Resistance circuit equivalent to the heat pipe.

The resulting total resistance is equal to:

Rth = Rs,evap +Rp,evap +Rint,evap +Rint,cond +Rp,cond +Rs,cond (5.7)

At evaporator section, the total evaporator resistance is equal to:

Revap = Rs,evap +Rp,evap +Rint,evap (5.8)

At the condenser, the total condenser resistance is equal to:

Rcond = Rint,cond +Rp,cond +Rs,cond (5.9)

where Rs,evap, Rp,evap, Rint,evap, Rint,cond, Rp,cond and Rs,cond are given by expressions (4.12)
to (4.17).

5.8.1 Case A

Effect of symmetry

Generally, in solar collectors, the received solar radiation falls in two different ways:
either symmetric (like HPETSC) or asymmetric (like absorber tube in parabolic concen-
trator) as shown in figure 5.19.

Flat plate type Concentrating type

Figure 5.19 – Illustration of solar incident radiation.
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Here, we study the effect of the heat flux symmetry on the HP thermal performance.
Figure 5.20 presents the two configurations.

Symmetric

heating of the evaporator

Asymmetric

heating of the evaporator

Figure 5.20 – Schematic of the symmetric and asymmetric heating configurations.

Figure 5.21 shows the variation of the thermal resistance versus the heat input. Ex-
perimental data are interpolated using radial basis functions and are shown in green and
red colors (and there grades). Dotted data are the original experimental data.
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(c) 100% of methanol
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(d) 100% of water

Figure 5.21 – Variations of the thermal resistance versus the heat input for different
fluids and filling ratios using symmetric and asymmetric configurations under condenser
temperature, 37◦C, and inclination angle, 63◦.

A significant difference does exist between both configurations and it appears that the
gap between the symmetry and asymmetry thermal resistance changes slightly with the
filling ratio and the nature of the used fluid but chnages are more significant with metha-
nol. Unfortunately, explanation is not straightforward and the axisymmetric numerical
model is unable to help more investigations. However, in general, the thermal resistance
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seems to be higher for asymmetric configuration for the four curves. This can be explained
by the lower heat flux density at the evaporator which contribute to the decrease of the
temperature difference in symmetric configuration compared to the asymmetric one. Note
that a typical received heat input into the solar collector is about 35W for a cylindrical
heat pipe about 1cm diameter and evaporator 40cm long. We can deduce that the sym-
metric configuration is more interesting. So, we choose to go ahead with discussing only
the symmetric configuration.

We also compared these results to numerical results given for water and methanol with
100% filling ratio (as long as different filling ratios are not affordable with the numerical
model developed sofar). Good predictions can be observed. However, our model is limited
to symmetric configuration using saturated fluids. So, we choose to test its reliability in
this range of functionality.

Effect of filling ratio

Experiment was performed to analyze the effect of the filling ratio on the HP perfor-
mance. Figure 5.22 shows the variations of the thermal resistance versus heat input for
water and methanol with two filling ratios. For both fluids, the 100% filling ratio leads
to higher thermal performance compared to the 150% filling ratio. In fact, overfilling the
heat pipe degrades the heat pipe performance due to liquid film thermal resistance, a
consequence of excess liquid. For the considered inclination angle, this excess of liquid
increases the evaporator temperature and so the difference of temperature between the
condenser and evaporator which leads to increasing the total thermal resistance. However,
overfilling extends artificially the capillary limit by preventing earlier dry-out. This due
to the thicker layer of liquid compared to liquid saturated mesh.
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(b) Methanol

Figure 5.22 – Variations of the thermal resistance versus the heat input for different
filling ratios under condenser temperature, 37◦C, and inclination angle, 63◦.

Effect of working fluid

Figure 5.23 shows the variations of the thermal resistance versus heat input using
water and methanol with two filling ratios. For both filling ratios, methanol leads to
higher thermal performance than water as was predicted theoretically. The effects of the
working fluid thermophysical properties on the performance of the HP was discussed
in section 4.2.1. The working fluids applied in a heat pipe should have the following
characteristics: high value of (dp/dT )sat, high latent heat of vaporization, high specific
heat, high surface tension, and low dynamic viscosity. By referring to Table 4.3, methanol
has higher (dp/dT )sat compared to water. In fact, a high value of (dp/dT )sat implies that a
small rise in temperature can generate a large pressure difference and accordingly greater
driving force necessary for vapor motion.
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Figure 5.23 – Variations of the thermal resistance versus the heat input for different
working fluids under condenser temperature, 37◦C, and inclination angle, 63◦.
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Figure 5.24 – Variations of the thermal resistance versus heat input density for different
working fluids for a HP with 1.76m of length (1.4m evaporator, 0.06m adiabatic and 0.3
condenser length), ε = 0.4, K = 1.17 × 10−10m−2, convective heat transfer coefficient of
1400W.m−2.K−1 and inlet temperature of 22◦C.

The same trend is observed in figure 5.24 (reproduction of figure 4.13 showing the nu-
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merical results) where methanol shows lower thermal resistance. This suggests the good
predictive feature of the developed model. However, the gap between the thermal resis-
tance of the tested working fluids is lower in this numerical tested case. This may due
to the difference between the experimental bench test and the HP used configuration in
the numerical tested case. In fact, the permeability 10 times higher and the porosity is
taken equal to 0.4. Also, we tested a real case of HPETSC dimensions: 1.76m of length
(1.4m evaporator, 0.06m adiabatic and 0.3 condenser length). This could explain what
was found previously using only the numerical predictions.

Effect of inclination

Experimental tests are carried out to study the effect of the inclination angle, too.
Figure 5.26 shows the variations of the thermal resistance versus the inclination angle in
the case of gravity-assisted and gravity-opposed orientations.

α Gravity-assisted

Gravity-opposed

Figure 5.25 – Gravity-assisted and gravity-opposed orientations.

The results for the effect of inclination angle on the thermal resistance for gravity-
opposed orientations, in the interval of [-45◦-0◦], is shown in figure 5.26. As the orienta-
tion of the heat pipe changes from horizontal to gravity opposed orientation angles, the
thermal resistance increases drastically. This occurs because gravity has an adverse effect
on the circulation of the liquid within the wick. The large difference in thermal resistance
between the horizontal orientation and an inclination of −45◦ can be attributed to the
charging valve being located on the condenser end of the heat pipe. In fact, the condensed
liquid accumulates there during gravity-opposed operation and therefore is not able to
return to the evaporator. As the inclination angle increases, the resistance to the flow of
the liquid along the heat pipe increases and therefore the performance of the heat pipe
degrades. Using the gravity-opposed orientation, the HP reaches evaporator dry-out, and
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overheating, quickly with at the same time an excess of liquid amount at the condenser
region which increases the condenser resistance and consequently the HP resistance.

For gravity-assisted inclination angle cases, the heat pipe clearly performs better.
Then, the thermal resistance reaches its minimum for an inclination angle between 60◦

to 80◦ . It is obvious that increasing the inclination angle causes the condensed liquid
returns easier to the evaporator section by means of favorable gravity and consequently
lower thermal resistances is gotten. So the thermal resistance decreases with increasing
angle for all working fluids by helping the liquid flowing back to the evaporator, indepen-
dently of their capillary potential. This observation confirms the results and discussion
made previously in section 4.3.5. However, the resulted thermal resistance re-increases for
inclination angle between 80◦ to 90◦. This can be explained by the flooding of a part of
the evaporator at such large inclinations.
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Figure 5.26 – Variations of the thermal resistance versus the inclination angle under
condenser temperature, 55◦C, and heat input, 47.75W.

By comparing the numerical results with experimental data, the error is more impor-
tant for inclination angle between 20◦ and 40◦. In fact, using the LB model the prediction
gives a lower thermal resistance compared to LHS interpolation data. From the developed
explanation, the thermal resistance should decreases. However, LHS interpolation results
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increases until reaching a constant value then it decreases. This may be related to an in-
terpolation errors. Using the results of the above chapter (see figure 5.27 the reproduction
of figure 4.18), we found that the same trend is founded where the thermal resistance
decreases.
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Figure 5.27 – Variations of thermal resistance versus the sine of inclination angle for
different working fluids for a HP with 1.76m of length (1.4m evaporator, 0.06m adiabatic
and 0.3 condenser length), ε = 0.4, K = 1.17 × 10−10m−2, convective heat transfer
coefficient of 1400W.m−2.K−1 and inlet temperature of 22◦C.

Effect of condenser temperature

Experiments data are also used to analyze the impact of condenser temperature on
the thermal resistance of the HP.
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Figure 5.28 – Variations of the thermal resistance versus the condenser temperature
under inclination angle, 63◦, and heat input, 38.75W.

Figure 5.28 presents the variations of thermal resistance versus the heat input power
using 100% filling ratio of methanol and water under different condenser temperatures.
The curves share the same trends: the thermal resistance decreases with the increase of
the condenser temperature. In fact, increasing the condenser temperature increases the
liquid temperature which leads to smaller dynamic viscosity and so lower liquid pressure
drop. As a consequence, the resulting thermal resistance decreases.

By comparing the numerical results with the experimental prediction, we can see that
using saturated water the error is more important.

Comparison between the numerical and experimental results

Because of the complexity of the problem, we assume that the wick is saturated with
the working fluid. Hence, in order to make a comparison between the numerical and
experimental results, we tested only saturated water and methanol for a classical HPETSC
case A. The tested experimental measurement points (1-5) are given in table 5.5.
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In order to make a qualitative comparison, points 2 and 3 are taken as an example. The
main difference between them is the inclination angle (point 2: gravity-assisted orientation,
point 3: gravity-opposed orientation).
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Figure 5.29 – Variations of the wall temperature versus the heat pipe length using water
as working fluid by referring to experimental and numerical results for gravity-assisted
and gravity-opposed orientations under condenser temperature, 10◦C, and heat input,
5W.
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Figure 5.30 – Variations of the wall temperature versus the heat pipe length using
methanol as working fluid by referring to experimental and numerical results for gravity-
assisted and gravity-opposed orientations under condenser temperature, 10◦C, and heat
input, 5W.

The variations of the wall temperature versus the heat pipe length using water and
methanol as working fluid is shown in figures 5.29 and 5.30, respectively. In figure 5.29,
for the two tested orientations (gravity-assisted and gravity-opposed), the numerical and
experimental results are in good agreement. However, for both fluids, we can see that for
the evaporator extreme region, the experimental wall temperature is slightly higher than
the numerical prediction for gravity-opposed orientation. This is due to the low amount of
liquid available in the evaporator region using the unfavorable orientation. In fact using
this orientation, the capillary limit is reached more quickly, whereas the condenser is
flooded by liquid. It is also found that wall temperature is lower at a favorable orientation.
This leads to a lower temperature difference which induces a decrease of the total thermal
resistance. Hence, a better performance using favorable orientation is retrieved.

By referring to table 5.1 and equation (1.12), the variations of the maximum power
supply versus the operation temperature is given in figure 5.41 for different inclination
angles using water and methanol, respectively. We recall the maximum capillary driven
pressure given by:

∆Pc,max =
2σ
reff

(5.10)

and the maximum heat flux given by:

Qc,max =
2σ
reff

+ ρlsin(θ)Ltot
µlLeff

ρlSpKhlv
+ 8µvLeff

πρvR4
vhlv

(5.11)

Conventionally, the number of merit, Me, is used as the thermal performance index of
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working fluid which was defined as 1.1:

Me =
ρlhlvσ

µl
(5.12)

These curves corroborate the previous observations as at unfavorable inclination HP is
closer to reach its theoretical capillary limit. Also, through the calculation of the ratio
of Merit number, equal to 10, we can conclude that HP with water has more capacity
to go through higher heat capillary limit and so higher heat input capacity although
performance is lower when dry-out does not occur.
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(b) Methanol

Figure 5.31 – Variations of the maximum heat input versus the operation temperature
for (5.31a) water and (5.31b) methanol.

Figures 5.32 and 5.33 show the 2D temperature variation in solid/liquid-wick region
for both fluids. We can see a higher temperature distribution through the wall and liquid
region at unfavorable orientation. Also, a higher temperature degradation can be obser-
ved. By calculating the heat transfer density through the wall, we found that the heat
density crossing the evaporator region is 10 times lower than that of condenser region
(500W.m−2 heat density for the evaporator and 5000W.m−2 for the condenser). This due
to the surface ratio. The heat is evacuated through the condenser region with a 10 times
smaller surface. Due to the heat transfer continuity, this amount of heat is transferred
through the wall/liquid-wick interface where the heat density through the evaporator re-
gion decreases whereas it still the same for the condenser region (62.5W.m−2 heat density
for the evaporator and 5000W.m−2 for the condenser). This is due to the homogeneity of
the condenser temperature through the radial position.
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Figure 5.32 – Temperature iso-contours in ◦C in the wall/liquid-wick region using water
as working fluid by referring to numerical results for gravity-assisted and gravity-opposed
orientations under condenser temperature, 10◦C, and heat input, 5W.
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Figure 5.33 – Temperature iso-contours in ◦C in the wall/liquid-wick region using me-
thanol as working fluid by referring to numerical results for gravity-assisted and gravity-
opposed orientations under condenser temperature, 10◦C, and heat input, 5W.

Figures 5.34 and 5.35 show the axial velocity iso-contours in liquid-wick region for both
fluids. We can see a higher velocity magnitude at the adiabatic region near the liquid-
wick/vapor interface. This is due to the counter-current fluid flow (the vapor circulation
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in the vapor region and the liquid return in the liquid/wick region) which generate a high
vorticity at the adiabatic region. This can be explained by the fact that the liquid flow is
maximum there (all condensed fluid flows through the adiabatic region) and the no-slip
condition at the solid-wick interface makes the velocity profil maximum close to the vapor
liquid-wick interface.

Z

R

0.2 0.4 0.6 0.8
1

1.1

1.2

1.3 1.3
1.1
0.9
0.7
0.5
0.3
0.1

(a) Gravity-assisted

Z

R

0.2 0.4 0.6 0.8
1

1.1

1.2

1.3 0.95
0.8
0.65
0.5
0.35
0.2
0.05

(b) Gravity-opposed

Figure 5.34 – Axial liquid-wick velocity iso-contours in ×10−1m/s using water as working
fluid by referring to numerical results for gravity-assisted and gravity-opposed orientations
under condenser temperature, 10◦C, and heat input, 5W.
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Figure 5.35 – Axial liquid-wick velocity iso-contours in ×10−1m/s using methanol as
working fluid by referring to numerical results for gravity-assisted and gravity-opposed
orientations under condenser temperature, 10◦C, and heat input, 5W.

Figures 5.36 and 5.37 show the axial iso-contours in vapor region for both fluids. We
can see also a higher velocity magnitude in the continuation of the adiabatic region near
the liquid-wick/vapor interface. The very same explication as given previously holds.
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Figure 5.36 – Axial vapor velocity iso-contours in m/s using water as working fluid by
referring to numerical results for gravity-assisted and gravity-opposed orientations under
condenser temperature, 10◦C, and heat input, 5W.
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Figure 5.37 – Axial vapor velocity iso-contours in m/s using methanol as working fluid by
referring to numerical results for gravity-assisted and gravity-opposed orientations under
condenser temperature, 10◦C, and heat input, 5W.

Tables 5.6 and 5.7 show a comparison for points 1 to 5, provided in table 5.5 between:
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the numerical and experimental total, evaporator and condenser resistances using water
and methanol as working fluids, respectively. The error is calculated as follows:

Error(%) =
Rthexp − Rthnum

Rthexp
× 100 (5.13)

Points 1 2 3 4 5
Rth(num) 0.932 4.49 4.646 4.426 1.77
Rth(exp) 1.02 4.55 4.72 4.678 2.055
Error(%) 10.54 1.31 1.59 5.38 13.86

Revap(num) 0.545 2.37 2.86 1.3 0.9
Revap(exp) 0.57 2.38 2.9 1.27 1.0
Error(%) 5.54 0.58 1.37 -2.34 10

Rcond(num) 0.387 2.11 1.786 3.128 0.97
Rcond(exp) 0.4 2.44 1.9 3.39 1.06

Error(%) 5 0.55 0.22 7.72 3.86

Table 5.6 – Comparison between the numerical and experimental resistances for different
experimental tested points using water as working fluid.

Points 1 2 3 4 5
Rth(num) 0.696 2.722 2.69 1.475 1.143
Rth(exp) 0.668 2.738 2.79 1.516 1.312
Error(%) -4.19 0.5 1.47 2.7 12.88

Rthevap(num) 0.265 1.64 1.15 0.737 0.58
Rthevap(exp) 0.289 1.653 1.2 0.76 0.715
Â£ Error(%) 8.86 0.234 0.91 2.9 17.73
Rthcond(num) 0.43 1.082 1.54 0.738 0.56
Rthcond(exp) 0.38 1.085 1.56 0.735 0.54

Error(%) -13.05 0.27 0.56 -0.2 -4.85

Table 5.7 – Comparison between the numerical and experimental resistances for different
experimental tested points using methanol as working fluid.

From this tables, the error of the total resistance is lower than 14%. However, the
error of the evaporator reaches 17.78%. This is due to the limitation of the proposed
model which does not take into account the dry-out phenomenon. Hence, globally, this
model gives very good prediction but only when the heat pipe is maintained under its
normal working conditions.

Figure 5.38 presents histograms of the error of the total, evaporator and condenser
resistances as a function of the number of the tested points. As we can see, most of the
tested pointed (6 of 10 points) are situated an error below 5% for the three resistances.
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Also, we can see that the error of the evaporator resistance is higher than that of the
condenser resistance. This may be due to the code weakness in detecting the dry-out
phenomenon. In fact, the capillary limit is reached when the pumping effect of the capillary
structure cannot overcome the pressure drops for a given working fluid and wick structure.
This causes the heat pipe evaporator to dry-out and shuts down heat transfer from at
least a part of the evaporator with a rapid evaporator temperature increase. Thus, in
order to keep up the operation of such a device, this limit is essential to be taken into
account especially for heat pipes with capillary structure.

Figure 5.38 – A comparison of the error between the experimental and numerical results
for the tested points (1 to 5 given in table 5.5) by varying the condenser temperature, the
inclination angle and the heat input power.

5.8.2 Cases A and B

The main difference between cases A and B is the condenser length. In case A, the
adiabatic region is 50mm long with a condenser 50mm long, too. In case B, in the absence
of the adiabatic region, the condenser is 100mm long. Figure 5.39 shows the variations
of the thermal resistance versus the heat input for both working fluids with and without
adiabatic region. It is observed that the case without adiabatic region gives better perfor-
mance. In fact, in case B, the exchange surface is multiplied by two. This leads to both a
lower heat density at the condenser and a shorter effective length which implies lower total
resistance and then better thermal performance. In addition, the main purpose of solar
collectors is to collect solar radiation as mush as possible, the evacuation of this received
heat takes place in the condenser region. In addition, and conventionally, the role of the
adiabatic region is to convey the vapor to the condenser. However, in such application,
this region seems to be useless as we intend only to receive and evacuate the recuperated
heat with less losses, the location of the condenser being not an issue.
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Figure 5.39 – Variations of the thermal resistance versus the heat input for different fluids
and filling ratios configurations with and without the adiabatic region under condenser
temperature, 37◦C, and inclination angle, 63◦.
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5.8.3 Cases A and C

A number of similitude and difference does exist between the cases A, B and C. The
main purpose of the design of case C is to see its performance in the case of parabolic solar
collector (see 5.19), where the collector represents the evaporator region. By observing this
case, one can consider it also as two combined HPs with an evaporator 200mm long and a
condenser 50mm long with respect to the central symmetry. This can make it equivalent
to case B of two twice shorter HPs. Hence, as discussed before, other things being equal,
we observe the same trends like case A where the effect of the adiabatic region is the
main difference as discussed in the previously. However, by comparing the three cases
together, we observe a response with a lower thermal resistance. We discuss here the
effect of symmetry for the three cases.
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Figure 5.40 – Variations of the thermal resistance versus the heat input for water with
150% filling ratios using symmetric and asymmetric configurations under condenser tem-
perature, 37◦C, and inclination angle, 63◦.

From figure 5.40, the symmetry configuration gives higher performance for the two
cases. By comparing case C to case A, it appears that the gap between the symmetry
and asymmetry thermal resistance is more important. This is may be due to its radial
symmetry which could favorite the symmetry HP heating. Also, it is found that the
thermal resistance is about two times lower in case C then that of case A. This can be
explained by the fact that the heat exchange surface using case C is more important and
that liquid pressure drop is approximately twice smaller owing to the shorter effective
length. This conduces to a higher heat transfer capacity and then to a lower evaporator
temperature. As the condenser is situated on both sides, the generated vapor will migrate
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through both directions to reach the condenser part where it gives back the heat latent
of vaporization and returns to the evaporator region.

In real application of parabolic solar collectors, the HP is exposed to solar radiation
through the bottom and top in order to collect the maximum of it. Using a HP like
described in case C could lead to even higher performances.

5.9 The optimum solution in solar collector situa-

tions

From the results presented so far, we conclude that the working fluid plays an im-
portant role in the HP performance. It was found that using methanol enhances the HP
functionality if no dry-out is feared. Furthermore, using fluid amount exactly sufficient to
saturate the wick yields higher HP heat transfer capacity. However, oversaturated fluid
may extend artificially the capillary limit as an excess of fluid still exists for higher heat
input. But, this leads to degrading the performance. An inclination angle between 65◦ and
77◦ is recommended for case A. When analyzing the effect of adiabatic length, it seems
that case B is more suitable for HPETSC. However, case C could be more interesting for
concentrator solar applications even though at higher inclinations angles.

As far as solar applications are concerned, the received flux depends of the location of
its installation. The most relevant parameters are the latitude, the inclination angle and
the heat losses due to the ambient conditions. Hence, the main question to ask is which
inclination should we the HP assume in order to capture and transfer the maximum solar
radiation into the condenser ? Through this section, we try to give some details in response
to this question.

In order to optimize the heat input, an estimation of the heat losses due to convection
and radiation is needed. Using the correlation provided by literature [175], the convective
heat losses can be retrieved from the corresponding heat exchange coefficient:

hd =
Nudλ

d
(5.14)

where

Nud = 0.53Ra1/4
d (5.15)

Rad = RaL
d3

L3
(5.16)

RaL =
gsinθβ∆TL3

αν
(5.17)
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and ∆T = T −Tenvi. Here, T is the evaporator mean temperature and Tenvi is the ambient
temperature. Hence, the convective heat losses can be written as:

Qcv = hdA∆T (5.18)

where A = 2πrwLtot is the lateral surface. In addition, the radiative heat losses can be
approximated by:

Qrad = 4εσT 3
enviA∆T (5.19)

Hence, the maximum received heat flux could be calculated as follow:

Qmax = Qcos(θ − α) − (Qcv +Qrad) (5.20)

where θ is the HP inclination angle and α is the latitude angle. In Poitiers, we will take
α = 45◦.

Figure 5.41 presents the variations of the maximum heat input versus the inclination
angle at a location of latitude 45◦ for different condenser temperature. As we can see, this
heat input increases with the increase of the inclination angle until reaching its maximum
at an inclination angle of 55◦, 56.8◦ and 57.2◦ (and not 45◦) for a condenser temperature
of 20◦C, 40◦C and 60◦C, respectively. Then, the useful heat deceases slowly with the
increase of the inclination angle. Worth to note here that the evaporator temperature is
influenced by both the inclination angle and the heat losses and vice versa. An iterative
method, relying on formula (5.20), is used to determine the ultimate and exact heat poxer
received by the HP. This optimum increases slightly with the condenser temperature. This
suggests to use a solar collector with different inclination angles for each HP. However,
the shadowing effect of each HP should be taken into consideration in that case.
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Figure 5.41 – The optimum heat input versus the inclination angle.

5.10 Conclusion

In this chapter, in order to grasp the overall performance of a heat pipe, an expe-
rimental setup was designed. This bench allowed us on the one hand to estimate the
external wall temperature profiles and secondly to evaluate with an acceptable accuracy
the thermal transport performance of cylindrical heat pipes. The developed LB model
was validated with both the direct and LHS experimental results. A HP configuration
was proposed with its optimal working conditions. By focusing on the evaporator zone,
the temperature measurements obtained by such a detailed characterization of the HP
operation can serve as data to locate in particular the dry-out areas on the evaporator
zone in terms of different working parameters as the working fluid, heat input, condenser
temperature and inclination angle.
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6.1 Summary

In the present work, we studied by both numerical and experimental means the perfor-
mance of heat pipe used in solar collectors for water heating systems. The main purpose
was to show the relevance of the lattice Boltzmann method in resolving heat pipe eva-
cuated tube solar collector systems including phase change. For reasons of problem com-
plexity, two-dimensional axisymmetric equations, using saturated wick structure, have
been used.

The state of the art pointed out the increasing interest on using heat pipes in solar
water heaters. However, most HPs developed so far in HPETSC devices are smooth wi-
ckless tubes. In opposite, few surveys have used evacuated tube solar collector with wick
structure, desipe their high potential. Owing to this, we focused on analyzing such sys-
tems using lattice Boltzmann method, which we developed in the next chapter where we
outlined the background theory: different approaches of momentum equation derivation,
Boltzmann equation and boundary conditions implementation. The main drawbacks of
the methods already developed are the complexity of the source terms involved compared
to the original equations and the inconsistency caused by the added forces. In order to
overcome these issues, we proposed a new lattice Boltzmann scheme, which inserts the
space and time dependent source terms into the evolution equation of the standard lattice
Boltzmann method, and makes it recover the mass and momentum equations on cylin-
drical coordinates system by performing Chapman-Enskog expansion. This new scheme
combines the idea proposed by Halliday et al. [94] which uses the coordinate transforma-
tion method approach with the one introduced by Guo et al. [92] to include the effect of
porous media on fluid flow into the equilibrium distribution function. Compared with the
existing lattice Boltzmann equation models of axisymmetric an isothermal flows through
porous media [238–241], the proposed model has the following features: (i) the source
terms are simply extra terms in the transformed pseudo-Cartesian equations where the
velocity gradient computation is avoided, (ii) the centered scheme is applied to remove
the discrete lattice effects leading to a second-order space accuracy, (iii) it is easier to im-
plement when compared to Rong et al.’s models [238–241], and the standard calculation
of the macroscopic variables is preserved, (iv) it is applied on a uniform rectangular grid
in cylindrical coordinates system, which adheres to the inherit property of lattice Boltz-
mann method, (v) the present approach is suitable for axisymmetric flows involving more
physical phenomena. An enhanced derived model wass then proposed. The point is that
the compressibility effect in the existing lattice Boltzmann equation models may produce
uncontrollable computation error as the fluids are assumed obeying the ideal equation
of state; an assumption far to be accurate for liquids. Therefore, most of these models
can be used only to simulate compressible flows. That is why this model is considered as
an artificial compressible model to solve incompressible mass and momentum equations.
Then, we presented the detailed derivation of the new model and tested its accuracy and
reability through well-documented cases.

The performance of a capillary driven heat pipe used in solar collectors was then in-
vestigated numerically. The analysis includes the wall, the liquid-wick material and the
vapor regions. Comparison between the present model results and some numerical results
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available in the literature shows very good agreement. The effect of working fluid, wick
structure, evaporator length and inclination angle on the system behavior was addressed.
Among these results, some suggest the superior performance of acetone heat pipe with
sintered copper structure of 7.3 mm of thickness in 45◦ inclination in typical solar collector
applications. Numerical results with these working conditions were presented, which pro-
vide guidance for the heat pipe design used in solar collectors. Then, a heat pipe evacuated
tube solar collector has been investigated numerically. A detailed theoretical analysis for
energy and exergy analysis of the collector was carried out. Based on the numerical results
of lattice Boltzmann method, the effect of incident solar radiation intensity and number of
tubes was assessed. The results reflect the contribution (and significance) of each of these
parameters to the collector overall efficiency. The higher the incident solar radiation, the
hotter the water inlet temperature in heat pipe evacuated solar collectors, which leads
to decreasing heat transfer rate between the heat pipe’s condenser and supplied water.
For a cost/performance best ratio, a heat pipe evacuated tube with 15 tubes is preferred
with both exergy and energy efficiency. This study can be helpful in designing actual solar
collector systems.

An experimental setup has been built in this study, too. The design and construction
of the heat pipe, including a detailed description of the setup and the protocol, were
presented. Then, the experimental results were analyzed and discussed where different
heat pipe configurations, called cases A, B and C, used in solar collectors were compa-
red under different working conditions: applied heat input, inclination angle, condenser
temperature, working fluid, filling ratio and symmetric and asymmetric heating. The de-
veloped lattice Boltzmann model was validated with both direct and Latin Hypercube
Sampling experimental results. From the presented results, we concluded that the wor-
king fluid play an important role in the heat pipe performance, owing to its intrinsic
thermophysical proprieties which affect the total resistance of the heat pipe and then its
thermal performance. It was found that using methanol enhances the heat pipe functio-
nality since it induces higher pressure drop if no dry-out is expected. Furthermore, using
fluid amount exactly sufficient to saturate the wick yields higher heat pipe heat transfer
capacity. However, oversaturated fluid may extend the capillary limit as an excess of fluid
still exists for higher heat input. But, this leads to degrading the performance far from
dry-out conditions. An inclination angle between 65◦ and 77◦ is recommended for case A.
Through comparing the effect of adiabatic length, it seems that case B is more suitable
for heat pipe evacuated tube solar collector. However, case C could be more interesting
for concentrator solar applications although at higher inclinations angles. As far as solar
applications are concerned, the received flux depends of the location of its installation.
The relevant parameters are the latitude, the inclination angle and the convective and
radiative heat losses into the ambience. Hence, the optimum inclination should be taken
in order to capture and transfer the maximum solar radiation into the condenser is equal
to 55◦, approximately, for Poitiers, France, instead of the angle equal to its latitude, 45◦.
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6.2 Notable Findings

The originality of the present study can be summarized as follows:
— An extension literature review of the main funding, challenges and future directions

was presented for heat pipe evacuated tube solar collectors with a comparative
study with flat plate collectors.

— A novel lattice Boltzmann method model was proposed with a second order accu-
racy.

— A comparison of a typical heat pipe evacuated tube solar collector performances
was made under different working conditions. A heat pipe filled with acetone and
covered inside by sintered copper abd inclined by 45◦ gives the higher thermal
performance, when no losses occur.

— Both energy and exergy analyses applied to evacuated tube solar collectors with
capillary heat pipes were performed. The heat pipe evacuated tube solar collector
efficiency reaches 62%.

— A new implementation of heat pipe with moving blocks was designed. This concep-
tion makes it possible to easily change the position of different blocks, hence saving
time and money.

— A comparison between the numerical and experiment results was presented success-
fully as far as axisymmetry, saturated wick and no dry-out conditions are regarded.

— An experimental campaign was performed for heat pipe is solar collector conditions.
The best heat pipe performance was observed using methanol as working fluid
under inclination between between 65◦ and 77◦. Through tests, case C showed good
thermal performance. This configuration can be used vitually at any inclination
owing to its central symmetry.

6.3 Future Directions

The developed lattice Boltzmann model for multiphase flow together with heat pipe
integration into solar applications has opened new research avenues. Among the many
applications, experimental, numerical and theoretical studies that can be carried out in
this context, we suggest a few directions that can be pursued in the near future:

— With the different boundary conditions developed on moving boundary conditions,
we can integrate the study of the effect of liquid/vapor interface on the heat pipe
performance. Then, we can compare the results with the experimental one with
more realistic boundary conditions where the wick can be either over or under
saturated and so be able to predict dry-out. This phenomenon presents a key
element of the heat pipe performance limitation.

— A three-dimensional lattice Boltzmann model can be developed by extending the
axisymmetric model. This will be helpful to study the effect of a symmetry and
validate it with the results made available by the present experimental campaign.

— A bench with a heat pipe evacuated tube solar collector may be tested under
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outdoor climate conditions. Then, we can study the problem related to freeze in
winter and overheating in summer by testing new working fluids like nanofluids,
new surface treatment that may overcome such issues.

— Tests may be carried out on the present bench to compare acetone to other fluids
so to reduce heat losses.
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Appendix A

Derivation of the formula of the
velocity field

From equation (3.24), the fluid velocity is given by:

ρu =
∑

k

ckfk +
∆t
2
ρFp (A.1)

By substituting the expression of the total body force from equation (3.7) in the above
equation, we get:

ρu =
∑

k

ckfk +
∆t
2
ρ

(
−ευ

K
u − εFε√

K
|u|u + εG

)
(A.2)

which leads to:

ρ

(
1 +

∆t
2
εν

K

)
u − ρ

∆t
2
εFε√
K

|u|u − ρ
∆t
2
εG −

∑

k

ckfk = 0 (A.3)

By using the expression of the temporary velocity v, co and c1 introduced in equations
(3.26)-(3.28), the above equation can be cast in:

2ρc0u − ρc1|u|u − ρv = 0 (A.4)

Since ρ 6= 0, one can write:
2c0u − c1|u|u − v = 0 (A.5)

Thus,

u =
1

2c0 − c1|u|v (A.6)

By taking the norm, the above equation becomes:

|u| =
|v|

2c0 + c1|u| (A.7)

195



Appendix A. Derivation of the formula of the velocity field

which leads to a quadratic equation of |u|:

2c0|u| − c1|u|2 − |v| = 0 (A.8)

with two roots: 



− 1
c1

(
c0 +

√
c2

0 + c1|v|
)

− 1
c1

(
c0 −

√
c2

0 + c1|v|
) (A.9)

Since always positive, the second root is the accepted solution. By introducing this so-
lution into equation (A.6), one can find the following expression which is introduced in
equation(3.25):

u =
v

c0 +
√
c2

0 + c1|v|
(A.10)
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Heat pipe temperature and velocity
profiles

In this section, in order to describe more clearly the flow field and temperature field
distributions in the heat pipe, we present the profiles in dimensional scales.
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Figure B.1 – Temperature field in the porous medium expressed in ◦C for different
working fluids using sintered steel (case I).
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Figure B.2 – Temperature field in the porous medium expressed in ◦C for different
working fluids using copper screen (case II).
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Figure B.3 – Temperature field in the porous medium expressed in ◦C for different
working fluids using sintered copper (case III).
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Figure B.4 – Axial velocity field expressed in the vapor core in m/s for different working
fluids using sintered steel in the vapor region (case I).
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Figure B.5 – Axial velocity field expressed in the vapor core in m/s for different working
fluids using copper screen in the vapor region (case II).
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Figure B.6 – Axial velocity field expressed in the vapor core in m/s for different working
fluids using sintered copper in the vapor region (case III).
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Appendix C

Heat pipe plan by Atherm
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Figure C.1 – Heat pipe sizes.
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Heat pipe components
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Figure D.1 – Evaporator design first version.
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Figure D.2 – Evaporator design second version.
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Appendix D. Heat pipe components

Figure D.3 – Condenser design first version.
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Figure D.4 – Condenser design first second version.
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Appendix E

Uncertainty calculation

The purpose of this appendix is to present the method of calculating measurement
uncertainties. Uncertainty calculations are based on the methods recommended by AF-
NOR. The main concepts to define the uncertainties according to international norms are
introduced here.

The quantity y that is measured is called measurand. It is expressed with respect to
terms of influence xi through the function f .

y = f(x1, x2, x3, ..., xn) (E.1)

E.1 Calculation of variance and standard uncertain-

ties

E.1.1 Uncertainty type A

It characterizes the dispersion of the measurement results. It is evaluated by a sta-
tistical method based on the calculation of arithmetic means, variances and standard
deviations. The n measures of the quantity q make it possible to calculate the arithmetic
mean:

q̄ =
1
n

n∑

k=1

qk (E.2)

The dispersion of measures qk around the mean q̄ is estimated by the experimental va-
riance:

u2(q) =
1

n− 1

n∑

k=1

(qk − q̄)2 (E.3)

The variance of the mean u2(q) is expressed as a function of the experimental variance:

u2(q) =
u2(qk)
n

(E.4)
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Appendix E. Uncertainty calculation

The type difference u(q̄) is also called standard uncertainty. It corresponds to the square
root of the variance.

E.1.2 Uncertainty type B

It is evaluated on the basis of information such as the manufacturer’s specifications or
the data provided by calibration certificates. The uncertainty is estimated from the data
of the limits of the range to which the measured quantity q belongs. If the uncertainty
calculation hypothesis is a uniform probability density law over an interval 2a, centered
on the measured value q, the variance of the quantity q is given by the formula:

u2(q) =
a2

3
(E.5)

Where u2(q) is the variance of the measured quantity q and u(q) is the standard deviation
or uncertainty type of measured quantity q.

For a normal distribution law over the interval 2a, the variance of the quantity mea-
sured q is:

u2(q) =
a2

9
(E.6)

E.2 Expanded uncertainty

The interval corresponding to a given level of confidence p is called expanded uncer-
tainty. It introduces the enlargement coefficient Kp such that:

Up = Kpu(q) (E.7)

with p the probability that: q̄ − Up ≤ q ≤ q̄ + Up
International standards recommend the use of an enlargement coefficient Kp = 3,

corresponding to a 99% confidence level. This means that for a law of normal probability,
an interval of three standard deviations corresponds to a 99% probability that a measure
has a value between q − 3u(q) and q + 3u(q).

E.3 Compound uncertainties

The overall uncertainty of a measured quantity depends on the different uncertainties
of all influential parameters. This global uncertainty is defined by the compound variance
or composite standard uncertainty. The composite variance of the measured quantity can
be expressed based on Taylor’s first-order expansion of f(x1, x2, x3, ..., xn)

u2
c(y) =

n∑

i=1

n∑

j=1

∂f

∂xi

∂f

∂xj
u(xi, xj) (E.8)
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E.3. Compound uncertainties

where u(xi, xj) is the covariance between influential magnitudes xi and xj .
By taking into account u(xi, xj) = u2(xi) and u(xi, xj) = u(xj , xi), the compound

uncertainties can be written as:

u2
c(y) =

n∑

i=1

(
∂f

∂xi

)2

u2(xi) + 2
n∑

i=1

n∑

j=i+1

∂f

∂xi

∂f

∂xj
u(xi, xj) (E.9)

If the parameter xi is not correlated with the others, we have:

u(xi, xj) = 0 (E.10)

Hence, the expression of the compound uncertainties can be simplified as:

u2
c(y) =

n∑

i=1

(
∂f

∂xi

)2

u2(xi) (E.11)
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Appendix F

Comparison between the two
technical implementations

The initial tests have been conducted using a heat pipe with its three regions: evapo-
rator, adiabatic and condenser. In this case, see figure F.1, the evaporator and condenser
length are equal to 100mm while the adiabatic region occupy 300mm of the heat pipe to-
tal length. First of all, we compared the two technical implementations (see figure F.1).

Insulation material

Block heater Cooling block

Figure F.1 – Schematic of the initial heat pipe experimental system.

Under the same working conditions, we calculated the thermal resistance as a reference
parameters. As a result, we found a good prediction for both implementations with an
error less than 2% as shown in table F.1 and F.2. This tests validate the reliability of the
proposed flexible configuration in terms of accuracy and stability.

Working fluid Water Methanol
Filling ratio 100% 100%

Rth initial implementation 0.915 0.807
Rth new implementation 0.922 0.812

Table F.1 – Thermal resistance at 30◦C under heat input of 5W for case A.
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Appendix F. Comparison between the two technical implementations

Working fluid Water Methanol
Filling ratio 100% 100%

Rth initial implementation 0.924 0.915
Rth new implementation 0.924 0.915

Table F.2 – Thermal resistance at 60◦C under heat input of 5W for case A.
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ETUDE NUMERIQUE ET EXPERIMENTALE DES CALODUCS UTILISES 
DANS DES APPLICATIONS SOLAIRES 

 
Résumé : 
En raison de la tendance positives pour le développement durable, les systèmes solaires 
(capteurs solaires, concentrateur solaire, etc.) Intègrent (et demandent d'intégrer encore plus) 
intensivement les résidences et les industries. Dans ce contexte, les systèmes diphasiques 
comme le caloduc semblent être très efficaces en raison de leurs capacités élevées de transport 
de chaleur et de leur fonctionnement passif appliqués aux capteurs. Compte-tenu de la 
complexité des caloducs à structure poreuse dans ce type d'application, la plupart des systèmes 
existants sur le marché utilisent des thermosiphons. Ainsi, le besoin croissant de solutions de 
contrôle thermique fiables et plus efficaces croit rapidement pour de tels systèmes. 
Ce travail de thèse porte sur la caractérisation des performances des caloducs à structure poreuse 
utilisés dans les applications solaires. Une étude numérique a été réalisée pour modéliser et 
simuler le comportement d'un caloduc typique à l'aide de la méthode lattice Boltzmann. Une 
étude expérimentale a également été réalisée pour caractériser les performances de trois 
prototypes testes dans différentes conditions (température du condenseur, puissance introduite 
et angle d'inclinaison). Les effets induits par plusieurs paramètres incluant le taux de 
remplissage, le fluide de travail et la symétrie de la puissance appliquée sur les performances de 
ces dispositifs ont également été étudiés. En particulier, l'asymétrie du chauffage induit un 
assèchement plus précoce, toutes choses étant égales par ailleurs. L'inclinaison optimale est 
également déterminée là où est équilibrée la chaleur solaire maximale disponible et reçue par le 
caloduc et l'écoulement de liquide assisté par gravité à l'intérieur de ce dispositif. 

Mots clés : développement durable, énergie solaire, caloducs, transfert de chaleur, matériaux 
poreux, méthode de lattice Boltzmann, applications solaires. 

 
 

NUMERICAL AND EXPERIMENTAL STUDY OF HEAT PIPES USED IN SOLAR 
APPLICATIONS 

Abstract: 

Owing to the trend to development sustainability, solar systems (solar collector, solar 
concentrator, etc.) Are integrating (and asked to integrate even more) intensively residences 
and industries. In this context, two-phase systems like heat pipe seem highly effective because 
of their high heat transport capabilities and their passive operation in collectors’ technology. 
In view of the complexity of the heat pipes with a porous structure in this kind of application, 
most of the existing systems on the market use thermosyphons. Thus, the growing need of 
reliable and more efficient thermal control solutions is increasing for such systems.  

This thesis work focuses on the performance characterization of heat pipes with porous 
structure used in solar applications. A numerical study has been performed to model and 
simulate the behavior of a typical heat pipe using the lattice Boltzmann method. An 
experimental study has also been done to characterize the performance of three prototypes 
tested under different conditions (condenser temperature, heat input and inclination angle). 
The effects induced by several parameters including the filling rate, working fluid and 
symmetry of the applied heat on the performance of these devices has also been investigated. 
In particular, heating asymmetry is found to induce dry-out earlier, all other things being equal. 
Optimal inclination is also determined where is balanced the maximum solar heat available 
and received by the heat pipe and the gravity-assisted liquid flow inside that device.  

Keywords: sustainable development, solar energy, heat pipes, heat transmission, porous media, 
lattice Boltzmann method, solar applications. 
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