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Abstract

With the advances in wireless communication technologies, cognitive radio sensor net-

works (CRSNs) stand as an efficient spectrum solution in the development of intelligent

electrical power networks, the smart grids. The cognitive radio (CR) technology provides

the sensors with the ability to use the temporally available licensed spectrum in order to es-

cape the unlicensed spectrum resource scarcity problem. In this context, several challenging

communication issues face the CRSN deployment for smart grids such as the coexistence

of different electrical applications and the heterogeneous opportunities to access available

licensed channels between smart grid sensors.

The work conducted in this thesis focuses on spectrum resource allocations for CRSNs

in smart grids. After a comprehensive overview of both smart grid systems and CRSN

characteristics that may impact data transmissions in smart grids, we concentrate our

efforts on the development of new spectrum resource sharing paradigms for CRSNs in

smart grids. The developed solutions focus on distributed and balanced spectrum sharing

among smart grid sensors and on eventual CRSN deployment scenarios in smart grid areas.

All along the thesis, channels are assigned without relying on a predefined common control

channel (CCC) to exchange control messages before each spectrum access trial.

First, we focus on one-hop smart grid communication network topology. Sensors are

placed one-hop away from a gateway/sink. We introduce two predictive channel assign-

ment solutions for two one-hop smart grid systems: smart homes and neighborhood area

networks (NANs). In smart homes, we develop the Cooperative Spectrum Resource Assign-

ment (CSRA) approach. CSRA allows every node to access the spectrum while considering

all its neighboring transmissions’ need. Then, in NANs, sensors generate traffic with differ-

ent priorities. Thus, we introduce the Distributed Unselfish Spectrum Assignment (DUSA)

approach. In DUSA, every sensor accesses to the spectrum according to its monitored appli-

cation’s requirements. Both schemes, DUSA and CSRA, are based on partially observable

Markov decision process formulations (POMDP). Simulation results show the CSRA and

the DUSA’s capabilities to fairly share spectrum resources and their abilities to improve

the network spectrum utilization. In the second part of our work, we investigate the issues

of the sensors’ short transmission range in NANs. Thus, we introduce the concept of for-

warding nodes to come over the sensors’ shortage issues in NANs. Then, we develop the

Dual-Spectrum Assignment for two-stage NAN topologies (D-SAN). D-SAN consists in two

complementary channel allocation sub-policies. Each sub-policy is interested in the com-

munication on one stage of the deployed network. D-SAN’s performance evaluation reveals

the ability of D-SAN to achieve a differentiated channel allocation in two-stage CRSNs for

NANs. Thereafter, in the third part of this dissertation, we focus on multi-hop data trans-

mission in smart grid NANs. In this context, we opt for a hierarchical CRSN topology. We

propose the Predictive Hierarchical Spectrum Assignment (PHSA) paradigm. In PHSA,

channels are assigned to the sensors based on local estimates of other nodes’ priorities and
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spectrum availability via a POMDP. Then, as an extension of PHSA, we introduce the

Routing-based PHSA (R-PHSA) scheme. R-PHSA takes into consideration the routing

aspects during the spectrum sharing. Simulation results of both PHSA and R-PHSA show

their balanced spectrum sharing among deployed sensors and their capability to outperform

existing clustering approaches without relying on a CCC. Finally, we concentrate our effort

on event-based generated traffic in smart grid distribution substations. We propose the

Distributed Event-driven data Aggregation and constrained multipath Reporting (DEAR)

approach. DEAR allows sensors involved in the data aggregation and forwarding to select

channels without interfering with neighboring nodes. DEAR is based on graph coloring

paradigms. Performance evaluation reveals that DEAR ensures rapid data transmissions

and efficient channel assignments in CRSNs.

The four contributions of this thesis achieve a distributed and fair opportunistic spec-

trum assignment in a way to consider different smart grid system characteristics.

Keywords: Smart grids, cognitive radio sensor networks (CRSNs), Partially Observ-

able Markov Decision Process (POMDP), fairness, spectrum resource allocation, common

control channel (CCC), event-driven.



Résumé

Avec le développement des technologies de communication sans fil, les réseaux de cap-

teur à radio cognitive (CRSNs) représentent une solution efficace pour le déploiement des

réseaux électriques intelligents, connus aussi sous le nom de smart grids. La technolo-

gie de radio cognitive permet aux nœuds capteurs d’utiliser les bandes de fréquences non

utilisées par des utilisateurs avec licence afin de contourner les limitations des bandes de

fréquences sans licence. Dans ce contexte, plusieurs problèmes de communication freinent

le déploiement des CRSNs pour les smart grids tel que la coexistence de différentes appli-

cations électriques ainsi que l’hétérogénéité des disponibilités des bandes de fréquence avec

licence entre les nœuds capteurs.

Les travaux de recherche menés dans cette thèse se focalisent essentiellement sur l’alloca-

tion des ressources spectrales pour les CRSNs déployés pour contrôler des smart grids.

Après une étude approfondie des particularités des CRSNs, ainsi que des smart grids et des

caractéristiques qui peuvent influer sur la transmission des données dans les smart grids,

nous proposons des nouvelles techniques d’allocation de ressources spectrales qui prennent

en considération des topologies de déploiement possibles des CRSNs dans les smart grids,

tout en assurant d’une manière distribuée l’équité entre les nœuds capteurs déployés. Tout

au long de notre travail, l’allocation des canaux est effectuée sans faire appel à un canal

de contrôle en commun pour le partage des messages de contrôle avant chaque accès au

spectre.

Dans la première partie de la thèse, nous nous intéressons à une topologie de déploiement

à un saut des CRSNs pour les smart grids. Les capteurs sont placés à un saut d’un

Gateway. Dans cette partie nous proposons deux techniques prédictives d’allocation de

ressources radio avec licence pour les utilisateurs des smart grids déployés dans deux

systèmes électriques différents: les maisons connectées (smart homes) et les réseaux de cou-

vertures des voisinages (neighborhood area netwoks-NANs). Au niveau des smart homes,

nous proposons une première méthode d’accès au spectre nommée Cooperative Spectrum

Resource Assignment (CSRA). CSRA permet à chaque capteur déployé dans la maison

d’accéder au spectre tout en considérant les besoins en transmission des données de ses

voisins. Au niveau des NANs, nous développons une deuxième solution d’allocation des

bandes des fréquences nommée Distributed Unselfish Spectrum Assignment (DUSA). Grâce

à DUSA, chaque utilisateur dans le NAN accède aux ressources spectrales selon les besoins

de l’application qu’il contrôle. Les deux solutions proposées sont basées sur des proces-

sus de Markov partiellement observés. Les résultats de simulation montrent que CSRA et

DUSA ont la capacité de partager équitablement les ressources du spectre entre les utilisa-

teurs des smart grids et d’améliorer l’utilisation du spectre dans réseau. Dans la deuxième

partie de notre travail, nous nous intéressons au problème de courte portée des nœuds

capteurs des smart grids. Pour pallier cet inconvénient, nous introduisons dans cette par-

tie, l’utilisation de nœuds intermédiaires intelligents pour étendre la couverture des nœuds

vii



viii

surveillant les smart grids. Nous proposons alors une nouvelle technique d’allocation des

bandes de fréquence, nommée Dual-Spectrum Assignment for two-stage NAN topologies

(D-SAN). D-SAN permet un partage de ressources dans une topologie à deux étages pour

des NANs. L’évaluation des performances de D-SAN révèle sa capacité à obtenir une al-

location des canaux différenciée dans les CRSNs, déployé pour surveiller des NANs. La

troisième partie de cette thèse est dédiée à la topologie hiérarchique des CRSNs pour les

NANs. Dans ce contexte, nous introduisons deux nouveaux paradigmes de partage de

ressources spectrales dans les NANs. Notre première solution est appelée Predictive Hier-

archical Spectrum Assignment (PHSA). Elle permet aux nœuds capteurs d’accéder d’une

manière opportuniste au spectre durant la communication intra et inter-cluster tout en

respectant les besoins des clusters voisins de transmettre leurs données. Notre deuxième

solution représente une extension de la première approche pour le partage opportuniste des

bandes de fréquence; elle est nommée Routing-based PHSA (R-PHSA). R-PHSA considère

les aspects du routage lors du processus de l’allocation des ressources. Les résultats de

la simulation de PHSA et R-PHSA montrent leurs capacités de partager d’une manière

équitable le spectre disponible entre les capteurs déployés et leur capacité à surpasser les

approches hiérarchiques existantes sans faire usage d’un quelconque canal de contrôle en

commun. Dans la dernière partie contribution de cette thèse, nous nous intéressons à

l’allocation des bandes de fréquences pour les utilisateurs des smart grids pour gérer le

trafic généré relatif à un évènement survenu dans le réseau. Dans ce contexte, nous in-

troduisons une nouvelle approche d’agrégation de données et d’envoi de rapports générés

localement au Gateway. La nouvelle solution développée est appelée Distributed Event-

driven data Aggregation and constrained multipath Reporting (DEAR). Elle permet aux

capteurs impliqués dans l’agrégation et la transmission de données de sélectionner leurs

canaux sans interférer avec les nœuds voisins. DEAR est basé sur le paradigme de col-

oration de graphes. Son évaluation de performances révèle qu’il garantit des transmissions

de données rapides et des affectations de canaux efficaces dans les CRSNs.

En résumé, les quatre parties contributions de cette thèse réalisent effectivement une

allocation opportuniste des ressources spectrales d’une manière distribuée et équitable tout

en considérant différentes caractéristiques du système sous-jacent aux réseaux électriques

intelligents.

Mots clés: smart grids, réseaux de capteur à radio cognitive, processus de Markov

partiellement observés, équité, allocation de ressources radio, canal de contrôle en commun,

trafic relatif à un évènement survenu.
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Introduction
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Smart Grids (SGs) are the modern electrical power grid concept in which information

and communication technologies (ICTs) are used to ensure the integrity of the electrical

power infrastructure [1–3]. One of the widely recognized communication technologies for

the SGs is the cognitive radio sensor networks (CRSNs) [2]. Within this context, this thesis

addresses the exploitation of unused licensed frequency bands in CRSNs for non-critical SG

traffic transmission.

1.1 Why Smart Grids?

The SGs emerge as a response to multiple problems that face the traditional electrical

networks. Some examples of these are:

• Dangerous blackouts [4]: A blackout represents a power shortage that leads to a total

crash of the power grid. It is the result of an imbalance between power generation

and power consumption. In traditional power grids, there have been more and more

massive blackouts. On August 14, 2003, an historical large scale power blackout took

place in the United States (U.S.) and Canada. It remained for up to 4 days and

affected around 50 million people and 61,800 megawatts (MW) of electric load [5].

Hence, the power grid needs to become more safe and reliable.

1
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• Inefficient power transmission and distribution [6]: The demand for electricity has

increased dramatically. As a result, the power grid has become more and more sus-

ceptible to congestion. In the U.S., since 2002, congestion costs have come in at

7− 10% of annual total billings [7]. Hence, the power grid needs to be more efficient.

• Greenhouse gas (GHG) emissions [8]: The environmental impacts of the electricity

generation and distribution are significant. In the United Kingdom (UK), the power

sector accounts for 27% of UK total GHG emissions [9]. Hence, the power grid needs

to be more economic.

• Shortage in the fossil fuel energy [10]: Fossil fuels, including coal, oil and natural gas,

are currently the world’s primary energy source [11]. However, as cited in [12], coal

reserves are available up to 2112, and will be the only fossil fuel remaining after 2042.

Thence, the power grid needs to be more diversified.

The key goal of SG communication networks is then to enhance the safety, reliability,

efficiency and economy of more diversified power systems. To achieve this, a set of ICT

tools are built on the top of smart sensors/devices deployed everywhere in the grid. These

smart sensors/devices help to fulfill multiple SG applications such as building automation,

distributed energy generation and outage management [13–15]. The deployed SG sensors

can use different communication technologies to communicate [2,16]. One of the candidate

SG communication technologies is the cognitive radio technology [1, 2].

1.2 What is Cognitive Radio Technology?

All wireless communication signals travel over the air via radio frequencies, called spectrum.

Basically, two kinds of spectrum resources exist:

• Unlicensed spectrum: Wireless users send data without having licenses from

telecommunication regulatory bodies such as the Federal Communication Commission

(FCC) in the U.S. and the authority for regulation of the electronic communications

and postal sectors (ARCEP) in France [17].

• Licensed spectrum: It represents the portion of the spectrum that is assigned to

license holders based on long-term basis for large geographical regions [18].

An increasing number of wireless technologies such as WiFi, ZigBee and Cordless phones

are today operating in the free access portion of spectrum [19]. Thus, unlicensed frequency

bands are getting more and more crowded [20]. From another side, spectrum utilization

measurements show that the fixed licensed spectrum assignment policy results in poor

spectrum utilization [21,22]. Therefore, to solve the gap between the over-scarce unlicensed

spectrum and the under-utilized licensed spectrum, the cognitive radio (CR) technology
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has been geared to improve the overall spectrum utilization [23]. Being equipped with

CR capabilities, unlicensed devices can benefit from intermittent periods of unoccupied

licensed frequency bands. Thus, in cognitive radio networks (CRNs), two kinds of wireless

users coexist: primary users (PUs) and unlicensed/secondary users (SUs). The PUs are

the prioritized spectrum users. They are not aware of the SUs’ existence. The SUs have to

operate without disturbing the PUs’ transmission.

1.3 Motivations and Contributions

The extensive deployment of ICTs to monitor all sets of electrical devices in the power

grids results in a large amount of data that should be transmitted from the monitored

devices to a central control center (CC) for processing [24]. The collected data may contain

information that has to be processed in real time such as outage detection and power

demand. However, it may also include information that will be stored for future processing.

For example information about underlying causes of critical occurred events, the quantity of

consumed/produced energy as well as those related to distributed management and control

may not be rapidly sent to a CC [25, 26]. This second kind of data can be exploited to

improve and to optimize the electrical network functioning. Thence, using CR technology

in SGs to transmit this type of data would be an intelligent low-cost solution that increases

the SG efficiency. The CR technology will allow unlicensed SG sensors to prevent congested

free access spectrum and to get benefit from temporarily available licensed frequency bands.

In this thesis, we are interested in distributed channel allocations in CRSNs for SG

monitoring purposes. However, different electrical applications are monitored in the SGs.

They have not all the same impact on the SG power distribution. This results in a pri-

oritized deployment of SG sensors. Thus, our work will focus on fair channel assignment

paradigms for SG sensors. A fair spectrum access will be achieved when every SG sensor

gets benefits from available frequency bands as its monitored application needs in terms of

communication requirements. From another side, in CRNs, one dedicated common control

channel (CCC) is widely assumed to exist by the research community. It is used to ex-

change control messages between SUs. However, this may not always be possible given the

licensed network dynamics [27]. Accordingly, all along this dissertation, channels will be

opportunistically accessed to transmit data from wireless SG sensors to a SG CC without

using a CCC.

In accordance with the CRSN topologies for SGs in addition to the generated SG traffics,

we organize our work into four contributions. They mainly focus on the communication

aspects in the SG communication access networks where the CRSNs are widely recognized.

A smart grid communication access network is composed of home area networks (HANs)

and neighborhood area networks (NANs).
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Our first contribution is interested in one-hop SG communication network topologies

that we need to handle in some smart grid settings such as in smart homes/houses and

NANs. The SG sensors are placed one-hop away from a gateway/sink. In this contribu-

tion, we introduce more specifically two probabilistic channel assignment mechanisms for

the two SG areas mentioned above, namely smart homes and NANs. In smart homes,

the sensors periodically collect information from their monitored domestic applications.

Thus, we develop a new channel allocation scheme named Cooperative Spectrum Resource

Assignment (CSRA) for CRSNs that is targeted to be deployed in smart homes [28]. In

CSRA, every node estimates the need of its interfering nodes to transmit data. Then, it

predicts the channels that will be used by every deployed node. Spectrum resources are

allocated through a Partially Observable Markov Decision Process formulation (POMDP).

In NANs, the monitored SG applications have different communication requirements. For

example, a sensor that monitors a military office is more important than a sensor moni-

toring a simple home located in the same neighborhood. Thus, we propose a Distributed

Unselfish Spectrum Assignment approach (DUSA) for the CRSNs deployed in NANs [29].

DUSA allows every sensor to access to the spectrum according to the requirements of its

monitored application. Performance evaluation of both CSRA and DUSA reveals their

capacity to fairly share the spectrum resources and to improve the spectrum utilization

compared to CCC-based resource allocation schemes while both solutions don’t use CCCs.

The second contribution of this thesis tackles the SG sensors’ short transmission range.

Thus, we propose the deployment of forwarding nodes to extend the SG sensors’ coverage.

Then, we introduce the Dual-Spectrum Assignment for NANs (D-SAN). D-SAN focuses on

the channel assignment in the proposed two-stage NAN topology. It is composed of two

channel allocation schemes. The first scheme is used by NAN monitoring sensors to send

their generated data to forwarding nodes. Channels for the first stage communication are

allocated based on the impact of every monitored application on the electricity distribution.

Then, the second scheme is executed by forwarding nodes to allocate channels for their

communication with a sink/gateway. The channel allocations of both approaches are based

on POMDPs. Simulation results demonstrate that D-SAN is able to efficiently achieve a

differentiated channel allocation in such a two-stage SG CRSN deployment scenario. This

is valid, however, only if the area to be covered is not too large. Now, if this one is large,

the data transmission to the gateway can take place in a multi-hop manner through the

deployed SG sensors (this is, of course, subject to network density). In this case, the use

of specific forwarding nodes can be avoided.

Our third contribution is then interested in hierarchical multi-hop data transmissions

in CRSNs for SGs. Here, we focus on spectrum sharing in cluster-based CRSNs. Thus, we

design a novel Predictive Hierarchical Spectrum Assignment (PHSA) scheme in CRSNs [30].

First, PHSA organizes sensors into clusters. Then, licensed channels are distributively

affected to SUs for intra-cluster and inter-cluster communication through a POMDP. In

the second part of this contribution, we introduce the Routing-based PHSA (R-PHSA).
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R-PHSA is an extension of PHSA that takes into consideration the routing aspects during

the channel assignment process. Simulation results of both PHSA and R-PHSA show their

balanced spectrum sharing among deployed sensors and their capability to outperform

existing clustering approaches without being dependent on a CCC. Now, in the first, second

and third contributions, we concentrate our efforts on periodic smart grid data reporting to

the control center. However, a second kind of smart grid traffic is present in the network.

It is the event-based traffic.

Thus, our fourth and last contribution is rather interested in channel allocation for

event-based generated SG traffic. Here, we introduce a new channel allocation scheme

for CRSNs, called Distributed Event-driven data Aggregation and constrained multipath

Reporting (DEAR) [31]. DEAR is used by sensors deployed for early events’ detection

in distribution SG substations. To perform an efficient data processing, DEAR uses the

clustering during the data aggregation phase. Then, it performs the data reporting through

a constrained multi-hop Beam routing. In both phases, the channel allocation is achieved

based on the graph coloring paradigm. DEAR’s performance evaluation shows its capability

to efficiently assign channels during the data aggregation and the data reporting phases.

The contributions presented above are further investigated in details throughout this

dissertation as it is described in the next section.

1.4 Organization of the Thesis

This dissertation shows, throughout seven chapters, how channels would be assigned to SG

cognitive radio sensors without using a CCC to exchange control messages before every

access to the spectrum. Channel allocation processes will be studied while considering the

different deployment scenarios of CRSNs for SG monitoring. The organization of this thesis

is as follows:

In Chapter 2, we present the motivations behind the transitions from traditional elec-

trical grids to SGs. We also list the SG characteristics and challenges that may face SG

communication networks. Then, we detail the motivations behind using the CRSNs for SG

systems. Thereafter, we present an overview of the cognitive radio technology. Finally, we

position our work in relation to the existent literature.

Chapter 3 details our first contribution. Specifically, we describe the network settings

in smart homes and in NANs. Then, we detail the metrics that are used by both smart

home and NAN sensors to estimate the need of every node to transmit data. Thereafter,

we introduce the proposed channel allocation approaches, CSRA and DUSA. Extensive

simulations of both CSRA and DUSA are then performed and discussed showing their fair

channel allocation and their capacity to improve the spectrum usage compared to existing

solutions while avoiding using a CCC.
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Through Chapter 4, we introduce our second contribution. Here, we propose the use

of forwarding nodes to extend NAN monitoring sensors’ coverage. Thus, we present a new

CRSN topology for NAN monitoring. Then, based on this network organization, we develop

D-SAN, a new channel allocation scheme for two-stage CRSNs for NANs. Simulation results

prove that the proposed scheme achieves a balanced channel allocation among prioritized

NAN sensors.

In Chapter 5, we present our third contribution. In this chapter, we opt for hierarchical

CRSN deployment for NANs. We develop a new clustering algorithm that is not dependent

on a CCC. Then, we present the PHSA scheme to allocate channels in hierarchical CRSNs

for SGs. Thereafter, we develop R-PHSA, as an extension of PHSA to improve the routing

aspects in PHSA. Performance evaluation results are then discussed to reveal that both

schemes achieve a differentiated spectrum sharing among deployed SG sensors that responds

to the heterogeneous generated traffic requirements.

In Chapter 6, we detail the fourth and last contribution. Thus, we introduce the network

model that allows the distributed channel allocation once an event is detected. Then, we

introduce our DEAR approach. In other terms, we detail the channel allocation during the

data aggregation and reporting phases. Finally, simulation results are discussed to show

the DEAR ’s rapid data transmission and efficient channel assignment.

To conclude, we briefly sum up our contributions and we explore future research direc-

tions as well, in the final chapter.





Chapter 2

Cognitive Radio Sensor Networks

for Smart Grids: Motivations,

Challenges and Opportunities

Contents
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Smart grids (SGs) are the new trend of the electric power grid development. To bring

the SGs into existence, advanced communication/networking technologies are integrated

into the electrical power grids [32]. Cognitive radio sensor networks (CRSNs) have been

widely considered as an edge cutting technology to make the electrical grid smarter. In

this chapter, we first introduce the existing research efforts on motivations, challenges and

opportunities of SGs communication networks. Next, we focus on the CRSN capabilities,

functioning and deployment for SGs. Thereafter, we position our problems in relation to

the identified issues in the two introduced technologies, i.e., the SGs and the CRSNs.

2.1 Smart Grid Communication Networks

The SG concept represents a new challenging direction in communication research. This

challenge lies in the complex system of electrical power grids. In this section, we explain

in detail the need to a transition from traditional power grids to SGs. Then, we introduce

the existing SG communication network architecture, the generated SG traffic character-

istics and the commonly encountered problems that impede successful SG communication

networks. Finally, we present the needs of SGs to CRSNs.
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Opportunities

2.1.1 From Traditional Electrical Networks to Smart Grids

Large parts of electrical power grids are more than a century old [33]. During all this

period, there has been no change in the basic structure of the electrical power grid [16,34].

However, different other industry sectors have dramatically changed due to the integration

of information and communication technologies (ICTs) into our daily life. Thus, the elec-

trical networks are today creaking and struggling to satisfy the modern consumers’ supply.

As a result, the appearance of SGs and the coverage of electrical infrastructure by commu-

nication networks became a necessity to make the electrical grid suitable for our modern

life. In the following, we present the key motivations of empowering the electrical power

grid by incorporating communication network capabilities into it building up the first layer

of the SG concept [35].

2.1.1.1 Motivations

• Improved quality of service: A principle objective for ICTs in SGs is to enhance

the quality and the reliability of the services provided to final consumers. SG com-

munication networks allow to reduce outage times when failures take place in power

systems [36]. Furthermore, different communication technologies are able to detect

and locate a potential equipment failure before an outage occurs. For example, trans-

formers with communicating sensors can provide temperature and loading data to

the SG distribution management system (DMS). Thereafter, the DMS can, in turn,

identify a potential failure point and then predict an outage [37]. From another side,

thanks to the new costumer notification methods that may include different infor-

mation such as billing status and “day before” announcements of critical peak event

days, the final consumers are now able to understand, manage and optimize their

energy usages [38].

• Lower fossil fuels consumption/carbon dioxide emissions: The continuous

electrical infrastructure control reduces the consumers’ peak demand charges. Thus,

electrical networks will not suffer from blackouts. As a consequence, carbon dioxide

(CO2) and greenhouse gas emissions caused by blackouts and electrical grid congestion

during peak hours will be minimized. Furthermore, inefficient fossil fuel burning will

be reduced [39].

• Facilitated renewable energy integration: According to United States Depart-

ment of energy report [40], the electricity demands have increased by 2.5% during the

last 20 years. Thus, given the proven fossil fuel reserves fluctuation, renewable energy

resources such as wind, solar and hydro power represent efficient solutions to face the

increasing serious energy shortage. However, many renewable energy sources are in-

termittent in nature. Thus, communication technologies in SGs play a crucial role

to integrate these energy resources into our daily consumption of electricity. In fact,
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they provide the SG DMS detailed information on the quantity of energy generated

by renewable energy sources distributively installed in the grid. Thereafter, the SG

DMS improves their decisions and re-configures the network topology to distribute

the electricity in a more efficient manner [41].

2.1.1.2 Smart Electrical Network Characteristics

The emergence of the SG technology has introduced various changes in the electrical power

grid structure and in its concept of functioning. In the following, we summarize the main

differences between a traditional and a modern power grid [42].

• Distributed electricity generation: Electrical networks were primarily built for

centralized power generation and electricity is delivered from one end to the other. In

modern electrical grids, the electricity is generated in a distributed manner. Renew-

able power generators are installed distributively, in locations where environmental

conditions promote an efficient power generation. Furthermore, in SGs, the power

flow is bidirectional. Every final user can produce his own power energy and dis-

tribute/buy it to/from his neighborhood [43].

• Consumer participation: In a traditional power grid, the users are unaware of their

consumption. They are not involved in the energy distribution. However, today, the

SG communication infrastructures are able to provide a bidirectional data flow be-

tween the consumers and the SG control center. Thus, a SG power consumer becomes

active and always involved in organizing and managing his energy consumption [35].

• Sensors: In traditional power grids, a limited number of smart communicating de-

vices, i.e. sensors, are deployed and they are deployed only in certain control systems

and transmission lines. However, in SGs, the sensors are tremendously deployed.

They cover entirely the power infrastructure [44].

• Integrating renewable energy resources (RERs): The main advantage of SGs

is the ability to better integrate RERs into the power network and supervise power

production and consumption thanks to SG communication networks.

Table 2.1, summarizes the comparison between SGs and traditional power grids.

2.1.2 Smart Grid Communication Network Architecture

In SGs, ICTs are integrated into the power infrastructure starting from the main/central

power generators to the user-end premises. Therefore, the SG communication network

architecture that is commonly accepted in the literature is designed in accordance with
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Table 2.1: Traditional power grids vs smart grids.

Characteristics Traditional grids Smart grids

Electricity generation Centralized Distributed

Grid topology Radial Network

Sensors deploymet Few sensors Lot of sensors

Information/power flow Unidirectional Bidirectional

Consumer participation Passive Active

Integrating RERs Seldom Often

Outage recovery Manually restoration Self-reconfiguration

Control type Passive control Active control

Environmental pollution High Low

the electrical network architecture [1, 2, 32, 34, 42, 45]. As illustrated in Figure 2.1, a gen-

eral architecture for SG communication networks is composed of three segments: Home

Area Networks (HANs), Neighborhood Area Networks (NANs) and Wide Area Networks

(WANs). In the following, we present these three representative SG segments.

Figure 2.1: Smart grid communication network architecture.

2.1.2.1 Home Area Network (HAN)/User-End Premise

Sensors are in charge of controlling a variety of smart devices within a home. They send

the collected/sensed information to a HAN-gateway (HAN-G). The HAN-G is the central

node. It communicates with the external environment. Furthermore, in SGs, every home is

equipped with a smart meter that can be integrated with the HAN-G. It provides instant

information to consumers such as their power bills, time-of-use (TOU) prices and TOU

rates [46]. A HAN covers up to 200 m2 and HAN sensors communicate with a data rate

that may reach 100 kb/s.

2.1.2.2 Neighborhood Area Network (NAN)/Power Distribution Segment

NAN endpoints are basically the smart meters and HAN-Gs. They send their collected

homes’ information such as energy consumption and production recording to local control
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centers (CCs). The smart meters play a crucial role in SGs. In fact, the information sent

to local CCs is used for many purposes, to follow the users’ power consumption records,

to efficiently distribute electricity, to integrate renewable energy resources into our daily

power usage and so on. NAN endpoints integrate multiple other wireless devices such as

power quality monitoring devices deployed in distribution feeders and transformers, smart

cameras, etc. Thus, data including different kinds of information such as distribution

automation, power outage management and power quality monitoring is transmitted to

local CCs to be thereafter sent to the central SG CC [47]. NANs usually span several

square kilometers, and each smart meter needs from 10 to 100kb/s to transmit data [48].

2.1.2.3 Wide Area Network (WAN)/Power Transmission Segment

WAN serves as backbone for communication between NAN local CCs, SG substations, and

the central CC [2]. It covers electrical segments where large amounts of bulk power are

generated by bulk generation and then delivered to the distribution segments [49]. WANs

may cover very large areas and generally the WAN data transmissions require from 10 to

100 Mb/s.

Figure 2.2 provides in relation to the SG segments an overview of the different SG ap-

plications. Furthermore, Table 2.2 gives the main technologies that suit these applications’

requirements [2, 16].

Figure 2.2: Smart grid applications.



12
Chapter 2. Cognitive Radio Sensor Networks for Smart Grids: Motivations, Challenges and

Opportunities

Table 2.2: Smart grid communication technologies.

Technology Licensed/
Unlicensed
spectrum
operation

Data
rate

Applications SG
seg-
ment

Limitations

WSN Unlicensed 250
Kbps

Smart lighting,
Energy monitoring,
Home automation,
Automatic meter
reading

HAN,
NAN

Low data rate, short
range

GSM Licensed Up to
14.4
Kbps

SCADA, Automatic
meter reading

HAN,
NAN

Range depends on
the availability of cel-
lular service, Expen-
sive call costs

WiMAX Both Up
to 75
Mbps

Real time pricing,
Outage detection and
restoration

HAN,
NAN

Network speed de-
grades with increas-
ing distances, costly
radio frequency hard-
ware, High frequen-
cies do not penetrate
through obstacles

Optical Net-
work

Licensed Up to
500
Mbps

Physical network in-
frastructure control

NAN,
WAN

High-cost, Interoper-
ability

Digital Mi-
crowave
Technology

Licensed Up to
3Gbps

Alarm between
distributed energy
resources and dis-
tributed substation
feeder

NAN,
WAN

Susceptible to pre-
cipitation, Multipath
interferences

Power Line
Commu-
nication
(PLC)

- 2-3
Mbps

Automatic meter
reading, Low voltage
distribution

HAN,
NAN

Harsh and noisy
medium, Low
bandwidth

2.1.3 Challenges in Smart Grids

Given the large geographical area of the electrical power network and its direct impact in

our daily life and in almost all industrial sectors, the choice of the appropriate SG communi-

cation technologies should be performed in a way to raise all the following challenges [48,50]:

• Challenging environment: The SG power infrastructure is largely affected by

natural catastrophes and difficult weather conditions that may result in blackouts

and outages extremely expensive for the electric utilities [34]. Under harsh climate,

SG communication networks should continuously and reliably transmit data to the SG

CC. Thus, SG communication networks should support a secure end-to-end transport

layer.

• Quality of Service (QoS)/Variety complexity: As in [51], the SG traffic is

basically classified into alarm and periodic data. Moreover, given the various SG

applications that may coexist in the same area, every kind of traffic may be divided

into multiple sets of data with different priorities, traffic characteristics and impacts
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on the electricity distribution [48]. Thus, SG communication networks should ensure

that the QoS requirements of all kinds of traffic are meet.

• Highly varying traffic/Velocity complexity: The quantity of generated SG traf-

fic varies very frequently during a day according to many factors [52]. For example,

solar energy is only available for a certain period of time during a day. Thus, the

quantity of data generated by sensors and smart meters controlling renewable energy

resources depends on the availability of these resources. Thence, SG communication

networks should adapt to a large fluctuation of the SG traffic while keeping the QoS

requirements [50].

• Large amount of data/Volume complexity: In SGs, smart meters are widely

deployed. Moreover, different other SG data sources are deployed in SGs such as:

- Energy market pricing and bidding,

- Management, control and maintenance of equipments in the three SG segment,

- Operating utilities.

Therefore, we can conclude with the huge amount of the large variety of traffic with

different characteristics that should be transmitted on the SG communication net-

works. As stated in [25], by 2009, the amount of data in electric utilities’ system has

already reached the level of TeraBytes (TBs) per day. Accordingly, a massive amount

of such data, continuously generated, places pressure on the SG communication in-

frastructure due to the limited bandwidth and spectrum resources [25,50].

• Veracity complexity: The reliability and the correctness of SG data play a profound

role for decision making in electrical networks [53]. In fact, given the large amount of

SG traffic and the abnormality in data, SG utilities should be prudent when making

decision since collected data may be uncertain and imprecise.

• Interoperability: The SG communication network represents a system of hetero-

geneous systems where the SG data travels among them. In every area, a variety of

communication technologies and standards may coexist to respond to specific QoS re-

quirements of different types of SG applications. Therefore, interoperability becomes

a large challenge to make a SG works [50].

• Security: The tight dependence between the communication and the power infras-

tructures has introduced new threats into the cyber-physical system. In fact, adver-

saries can make use of the vulnerabilities in cyber-security to disrupt the operations

of SG by paralyzing or manipulating the communication networks [54].
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2.1.4 Cognitive Radio Sensor Network as a Key Technology for Smart

Grids

Given the above presentation, the 4-V factors (Velocity, Volume, Variety and Veracity

complexities) describing the SG data characteristics completely illustrate its big data aspect

[24–26,55].

In this context, several works were interested in the SG massive data problems and

multiple techniques were proposed to ensure efficient analysis and storage of the SG data

[26,56,57]. In the same direction, the SG big data aspect should also be considered at the

communication level. For instance, the communication technology for SG data transmission

have to be carefully chosen since a reliable SG data transmission directly impacts all the

other SG functions.

2.1.4.1 Wireless Sensor Networks for Smart Grids

As shown in Table 2.2, multiple communication technologies have been proposed to control

the SGs. In fact, given the SG massive data property and the large geographic extent,

restricting the SG communication network to a simple high data rate technology such as

optical network and WiMAX would be very expensive. The deployment of such expensive

technologies can be limited to critical SG data that has to be transmitted and processed

in real time. As a result, in the literature, economical communication technologies, such

as power line communication (PLC) and wireless sensor networks (WSNs), represent the

widely recognized communication technologies for the SGs [58–62].

PLC represents a natural candidate since it does not necessitate additional communi-

cation infrastructure [60]. It uses the existing wiring power infrastructure to transmit data

traffic. However, electromagnetic interference is a major challenge that negatively impacts

the power line data transmission. Furthermore, its signal quality is widely affected by the

power network topology that may be damaged after a natural disaster.

On the other hand, WSNs have particularly attracted the attention of research and in-

dustrial communities especially for short distance connection in SGs [60]. The collaborative

and low-cost nature of WSNs bring multiple benefits over traditional electric monitoring

systems, including accurate sensing capabilities, improved fault tolerance, extraction of

localized events. Under realistic environmental conditions, works in [61, 63, 64] showed

that WSNs are able to support different SG applications such as: meter reading, real

time pricing, building and industrial automation, line fault and outage detection, as well

as wind/solar farm Monitoring. Furthermore, the wireless communication capabilities of

WSNs make this technology as a candidate solution for SGs for the following reasons [34]:

• It facilitates the integration of intelligent mobile devices such as smart control devices

and electrical vehicles. In fact, these systems have an important impact on improving
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the human power consumption behavior, giving a clear record of its consumed energy

and smoothing the power flow of SG [65].

• It allows the control of renewable energy resources in isolated areas such as mountains

and islands [66].

• Natural catastrophes and severe weather have less negative impacts on wireless com-

munication compared to the high-cost technologies such as fiber optical networks [34].

In this regard, WSNs enable low-cost and low-power communications for diverse sets of

smart grid applications.

2.1.4.2 Cognitive Radio Sensor Networks for Smart Grids

In the same context, multiple short range wireless technologies have been developed for

WSNs, i.e., IEEE 802.15.4 [67], Zigbee [68] and WirelessHART [69]. Generally, these

technologies use the unlicensed ISM (industrial, scientific and medical) bands that are also

shared with different other wireless standards. Table 2.3 illustrates the usage of ISM bands

used by the IEEE 802.15.4 standard and their corresponding applications. On the one side,

in recent years, the global wireless data usage has grown by nearly 70% annually [70]. Thus,

given the free spectrum access in the ISM bands, the number of wireless users operating in

unlicensed channels is in continuous growth leading to an over-crowded unlicensed spectrum

resources.

Table 2.3: The IEEE 802.15.4 defined frequency bands.

Frequency
low

Frequency
high

Number of
frequency
bands

Availability Applications

868.0 MHz 868.6 MHz 1 Europe UNB / Sigfox
Z-Wave / Sigma Designs
Weightless-N / Nwave

902.0 MHz 928.0 MHz 10 America, Greenland
and eastern Pacific
Islands

UNB / Sigfox
LoRa
Z-Wave / Sigma Designs
Weightless-N / Nwave

2.4 GHz 2.48 GHz 16 Worldwide Bluetooth 802.15.1
WiFi 802.11b/g
ZigBee 802.15.4

On the other side, available literature shows that spectrum utilization, on a block of

licensed radio frequency band, varies from 15% to 85% at different geographic locations

at a given time [71]. Thus, the over-crowded unlicensed spectrum and the under-utilized

licensed spectrum resources encourage researchers to allow SG sensors, primarily operating

on unlicensed spectrum, to get benefits from temporally available licensed frequency bands

through the cognitive radio technology [72]. Therefore, CRSNs represent an intelligent and
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low-cost solution to deal with crowded unlicensed spectrum and to improve the SG data

transmission throughput.

In SG cognitive radio networks (CRNs), the SG sensors are considered as secondary

network users (SUs). Their access to the spectrum is conditioned by the licensed channels’

vacuity of primary users (PUs). In the opposite, in traditional WSNs, sensors are primary

spectrum users since there is no privileged PUs and all users have the same right to access to

the unlicensed spectrum. However, field tests in ISM frequency bands showed that wireless

links in SG environment have high packet error rates and variable link capacities because of

obstructions, electromagnetic noise, multipath effects and fading [61]. Accordingly, despite

the prioritization of unlicensed users during their transmissions in traditional WSNs, if a

sensor encounters noises during its transmission in an ISM frequency band, it will be then

difficult to prevent the use of this noisy channel and to switch to another one. In fact, the

number of ISM bands is limited and they are shared with multiple other technologies. Thus,

when SG sensors utilize both unlicensed and licensed spectrum, if a node encounters a high

noise or PU signals at a particular spectrum band, then, it switches to another available

frequency band that allows a better signal propagation and coverage such as the available

TV channels [73, 74] or it adapts its communication parameters and keeps the same used

spectrum resources without disturbing the primary signal. Indeed, the TV channels placed

in the VHF and UHF spectrum provide a better coverage than unlicensed channels. They

travel further and penetrate buildings easily [75].

To sum up, CRSN deployment for SG systems can be exploited to deal with the unli-

censed spectrum scarcity and to address the harsh propagation conditions of SGs. In the

following, we introduce in detail the cognitive radio technology and an overview of exiting

works that recognize the use of this technology for the SG monitoring.

2.2 Cognitive Radio Sensor Networks

The cognitive radio (CR) is a critical enabling technology for future communication and

networking. It enables unlicensed users to exploit the channels’ vacuity as far as primary

users claim access to resources [76]. In the U.S., the FCC has opened up unused licensed

TV bands called TV white space for unlicensed opportunistic use. TV white space is

designated to a specific portion of VHF/UHF bands, i.e., 54-698 MHz in the U.S. and

470-790 MHz in Europe [77]. In this section, we first introduce, the sensors capabilities

when being equipped with the CR technology. Then, we present the medium access control

(MAC) and the control message exchange strategies used in CRNs to allow the opportunistic

access to licensed spectrum.
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2.2.1 Cognitive Radio Functionalities

In CRNs, cognitive sensors/devices, .i.e., SUs, can dynamically adapt their operating pa-

rameters such as transmission power, frequency and modulation type to their used spectrum

and surrounding radio environments. However, before adapting these parameters, the SUs

have to get necessary information from the radio environment. To this end, the SUs are

equipped with the following CR functionalities.

2.2.1.1 Spectrum Sensing

Spectrum sensing is one of the basic function of CRNs. It allows SUs to detect licensed

signals and then to identify the vacant channels. Available spectrum resources are called

spectrum holes. Different spectrum sensing techniques are available in CRNs. Table 2.4

lists the most important techniques in this context.

Table 2.4: Spectrum sensing techniques.

Techniques Test statics Advantages Disavantages

Energy detec-
tion

Energy of the received
signal samples

- Easy to implement

- Does not require prior
knowledge about pri-
mary signals

- Very unreliable due to
noise uncertainty

- Cannot differentiate a
primary source from
other signal sources

Feature detec-
tion

Cyclic spectrum density
function of the received
signal, or by matching
general feature of the
received signal to the
already known primary
signal characteristics

- More robust against noise
uncertainty and bet-
ter detection in low
signal-to-noise ratio
(SNR) regime than
energy detection

- Can distinguish among
different types of
transmissions and
primary systems

- Specific features must be
associated with pri-
mary signals

- Particular features may
need to be introduced

Matched
filtering and
coherent
detection

Projected received signal
in the direction of the
already known primary
signal or a certain wave-
form pattern

- More robust to noise un-
certainty and better
detection in low SNR
regimes than feature
detection

- Requires less signal sam-
ples to achieve good
detection

- Requires precise prior in-
formation about cer-
tain waveform pat-
terns of primary sig-
nals

- High complexity

Given the possibility of false PUs’ detection, different strategies have been proposed in

the literature to decide about the availability of the sensed resources [78]:

• Distributed/Local sensing: Every SU is able to independently determine the pres-

ence or absence of licensed signals in a certain spectrum.
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– Advantages: low computational and implementation complexities.

– Disadvantages: sensitive to model uncertainty, fading and shadowing. Thence,

feature and matched filter detection are the most recognized sensing techniques

for the distributed sensing.

• Cooperative sensing: the spectrum sensing results from multiple SUs are used to

detect licensed signals.

– Advantages: Accurate licensed signal detection. Moreover, it reduces the re-

quired sensing time.

– Disadvantages: The implementation complexity is high. Accordingly, the en-

ergy detection technique is generally recognized as the well suited for a cooper-

ative spectrum sensing.

2.2.1.2 Dynamic Spectrum Access

Dynamic spectrum access (DSA) is a new strategy to share spectrum. It allows SUs to

access to spectrum holes in licensed portions of spectrum. As introduced in [79, 80], three

spectrum sharing paradigms exist:

• Underlay transmissions: SUs are allowed to share an occupied licensed channel

while generated interference stays below a given threshold. This spectrum sharing

strategy results in poor performance compared to the amount of generated interfer-

ence it can cause to PUs.

• Overlay transmissions: SUs exploit the knowledge of PUs’ messages to either

cancel or mitigate interference at both primary and secondary users’ side.

• Interweave transmissions: A SU transmits only in spectrum holes, i.e., in available

frequency bands. Periodically, it senses its used channel. If it detects a licensed signal,

then it immediately vacates the channel to avoid harmful interference.

2.2.2 Control Information Exchange in Cognitive Radio Networks

In CRNs, before starting data transmission, control messages are exchanged among the

SUs. They may contain signaling information, i.e., request to send (RTS)/clear to send

(CTS), spectrum sensing results, routing information, etc. Basically, three techniques exist

to allow the control message exchange [23,81]:

• Out-of-band control channel: SUs share one dedicated common control channel

(CCC), assumed to be always free of licensed signals. This technique does not require

synchronization among SUs. Furthermore, to prevent that a node misses control
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messages sent by other nodes, every SU is assumed to be equipped with a dedicated

transceiver that is continuously tuned to this CCC (Figure 2.3).

Figure 2.3: Out-of-band control channel.

• In-band control channel: In the opposite of the out-of-band control channel solu-

tion, here the dedicated CCC is one of the channels used to opportunistically transmit

data. Time is divided into two parts: a control phase and a data phase. As shown

in Figure 2.4, during the control phase, all sensors switch their transceivers to an

available channel (the CCC) to overhear control messages and to be aware of the net-

work status. Thus, during this period, SUs don’t gain access to the channels sensed

free of PUs. Therefore, free data frequency bands are wasted and system efficiency is

reduced.

Figure 2.4: In-band control channel.

• Channel hopping sequence: Based on a list of licensed channels, every node fetches

a vacant channel by continuously switching from one channel to another (Figure

2.5). In addition to the high energy consumption, the channel hopping scheme also

engenders delayed data transmission. In fact, in [82–84], the authors designed the

order of channels to visit in order to minimize the required time to achieve a successful

RTS/CTS message exchange between a receiver and an emitter on available channels.

The first two techniques, i.e., out-of-band and in-band control channel, represent the

most common techniques in literature. Especially, the out-of-bands control channel tech-

nique is widely used since a CCC is assumed to be always free of PUs [85–87]. However, in

real environments, these techniques cannot be easily deployed and may have many incon-

veniences such as:
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Figure 2.5: Channel hopping sequence.

• Finding one CCC always free of PUs is not practical: Given the dynamic PUs activ-

ities, we cannot prohibit the access of PUs to a given channel since it is used as a

CCC. Thus, if the CCC is sensed occupied by licensed signals, then SUs will postpone

their data transmissions.

• A CCC may represent a bottleneck: If a large number of contenders transmit data

at the same time, then the increasing number of control messages saturates the CCC

which leads to failed channel allocation and potentially poor performances [72].

• A CCC threatens the system’s security: A dedicated CCC is widely used by attackers.

They can jam the dedicated CCC and then the communication would not be possible.

Moreover, they can use it to attack the privacy of users [88,89].

2.3 Problem Position in Relation to the Studied Literature

All along this thesis, we recognize the deployment of CRSNs in SG power access networks.

Our work focused on the power distribution segment, since in the proximity of inhabitants’

zones, several telecommunication operators provide paying services to citizens, such as 3G

and 4G on licensed bands that may be, depending on the user traffic, vacant of any signal [2].

We consider the CRSNs as an intelligent solution to deal with the large amount of SG data

and with the limited unlicensed spectrum resources. Different works in literature focus on

the deployment of CRSNs for the two SG communication networks covering the power access

network: the smart homes and the NANs [50, 90–95]. These works, especially, investigate

the architectural deployment of CRSNs in both smart homes and NANs. In fact, given

the centralized electrical power control and monitoring, they always consider the presence

of one central gateway in every monitored area. The gateway collects information from

the existing sensors. Furthermore, two CRSN topologies are basically considered to deploy

the SG sensors: one-hop and multi-hop topologies. [90, 91] and [50] have used the one-hop

topology to deploy CRNs for SG systems. The SG sensors are in direct communication with

their associated gateway. Despite its simplicity, the one-hop topology is not always practical

given the sensors’ short transmission range. Accordingly, in [92–94] and [95] the multi-hop

data transmission has been used to achieve the communication between the gateway and

the SG sensors.
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Now, the overview that we presented in this chapter about the SG communication

network characteristics, architecture, and challenges, in addition to the CRN functionalities

and strategies used to exchange control messages, drives us to concentrate our efforts on

the communication aspects in CRSNs for SGs. The objective of our thesis is to provide

spectrum sharing solutions for SG CRSNs, while avoiding a CCC use to exchange control

messages before every access to the spectrum. Every deployed SG sensor becomes able to

predict the channels’ vacuity of its neighbors. This estimation allows distributed channel

allocation processes that avoid control messages exchange among the sensors before every

access to the spectrum. Furthermore, all along this dissertation, we are interested in the

SG data transmission from SG monitoring to a central gateway. Data is fairly transmitted

to a gateway, while taking into consideration different deployment topologies of CRSNs in

SGs.

Our first contribution focuses on spectrum resource allocations in one-hop CRSNs for

smart homes and NANs. A balanced opportunistic access to the spectrum is achieved

in every system. It considers the heterogeneity in the channels’ availability in addition

to the heterogeneous sensors’ need to access to the spectrum. The second and the third

contributions investigate fair channel assignments in multi-hop CRSNs for SGs. Based on

CRSN deployment scenarios for SGs, SG data is sent to a gateway in a multi-hop manner.

In the second contribution, we introduce a two-stage CRSN topology for NANs. We use

forwarding nodes to extends monitoring NAN sensors’ coverage. In the third contribution,

the multi-hop data transmission to the sink is achieved through deployed monitoring sensors

based on a hierarchical CRSN topology. Finally, in the forth contribution, we concentrate

our effort on the event-based generated SG traffic since in the previous contributions we are

interested in periodic SG data transmissions. A fair data transmission is achieved when all

sensors that detect the same information gain access to the spectrum and correctly transmit

their data in a multi-hop manner to a central gateway without using a CCC.

2.4 Conclusion

Intelligent electrical networks are attracting the research and industrial communities given

their challenging and unique characteristics. Besides, cognitive radio technology represents

an intelligent and low-cost solution to improve unlicensed SG users data transmission. In

this chapter, we reviewed SG communication network characteristics, architecture, chal-

lenges and needs for cognitive radio technology. Then, we reviewed the cognitive radio

technology. Finally, we explained our contributions related to SGs and CRSNs. Accord-

ingly, in this dissertation, we concentrate our efforts on CRSN deployment for SG power

access networks. We focus on the spectrum resource assignment for smart grid users while

avoiding the CCC use to exchange control messages before every access to the spectrum.

All along this dissertation, we develop new channel assignment solutions that don’t use a

CCC. They exploit potential CRSN deployment topologies for SGs, as well as the different
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existing types of electrical traffic. In the next chapter, we investigate channel assignment

paradigms in one-hop CRSN topology for HANs and NANs to periodically transmit data

to a gateway. The forth and the fifth chapters focus on periodic data transmissions to a

NAN gateway through two different multi-hop CRSN topologies for NANs. Then, Chapter

6 tackles the distributed channel allocation once an event-based traffic is generated in SGs

without using a CCC. The different contributions will be detailed in the next chapters.
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One-hop CRSNs are widely considered for SG control, especially for monitoring smart

homes and neighborhood area networks (NANs). In this chapter, we are interested in

distributed and fair channel assignment for one-hop CRSNs deployed to monitor these two

SG systems. Here, we focus on periodic transmissions on SGs such as traffic related to

smart metering, building automation and distributed energy management. We propose

two different spectrum sharing schemes adapted to each studied SG systems:

• CSRA: The Cooperative Spectrum Resource Allocation in CRSNs for smart homes.

• DUSA: The Distributed Unselfish Spectrum Assignment in CRSNs for smart grid

NANs.

23
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CSRA allows sensors monitoring smart homes to estimate their neighboring nodes’ needs

to send their data and then to predict their selected channels. Hence, all SG sensors have

the same priority to access the radio channels. DUSA is adapted to SG NANs where the

SG sensors have different priorities and impacts on the controlled electrical infrastructure.

In both schemes, we use Partially Observable Markov Decision Processes (POMDPs) to

allow SG nodes to fairly and distributively allocate channels, without using a CCC.

The remainder of this chapter is organized as follows. In Section 3.1, we present the

motivations behind adopting the two channel assignment schemes CSRA and DUSA in

one-hop CRSNs deployed to monitor smart homes and NANs, respectively. In Section 3.2,

we illustrate a literature review of existing works on distributed channel assignment in flat

CRSNs. Thereafter, in Section 3.3, we present our system model. The fairness metrics that

we use to estimate the need of every SG node to access to the spectrum are introduced in

Section 3.4. The proposed channel assignment schemes, CSRA and DUSA, are introduced

in Sections 3.5 and 3.6, respectively. Then, in Section 3.7, we evaluate the performance of

the two proposed schemes through simulations. Discussions conducted based on obtained

results are illustrated in Section 3.8. Finally, in Section 3.9, we conclude the chapter.

3.1 Context and Motivations

Power distribution segments play an important role in SGs since consumers’ buildings and

renewable energy resources are placed in this segment. Accordingly, in the electrical power

distribution networks, there are two kinds of communication networks that have to be

considered: the indoor and the outdoor communication networks.

• The indoor systems are the HANs, i.e., the communication networks deployed to

control consumers’ areas. Figure 3.1 depicts a general one-hop indoor communication

network. One central node called the HAN’s gateway (HAN-G), periodically, collects

data from the sensors monitoring domestic electrical appliances. The collected data

contains information related to the amount of energy consumed and produced by

every monitored domestic appliance. Thus, all sensors placed in the same consumer’s

home, have to fairly share available spectrum resources to allow the HAN-G to get

clear measurements of the power consumption and production inside the home.

• The outdoor communication networks are the NANs. In a NAN, the HAN-Gs are

considered similar to simple sensors. They, periodically, transmit their collected data

to a local control center, i.e., the NAN’s gateway (NAN-G). As depicted in Figure 3.2,

a NAN-G also receives data from all sensors monitoring the various NAN’s electrical

elements such as sensors responsible of street lights, solar power plants, adminis-

trative buildings, residential homes, etc. The NAN-G uses the data collected from
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Figure 3.1: Smart home communication network topology.

these different elements to manage the SG electrical power. However, given the di-

versity of NAN’s elements and the corresponding usage and applications, the data

collected by NAN-Gs are very heterogeneous and wouldn’t have the same impact on

the SG power distribution. For example, data generated by a HAN-G monitoring a

consumer’s home where multiple renewable energy resources are installed is consid-

ered more important for the electricity distribution than data generated by a HAN-G

monitoring a consumer’s home where no renewable energy resources are deployed.

The heterogeneity of the traffic at the NAN level has to be considered during the

spectrum sharing process. Indeed, NAN sensors have different weights to transmit

their generated data. Sensors that generate important data have to gain more access

to the spectrum than sensors with non-important generated data. Accordingly, as

the generated data is important, then as the traffic source nodes are considered pri-

oritized and have to obtain more opportunities to transmit their data compared to

non-prioritized nodes.

Figure 3.2: NAN communication network topology.
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In a HAN, respectively a NAN, the HAN-G, respectively the NAN-G, has to get reliable

and clear visions of its monitored element. Therefore, the one-hop CRSN topology has been

widely recognized for smart home and NAN monitoring. The direct communication between

the monitoring sensors and their associated gateway allows a real-time communication.

Moreover, given the small scale of both smart home and NAN areas, the one-hop CRSNs

are considered as an encouraging communication solution.

With all this in mind, in this chapter, we intend to tackle fair spectrum sharing among

sensor nodes monitoring one-hop HAN and NAN SG applications using the CR technology.

In the literature, several works were interested in spectrum assignment scenarios in one-hop

CRSNs. However, they all account for CCC to share the channels’ availability between SUs.

As stated and motivated in the previous chapter, in this dissertation, our objective if to

allow SG sensors to derive licensed channels’ availability without relaying on a CCC in a

way to achieve one fair spectrum sharing in one-hop SGs.

Therefore, we introduce in this chapter two predictive channel assignment schemes in

CRSNs for one-hop SGs:

• CSRA: The Cooperative Spectrum Resource Allocation scheme is used to fairly

allocate licensed spectrum resources in smart homes where home appliances generate

traffic with the same data rate. But, the sensors have different views of the primary

users activity depending on their locations in the home areas.

• DUSA: The Distributed Unselfish Spectrum Assignment scheme is dedicated to the

channel assignment in one-hop NANs’ areas. In this context, the traffic coming from

the buildings/monitored elements will be different depending on the application the

sensor network is about to control. The channel allocation here also considers the

different applications priorities and how these priorities are conducted to achieve

fairness between the involved nodes.

In both solutions, as we avoid CCC, the channels’ availability information will be distribu-

tively derived using POMDPs. CSRA and DUSA are evaluated through the OMNeT++

network simulator. Simulation results reveal that both CSRA and DUSA achieve a fair

sharing of spectrum resources and improve the network spectrum utilization compared to

the CCC-based resource allocation schemes.

3.2 Related Work

CRSNs have been widely used to monitor SG systems, especially smart homes and NANs.

Given the centralized SG power monitoring, the star topology represents the dominant

solution to deploy the networks [50,90,96]. However, few works focus on channel assignment

in SG areas. A large number of existing studies focus on CRSN architectural direction.
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Generally, they assume the presence of one central node that is responsible of the spectrum

sharing among the monitoring sensors [50, 96]. In [50], one spectrum broker is assumed to

exist in a SG to sense and share available frequency channels among different NAN gateways

that exist in a SG. In [96], one central node, called cognitive base station (CBS), is present

in every monitored system to sense available spectrum and share it among deployed sensors

to allow every node to access to the spectrum according to its priority. The gateway node

can play the role of this central unit. However, being dependent on a central unit to

periodically sense and assign channels to SUs will necessitate a continuous communication

between the central unit and the deployed sensors. As we target the CCC avoidance all

along this thesis, the channel assignment processes wouldn’t be centralized. Furthermore,

this solution is not recognized given the CCC inconveniences added to the ”single point of

failure” eventual problems.

On the other hand, if we consider prioritized SG systems, several works were achieved

in this research area. In [97,98], authors proposed a Distributed Control Algorithm (DCA).

To model the prioritized SG area, the traffic flows are differentiated into different prior-

ity classes according to their QoS requirements. Every class maintains three-dimensional

service queues attributing delay, bandwidth and reliability to data. The problem is for-

mulated as a Lyapunov drift optimization to enhance the weighted service of the traffic

flows originating from different classes. Every sensor uses the proposed DCA to satisfy its

own QoS and to select the channel with the lowest noise level that responds to the QoS

required by the stored data packets. In these two complementary works, the SG sensors

operate distributively and selfishly, without considering the needs of neighboring nodes.

One CCC is always assumed to exist for a continuous control message exchange. In [90],

a cognitive radio channel allocation scheme for prioritized SG traffic has been examined.

The scheduling approach differentiates the SG traffic into three categories: control com-

mands, multimedia sensing data, and meter readings. Periodically, before every access to

the spectrum, the SUs exchange control information with the base station. Thereafter, this

later makes spectrum allocation decisions subject to available resources and according to

the SUs’ priorities.

In all the previously presented works, a CCC is always assumed to organize the sensors’

transmission on licensed channels. Therefore, to avoid the limitations introduced by the use

of a CCC, we propose in this chapter fully distributed channel allocation schemes, namely

CSRA and DUSA, for smart homes and NANs monitoring, respectively.

3.3 One-hop CRSN Models for Smart Homes and NANs

In this chapter, one-hop CRSNs are deployed in both smart homes and NANs. In this

section, we first, introduce the basic assumptions and notations we consider to model the
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installed networks, the medium access scheme that smart home and NAN users use to

transmit SG traffic, and finally the licensed signal model we consider in our work.

3.3.1 Notations and Basic Assumptions

We model a CRSN deployed to monitor indifferently a smart home or a NAN by the list

S = {n1, . . . , nN} of N SG sensors. Every node ni ∈ S is equipped with a single radio

interface able to switch the list H = {c1, . . . , cK} of K licensed channels. The SG users

(ni ∈ S) represent the secondary network users (SUs). They access to a given frequency

band ck ∈ H if it is sensed not occupied by licensed signals. As depicted in Figures 3.1 and

3.2, the smart home sensors, respectively the NAN sensors, send their data to the HAN-G,

respectively to the NAN-G, through one-hop data transmission. The HAN-Gs and the

NAN-Gs, are equipped with K radio interfaces to allow the reception of simultaneous data

packets sent by nodes ni ∈ S on idle licensed channels (ck ∈ H).

Despite their similarities, HAN and NAN systems may present some particularities that

are proper to each system. Thence, if we consider smart homes, the sensors in these systems

are subject to the following assumptions:

1. All the deployed sensing devices have the same neighboring list of nodes. We denote

by Ni the node ni’s neighboring set. Accordingly, ∀ni ∈ S, Ni = S.

2. The sensors have the same priority to transmit data [99].

3. The data packet arrival rate is the same for all the deployed sensors.

On the other side, in SG NANs, we assume that:

1. If nj is one neighbor of ni then this does not imply that Ni is equal to Nj (nj ∈ Ni ;
Nj = Ni). In fact, given the large scale of SG NANs compared to the home areas,

every NAN sensor may have its own list of neighboring nodes Ni.

2. Given the heterogeneous monitored NAN applications, each node ni generates data

packets according to a Poisson process with its own average arrival rate αi [100].

3. Each node ni has a finite buffer of size B to store its generated data packets.

Now, in both systems, we assume that the sensors monitoring the same electrical area

are synchronized in time. In fact, SG communication networks require an accurate reference

time. The network synchronization allows the monitored area to autonomously operate and

to get the ability to be energetically isolated from the main power grid. Therefore, every

SG segment becomes able to operate in an islanding mode.



3.3. One-hop CRSN Models for Smart Homes and NANs 29

Figure 3.3: The frame structure.

3.3.2 Smart Grid Users’ Medium Access Scheme

Since we opt for synchronized transmissions, all sensor nodes in both NAN and HAN

systems will opt for the same frame format as depicted in Figure 3.3. Thus, the time

will be divided into frames of fixed duration T . We denote by the frame t the frame

starting at time t. Each frame is composed of three sub-periods: data generation Tgen,

sensing Tss and transmission Ttr sub-periods. The frame structure is initiated by a data

generation sub-period having a duration Tgen. Once data is generated, every SU senses

the K channels. Every channel is sensed during δ ms (K × δ = Tss). Once the channels’

status are obtained, a node ni can start its data transmission. The data transmission sub-

period lasts for Ttr and is divided into D micro-slots. We denote by Tp the duration of one

micro-slot. During the first micro-slot, ni uses the CSMA/CA algorithm to exchange, with

the gateway, a RTS/CTS messages on its selected channel ck [98]. During the micro-slot

number d (d ∈ [2, D]), ni can only send one data packet followed by the reception of an

acknowledgement (Ack) sent by the gateway. If a SU does not receive an Ack for a given

data packet, it stops the transmission in the current frame and postpones it to the following

frame.

3.3.3 Licensed Traffic Modeling

One of the basic thesis’ goals is to avoid the use of a CCC before every spectrum access

trial while achieving a balanced spectrum sharing among SG users. Thus, each sensor

will distributively execute an algorithm to estimate the channels that can be selected by

its neighbors during every frame. The channel selection process is widely dependent on

the activities on the licensed channels. Thus, the smart grid users need to accurately

characterize the PU’s behavior. To this end, we assume for a given node nj (j ∈ [1, N ])

that PU services arrive in each channel ck (k ∈ [1,K]) according to a Poison process with an

average arrival rate λjk. The occupancy of each channel can be then modeled by a two-state

Markov chain (Busy, Idle) [101].

The Busy state models the state of the channel occupied by primary signals. The Idle

state represents the state of the channel able to be used by SUs, i.e., free of PUs. As shown

in Figure 3.4, βjk and µjk represent the probabilities of channel ck switching from the Idle

state to the Busy state and from the Busy state to the Idle state, respectively, as sensed

by nj .
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Figure 3.4: The wireless channel model.

ωjk(t), as given in Equation (3.1), denotes the probability that nj senses ck in the Idle

state during the frame t. ωjk(t) is the probability that nj senses ck in the Busy state at the

frame t− 1 and switches to the Idle state at the frame t as well as the probability that nj

senses ck in the Idle state at the frame t − 1 and stays free of the primary signal at the

frame t. The steady probability of the channel ck Idle state ωjk is given by Equation (3.2).

ωjk(t) = (1− ωjk(t− 1))βjk + ωjk(t− 1)(1− µjk) (3.1)

ωjk = lim
t→+∞

ωjk(t) =
βjk

µjk + βjk
(3.2)

Once nj senses ck Idle during Tss, the probability Pnajk that no PU arrives during one

micro-slot of the Ttr sub-period is expressed as introduced in Equation (3.3):

Pnajk = e−λ
j
kTp (3.3)

Based on the above system description, we proceed in the next section to the presenta-

tion of the metrics that will be adopted as the fairness indicators between sensor nodes in

HANs and NANs depending on the node/traffic priorities.

3.4 One-hop Smart Grid Metrics for Fair Spectrum Sharing

Every sensor node ni ∈ S has to consider its neighboring nodes’ priorities during its access

attempts in a way to achieve a fair spectrum access. However, since our work does not rely

on central control channels to continuously exchange control messages, every node should

use a measurement of every neighboring node’s need to transmit data. This measurement

will be estimated locally in every node. It represents a fairness metric that will be used to

achieve a balanced spectrum usage among deployed sensors. In fact, once the fairness met-

ric is obtained, every node uses Partially Observable Markov Decision Processes (POMDP)

to predict a fair channel distribution among neighboring nodes. Thus, it obtains its appro-

priate channel. We use POMDPs given the probabilistic measurements of both the fairness
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metrics and the channels’ availability. Now, given the differences between the HAN and

the NAN systems, we propose that sensors deployed in each area use their appropriate

fairness metric to characterize neighboring nodes’ priorities to access to available spectrum

resources.

3.4.1 Smart Home Users’ Fairness Metrics

In a smart home, sensors have the same packet arrival rate. However, the channels’ vacuity

may change, during the time, from one node to another. Thus, smart home sensors have

to get almost the same benefits from the access to the spectrum while considering that

channels’ availability depends on both time and location. A good estimator of the spectrum

access fraction achieved by each sensor node would be the amount of data successfully sent

by each node to the HAN-G. This would be literally traduced by the aggregate accumulative

average data packets successfully sent si(t) by every deployed node ni ∈ S. Therefore, the

fairness of the channel allocation scheme can be traduced as the ability to always maintain

almost the same estimated values si(t) for all the nodes ni ∈ S. For instance, the probability

for a given node to access to the medium in the current frame essentially depends on how

it accessed the medium in the past frames. Indeed, if two nodes n1 and n2, respectively,

succeeded to transmit L1 and L2 packets up to the frame (t − 1), such as L1 � L2, then

during the frame t, n2 should have a higher opportunity to access to the medium than n1.

However, as sensors don’t share information about each others’ transmission, each node ni

will locally estimate the number of packets successfully transmitted by each neighbor nj

on a given channel ck (k ∈ [1,K]).

With all this in mind, we model the behavior of a sensor node ni during the different

phases of a frame t by the discrete time Markov chain depicted in Figure 3.5.

-1, 0

-1, -1

k, 0

-1, 1

-1, 2

-1, D-1

k, 1

k, 2

k, D-1

k, D-1, D

Figure 3.5: Markov chain for smart home sensor’s behavior.
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Let (c, d) be the two-dimensional ni’s state during a frame t. The first dimension

c indicates if the considered node ni is using the channel ck or not (c ∈ {−1, k/ k ∈
[1,K]}). The second dimension d represents the micro-slot counter/the frame sub-period

(d ∈ [−1, D]). In the following, we introduce the different possible ni’s states:

• (−1,−1): ni generates data during the generation sub-period Tgen of the frame t.

• (k, 1): ni has successfully sent the RTS/CTS on ck.

• (−1, 0): ni has postponed its data transmission because ck is busy during Tss.

• (−1, d): ni is not transmitting data (c = −1) at the end of the micro-slot number

d (d ∈ [1, D]). This may be due to a PU appearance on ck during the previous

micro-slots or because ck is sensed busy during Tss.

• (k, d): ni has successfully sent the data packet number d − 1 where d ∈ [2, D] on ck

(the first micro-slot is used to exchange the RTS/CTS).

The transition probabilities between the different states are then expressed as:

- P [−1, d/k, d− 1] = 1− Pnaik(1− Plossk): The probability of leaving the channel ck

due to a PU appearance on ck or due to the packet loss probability Plossk during

the micro-slot number d (d ∈ [1, D]). Plossk can be caused by the obstacles and the

electromagnetic noise of the electrical devices [61].

- P [k, d/k, d − 1] = Pnaik(1 − Plossk): The successful transmission probability of the

data packet number d− 1 (d ∈ [2, D]).

- P [−1, d/−1, d−1] = 1: The probability of a micro-slot counter increment (d ∈ [1, D]).

From the above described Markov chain, every node nj becomes able to estimate avj,k,

i.e., the average data packets successfully sent by its neighbor ni during a fame t, on its

selected channel ck ∈ H as introduced in Equation (3.4). Then, it calculates the nj ’s

accumulative aggregate average data packets successfully transmitted by ni until the end

of the frame t. Thereafter, it concludes the ni’s need to access to the spectrum during the

frame t+ 1 compared to the other deployed sensors.

avj,k = [(D − 1)

D∏
d=1

P [k, d/k, d− 1] +

D−2∑
d=1

d× P [−1, d+ 2/k, d+ 1]

d+1∏
d′=1

P [k, d′/k, d′ − 1]]ωik

(3.4)
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3.4.2 NAN Users’ Fairness Metrics

Now, in NANs, in addition to the different sets of available frequency bands among the

deployed sensors, the sensors have also heterogeneous priorities to access to the spectrum.

Since we consider the packet arrival rate αi as the ni’s weight to transmit its generated

data, we propose to use the buffer occupancy as a simple, nevertheless accurate, indicator of

the sensor node’s priority. For instance, as the node ni’s buffer size increases, its priority to

access to the spectrum becomes very urgent hence avoiding the ni’s saturation. Therefore,

we introduce in this section the three-dimensional Markov chain presented in Figure 3.6.

It calculates the probabilities that a given sensor node has b packets stored in its buffer

during a frame (b ∈ [0, B]).

Figure 3.6: Markov chain for NAN sensor’s buffer occupancy estimation.

We denote by (b, c, d) the three-dimensional ni’s state during a frame t. The first

dimension b (b ∈ [0, B]) models the ni’s buffer occupancy. The second dimension c, where

c ∈ [−1, 1, 2, . . . ,K], represents the channel used for data transmission. Because the number

of data packets stored changes according to the frame sub-period, the third dimension d

(d ∈ [−1, D]) represents the micro-slot counter.

In the following, we introduce the different states (b, c, d) of this Markov chain in addition

to the transition probabilities between them for a given node ni (i ∈ [1, N ]). We denote by

π(b, c, d)(t) the probability that a given node be in the state (b, c, d) during the frame t.

The Markov chain can be divided into 5 blocks as follows:

1. (b,−1,−1): the ni’s buffer occupancy at the end of the data generation sub-period

Tgen (b ∈ [0, B]).

2. (b, c, 0): the buffer occupancy at the end of the data sensing sub-period Tss (c ∈
{−1, 1, . . . ,K}).
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• P [b, k, 0/b,−1,−1] = Ωi
k: the probability that ni selects ck for data transmission

(b ∈ [1, B] and k ∈ [1,K]). Ωi
k is introduced in Equation (3.5).

Ωi
k =

∏K
q=1(1− ωiq)ωik

1− ωik
[1 +

K∑
l=1
l 6=k

ωik
∑

1≤i1≤i2≤...≤il≤K
(i1,i2...,il)6=l−uplet(k,...,k)

[

∏
p∈{i1,i2,...,il}

ωi
p

1−ωi
p

ωik +
∑

p∈{i1,i2,...,il} ω
i
p

]]

(3.5)

• P [0,−1, 0/0,−1,−1] = 1: the probability that ni does not transmit because of

its empty buffer (b = 0).

• P [b,−1, 0/b,−1,−1] = Ωi
−1: the probability that ni does not select a channel

during Ttr because all the sensed channels are busy (k = −1). Ωi
−1 is introduced

in (3.6) (b ∈ [1, B]).

Ωi
−1 = 1−

K∑
k=1

ωik (3.6)

3. (b, k, d): the buffer occupancy during Ttr when ni transmits data in ck (k ∈ [1,K]).

• P [b, k, 1/b, k, 0] = Pnaik(1 − P̃ s
i
k)(1 − Plossk): the probability of a successful

RTS/CTS exchange in ck where b ∈ [1, B]. This is achieved if ck is free of primary

and secondary signals. ˜Psik, presented in Equation (3.7), is an approximation

of the probability that at least one neighbor sends a RTS in ck. ˜Pempj is the

estimated probability that an interfering node nj has an empty buffer.

P̃ s
i
k = 1−

∏
nj∈Ni

((1− ˜Pempj).(1− Ωj
k)) (3.7)

• P [b, k, d/b + 1, k, d − 1] = Pnaik(1 − Plossk): the probability of the successful

transmission of the d − 1 data packet during the micro-slot number d in the

channel ck where d ∈ [2, D − 1] and b ∈ [1, B − d + 1] (the first micro-slot, i.e.,

d = 1, is used to exchange the RTS/CTS messages).

4. (b,−1, d): the ni’s buffer occupancy in the sleeping state during the Ttr transmission

sub-period.

• P [b,−1, 1/b, k, 0] = 1−P (b, k, 1/b, k, 0): the probability of a RTS/CTS exchange

failure in channel ck (b ∈ [1, B] and k ∈ [1,K]).

• P [b,−1, d/b, k, d−1] = 1−Pnaik(1−Plossk): the transmission failure probability

of the data packet number d− 1. It is caused by a primary signal appearance in

ck or the packet loss (b ∈ [1, B − d+ 2], k ∈ [1,K] and d ∈ [2, D]).
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• P [0,−1, d/1, k, d−1] = Pnaik(1−Plossk): the successful transmission probability

of the last data packet in the buffer (k ∈ [1,K] and d ∈ [2, D − 1]).

• P [b,−1, d+1/b,−1, d] = 1: the micro-slot counter-increment of a a non-transmitting

node (b ∈ [0, B] and d ∈ [0, D − 1]).

5. (b,−1, D) where b ∈ [0, B]: the occupancy of the sensor’s buffer at the end of the

frame.

• P [b,−1, D/b + 1, ck, D − 1] = Pnaik(1 − Plossk): the successful transmission

probability of the D − 1 data packet (b ∈ [0, B −D + 1]).

• P [B,−1,−1/b,−1, D] = Pgeni(X ≥ B − b): the packet blocking probability,

i.e., ni generates at least (B − b) packets (b ∈ [0, B − 1]).

• P [B,−1,−1/B,−1, D] = 1: the packet blocking probability of a congested

buffer.

• P [b + l,−1,−1/b,−1, D] = Pgeni(X = l): the probability that ni generates l

data packets (b ∈ [0, B − 1] and l ∈ [0, B − b− 1]).

Given the data packet arrivals according to the Poisson process during Tgen, the prob-

abilities Pgeni(X ≥ l), i.e., that ni generates at least l data packets, and Pgeni(X = l),

i.e., that ni generates l data packets, are, respectively, introduced in Equations (3.8) and

(3.9).

Pgeni(X = l) = e−αiTgen
(αiTgen)l

l!
, l ≥ 0 (3.8)

Pgeni(X ≥ l) = 1−
l−1∑
h=0

e−αiTgen
(αiTgen)h

h!
, l ≥ 0 (3.9)

By using this three-dimensional Markov chain, a NAN sensor ni (i ∈ [1, N ]) becomes

able to calculate the probabilities that a neighboring node nj (nj ∈ Ni) has b stored data

packets in its buffer queue (b ∈ [0, B]), in order to estimate the nj ’s priority to access to

the spectrum. In fact, as the probability π(b,−1,−1) that nj has a high number b of stored

data packets increases, then as its priority/need to transmit increases accordingly.

We have introduced in this section two Markov chains. The first is used by smart home

sensors. It describes the activities of a given node nj on its selected channel ck. It estimates

its average number of successfully transmitted data packets, i.e., avj,k, that will be used

to obtain the nj ’s aggregate accumulative average data packets successfully sent (sj(t)), as

will be detailed later. The second Markov chain will be used by NAN sensors to obtain

the probability π(b,−1,−1) that a NAN user nj has b buffered data packets during the

data generation sub-period of the frame t where b ∈ [1, B]. Now, si(t) and π(b,−1,−1)
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will be used in smart homes and in NANs, respectively, to fairly share available spectrum

resources among SG users. Therefore, given the two fairness metrics, we propose two

channel allocation solutions: the Cooperative Spectrum Resource Allocation (CSRA) for

smart homes and the Distributed Unselfish Spectrum Assignment (DUSA) for NANs. Both,

CSRA and DUSA, are based on POMDPs, as we will detail in the two next sections.

3.5 Cooperative Spectrum Resource Allocation for Smart

Homes: CSRA

We propose for one-hop CRSN-based smart home monitoring the Cooperative Spectrum

Resource Allocation (CSRA) scheme. Based on a POMDP formulation that aims to follow

every neighboring node’s states during the time, every HAN node ni ∈ S estimates the

channels that will be assigned to its neighboring nodes nj ∈ Ni where S = Ni.

3.5.1 Smart Home Users’ Partially Observable Markov Decision Process

The CSRA’s POMDP allows to follow a smart home node’s states based on its selected

channels during every frame. It can be formulated as follows:

1. State: Let si(t) be the ni’s state. As we have introduced in Section 3.4.1, si(t) is the

approximation of the aggregate accumulative average data packets successfully sent

by ni by the end of the frame t.

2. Action: We denote by ai(t) ∈ {−1} ∪ H the action taken by ni during the frame t.

It represents the channel selected by ni for data transmission. If ai(t) ∈ [c1, . . . cK ],

then ni decides to transmit data on one channel. Otherwise, if ai(t) is equal to −1,

then ni decides to not transmit data during that frame.

3. Transition Matrix: Being in the state si(t − 1) at frame (t − 1), if ai(t) 6= −1, then

ni transits to one of two possible states s1
i,k(t) and s2

i,k(t). s
1
i,k(t) represents the ni’s

aggregate accumulative average data packets successfully sent by the end of the frame

t if ni successfully sends at least one data packet during the frame t on the selected

channel ai(t) where ai(t) = ck. s
2
i,k(t) is the ni’s state if no data packet is successfully

transmitted by ni during the frame t. If ni decides to postpone its data transmission,

i.e., ai(t) = −1, then it transits from the state si(t − 1) to the state s2
i,−1(t) where

no data packet is transmitted. The transition probabilities between the different

states are introduced in Equations (3.10) and (3.11). Moreover, Figure 3.7 depicts

the different transitions between the ni’s node state.
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P [s1
i,k(t)/si(t− 1), ai(t)] =

{
ωikPna

i
k(1− Plossk) ai(t) = ck (3.10a)

0 ai(t) = −1 (3.10b)

P [s2
i,k(t)/si(t− 1), ai(t)] =

{
1− ωikPnaik(1− Plossk) ai(t) = ck (3.11a)

1 ai(t) = −1 (3.11b)

The ni’s state is updated as introduced in Equations (3.12) and (3.13). Pi(si(t)) is

the probability of being in the state si(t). It is introduced in Equation (3.14) and is

obtained by using the Baye’s rule [102]. Si(t) denotes the possible states to which ni

belongs during the frame t.

s1
i,k(t) = si(t− 1) + Pi(s

1
i,k(t))× avi,k, k ∈ [1,K] (3.12)

s2
i,k(t) = si(t− 1), k ∈ {−1} ∪ [1,K] (3.13)

Pi(si(t)) =

∑
si(t−1)∈Si(t−1) Pi(si(t− 1))P (si(t)/si(t− 1), ai(t))O[si(t), ai(t)]∑

s′i(t)∈Si(t)
O(s′i(t), ai(t))

∑
si(t−1)∈Si(t−1) Pi(si(t− 1))P (s′i(t)/si(t− 1), ai(t))

(3.14)

Figure 3.7: The CSRA partially observable Markov chain.

4. Observation probabilities: If ni chooses the channel ck (ai(t) = ck), then the ob-

servation probability is obtained by training the two-state Markov chain modeling

the selected channel’s states. If ni decides to postpone its data transmission, i.e.,

ai(t) = −1, then the probability of observing its state transits from the state si(t−1)

to the state s2
i,−1(t) is equal to 1.

Thus, the probabilities of observing ni transits from the state si(t − 1) to the state

s1
i,k(t) and to the state s2

i,k(t) where k ∈ {−1}∪ [1,K] are, respectively, introduced in

Equations (3.15) and (3.16).
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O[s1
i,k(t), ai(t)] =

{
ωik(t) ai(t) = ck (3.15a)

0 ai(t) = −1, (3.15b)

O[s2
i,k(t), ai(t)] =

{
1− ωik(t)Pnaik ai(t) = ck (3.16a)

1 ai(t) = −1 (3.16b)

5. The reward: We define the reward ri(t) as the aggregate accumulative average data

packets successfully sent on the selected channels. It is expressed in Equation (3.17).

ri(t) =

{
s1
i,k(t) ai(t) = ck (3.17a)

s2
i,−1(t) ai(t) = −1 (3.17b)

Now, based on the states of the N nodes during the frame (t−1), a SU ni can predict at

the beginning of the frame t the channel that may be allocated to every neighboring node.

3.5.2 Smart Home Users’ Channel Allocation Policy

Using the POMDP formulation, all the nodes will determine, in a distributed way, the set

F(t) of sensors nj (nj ∈ S) that will access to channels during the frame t. F(t) is obtained

based on the number of packets successfully sent during the past frames. Thus, to achieve

fairness in the channel access during t, the nodes belonging to F(t) are those nodes having

the K smallest sj(t− 1) values, i.e., the K nodes the least accessed to the spectrum during

the (t−1) previous frames. Thus, the channels’ selection is performed in a way to maximize

the quantity of data correctly sent during t. Let p be the channel’s configuration that will

attribute the channel cpj to the node nj (nj ∈ F (t)). P = ∪p represents the sets of all the

possible channels’ configurations during the frame t. Then, the configuration p∗ that will

achieve the fair spectrum allocation during t is obtained by the following Equation:

p∗ = maximize
p∈P

(
∑
nj∈F

rj(t)) (3.18)

The different steps of CSRA are summarized in Algorithm 1.
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Algorithm 1 CSRA scheme.

Input: F , ωjk(t), ω
j
k, sj(t− 1), ∀j ∈ [1, N ] and k ∈ [1,K]

1: At the beginning of the frame t: Select p∗

2: if ni ∈ F then
3: if ai(t) is Idle then
4: Start data transmission
5: end if
6: end if
7: for j = 1 to N do
8: for k = 1 to K do
9: ωjk(t)← (1− ωjk(t− 1))βjk + ωjk(t− 1)(1− µjk)

10: end for
11: if nj ∈ F then
12: sj(t− 1)← s1

j,k(t) {aj(t) = ck}
13: else
14: sj(t− 1)← s2

j,−1(t) {aj(t) = −1}
15: end if
16: end for

3.6 Distributed Unselfish Spectrum Assignment for NANs:

DUSA

In DUSA (the Distributed Unselfish Spectrum Assignment for NAN users) the SG sensor

nodes have heterogeneous lists of neighboring nodes. Accordingly, every node ni ∈ S
predicts the channels that will be used by its neighbors. It predicts their channels based

on their priorities. As used in CSRA, in the DUSA approach, every node avoids having a

selfish behavior. If ni has data to transmit and founds that its neighboring nodes are more

prioritized to access to the spectrum, then ni postpones its transmission to not interfere

with them.

The NAN’s sensors basically use a POMDP to distributively assign channels. The

DUSA’s POMDP is based on the three-dimensional Markov chain that estimates the prob-

abilities that ni has a given number of data packets, i.e., Section 3.4.2. The POMDP related

to a node ni ∈ S can be then described as follows:

1. State: The ni’s state is presented by the vector ψi(t). ψi(t) represents the list of the

buffer occupancy probabilities, π(b,−1,−1)(t+ 1) where b ∈ [0, B], by the end of the

data generation sub-period of the frame t+ 1. ψi(t) is introduced in Equation (3.19).

ψi(t) = [π(0,−1,−1)(t+ 1), . . . , π(B,−1,−1)(t+ 1)] (3.19)

2. Action: At the beginning of the frame t, ni selects the channel ai(t) ∈ A = {−1} ∪ H.

If ai(t) is equal to −1 then ni postpones its data transmission. Otherwise, the node

uses the selected channel to send its data.
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3. Transition Matrix: After ni takes action ai(t), the sensor ni’s state can transit from

the state ψi(t − 1) to one of the two possible states ψ1
i,k(t) and ψ2

i,k(t) where k ∈
{−1} ∪ [1,K]. If ai(t) ∈ H, then the state ψi(t − 1) can transmit to the state

ψ1
i,k(t) if ni sends at least one data packet on ck during the frame t. Otherwise,

if no data packet has been successfully sent on ck, then ni’s state transmits to the

state ψ2
i,k(t). Now, if ai(t) = −1 then ni’s state will transit to the state ψ2

i,−1(t).

The transition probabilities between the different states are introduced in Equations

(3.20) and (3.21). Furthermore, the update of the ni’s state is obtained through the

three-dimensional Markov chain (Figure 3.6).

P [ψ1
i,k(t)/ψi(t− 1), ai(t)] =

{
ωikPna

i
k(1− Plossk) ai(t) = ck (3.20a)

0 ai(t) = −1 (3.20b)

P [ψ2
i,k(t)/ψi(t− 1), ai(t)] =

{
1− ωikPnaik(1− Plossk) ai(t) = ck (3.21a)

1 ai(t) = −1(3.21b)

4. Observation probability: As used in the CSRA’s POMDP, the observation probabili-

ties are basically obtained through the two-state Markov chain modeling the selected

channel. Accordingly, the probability O[[ψ1
i,k(t), ai(t)], i.e., the probability of observ-

ing the ni’s state transits from ψi(t − 1) to ψ1
i,k(t) while using ai(t) (ai(t) = ck),

is introduced in Equation (3.22). However, the probability O[ψ2
i,k(t), ai(t)], i.e., the

probability of observing ni’s state transits from ψi(t−1) to ψ2
i,k(t), is present in Equa-

tion (3.23). O[ψ2
i,k(t), ai(t)] is based on the estimated value Ωi

−1(t) (the probability

that ni senses the K channels busy during the frame t) due to the heterogeneous

neighboring nodes and then the non-deterministic channel decisions.

O[ψ1
i,k(t), ai(t)] =

{
ωik(t) ai(t) = ck (3.22a)

0 ai(t) = −1, (3.22b)

O[ψ2
i,k(t), ai(t)] =

{
1− ωik(t)Pnaik ai(t) = ck (3.23a)

Ωi
−1 ai(t) = −1 (3.23b)

5. The reward: If ni selects ai(t) where ai(t) 6= −1 then the reward Ri(t) is introduced in

Equation (3.24). It represents the probability that D−1 data packets are successfully

transmitted in the selected channel if the number of data packets stored is more than

or equal to D − 1, .i.e., the first sum, or that all the packets stored are successfully

transmitted if the occupancy of the buffer is smaller than D − 1, i.e., the second

sum. If ni does not allocate a channel, i.e., ani = −1, then the reward is equal to
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0. P (ψ1
i,k(t)) is the probability of being in the state ψ1

i,k(t) where ai(t) = ck and

k ∈ [1,K]. It is obtained by using the Baye’s rule.

Ri(t) = (

B−D+1∑
b=0

P [b,−1, D/b+ 1, ai, D − 1]π(b+ 1, ai, D − 1)(t) (3.24)

+

D−1∑
d=2

P [0,−1, d/1, ai, d− 1]π(1, ai, d− 1)(t))P (ψ1
i,k(t)), ai(t) = ck

As the probability that a node ni has b (b ≥ 1) buffered packets increases with the

increase in its priority then one prioritized sensor node will have a high reward value.

Thus, to achieve a fair channel allocation among prioritized sensor nodes, ni selects the

channel configuration p∗ allocated to itself and to its neighbors that maximizes the sum of

the rewards Rj(t) (nj ∈ Ni), as introduced by Equation (3.25). The channels composing

p∗ are different to not cause interference between sensor nodes. If the channel allocated

to ni, i.e., ai(t) ∈ p∗, is equal to -1 then ni postpones its transmission. Otherwise, i.e.,

ai(t) ∈ [c1, . . . , cK ], it starts the transmission in ai(t).

Maximize
aj∈[−1,c1,...,cK ]

∑
nj∈Ni

Rj(t)

subject to ∀nj , nl ∈ Ni, if nj 6= nl and aj(t) 6∈ {−1},

then al(t) 6= aj(t)

(3.25)

The different steps executed by ni to select ai(t) based on the optimization problem

formulated by Equation (3.25) and by using DUSA are presented in Algorithm 2. We

denote by P, the list of the channel configurations (P = ∪p).

3.7 Performance Evaluation

In this section, we evaluate the performances of the CSRA and the DUSA schemes using

the OMNeT++/MiXiM network simulator. Both schemes are implemented based on the

MiXiM Multi-channel model, i.e., Mac80211MultiChannel [103, 104]. We consider that

every SG sensor is equipped with only one radio interface able to switch a list of channels.

The sink nodes, i.e., HAN-Gs and NAN-Gs, are equipped with multiple radio-interfaces.

In each monitored system, the SG sensors are uniformly deployed. The sink is placed at

the center of the simulation area in a way to be directly reachable by the sensors in the

networks. 3 PUs are deployed in each monitored area. As for the sink nodes, PUs are also

equipped with multiple radio interfaces. PUs are placed in the simulation area in a way

to ensure heterogeneous PU traffic environment for the sensor nodes placed in the HAN or

NAN systems. This means that the list of PUs placed in the interference range of a node
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Algorithm 2 DUSA scheme.

Input: ωjk(t), ω
j
k, λ

j
k ∀nj ∈ Ni

1: Channel Selection Policy: At t, ni selects the channel ai(t) ∈ p∗ (p∗ ∈ P: is the
combination of channels maximizing the sum of the rewards associated to Ni)

2: if ai(t) ∈ {c1, . . . , cK} then
3: if ai(t) is Idle then
4: Start data transmission
5: end if
6: end if
7: for nj ∈ Ni do
8: for k = 1 to K do
9: ωjk(t)← (1− ωjk(t− 1))βjk + ωjk(t− 1)(1− µjk)

10: end for
11: if aj(t) ∈ [c1, . . . , cK ] then
12: ψj(t− 1)← ψ1

j,k(t){aj(t) = ck}
13: else
14: ψj(t− 1)← ψ2

j,−1(t){aj(t) = −1}
15: end if
16: end for

ni is different from the list of PUs placed in the nj ’s interference range. The PUs arrive on

every channel according to the Poisson distribution [105].

Table 3.1 lists the basic simulation parameters that we use in both simulations. In the

following, we present in detail the simulation results of the CSRA and DUSA schemes in

respectively monitoring one-hop HAN and NAN systems.

Table 3.1: Simulation Parameters.

Notation Explanation

Simulator OMNeT++ (4.6)/MiXiM (2.3)

Channels’ occupancy 0.13/0.2/0.35/0.43/0.45/0.5/0.83

Channel bandwidth 20 MHz

δ 0.1 s

PUs’ transmission range 30 m

D 4

3.7.1 CSRA Evaluation Results

The smart home area is represented by a 50m × 50m square field. We first evaluate the

impact of the frame size on CSRA’s performance. For instance, the frame size substantially

changes with the number D of micro-slots during the Ttr sub-period. Thus, we depict in

Figure 3.8 the packet delivery ratio (PDR) as a function of D for different values of α (the

SU’s packet arrival rate which is the same for all the deployed smart home sensors) and for

two different numbers of used channels K (with N = 30). Figure 3.8 shows that all curves

shaped the same appearance (the PDR fluctuates for small D values and then keeps a
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constant increase from D = 6). Such behavior can be explained as follows: Initially, when

D is in the interval I1 = [2, 4], Tgen and Tss represent an important portion of the frame

size (> 25%). Thus, the high probability of a PU’s appearance during these sub-periods

partially protects SUs from PUs arrivals during the data transmission phase which increases

PDR values during I1. During I2 = [4, 6], however, the frame becomes more sensitive to

PUs’ arrivals. For instance, in I2, the frequency of PU appearance during Ttr accordingly

increases with D, resulting in a significant drop in PDR values. Finally, from D = 6, the

frame sensitivity will be gradually alleviated as the probability of sending correct packets

during the first micro-slots of the Ttr sub-period increases.
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Figure 3.8: CSRA: Packet delivery ratio vs number of micro-slots D.

Now, we evaluate the efficiency of CSRA in achieving a fair channel allocation be-

tween SUs in smart homes. Thus, we compare CSRA to two other CCC-based centralized

schemes [106] called Ideal-Centralized and Non-Ideal-Centralized schemes. With centralized

algorithms, the HAN-G can achieve an optimal scheduling between the sensors given its

perfect knowledge of the nodes’ configurations and other network parameters. In the first

Ideal-Centralized scheme, the HAN-G fairly assigns channels to SUs in each frame. One

additional channel (considered as CCC) not in use by PUs is used to send control mes-

sages containing the channels’ allocation. In the second Non-Ideal-Centralized approach,

the CCC is one of the channels used to transmit data, i.e., the CCC can be accessed by

PUs.

Figure 3.9 depicts the comparative PDR scenarios for different values of N (the number

of SUs), where D = 4 and α = 3. As shown in Figure 3.9, the PDR reversely decreases

with N since the quantity of the generated data significantly increases with the number of

SUs. Moreover, for all the values of N and K (K = 3 and K = 7), the PDR achieved

by CSRA nearly approaches the one of the Ideal-Centralized scheme. Thus, with CSRA,

the sensors are able to correctly predict the appropriate channels associated to prioritized
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nodes. Moreover, CSRA outperforms the Non-Ideal-Centralized scheme since, in this latter

scheme if the CCC is sensed busy, the gateway can not use it to broadcast the channels’

configuration.
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Figure 3.9: CSRA: Packet delivery ratio vs number of deployed sensors N .

In Figure 3.10, we evaluate the average packet delay of the three allocation approaches

as a function of N , the number of SUs. The curves show that the average delay achieved

by CSRA is almost the same as the Ideal-Centralized scheme’s delay. However, a slight

increase in the delay value occurs when N increases since the sensors have not an exact

information about the interfering sensors and the channels’ states. CSRA outperforms the

Non-Ideal-Centralized scheme because of the potential CCC business by PUs.
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Finally, we evaluate the packet delivery ratio under different K values. The Figure 3.11

shows that the increase in K improves the spectrum utilization given the availability of a

higher number of channels. However, since the Non-Ideal-Centralized scheme depends on

the availability of the CCC channel, the increase in PDR for that scheme remains relatively

low.
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Figure 3.11: CSRA: Packet delivery ratio vs number of used channels K.

3.7.2 DUSA Evaluation Results

This section is dedicated to the performance evaluation of the DUSA scheme in the context

of one-hop NAN systems. The NAN users (sensors) are deployed in a 100m× 100m square

field. We first propose to compare the DUSA approach to a CCC-based scheme, denoted

in the following as CCC-scheme where the channel negotiation is performed through one

of the licensed channels that can be used by PUs. Control messages are then exchanged

with the CCC-scheme only in the case of vacuity of the related licensed channel.

We first focus on the comparison between DUSA and CCC-scheme in term of effective

spectrum utilization. Then, we evaluate the DUSA efficiency in achieving a fair resource

sharing between prioritized SUs.

3.7.2.1 Spectrum Utilization

To valuate the impact of the CCC avoidance by the DUSA scheme, we introduce the spec-

trum utilization ratio as the total number of bits successfully transmitted when using DUSA

or CCC-scheme divided by the sum of the total number of bits successfully transmitted

when using both schemes. Figure 3.12 shows that DUSA improves the spectrum utilization

compared to the CCC-scheme (the number of NAN sensors=20). It also shows that when
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DUSA is used, the spectrum utilization increases also with K. The difference between

the two schemes is due to the cancellation of the data transmission if the CCC is sensed

occupied by PU when using the CCC-scheme.
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Figure 3.12: DUSA: Secondary network spectrum utilization ratio.

Additionally, to evaluate the fairness of DUSA and its adaptability to the sensors’

priorities, we simulate the spectrum utilization ratio per class priority. Figure 3.13 shows

that, when we use DUSA, the spectrum utilization increases with the node’s priority. For

the CCC-scheme, sensors with average packet arrival rate equals 1.5 packets/Tgen is more

important than the spectrum utilization of SUs with average packet arrival rate equals 3

packets/Tgen. Hence, SUs with buffered data packets operate selfishly when using the CCC-

scheme. By applying DUSA, even if some nodes have packets to transmit, they postpone

their data transmission and allow prioritized nodes to access the spectrum. SUs with higher

average packet arrival rates are more prioritized to access the spectrum and have higher

spectrum utilization.

3.7.2.2 Average Packet Delay

Now, to ensure the unselfish behavior of the SUs, we evaluate the average packet delay

per class priority. Figure 3.14 shows how the average packet delay reversely decreases with

the SUs’ priorities, i.e., packet arrival rates. On one side, data packet delay of SUs with

the lower priorities is large when using DUSA. This is tolerated since their generated data

packets are not prioritized to be transmitted to the sink. This traduce the SUs’ unselfish

sensor behavior. On the other side, the delay experienced by data packets originating

from the nodes with higher priorities are significantly shorter because their generated data

packets must be transmitted rapidly to the sink. DUSA clearly improves the average delays

of prioritized sensors.
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3.8 Discussion

All the above simulation results illustrate the proposed channel assignment schemes’ capa-

bilities to allow smart grid sensors to fairly share available spectrum resources with their

neighbors based on local estimate:

• In smart homes, CSRA allow deployed sensors to use the aggregate accumulative

average data packets successfully sent by every node in addition to the probabilities

that the licensed channels are available inside the home to allocate the channels. Every

smart home node predicts the channels’ combination that maximizes the network
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spectrum utilization while responding to the prioritized nodes to send their data

to the HAN-G. Based on the comparison between CSRA and the Ideal-Centralized

scheme, simulation results demonstrated the ability of CSRA to achieve a fair channel

allocation between SUs in smart homes. Simulation results showed that the packet

delivery ratio (PDR) significantly increases with the frame size. Moreover, CSRA

achieved nearly the same performances in terms of PDR and average delay as an ideal

centralized fair scheduling. This definitely sustains the high efficiency and reliability

of the CSRA scheme. Thus, the proposed probabilistic estimations of the smart home

user’s fairness metric and of the channels’ states as sensed by every node represent a

pertinent indicators for a distributed fair and probabilistic spectrum access decision,

CSRA.

• In smart grid NANs, simulation results showed that the probabilities that a node has

b stored data packets in addition to the channels’ states estimation play an important

role in achieving a prioritized spectrum sharing among NAN sensors with different

priorities. The performance results revealed that unselfish behavior is achieved with

DUSA (every sensor respects the needs of its neighboring nodes to transmit data

and as a result it postpones its data transmission). The spectrum utilization of a

given node increases with the increase of its priority (its queue length). Moreover, its

average packet delay increases with the decrease of its priority. Furthermore, despite

the absence of the CCC, the spectrum utilization is improved with the proposed

solution.

3.9 Conclusion

In this chapter, we have investigated the application of one-hop CRSNs for two smart grid

systems: smart homes and neighborhood area networks (NANs) segments. We focused

on distributed and fair spectrum sharing in each system without using a common control

channel. In smart homes, the SUs have the same priority to access to the spectrum.

However, in NANs, the SUs have heterogeneous priorities. As a result, given the differences

between both systems, we proposed two channel assignment schemes:

• CSRA: The Cooperative Spectrum Resource Allocation in CRSNs for smart homes.

• DUSA: The Distributed Unselfish Spectrum Assignment in CRSNs for NANs.

To achieve fairness with CSRA, each smart home node locally estimates the number of data

packets successfully sent by all its interfering neighbors. This estimation allowed to select

in each frame, the channels’ configuration that maximizes the whole spectrum utilization

using a Partially Observable Markov Decision Process (POMDP) formulation. Simulation

results showed the efficiency of CSRA in achieving a fair channel allocation between SUs in
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smart homes. Moreover, the CSRA performances in terms PDR and average packet delay

nearly approach an ideal centralized scheduling where a CCC free of any PU is used.

In DUSA, NAN SUs are prioritized according to their buffer occupancy. We have

proposed a three-dimensional Markov chain to estimate the buffer occupancy variations

of a SU based on its local spectrum available resources. Every SU selects the channel

maximizing its local network spectrum utilization. This is achieved thanks to POMDP

formulation. Simulation results revealed that DUSA achieves the two main objectives: the

unselfish distributed spectrum access and the channel assignment without the use of a CCC.

In both schemes, we used a two-state Markov chain modeling a licensed channel to get an

observation of neighboring nodes’ selected frequency bands. Simulation results showed the

efficiency of this tool. However, this may necessitate a frequent control message exchange

in order to refresh the observation probabilities and the estimated fairness metrics, i.e.,

the real number of data packets successfully sent by every SU with CSRA and the buffer

occupancy in every SU with DUSA. Moreover, both CSRA and DUSA are restricted to the

one-hop CRSN topology. This may not be the case especially in an outdoor case, i.e., in

NANs. Accordingly, in the next chapter, our target will be the improvement of the SUs’

observation of their neighboring nodes’ states and the extension of the DUSA scheme in

order to take into consideration the sensors’ short transmission range.





Chapter 4

Dual-Spectrum Assignment in

Two-Stage CRSNs for Smart Grids

Contents

4.1 Context and Motivations . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Two-Stage NAN System Description . . . . . . . . . . . . . . . . 53

4.3 Dual-Spectrum Assignment for NAN-based Two-Stage CRSNs:

D-SAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . 63

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

In the previous chapter, we focused on fair channel allocation in one-hop smart grids, as

in the case of HAN and NAN systems. The proposed approaches allocate spectrum fractions

as sensors need based on different criteria (traffic priorities, neighborhood properties and

channels’ availability). Both schemes proved their ability to achieve fairness in spectrum

assignment in one-hop SG systems and without relying on a CCC. But, for both approaches,

we assume that the gateway is always located at a distance from the sensors which may not

be the case in some practical deployment scenarios or if some sensors have short transmission

ranges.

To alleviate the above mentioned inconvenience, we investigate in this chapter a more

general deployment scenario where sensor nodes can reach their gateway no matter their

transmission range. This will be performed by using some particular nodes between de-

ployed monitoring sensors and their gateway. These introduced nodes are called forwarding

nodes. They are full functional nodes and have the ability to forward the sensors’ traffic

to their gateway. Therefore, we focus here on NAN smart grid systems where forwarding

nodes will be powerful, long transmission range nodes. They will be in charge of collect-

ing and forwarding the sensors traffic to a local control center (CC), i.e., to the NAN-G.

51
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Thus, in accordance with prioritized SG sensors and the two-stage network topology that

we will introduce, we propose in this chapter the Dual-Spectrum Assignment for NANs (D-

SAN) approach. D-SAN is basically composed of two complementary channel assignment

schemes. Each scheme is related to a communication in a stage of the NAN.

• The first approach executes channel assignment from the terminal nodes, the sensors,

to the forwarding nodes. It is inspired from the DUSA scheme, introduced in the

previous chapter and is designated as DUSA+.

• The second approach is interested in the communication between the forwarding nodes

and the NAN gateway. It allocates channels to forwarding nodes in order to transmit

aggregated data to their associated NAN-G. It is called Balanced Spectrum Resource

Allocation (BSRA).

D-SAN is based on POMDP formulations. It fairly allocates spectrum resources to

deployed sensors, again without using a CCC.

The remainder of this chapter is organized as follows. We first highlight the different

motivations behind our proposed D-SAN approach for NANs in Section 4.1. In Section 4.2,

we introduce the two-stage CRSN topology and the network model. Thereafter, in Section

4.3, the two D-SAN’s steps are detailed. We evaluate the efficiency of our proposed solution

in Section 4.4 through extensive simulation and we discuss our contribution assessment in

Section 4.5. Finally, in Section 4.6, we conclude the chapter.

4.1 Context and Motivations

In SG NANs, different topological scenarios may be considered to deploy wireless sensors

[107]. In this context, the one-hop WSN is one of the widely recognized topology given its

benefits, as we detailed in the previous chapter. However, this topology is adequate for small

scale NANs. It represents a pertinent solution to monitor a NAN when the NAN-G is placed

in the transmission range of all sensors. However, if sensors have short transmission ranges,

then the use of a one-hop topology would not be possible for NANs. Accordingly, to tackle

this problem while getting benefits from the advantages of the one-hop topology, several

studies [47, 50, 108] proposed the division of a SG NAN into multiple sub-systems, named

building area networks (BANs). Indeed, different gateways are deployed distributively

in a NAN. Every gateway collects data from sensors deployed in its vicinity. Then, it

transmits the collected data to the local CC, i.e., the NAN-G. Every BAN is considered as a

power distribution network where a one-hop communication network is installed. However,

these works basically focus on the architectural design of the SG communication network.

Moreover, if a CRSN is assumed to be deployed to monitor a BAN, then one spectrum

broker is generally assumed to be deployed [50]. The spectrum broker shares the available
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spectrum resources among the different deployed gateways. However, the existence of a

spectrum broker rises the problems of a single point of failures. Moreover, its presence

necessitates the use of a CCC for control messages exchange between the spectrum broker

and the deployed gateways.

In order to avoid the above mentioned inconveniences, in this chapter, we are interested

in distributed channel assignment in CRSNs to monitor SG NAN without using neither

a CCC nor a BAN based o a spectrum broker. First, we propose a practical two-stage

CRSN topology for NANs. Full-functional nodes, that we call forwarding nodes, are intro-

duced in this context to extend the transmission range of SG monitoring sensors, named

terminal nodes. Thereafter, we propose the Dual-Spectrum Assignment for NANs (D-SAN)

approach. Based on the proposed two-stage topology, D-SAN is interested in the channel

assignment process in each stage of the NAN. Thus, D-SAN is composed of two channel as-

signment policies. The first policy, DUSA+, is executed by terminal nodes to communicate

with forwarding nodes. The second policy, BSRA, allows every forwarding node to obtain

its channel to forward its aggregated data (terminal nodes’ data) to a NAN-G, i.e., a CC.

Performance evaluation of D-SAN through the OMNeT++ network simulator demon-

strates its ability to share spectrum according to the terminal nodes’ priorities. Moreover, it

reveals that the developed system is a good candidate for independent, fair and distributed

channel assignment in such prioritized SG systems.

4.2 Two-Stage NAN System Description

D-SAN is based on a two-stage CRSN topology. Thus, before introducing the D-SAN

scheme, we present in this section the two-stage CRSN architecture we advocate to use

here for NANs. First, we describe in Section 4.2.1 the two-stage topology of CRSN for

NANs. Then, in Sections 4.2.2 and 4.2.3, we respectively introduce the terminal nodes

and the forwarding nodes’ activities. Finally, in Section 4.2.4, we detail how the two-stage

CRSN will be organized to allow an efficient data transmission between deployed sensors.

4.2.1 Topology Presentation

To monitor and control the NAN’s power infrastructure, we assume the existence of the

list S = {n1, . . . , nN} of N sensor nodes that we denote by Terminal Nodes (TNs). Every

TN (ni ∈ S) is responsible of monitoring a NAN element/system such as smart homes,

distribution substations and power storage systems. The monitored NAN elements/systems

have heterogeneous impacts on the electricity distribution. As a result, the deployed TNs

have not the same priorities to transmit their data. Generally, every TN has to send its data

to the CC, i.e., sink or NAN-G. However, some TNs ni ∈ S may be placed more than one-

hop away from the CC. As a result, we propose the deployment of a list R = {r1, . . . , rF }
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Figure 4.1: Two-stage CRSN topology for NANs.

of F full functional nodes that we call Forwarding Nodes (FNs). The list R will extend

the TNs’ coverage. As shown in Figure 4.1, FNs are placed between TNs and a sink.

They receive SG data from TNs to, thereafter, send it to the sink node through one-hop

transmissions. Accordingly, every TN (ni ∈ S) has at least one FN ru (ru ∈ R) placed

in its transmission range, in the sink direction. We denote by Ri the list of FNs that are

able to receive data from ni and to send it to the sink. Every TN will select only one FN

ru where ru ∈ Ri to be its next-hop to the sink. ru is called the ni’s associated FN. Now,

we can conclude that the SG users network are composed of two sets of sensors: R and

S. Both kinds of sensors are cognitive radio-enabled. They communicate through a list of

licensed channels H = {c1, . . . , cK} as we will explain in the following.

4.2.2 Terminal Nodes’ Activity Description

To efficiently monitor a NAN, we assume that a TN ni ∈ S, is subject to the following

assumptions:

• Given the prioritized NAN applications, ni generates data packets according to a

Poisson process with its own average packet arrival rate αi.

• ni has a finite buffer queue of size B to store its generated data packets waiting for

transmission.

• At one point in time, ni has one and only one associated FN ru ∈ Ri that will always

forward the ni’s data to the sink. Thus, if ni wants to transmit, then it sends the

data to ru. Thereafter, ru will send it to the sink.
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• The communication between TNs and FNs takes place on the list H1 = {ck, /k ∈
[1, . . . ,K1]} of K1 licensed channels where K1 < K and H1 ⊂ H.

• The TNs and the FNs are synchronized in time according to the frame structure

introduced in the previous chapter (Subsection 3.3.2).

• Every TN ni is equipped with one single radio interface able to switch a list H1 of

licensed channels.

4.2.3 Forwarding Nodes’ Activity Description

The FNs are placed in a monitored NAN to relay TNs’ generated data to the sink. To

better organize the communication in the NAN, we assume that:

• At one point in time, every FN, ru ∈ R, has its associated list of TNs S∗u where:

- For all ni ∈ S∗u, ru represents the ni’s associated node.

- ∪Fu=1S
∗
u = S.

• Every FN, ru ∈ R, is equipped with K radio interfaces:

- K1 interfaces are used to receive data from the list S∗u of TNs.

- K2 radio interfaces are used to forward the TNs’ received data to the sink node

through the list H2 = {ck/k ∈ [K1 + 1, . . . ,K]} of K2 (= K −K1) channels.

• During the data transmission sub-period (Ttr) of a frame t, ru can use more than one

channel ck to receive data from TNs and to forward data to the sink node.

As a matter of conclusion, the list of the licensed channels H = {c1, . . . , cK} is divided

into two sets of channels H1 and H2 used for communications between TNs and FNs and

between FNs and a sink, respectively. We assume that:

• K1 +K2 = K

• K1 < K

• H1 ∩H2 = ∅

• H1 ∪H2 = H
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4.2.4 Spectrum-Driven Forwarding Node Selection

At each instant, every TN ni ∈ S has only one associated FN ru ∈ R that will be considered

as its next-hop to the sink. However, ni may have more than one FN ru ∈ Ri that is able

to receive and then to forward its data to the sink node. On another side, one of the major

factors that impacts the SUs’ access to a given frequency band is the channels’ availability

that depends on both time and location. Therefore, we propose ni selects its associated FN

ru ∈ Ri based on a relative spectrum awareness. For this reason, we introduce in Equation

(4.1) the spectrum rank parameter ∆u:

∆u =

∑
ni∈Su

∑K1
k=1min(ωi

k,ω
u
k )∑

ni∈Su
αi

K1 × ‖Su‖
(4.1)

∆u represents an estimated measure of the quantity of data that the FN ru can receive

from the TNs placed in its vicinity that we denote Su. ∆u is a function of the steady

state probabilities of the channels ck’s Idle states (ck ∈ H1) and the average packet arrival

rates αi of the TNs ni (ni ∈ Su). Thus, as ∆u increases, ru becomes able to receive an

important number of data packets through available frequency bands. As a consequence,

we propose that every TN ni chooses the FN ru (ru ∈ Ri) having the highest ∆u. Once

every TN selects its associated FN ru ∈ Ri, ru becomes the only ni’s next-hop to the sink.

We denote by S∗u the list of TNs ni that have selected ru as their associated FN.

After, the FN selection step, both FNs and TNs begin the channel assignment that will

be repeated each frame as we will detail in the next section. Table 4.1 introduces the main

notations used in our model.

For a sake of robustness, a reorganization of the TN-FN assignments will only be per-

formed in case one FN disappears.

4.3 Dual-Spectrum Assignment for NAN-based Two-Stage

CRSNs: D-SAN

Here, the network is well organized, i.e., every FN ru has its own list of TNs S∗u. Thus,

NAN data will be sent to the sink (NAN-G) through two-hops: from TNs ni ∈ S∗u to

their associated FNs ru and from FNs ru to the sink. To this end, we propose a novel

channel assignment approach that we call Dual-Spectrum Assignment for NANs (D-SAN).

D-SAN consists of two channel allocation sub-policies. One first sub-policy, DUSA+, is

an extension of DUSA. It will be in charge of transmitting the data from TNs to FNs at

the first network stage. The second sub-policy, Balanced Spectrum Resource Allocation

(BSRA), is responsible of distributing channels to FNs to forward aggregated data to the
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Table 4.1: Symbols and Notations.

Notation Explanation

S The list of terminal nodes (TNs)

ni The TN number i (i ∈ [1, N ])

R The list of forwarding nodes (FNs)

ru The FN number u (u ∈ [1, F ])

H The list of licensed channels

H1 The list of licensed channels used by TNs

H2 The list of licensed channels used by FNs

αi The average packet arrival rate of ni

B The maximum buffer size

Tgen The duration of the data generation period

Tss The duration of the sensing period

Ttr The duration of the data transmission period

Tp The micro-slot duration

λi
k PU arrival rate in ck according to ni or ri

βi
k The probability of channel ck switching from Idle to Busy state

µj
k The probability of channel ck switching from Busy to Idle state

ωi
k(t) The probability that ni senses ck idle during the frame t

ωi
k The steady-state probability of the channel ck idle state

Pnajk The probability of no PU reappearance in ck during Tp

D − 1 The maximum number of data packets to send during Ttr

si(t) The aggregate accumulative average data packets successfully sent by ni

Plossk Packet loss probability in ck

P i
gen The packet generation probability of ni

δ One channel sensing duration

ai(t) The channel estimated to be used by ni during t

∆u The ru’s spectrum rank parameter

S∗u The list of TNs associated to the FN ru

a∗i (t) The real channel used by ni during t

γu The ru’s weight to access to the spectrum

‖Su‖ The number of TNs placed in the vicinity of ru

sink at the second stage of the network. The main objective of D-SAN (both DUSA+ and

BSRA) is to perform a fair spectrum sharing that fits the TNs’ prioritized traffic. In the

following, we introduce in detail DUSA+ and BSRA, respectively.

4.3.1 D-SAN’s First Step: From Terminal Nodes to Forwarding Nodes

The TNs have different traffic priorities. Thus, DUSA+ should achieve an access to the

spectrum that fits the TNs’ prioritized traffic. Accordingly, during every frame, each TN

requires a local estimate of its neighboring nodes’ transmission need. In the following, we

introduce the solution we adopt to measure a TN’s priority to access to the spectrum.

Thereafter, we present the DUSA+ policy we develop to share available frequency bands

among TNs.
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4.3.1.1 Terminal Nodes’ Buffer Occupancy Estimation

Let ni and nj be two TNs associated with the same FN ru (ni, nj ∈ S∗u). To allow ni

to properly estimate its neighbor nj ’s requirements, i.e., nj ’s spectrum access needs, we

opt for the same strategy we adopted in the DUSA scheme and which we detailed in the

previous chapter. Thus, ni estimates the probabilities that nj has b (b ∈ [0, B]) stored

data packets waiting for transmission. We use the three-dimensional Markov chain depicted

in Figure 4.2 to estimate each node buffer occupancy. This Markov chain is similar to the

one used by DUSA and described in Chapter 3. But, compared to DUSA Markov chain,

the one depicted in Figure 4.2 is related to only one frequency channel ck where k ∈ [1,K1].

Therefore, based on the ni’s selected channel during the frame t, the probability that ni

has a given number of data packets is obtained through the Markov chain related to this

selected channel. Thus, the second dimension c of a given state (b, c, d) may have one of

the two possible values, −1 or k. In the previously introduced Markov chain, the second

dimension c can belong to K1 + 1 values, i.e., K1 values related to the K1 licensed channels

and the last value corresponds to the unavailability of the K1 channels given their business

by primary users.

Figure 4.2: The DUSA+ three-dimensional Markov chain.

The modification in the three-dimensional DUSA’s Markov chain aims to provide a bet-

ter estimation of a given node’s states. In fact, we will not apply the estimated probability

Ωi
k (given by Equations (3.5) and (3.6) and which derivation is relatively fastidious) to de-

termine channel ck’s availability. We rather use the probability that ni senses ck Idle (ωik).

Accordingly, the new transition probabilities P [b, k, 0/b,−1,−1] and P [b,−1, 0/b,−1,−1]

are given as follows:

P [b, k, 0/b,−1,−1] = ωik (4.2)

P [b,−1, 0/b,−1,−1] = 1− ωik (4.3)
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The other Markov chain transition probabilities are the same as those introduced in

the previous chapter (Subsection 3.4.2). Now, based on this three-dimensional Markov

chain, we introduce, in the following, the way how the list of channels H1 is fairly and

distributively assigned to the TNs.

4.3.1.2 Terminal Nodes’ Decisions for Channel Selection

Let ni and nj be two TNs associated with the same FN ru, i.e., ni, nj ∈ S∗u. Based on the

probabilities π(b,−1,−1) that ni has b stored data packets waiting for transmission at the

end of the generation sub-period Tgen of the frame t, nj models the ni’s state as a partially

observable Markov chain. Then, based on the estimated ni’s allocated channel, nj updates

the ni’s states. Accordingly, the access decision of ni to the spectrum fits into a POMDP

formulation. The POMDP modeling the state of ni is defined as follows:

1. State: The ni’s state is presented by the vector ψi(t) given by Equation (4.4) and is

related to the node ni’s buffer occupancy probabilities π(b,−1,−1)(t) where b ∈ [0, B].

ψi(t) = [π(0,−1,−1)(t+ 1), . . . , π(B,−1,−1)(t+ 1)] (4.4)

2. Action: At the beginning of the frame t, ni selects the channel ai(t) ∈ {−1} ∪ H1.

If ai(t) is equal to −1 then ni postpones its data transmission. Otherwise, ni uses its

estimated channel for data transmission.

3. Transition Matrix: The transition probabilities are the same as those previously in-

troduced in Section 3.6 of the previous chapter (Equations (3.20) and (3.21)). Figure

4.3 depicts the different transitions between the node ni’s states.

Figure 4.3: The DUSA+ partially observable Markov chain.

4. Observation probability: In the DUSA’s POMDPs, the respective probabilities that a

given node nj observes the node ni transiting from one state to another are obtained
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through the training of the two-state Markov chain modeling the selected channel

(Subsection 3.3.3). Here, we propose to improve the observation probabilities of nj

concerning the states of the other TNs ni. At every frame t, every FN ru includes

in its CTS and Ack packets the list Υu. As introduced in Equation (4.5) Υu is the

list of couples (ni, a
∗
i (t)) where ni ∈ S∗u. a∗i (t) represents the channel on which ni has

successfully sent a RTS to its associated FN ru. If ru does not receive an RTS from

ni, then a∗i (t) equals −1.

Υu(t) = {(ni, a∗i (t))/ni ∈ S∗u, a∗i (t) ∈ {−1} ∪ H1} (4.5)

Accordingly, during the data transmission sub-period Ttr of the frame t, if for nj one

of the following conditions holds:

• nj decides to postpone its data transmission, i.e., aj(t) = −1,

• nj senses its selected channel aj(t) Busy during Tss,

• nj does not successfully receive an CTS from ru,

then, during the remaining D micro-slots of Ttr, nj switches the list of channels

ck ∈ H1 sensed available during Tss. In every visited channel, nj waits the reception

of a CTS or an Ack sent by ru. Based on the received message, nj rectifies the

estimated actions ai(t) and the channels’ states probabilities ωik(t) (∀ni ∈ S∗u). Here,

we introduce the Boolean variable Φj . If nj successfully received/sensed a CTS or

an Ack from ru then Φj equals 1. Otherwise, Φj is equal to 0. Algorithm 3 details

how a node nj ∈ S∗u updates the actions ai(t) and their corresponding observation

probabilities O[ψi,k(t)
1, ai(t)], ∀ni ∈ S∗u.

5. Reward: As presented in the DUSA approach, the utility function computed by using

Equation (3.24) is the probability that ni transmits D − 1 data packets, if its buffer

occupancy is more than or equal to D − 1, or if all the stored data packets will be

successfully transmitted on the selected channel. Pi(ψi(t)), the probability that ni is

in the state ψi(t). It is computed as in Equation (4.6). We denote by Λ the possible

states that a node’s states can belong to, i.e., ψi(t) ∈ Λ

Pi(ψi(t)) =

∑
ψi(t−1)∈Λ Pi(ψi(t− 1))P (ψi(t)/ψi(t− 1), ai(t))O[ψi(t), ai(t)]∑

ψ′i(t)∈ΛO(ψ′i(t), ai(t))
∑

ψi(t−1)∈Λ Pi(ψi(t− 1))P (ψ′i(t)/ψi(t− 1), ai(t))

(4.6)

Now, based on the states of ni (∀ni ∈ S∗u), nj ∈ S∗u proceeds to assign the channels. By

using (4.7), nj predicts the channels’ combination that will be used by the list of nodes S∗u
to maximize the sum of the rewards Ri(t) (∀ni ∈ S∗u). Thereafter, if aj(t) ∈ H1 then nj

starts its data transmission on the selected channel (if it is sensed free of PUs). If aj(t)

equals −1 or nj does not successfully receive a CTS then nj switches the list of available
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channels to sense a CTS or an Ack and to rectify the estimated channels as presented in

Algorithm 3.

Maximize
ai∈{−1}∪H1

∑
ni∈S∗u

Ri(t)

subject to ∀ni, nl ∈ S∗u, if ni 6= nl and ai(t) 6= −1,

then al(t) 6= ai(t)

(4.7)

Algorithm 3 Observation probability update.

1: if Φj == 1 then
2: for ni ∈ S∗u do
3: ai(t)← a∗i (t) {ni, nj ∈ S∗u}
4: for ck ∈ H1 do
5: if (ai(t) ∈ H1) and (ai(t) == ck) then
6: ωik(t)← 1
7: else
8: ωik(t)← (1− ωik(t− 1))βik + ωik(t− 1)(1− µik)
9: end if

10: end for
11: end for
12: end if
13: for ni ∈ S∗u do
14: if ai(t) ∈ H1 then
15: O[ψi,k(t)

1, ai(t)]← ωik(t) {ai(t) = ck}
16: O[ψi,k(t)

2, ai(t)]← 1− ωik(t)
17: else if ai(t) = −1 then
18: O[ψi,−1(t)1, ai(t)]← 0
19: O[ψi,−1(t)2, ai(t)]← 1
20: end if
21: end for

4.3.2 D-SAN’s Second Step: From Forwarding Nodes to The NAN-G

The deployed FNs do not generate data. They play the role of relay nodes. Every FN

ru receives data from its associated TNs S∗u. Then, it forwards the received data to the

sink node on one-hop data transmission through the list of channels H2. Therefore, we

introduce in this section the second sub-policy of D-SAN that we call Balanced Spectrum

Resource Allocation (BSRA). BSRA is be executed by every FN. It is in charge of assigning

the list of frequency bands H2 to the FNs. In BSRA, the FNs should use different channels

during a frame t to not interfere on the sink side. Consequently, we propose that every FN

ru models its interfering FNs rv ∈ R as a partially observable Markov chain. Moreover, to

consider the prioritized deployed TNs, we introduce in Equation (4.8) the parameter γu.
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γu =
∑
ni∈S∗u

αi, ru ∈ R (4.8)

γu represents the weight of ru to access to the spectrum. The higher the ru’s weight is,

the more chance ru will have to access to the spectrum. Thus, we formulate the partially

observable Markov chain, modeling the FN ru, as follows:

1. State: During the frame t, ru’s state su(t) is the approximation of the aggregate

accumulative average number of packets successfully sent by ru at the end of the

frame t.

2. Action: An action au(t) represents a channel allocated to ru during t.

3. Transition Matrix: The transition probabilities are the same as those introduced in

the CSRA approach (Equations (3.10) and (3.11)).

4. Observation probability: Here, to obtain the observation probabilities, the FNs follow

the same strategy used in DUSA+. The sink node includes in its CTS and Ack the

list Γ(t), introduced in Equation (4.9). Γ(t) is similar to the list Υu(t), sent by ru

to its associated TNs S∗u in DUSA+ (Equation (4.5)). It contains the list of couples

(ru, a
∗
u(t)) where a∗u(t) represents the effective channel on which ru sends its data

packets. Thus, every FN rv proceeds to switch the channels ck ∈ H2 sensed available

if it decides to postpone its data transmission (au(t) = −1). Thus, rv updates the

state of ru as used in Algorithm 3 where ru ∈ R.

Γ(t) = {(ru, a∗i (t))/ ri ∈ R, a∗u(t) ∈ {−1} ∪ H2} (4.9)

5. Reward: As shown in Equation (4.10), the reward R∗u obtained during the frame t is

a measure of the ru’s priority to send data during the frame t + 1. It measures the

number of data packets successfully sent by ru regarding the packet arrival rates of

its associated TNs S∗u, i.e., its weight γu. Thus, a given FN rv (rv ∈ R) will update

the reward R∗u of its interfering FNs ru ∈ R once it receives a CTS or an Ack.

R∗u(t) =
γu
s1
u(t)

(4.10)

Now, during a frame t, every FN ru ∈ R uses the BSRA sub-policy. It proceeds to

allocate the channels H2, distributively. It sorts the list {R∗v(t− 1), rv ∈ R} in decreasing

order. Then, it, sequentially, proceeds to allocate the channel to each FN rv in a way to

minimize its reward value R∗v(t). The FNs should use different channels to not interfere

with each other in the sink side.
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4.4 Performance Evaluation

In this section, we first propose to evaluate the performance of the first stage D-SAN process,

the DUSA+ algorithm and compare its results to those obtained by the DUSA scheme

introduced in Chapter 3. The objective of this comparison is to evaluate the effect of the

observation probabilities’ update through the channel hopping process and the parameter

Υu(t) introduced in Equation (4.5) on the spectrum utilization. Then, in the second step,

we study the full D-SAN approach capabilities. Simulation results are obtained through

the OMNeT++/MiXiM network simulator [103,104].

4.4.1 DUSA vs DUSA+

The extension of DUSA, DUSA+, basically aims to improve the SUs’ observations related to

their neighbors’ decisions regarding channels’ selection. So, in order to evaluate the effects

of such improvement, N terminal nodes are uniformly deployed one-hop away from one FN

in a 100m×100m square field. The FN is deployed in the center of the monitored area and

3 PUs are also installed. The TNs’ average packet arrival rates (αi) are randomly generated

and assigned to the TNs at the beginning of every simulation (αi ∈ {0.4, 1.4, 2.4, 3.4}).
Table 4.2 lists the basic parameters used in both simulations.

Table 4.2: Simulation Parameters.

Notation Explanation

Simulator OMNeT++ (4.6)/MiXiM (2.3)

Channel occupancy 0.13/0.2/0.35/0.43/0.45/0.5/0.83

Channel bandwidth 20 MHz

δ 0.1 s

PU’s transmission range 30 m

D 4

First, we evaluate the effect of varying the number N of SUs on the total packet delivery

ratio (PDR). Figure 4.4 shows that DUSA+ outperforms DUSA in terms of PDR for K = 3

and K = 4 (where K is the number of channels used by the deployed nodes to send their

data to the sink). For both schemes, the PDR reversely decreases with N . The decrease

in PDR results from the increase in the data volume with the number of SUs N . However,

for different values of N and K, DUSA+ always achieves better PDR than DUSA. In fact,

thanks to the update of the observation probabilities via the parameter Υu(t) included in

CTS or Ack frames sent by the FN, the TNs are able to refine their channel allocation

decisions. In fact, they will consider the actual frequency band allocated to their neighbors

rather than locally estimated selected channels. As a result, the probability that a TN finds

its allocated channel available is higher with DUSA+ than with DUSA.

The ability of DUSA+ to allocate available channels to the appropriate/adequate nodes

is further illustrated in Figure 4.4.2. Figure 4.4.2 depicts the PDR variation with the



64 Chapter 4. Dual-Spectrum Assignment in Two-Stage CRSNs for Smart Grids

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

20 30 40 50

P
a

c
k
e

t 
d

e
liv

e
ry

 r
a

ti
o

N

DUSA
+
 (K=3)

DUSA
+
 (K=4)

DUSA (K=3)
DUSA (K=4)

Figure 4.4: Packet delivery ratio vs terminal nodes’ number N .

sensors’ priorities, i.e., average packet arrival rates, for two different values of K (K = 3

and K = 4) when N equals 20. DUSA+ allows a prioritized spectrum sharing. This figure

clearly depicts the PDR increases with the TNs’ priorities. Furthermore, one can note

that DUSA+ improves the PDR for the different nodes’ priorities compared to the DUSA

approach. We can thus conclude that, DUSA+ outperforms DUSA in terms of spectrum

utilization.
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4.4.2 Full D-SAN Scheme Evaluation

In the second step of the simulation, we are interested in the performance evaluation of the

full D-SAN approach adopted in the two stage CRSN to monitor NAN systems. We deploy

N TNs and 3 FNs in a 200m× 200m square field. (100, 0) represents the sink coordinates.

The deployed FNs are able to reach the sink through one-hop data transmissions.

In D-SAN, every TN is interested in the channel allocation to itself and to the TNs that

have selected the same FN to send their generated data. Therefore, TNs that share different

FNs opportunistically access to the same list of channels. Thence, we first focus on the

successful TN-FN rendezvous ratio. We denote by a successful rendezvous, the successful

RTS/CTS exchange between a TN and its associated FN on a given selected channel. A

failed rendezvous occurs if one of the following events holds:

• The selected channel is sensed occupied by a PU during Tss.

• A PU arrives during the first micro-slot of Ttr.

• An RTS/CTS collision occurs.

• Either RTS or CTS packets are lost given the non-perfect channel condition.

Figure 4.6 shows the successful rendezvous ratio as a function of TNs’ priorities. The

successful rendezvous ratio reversely decreases with the number of deployed PUs. In fact,

as the number of deployed PUs increases the licensed channels become more and more

scarce. However, the successful rendezvous ratio increases with the TNs’ priorities. Hence,

we conclude that at the first stage, D-SAN achieves an efficient channel allocation while

considering TNs’ traffic rewards.

During the channel allocation between TNs and FNs and between FNs and the sink, the

probability that a PU arrives during the data transmission sub-period (Ttr) is considered

during the channel allocation processes. In Figure 4.7, we evaluate the link reliability of

TNs and FNs for different numbers of deployed PUs. We define the link reliability as the

probability that the allocated channel between a TN and its corresponding FN or between

a FN and the sink reminds available during Ttr. Thus, if the link is reliable, then the

emitter node can transmit D − 1 data packets. As shown in Figure 4.7, for each scenario,

D-SAN achieves reliable links. Indeed, the FNs’ link reliability approaches 1 and the link

reliability values of the TNs slightly decrease reversely with the number of deployed PUs.

Despite the slight degradation in the TNs’ link reliability with the increase in the number

of deployed PUs, all its values are still high (> 0.74).

Finally, we compare D-SAN to the distributed channel allocation scheme-based on the

use of CCC. Figure 4.8 depicts the number of successful received data packets by the sink

for different values of N and K2 (K2 = 3 and K2 = 4). For both compared schemes the
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number of successful transmitted data packets increases with K2. However, it decreases

with the increase in N . In D-SAN, the degradation in the number of successful transmitted

data packets is due to the collisions among TNs associated to different FNs. In the CCC-

based scheme, the successful received data packets decrease with the increase in N due to

the congestion of the CCC. As the number of contenders increases, the CCC becomes a

bottleneck. For different values of N , D-SAN outperforms the CCC-based scheme. D-SAN

does not use a CCC. It exploits all the available channels. However, the CCC-based scheme
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depends on the CCC’s states (Idle, Busy).
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4.5 Discussion

In the previous section, we presented the performance evaluation of D-SAN. We mainly

focused on the evaluation of the proposed scheme capabilities to efficiently allocate idle

channels to prioritized SUs, i.e., the SUs in need to transmit data. The simulation results

basically showed that:

• The update of the observation probabilities of interfering nodes’ states through the

exploitation of the parameter Υu(t) or Γ’s content improves the network spectrum

utilization. It allows the SUs, i.e., the TNs and/or the FNs, to obtain an observation

of neighboring nodes’ states and available channels that approaches the reality.

• In D-SAN, the spectrum sharing fits the prioritized deployment of terminal nodes.

The probabilistic channel assignments allow the TNs and the FNs, respectively, to

get a correct estimation of neighboring nodes’ priorities and needs to access to the

spectrum.

• D-SAN outperforms a CCC-based scheme since the later is based on the availability

of one CCC which is challenging especially when the number of contending nodes

increases. However, our proposed scheme exploits all the available channels without

being dependent on one central unit.
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4.6 Conclusion

In this chapter, we focused on multi-hop data transmission in CRSNs for SG NAN. To deal

with the SG sensors’ short transmission range, we proposed the introduction of forward-

ing nodes (FNs), i.e., full functional nodes. They are able to reach the sink in one-hop

data transmission. The FNs extend the NAN monitoring sensors’ coverage. The main

contributions of this chapter can be summarized as follows:

• A two-stage topology for CRSNs in SG NAN: The deployed network is composed of

two sets of SUs: a list of TNs and a set of FNs. Based on the prioritized deployment

of TNs and the licensed channel availability, every TN selects its associated FN to

achieve a better network organization. FNs forward the aggregated TNs’ data to the

sink.

• A Dual-Spectrum Assignment for NANs (D-SAN) approach: To prevent the use of

a CCC during the two-stage communication, from TNs to FNs and from FNs to the

sink, we proposed D-SAN. D-SAN is composed of two channel assignment sub-policies:

- A first scheme represents an extension of the Distributed Unselfish Spectrum

Assignment approach (DUSA), that we have introduced in the previous chapter.

Thus, we call this first scheme DUSA+. DUSA+ allows a distributed channel

allocation to TNs in order to send their generated data to FNs. Compared to

DUSA, DUSA+ allows TNs to refresh their observations of interfering TNs to

obtain a more significant estimation of interfering TNs need to access to the

spectrum.

- The second channel assignment scheme is the Balanced Spectrum Resource Al-

location (BSRA) approach. It is executed by the FNs to forward their received

data from TNs to the sink node. Every FN estimates the needs of its interfering

FNs to access to the spectrum. Then, it uses a POMDP formulation to assign

the channels distributively.

• We have evaluated D-SAN through extensive simulation. Simulation results showed

that the D-SAN channel assignment fits the prioritized deployed TNs. This is achieved

thanks to the fact that, in D-SAN, the deployed SUs are able to estimate efficiently

their neighboring nodes needs to access to the spectrum. Moreover, Simulation results

revealed that D-SAN outperforms existing channel allocation works.

In this chapter, we introduced the deployment of FNs in the NAN to ensure the connec-

tivity between the monitoring sensors, i.e., TNs and a sink. However, if the TNs’ density is

high, then the use of full functional nodes can be completely avoided as these FNs’ cost may

be relatively high compared to the native sensor devices. Thus, the native sensor nodes can

be used to allow nodes to transmit TNs’ data to the sink. In this context, data may reach
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the sink through multi-hop. On the other side, performance evaluation of D-SAN revealed

that the number of successful transmitted data packets reversely decreases with the number

of deployed terminal nodes. This problem can be avoided if we coordinate the access to the

frequency bands between TNs associated to different FNs to avoid collisions. Therefore,

this will be the focus of the next chapter where hierarchical multi-hop communications will

be conducted in CRSNs to monitor SGs.
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Smart Grid NANs represent the distribution SG segment. Several last mile technologies

had been proposed to monitor this part of the grid. In this context and as state earlier,

CRSNs are considered as one of the communication networks that mostly suits the SG

characteristics. But, depending on the networks size and density, different CRSN topologies

can be deployed to achieve an efficient SG monitoring in this part of the network. For

instance, in Chapter 3, a simple one-hop CRSN topology was adopted to monitor a NAN

system. Chapter 4, however, tackled the short transmission range of NAN sensors by

introducing Forwarding Nodes. Now, in this chapter, we are interested in multi-hop CRSNs

for SG NANs where the network density is high. In this context, forwarding nodes are no

more needed as some NAN sensors can be used to forward other nodes’ data through multi-

hop communications. Moreover, we opt for hierarchical transmission to efficiently schedule

71
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the transmission coming from various monitoring nodes. As for the two previous chapters,

the common control channel will be avoided in all data transmissions. Whereas the traffic

in the network will be prioritized.

In the first part of the chapter, we propose a new clustering algorithm to auto-organize

the deployed network into clusters without using a CCC. Then, we design a novel Predictive

Hierarchical Spectrum Assignment (PHSA) scheme. Finally, as an extension of PHSA,

we introduce the Routing-based PHSA (R-PHSA) approach. R-PHSA is a joint channel

assignment and data routing scheme for hierarchical CRSNs while deployed in NANs. R-

PHSA assigns channels distributively to NAN sensors while taking into consideration the

routing aspects, i.e., the sensors’ need to send data in the sink direction. Performance

evaluation reveals that PHSA and R-PHSA achieve a balanced spectrum sharing among

sensors and that both schemes outperform existing clustering works.

5.1 Context and Motivations

In SG NANs with large populations, the network density increases. Furthermore, in such

area, a number of sensors may be placed more than one-hop away from the NAN gateway,

i.e., a local control center or the sink. Thus, data can be sent to the sink in a multi-hop

manner. In this context, a hierarchical network organization represents an encouraging

topology to be considered in NANs. It allows a better network organization. Moreover,

it adds robustness to the monitoring system against topological changes or faults. Thus,

sensors will be divided into clusters. Every cluster is composed of one cluster head (CH)

and several cluster members (CMs). Each CH is directly reachable from all its associated

members. It collects their data. Thereafter, it proceeds to forward the collected data to

the sink, through multi-hop transmission. Several works [109–114] recognize the use of

clustered topologies for WSN monitoring SG power distribution areas. Moreover, multiple

research works focus on the channel allocation in hierarchical CRNs. The main goal of these

studies is to deal with the temporal and spatial availability of spectrum resources. They

don’t consider the differentiated priorities between SG sensors. Given this background,

in this chapter, we intend to tackle the fair channel assignment in hierarchical CRSN for

NANs. We will prevent the use of a CCC before every access to the spectrum. The main

contributions of the chapter are the following:

• We propose a new spectrum-aware clustering algorithm. It divides the SG users into

clusters without using a CCC ,while considering the prioritization within the deployed

network.

• We develop the Predictive Hierarchical Spectrum Assignment (PHSA) scheme. In

PHSA, licensed channels are affected to the SUs distributively based on local estimates

of their neighbors’ priorities. Channels are assigned through a POMDP since SUs have

not a full observation of their neighborhoods’ priorities.
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• We develop the Routing-based Predictive Hierarchical Spectrum Assignment (R-

PHSA) scheme. As an extension of PHSA, R-PHSA considers the routing aspects

jointly with the channel assignment in CRSNs for NANs.

5.2 Related Work

The clustering was early integrated in traditional WSNs for many purposes routing, data

aggregation, energy conservation, to name a few. A comprehensive survey of the most

popular clustering schemes is discussed in [115]. Furthermore, the WSN clustered topologies

use for smart grid applications has also been considered in the literature in [109–111]. These

works are interested in prioritized SG traffics. The authors proposed cluster-based MAC

protocols for WSNs to accelerate the transmission of prioritized data in SGs.

In cognitive radio networks, the vacuity of licensed bands fluctuates over the time de-

pending on the primary signal arrivals, thus constraining SUs to achieve a permanent sens-

ing of the available spectrum resources. In flat CRSNs, SUs may have different opportunities

to access to the spectrum due the diversity of the neighboring environment (neighborhood

degree, PUs arrival rates, etc.). In hierarchical topologies, the problem is accentuated since

cluster heads (CHs) have to consider their members’ diversity when allocating the channels.

Several works have been proposed to deal with the heterogeneous spectrum opportunities

between the SUs when forming clusters. In [116], the authors presented Cognitive Low-

Energy Adaptive Clustering Hierarchy (CogLEACH), an extension of the LEACH routing

protocol initially proposed for WSNs. Compared to LEACH, CogLEACH accounts for the

number of vacant channels, available for each sensor node, when calculating its probability

of being a CH. As a result, both throughput and network lifetime are improved. CHs selec-

tion and channel allocation are performed based on the channels’ availability before forming

the clusters. Thus, licensed channels are implicitly assumed to keep the same states during

a long period of time. In [117, 118], efficient energy consumption schemes combining dy-

namic spectrum access to hierarchical routing in CRSNs are presented. Despite providing

promising results for hierarchical CRSNs, [117] and [118] assume the permanent availability

of a CCC. In [119], a cluster-based spectrum allocation scheme is presented. Sensors are

divided into clusters based on their mutual interference degree (i.e., the number of channels

shared between SUs belonging to the same cluster). [119] assumes the existence of a central

unit to control SUs transmissions and the licensed channels’ states which requires a perma-

nent communication between the SUs and this central node. This cannot be guaranteed in

CRNs where the access to licensed channels is conditioned by their vacuity of PUs. In [120],

the authors proposed a clustering and a routing solution for CRNs where the radio resources

are allocated based on a machine-learning algorithm. Clusters are partially reconstructed

whenever the states of the channels change. This solution does not fit environments where

channel states change rapidly. In [121], a dynamic cluster formation algorithm triggered by

events occurrence is proposed. Clusters cover the region between the detected event and
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the sink’s position. This work is not suitable for SG systems where multiple events may be

detected consecutively or even at the same time (within very short time interval). In fact,

every time an event is detected, sensors have to reconstruct clusters.

In the opposite of [121], [122] introduces a clustering algorithm where multiple control

channels are used. Within every cluster, one local CCC is assigned. All the assigned

control channels may be sensed occupied by primary signal. Accordingly, to efficiently

allocate channels, SUs have to be always aware of these control channels’ states which

depend on the PUs activities.

Finally, we can conclude that all the above discussed works are based either on one or

multiple CCCs. Moreover, they don’t consider the prioritized aspects of deployed networks.

Thus, to the best of our knowledge, no work has considered cluster-based solutions in

prioritized CRSNs for SGs and without using CCCs before every access to the spectrum,

which we argue is crucial throughout this thesis. Therefore, we propose in this chapter the

PHSA and the R-PHSA schemes that don’t use a CCC. They deal with prioritized SG in

hierarchical CRSNs.

5.3 Hierarchical Multi-hop NAN Model

This section is dedicated to the presentation of the basic assumptions and the SU’s medium

access control we opt for our work. Furthermore, in this section, we introduce the workflow

of the framework PHSA.

To this end, we model a NAN by the list S = {n1, . . . , nN} of N synchronized wireless

sensors. Every sensor ni ∈ S is deployed to monitor one NAN application/system. ni

is equipped with one radio interface able to switch a list of K licensed channels H =

{c1, . . . , cK}. The sink node, i.e., the local CC, has K radio interfaces to simultaneously

receive data from multiple nodes on different available frequency bands. Furthermore, the

sink communicates with the smart grid central control center through a high data rate

technology. As previously used, every sensor ni has its own average data packet arrival rate

αi. As ni’s average packet arrival rate αi, is higher than nj ’s average packet arrival rate

αj , i.e., αi > αj , ni’s controlled system has a more important impact on the NAN than the

nj ’s monitored system (ni, nj ∈ S) [123].

Now, to efficiently transmit data to the sink, the deployed network is divided into

clusters. We denote by Ci the list of CMs belonging to the cluster having as CH the node

ni. During an intra-cluster communication, a CH ni collects the data from its associated

CMs nj (nj ∈ Ci). Thereafter, during the inter-cluster communication, CHs cooperate to

forward the generated/received data to the sink node in a multi-hop manner.
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5.3.1 Basic Assumptions

To efficiently transmit data to the sink, we consider the following assumptions:

• To get an estimation of a channel ck ∈ H occupancy, we characterize the licensed

signal activities. We model the occupancy of each channel by a two-state Markov

chain (Busy, Idle) [101], as we used in the previous two chapters (Section 3.3.3).

• To transmit data to the sink, every CH ni knows the hop count to the sink using the

transmission range Rh [124].

• As shown in Figure 5.1, in order to control the network topology, every SU has two

transmission ranges [124]:

- Rm: the intra-cluster transmission range used between a CH and its correspond-

ing members.

- Rh: the inter-cluster transmission range used between CHs to forward data to

the sink (Rh ≥ 2Rm).

The sink

A cluster member node

A cluster head node

Inter-cluster communication

Intra-cluster communication

Figure 5.1: The hierarchical NAN structure.

• Each node ni ∈ S is aware of all its neighbors N i
h and N i

m where:

- N i
m: If nj ∈ N i

m, then d(ni, nj) ≤ Rm. d(ni, nj) is the Euclidean distance

between ni and nj .

- N i
h: The set of the CH ni’ neighbors. If nj ∈ N i

h then d(ni, nj) ≤ Rh.

• To transmit data to the sink, every CH knows the hop count to the sink using Rh [125].
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5.3.2 Medium Access Scheme

To enable the smart grid sensors organized hierarchically to access the spectrum, we orga-

nize the SU’s communications into super-frames. As depicted in Figure 5.2, a super-frame

T ′ is composed of M1 frames used for intra-cluster communications, i.e., to allow a given

CH to collect data from its associated CMs. Thereafter, M2 frames are dedicated to the

inter-cluster data transmission, i.e., every CH forwards the received/generated data in the

sink direction. If a given CH ni is placed more than one hop (Rh) away from the sink, then

it transmits data to one of its neighboring CH nj (nj ∈ N i
h) placed closer to the sink.

Super-frame structure

Inter-cluster 

communications

Intra-cluster 

communications

Figure 5.2: Super-frame structure.

The frame represents the basic time unit. It has a fixed duration T that is divided into

three sub-periods: data generation (Tgen), sensing (Tss) and transmission (Ttr), respectively.

Tgen allows a given SU ni (ni ∈ S) to, periodically, collect the physical measures on its

monitored system/application with an average arrival rate αi. The generated data packets

are stored in a buffer queue. We denote by Qi(t), the node ni’s buffer occupancy during

the frame t. During Tss, each node checks the vacuity of the channels. Finally, data is

transmitted during the Ttr sub-period. Ttr is composed of D micro-slots. The access to a

given channel during Ttr is based on the CSMA/CA algorithm, as we have explained in the

third chapter (in Section 3.3.2).

5.3.3 Predictive Hierarchical Spectrum Assignment Scheme Workflow

In Figure 5.3, we depict the PHSA approach workflow. This approach executes in 4 steps.

The first step is dedicated to the cluster formation. Thereafter, to avoid the use of a CCC

before each transmission, each CH locally estimates the channels to use for the M coming

super-frames while considering its neighbors’ priorities.

Only CHs are involved in the channel prediction for the intra/inter-cluster communica-

tions. Thus, every CH should inform its CMs of their assigned channels. Also, to coordinate

their transmissions, CHs exchange their local decisions through the communication range

Rh every M super-frames.
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Channel Prediction for  intra/inter-cluster communication

Intra-cluster data transmission

Inter-cluster data transmission

Cluster formation

Intra/inter-cluster communication

Figure 5.3: Hierarchical data transmission workflow.

Once channels are assigned, communications actually begin. During M super-frames,

every SU turns its radio interface to its corresponding allocated channel and starts commu-

nicating. All kinds of control messages used during the cluster formation and the channel

prediction are sent through a channel hopping process via the list of channels H. The

channel hopping mechanism is introduced in Algorithm 4.

Algorithm 4 Control message exchange.

Output: ck
1: for d = 1 to D do
2: Switch to the channel ck
3: if ni has a control messages to send then
4: if ck is Idle then
5: Broadcast the control message
6: end if
7: end ifk ← k + 1 {if(k > K) then k ← 1}
8: end for

Now, based on our network model and the PHSA workflow, we present in the following

the cluster formation process.

5.4 Cluster Formation Process

The cluster formation is the first execution step of the PHSA approach. It is composed of

three phases: the CH election, the CH announcement and the cluster join processes.

5.4.1 Cluster Head Election

In a smart power distribution segment based CRSN, the CH election has to take into

consideration:
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• The available joint channels between the CHs and their associated CMs, i.e., the set of

available channels shared between CHs and their members (to allow CHs to efficiently

collect data during the intra-cluster communications).

• The heterogeneity of the NAN traffic (the CMs ni ∈ S have to be fairly distributed

between clusters according to their priorities αi).

To this end, we introduce the CH cumulative spectrum rank parameter Υi related to a

given node ni (i ∈ [1, N ]). Υi is introduced in (5.1):

Υi =

∑
nj∈N i

m

∑K
k=1min(ωki,ωkj)

αj

K × ‖N i
m‖

(5.1)

Υi measures the capacity of the available spectrum resources shared between the prioritized

SUs (nj ∈ N i
m) and ni to succeed the intra-cluster communications (if ni is selected as a

CH). Accordingly, sensors ni ∈ S, having the highest values of Υi are able to collect a

higher amount of data from their neighbors N i
m.

If ni ∈ S finds its Υi among the R highest CH cumulative spectrum rank values of its

neighbors N i
m, then it elects itself as a temporary CH.

5.4.2 Cluster Head Announcement Process

Due to the heterogeneous neighboring nodes, for a given node ni ∈ S elected as a temporary

CH, we propose the following strategy to announce its election as temporary CH:

Let ri be the rank of Υi among the R values of Υj where nj ∈ N i
m.

• If ri = 1, then ni sequentially broadcasts a CH announcement message on each idle

channel in the set H using the communication range Rm. ni switches the sequence

of channels H W rounds to be sure that all its neighbors are aware of its new CH

status.

• If ri ≥ 2, then if ni did not received a CH announcement message during the ri×W
previous rounds, it starts sending its own CH announcementmessage at the beginning

of the (ri ×W + 1)th round.

At the end of the CH announcement phase, the cluster join process begins.

5.4.3 Cluster Join Process

Every node nj ∈ S, neither elected as a temporary CH nor having sent a CH announcement

message, elects its corresponding CH as follows:
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• If nj has received a number of CH announcement messages (≥ 1), then it becomes

the CM of the CH ni having the smallest distance d(ni, nj), i.e., the best received

signal strength, to improve the intra-cluster data transmission.

• If no CH announcement message is received by nj , then it elects itself as a CH.

Once sensors have determined their associated CHs, they execute the Algorithm 4 to

send cluster join messages to their corresponding CHs, thus to become their effective

members.

The cluster formation process is performed based on the information related to the

neighboring nodes. Once clusters are formed, every CH ni broadcasts through the trans-

mission range Rh the list of its associated CMs (Ci). Therefore, every CH ni obtains the

list of its neighboring CH N i
h and the lists of their associated CMs Cj (∀nj ∈ N i

h). Then,

every CH ni broadcasts via Rh the list of its neighboring nodes N i
h. Thus, based on the list

of these broadcast control messages, the channel assignment tasks are performed as will be

detailed in the next section.

5.5 Predictive Hierarchical Spectrum Assignment for NANs

As we have previously introduced, CHs are responsible of the channel assignment in PHSA.

Both CMs and CHs will be modeled as Partially Observable Markov chains. Then, based on

these Markov models, every CH assigns channels for the intra-cluster and the inter-cluster

communication to its own and to its neighboring clusters. However, due to the heteroge-

neous cluster neighborhoods, channel assignment decisions will be scheduled among CHs.

Thus, in this section before introducing how channels will be assigned, we present in the

following the technique we use to organize the channel decisions between CHs. Thereafter,

we present in detail the intra and the inter-cluster channel assignment processes.

5.5.1 Channels’ Decision Scheduling

To organize the decision making among CHs, we characterize every CH ni by Ei. Ei is the

list of couples (e, ‖N e
h‖) where e is the index of the CH ne (ne ∈ S) and ‖N e

h‖ is the number

of ne’s neighboring clusters. To define the list Ei, we introduce the following relation � to

sort neighboring CHs according to their locations in the network.

Definition : Let ni and nj be two CHs where ni ∈ N j
h , i.e. nj ∈ N i

h, nj is greater

than ni (nj � ni):

• if ∃nu ∈ N j
h where ∀nv ∈ N i

h nu � nv
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• else if ‖N j
h‖> ‖N

i
h‖,

• else if ‖N j
h‖= ‖N

i
h‖ and j > i.

Ei is then composed of the couples (e, ‖N e
h‖) where ne � ni. A given CH ni cannot

start the channel assignment for the intra and the inter-cluster communication while it has

not received its neighboring CH nj ’s decisions where nj � ni, i.e., (j, ‖N j
h‖) ∈ Ei.

The organization of CHs according to the relation � takes place after the cluster for-

mation. In fact, CHs exchange control messages through the transmission range Rh to

allow every CHs ni to obtain the lists Ej that characterize neighboring CHs nj (∀nj ∈ N e
h).

Figure 5.4 presents an example of a network organized into 6 clusters.

the sink

a CH

Figure 5.4: Example of hierarchical NAN.

The lists Ei associated to the different CHs ni (i ∈ [1, . . . , 6]) are the following:

• E1 = {(5, 3); (3, 2)}

• E2 = {(5, 3)}

• E3 = {(4, 2)}

• E4 = {(2, 2)}

• E5 = ∅

• E6 = {(5, 3); (1, 3)}

As depicted in Figure 5.4, n5 is the first CH that will start the channel assignment. Once

n2 receives the n5’s decisions, it starts taking its own decision concerning the channels to be

used by its associated and neighbor cluster having as CH the node n4. Thus, n4 will wait

the n2’s decisions since n2 � n4. Moreover, n3 will start its channel assignment process
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once it receives the n4’s decisions. The n1 decision making is conditioned on the n5 and the

n3’s channel allocations (n3 � n1 and n5 � n1). Finally, once n6 receives the n5 and the

n1’s decisions, it starts its channel allocation process. n5 and n1 are bigger than n6 since

n5 and n1 have more neighbor clusters than n6.

Given this background, we conclude that in every NAN, one CH ni that is considered the

greater among all its neighbor CHs will initiate the PHSA process, the channel assignment

for M super-frames. Then, every time one CH nj finishes its channel assignment, it proceeds

to the channel hopping process and broadcasts on every visited idle frequency band an

allocation message within the Rh range. The broadcast allocation message contains the

channel assigned to nj and to its neighboring nodes. When the CH nv receives a broadcast

allocation message, it updates its own and its neighboring clusters’ states according to the

content of the received messages. When nv becomes able to start its channel assignment

process, it proceeds to the intra and the inter channel assignment. Its decision includes its

own and its neighboring clusters nj where nv � nj .

PHSA aims to allow hierarchically deployed sensors to access to the available spectrum

according to their priorities. Therefore, in the following, we introduce in detail the intra-

cluster and the inter-cluster spectrum assignment approaches used by the CHs to achieve

a fair distributed channel allocation.

5.5.2 Intra-cluster Channel Allocation

During the intra-cluster communication, every CH ni allocates channels to its CMs and to

the CMs of its neighboring clusters having nj as CHs where ni � nj . Thus, we develop

a POMDP modeling CM’s states. Thereafter, based on this Markov chain, ni allocates

channels. In the following, we introduce the POMDP modeling a CM. Then, we present

the intra-cluster channel allocation policy based on this POMDP modeling.

5.5.2.1 Cluster Member’s State Model

For the CM nl ∈ Ci, i.e., ni ∈ S is its associated CH, the POMDP is defined as follows:

• State: At the frame t, nl’s state (sl(t)) is the approximation of the aggregate accu-

mulative average data packets successfully transmitted by nl during the frame t.

• Action: The action al(t) is defined as the channel assigned to nl to send data to its

CH during the frame t if al(t) ∈ H. Otherwise, if al(t) = −1 then no channel will be

allocated to nl to transmit data during t.

• Transition Probabilities: Being in the state sl(t−1), nl’s state can transit to the state

s1
l,k(t) with the probability P [s1

l (t)/sl(t− 1), al(t)] if it successfully sends at least one
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data packet through al(t) where al(t) = ck and ck ∈ H. nl’s state can also transit

to the state s2
l,k(t) with the probability P [s2

l,k(t)/sl(t − 1), al(t)] if no data packet is

correctly sent through al(t) ∈ H where s2
l,k(t) = sl(t−1), i.e., al(t) = ck. If no channel

is assigned to nl, i.e., al(t) = −1, then nl’s state transits to the state s2
l,−1(t) with the

probability P [s2
l,−1(t)/sl(t−1), al(t) = −1] that is equal to 1. P [s1

l,k(t)/sl(t−1), al(t)]

and P [s2
l,k(t)/sl(t− 1), al(t)] are respectively introduced in Equations (5.2) and (5.3)

where Plossk = 1− Plossk.

P [s1
l,k(t)/sl(t− 1), al(t)] =

{
ωlkPna

l
kPlossk al(t) = ck (5.2a)

0 al(t) = −1 (5.2b)

P [s2
l,k(t)/sl(t− 1), al(t)] =

{
1− ωlkPnalk(1− Plossk) al(t) = ck (5.3a)

1 al(t) = −1 (5.3b)

• Observation Probabilities: If nl selects the channel ck, i.e., al(t) = ck, and its state

transits to the state s1
l,k(t) then its observation probability, O[s1

l,k(t), al(t)], is defined

as the probability that nl senses ck free of PUs during the frame t. Otherwise, the

observation probability O[sl,k(t)
2, ai(t)] is defined as the estimation of the probability

that nl senses ck busy where al(t) = ck or that at least one PU arrives during the first

micro-slot. If al(t) ∈ H, i.e., ck = al(t), then O[sl,k(t)
1, ai(t)] and O[sl,k(t)

2, al(t)] are

obtained by the training of the two-state Markov chain modeling the occupancy of

ck by a PU. Otherwise, if al(t) = −1 then O[sl,−1(t)1, al(t)] and O[sl,−1(t)2, al(t)] are

respectively equal to 1 and 0. O[sl,k(t)
1, al(t)] and O[sl,k(t)

2, al(t)] are introduced in

Equations (5.4) and (5.5), respectively.

O[s1
l,k(t), al(t)] =

{
ωlk(t) al(t) = ck (5.4a)

0 al(t) = −1, (5.4b)

O[sl,k(t)
2, al(t)] =

{
1− ωlk(t)Pnalk al(t) = ck (5.5a)

1 al(t) = −1 (5.5b)

• Reward: As introduced in Equation (5.6), the reward Rlintra(t) measures the number

of data packets successfully sent by nl regarding its priority (αl). It will be used as

an indicator for the considered CM’s priority to transmit data during the frame t.
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Rlintra(t) =


αl

s1
l,k(t)

al(t) = ck (5.6a)

αl
s2
l,−1(t)

al(t) = −1, (5.6b)

s1
l (t) and s2

l (t) are introduced in Equations (5.7) and (5.8), respectively. Pl(s
1
l (t)) is the

probability of being in the state s1
l (t). It is calculated by using the Baye’s rule [102].

s1
l,k(t) = sl(t− 1) + Pl(s

1
l,k(t))ω

l
k[(D − 1).((1− Plossk)Pnalk)D

+

D−2∑
d=1

d.((1− Plossk)Pnaik)d+1(1− (1− Plossk)Pnalk))], k ∈ [1,K] (5.7)

s2
l,k(t) = sl(t− 1), k ∈ {−1} ∪ {1,K} (5.8)

5.5.2.2 Intra-Cluster Decision Policy

Based on the previously presented POMDP, we note that high Rlintra(t− 1) values indicate

that CMs nl ∈ Ci did not gained enough access to the spectrum in the previous frames.

Thus, the intra-cluster channel allocation will target the minimization of nodes nl’ rewards

by decreasing the number of data packets successfully sent by these CMs during t.

Accordingly, at a frame t, the CHs nu ∈ N i
h, ni � nu are sorted by decreasing order of

their Ru−max
intra (t − 1), where Ru−max

intra (t − 1) = max
nl∈Cu

{
Rlintra(t− 1)

}
, is the maximum intra-

cluster reward value among the CH nu’s members as given by the Equation (5.6). The

node ni, then, sequentially proceeds to the channel allocation, within each of its neighbors

clusters, in a way to minimize the reward values in the cluster for the subsequent frames

and to avoid interferences with the neighboring SUs.

As we have previously discussed, the CH ni takes into consideration the decision of

neighboring CHs broadcast on allocation messages within the Rh range. Algorithm 5

introduces how the CH ni updates its CMs’ states.

5.5.3 Inter-cluster Channel Allocation

Once the CHs collect the data sent by their associated CMs during the intra-cluster trans-

mission, they start the transmission of their generated and collected data towards the sink

through the neighboring CHs placed closer to the sink. Accordingly, we model every CH

as a POMDP. Thereafter, based on this model, CHs assign channels.
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Algorithm 5 Neighboring CMs’ states update.

Input: allocation message sent by nq ∈ N i
h

1: for b = 1 . . .M do
2: for y = 1 . . .M1 do
3: for nl ∈ Cj do
4: if al(t) ∈ H then
5: sl(t)← s1

l,k(t) {nj ∈ N i
h and al(t) = ck}

6: Update(Qj(t), R
l
intra(t)) {nj is the nl’s CH}

7: end if
8: end for
9: end for

10: end for

5.5.4 Cluster Head’s State Model

The POMDP modeling a given CH ni is defined as follows:

• State: At the frame t, ni’s state, Si(t) is defined by the couple (si(t), Qi(t)). si(t)

is the approximation of the aggregate accumulative average data packets successfully

transmitted. Qi(t) is the ni’s buffer occupancy by the end of the frame t.

• Action: The action ai(t) is defined as the channel allocated to ni, ai(t), to transmit

its data as well as the selected next-hop CH to which ni’s data will be forwarded.

• Transition Probabilities: If the selected channel is ck, then ni’s state Si(t − 1) can

transit to the state Si,k(t)
1 = (s1

i,k(t), Q
1
i,k(t)) if at least one data packet is successfully

transmitted. ni’s buffer occupancy update to Q1
i,k(t) is introduced in Equation (5.9)

where ai(t) = ck. s
1
i,k(t) is previously introduced in Equation (5.7). If no data packet

is correctly sent through ck or if no channel is assigned to ni then Si(t−1) transits to

Si,k(t)
2 = (s2

i,k(t), Q
2
i,k(t)), i.e., s2

i,k(t) = si(t − 1). As shown in Equation (5.10), the

buffer size Q2
i,k(t) is the ni’s generated data packets added to its buffer size during

the frame t− 1.

Q1
i,k(t) = Max(0 , Qi(t− 1) + αi − Pi(s1

i,k(t))ω
i
k[(D − 1)((1− Plossk)Pnaik)D

+
D−2∑
d=1

d((1− Plossk)Pnaik)d+1(1− (1− Plossk)Pnaik))]) (5.9)

Q2
i,k(t) = Qi(t− 1) + αi, if ai(t) ∈ H ∪ {−1} (5.10)

The transition probabilities from one state to another is mainly dependent on the

selected channel ai(t) ∈ {−1} ∪ H. Thus, the probabilities that ni’s state tran-

sits from (si(t − 1), Qi(t − 1)) to (si,k(t)
1, Q1

i,k(t)) and from (si(t − 1), Qi(t − 1)) to

(si,k(t)
2, Q2

i,k(t)) are the same than those introduced in Equations (5.2) and (5.3).
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• Observation Probabilities: The observation probabilities are defined as for the intra-

cluster allocation, described in the previous section.

• Reward: As introduced in Equation (5.11), the reward measures the number of pack-

ets successfully transmitted on the selected channel regarding the node ni’s buffer

occupancy.

Riinter(t) =


Q1
i,k(t)

s1
i,k(t)

al(t) = ck (5.11a)

Q2
i,−1(t)

s2
i,−1(t)

al(t) = −1, (5.11b)

5.5.4.1 Inter-Cluster Decision Policy

Based on Riinter(t− 1) already obtained in the frame t− 1, channels will be assigned during

the frame t of the inter-cluster communication period. Thus, Qi(t−1)
si(t−1) represents an indicator

to determine how ni is prioritized to transmit data in the current frame t.

At a frame t, ni sorts the CHs nu ∈ N i
h, where ni � nu, according to Ruinter(t − 1)’s

values introduced in Equation (5.11). The CH n∗u, having the highest inter-cluster reward

R∗inter(t − 1), among the other nu’s CH neighbors, is considered as the most prioritized

CH to access to the spectrum. Thus, ni allocates to nu the channel minimizing its reward

without causing interferences to the other CHs. Moreover, ni also selects n∗j , the node nu’s

next-hop to the sink. Once a given CH is selected as a receiver during the frame t, then it

cannot transmit its data at the same time. In fact, as all the nodes are equipped with a

unique transceiver, they can only forward one another CH traffic in a given frame.

In Algorithm 6, we introduce how a CH ni updates the states of neighboring CHs.

Algorithm 6 Neighboring CHs’ states update.

Input: allocation message sent by nq ∈ N i
h

1: for b = 1 . . .M do
2: for z = 1 . . .M2 do
3: for nj ∈ N i

h do
4: if aj(t) ∈ H then
5: sj(t)← s1

j (t)

6: Update(Qj(t), Qp(t), R
j
inter(t)) {np is nj ’s receiver}

7: end if
8: end for
9: end for

10: end for

In PHSA, every CH assigns channels for intra and for inter-data transmission to its

own and to its neighboring clusters. The channel allocation task takes place according to
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an order, i.e., �, that basically considers the number of neighboring clusters associated to

every CH. Furthermore, the inter-cluster channel assignment is based on the approximation

of the aggregate accumulative average data packets successfully transmitted by a given CH

compared to the number of stored data packets waiting to be transmitted. During the

PHSA inter-cluster channel assignment, if a CH is placed more than one-hop away from

the sink then its next-hop will be selected randomly. Accordingly, the next-hop selection

in PHSA does not consider the need of a selected CH as a receiver to transmit data, i.e.,

to be an emitter. Thence, we introduce in the following the Routing-based PHSA scheme

(R-PHSA) that investigates this latter part. As an extension of PHSA, R-PHSA provides

a distributed data routing adapted to hierarchical smart grid network topology.

5.6 Routing-based Predictive Hierarchical Spectrum Assign-

ment for NANs

Here, we propose to integrate the need of every CH to forward its stored data to the sink,

i.e., to be considered as an emitter and not a receiver. In PHSA, we introduced the relation

bigger, i.e., �. � orders of the channel assignment decisions for the intra and the inter-

cluster communication among the CHs based on the number of their neighboring clusters.

However, this scheduling results in a long channel assignment process. Accordingly, every

CH ni has to wait the reception of allocation messages sent by neighboring CHs nj where

nj � ni. As a result, to alleviate the PHSA’s channel assignment process while consid-

ering every CHs’ need to transmit its data to the sink, the hierarchical multi-hop model

introduced in Section 5.3 will be subject to some additional hypotheses:

• The monitored network is virtually divided into Y consecutive rows. The height of

every row is equal to 2 × Rh. Figure 5.5 illustrates an example of such a network

where Y equals 3.

• Every row is characterized by its index y ∈ [1, Y ]. The sink is placed at row 1. As

the row is far away from the sink as its index increments.

• A local central unit (CU), i.e., a full functional node, is deployed in every range. We

denote by fy the CU that is deployed in the row y, i.e., the row whose index is y.

• Every CU is equipped with K radio interfaces.

• The CU fy is aware of the list of CHs placed in its row y that we denote by ζy, their

associated CMs Ci where the CH ni ∈ ζy and their next-hops.

• Every CU fy assigns channels to the list of CMs Ci where the CH ni ∈ ζy during

the intra-cluster communication and to the list of CH ζy during their inter-cluster

communications.
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The sink

Figure 5.5: Hierarchical NAN for R-PHSA.

In R-PHSA, the channel assignment processes will be centralized in fy (y ∈ [1, Y ]).

The CU fY , placed the farthest away from the sink, represents the first CU to start the

channel assignment. Then, once a CU fy receives an allocation message from fy+1, then it

becomes able to start its channel allocation. During the intra-cluster channel assignment,

fy uses the same Partially Observable Markov chain introduced in Section 5.5.2 to obtain

the CMs’ states. However, to model a given CH ni’s states (ni ∈ ζy), we introduce the

following POMDP.

5.6.1 Cluster Head’s State Model in R-PHSA

As an extension of PHSA, R-PHSA considers the need of a CH to be an emitter and not

a receiver to accelerate the transmission of its stored data. Accordingly, we introduce in

the following a Partially Observable Markov chain that models CH’s states. This Partially

Observable Markov chain is based on the previously introduced PHSA chain, in Section

5.5.3.

• State: At the frame t, ni’s state S∗i (t), is a three dimensional state (si(t), Qi(t), ηi(t)).

si(t) and Qi(t) are the same than those introduced in Section 5.5.3, i.e. the approxi-

mation of the aggregate accumulative average data packets that have been successfully

transmitted and the ni’s buffer occupancy by the end of the frame t. The third di-

mension ηi(t) ∈ {−1, 0, 1} represents the role affected to ni during the frame t. If

ηi(t) equals 1 then ni will transmit data on the channel ai(t) ∈ H in the sink direc-

tion. Otherwise, if ηi(t) equals -1, then ni will be a receiver. It will receive data from

another CH in order to forward it to the sink in the coming frames. Finally, if ηi(t)

equals 0 then no channel is affected to nj , neither to transmit nor to receive the data,

i.e., ai(t) = −1.
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• Action: The action affected to a CH ni (Ai(t)) is defined by the three dimension

(ηi(t), ai(t), nl(t)). ηi(t) ∈ {−1, 0, 1} represents the ni’s role. If ηi(t) equals −1 than

ni will be a receiver during t. If ηi(t) equals 1 then it will be an emitter. Otherwise,

if ηi(t) is equal to 0, then ni will be neither a receiver nor an emitter. The second

dimension ai(t) represents the channel assigned to ni to receive data, i.e., if ηi(t) = −1,

or to transmit data, i.e., if ηi(t) = 1. Moreover, based on the value of ηi(t), the third

dimension nl models the ni’s next-hop (if ηi(t) = 1) or the emitter that will send data

to ni (if ηi(t) = −1). If ηi(t) equals 0 then ai(t) = −1 and nl(t) = −1.

• Transition Probabilities: Let Ai(t) = (ηi(t), ai(i), nl) be the action affected to ni. If

ai(t) ∈ H, i.e., ai(t) = ck, then ni’s state S∗i (t−1) can transit to the state Si,k(t)
+1∗ =

(s1
i,k(t), Q

1
i,k(t), 1) or to the state Si,k(t)

−1∗ = (s−1
i,k (t), Q−1

i,k (t),−1) if at least one

data packet is successfully transmitted or received, respectively, on ck. If no data

packet is correctly sent or received through ck, then S∗i (t− 1) transits to Si,k(t)
2∗ =

(s2
i,k(t), Q

2
i,k(t), ηi(t)) where ηi(t) ∈ {−1, 1}. The transition to Si,k(t)

2∗ can also take

place if no channel is allocated to ni to transmit or to receive, i.e., ai(t) = −1. The

aggregate accumulative average data packets s1
i,k(t) and s2

i,k(t) have been previously

introduced in Equations (5.7) and (5.8), respectively. Moreover, Q1
i,k(t) and Q2

i,k(t)

have been introduced in Equations (5.9) and (5.10), respectively. Now, Q−1∗
i,k (t) is

introduced in Equation (5.12). Pi(Si,k(t)
−1∗) is the probability of being in the state

s1
l (t). It is calculated by using the Baye’s rule [102].

Q−1∗
j,k (t) = Qj(t− 1) + αj + Pj(Si,k(t)

−1∗)ωjk[(D − 1)((1− Plossk)Pnajk)
D

+

D−2∑
d=1

d((1− Plossk)Pnajk)
d+1(1− (1− Plossk)Pnajk))] (5.12)

The transition probabilities between the different states are introduced in Equations

(5.13) and (5.14) where Plossk = 1− Plossk.

P [Si,k(t)
±1∗/S∗i (t− 1), ai(t)] =

{
ωikPna

i
kPlossk ai(t) = ck (5.13a)

0 ai(t) = −1 (5.13b)

P [Si,k(t)
±2∗/S∗i (t− 1), ai(t)] =

{
1− ωikPnaikPlossk ai(t) = ck (5.14a)

1 ai(t) = −1 (5.14b)

• Observation Probabilities: They are defined as for the intra-cluster allocation, de-

scribed in Section 5.5.2.

• Reward: If ni is an emitter, i.e., ηi(t) = 1, then as introduced in Equation (5.11),

the reward measures the number of packets successfully transmitted on the selected
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channel regarding the node ni’s buffer queue size. If ni is a receiver, i.e., ηi(t) = −1,

then its reward is equal to 0, i.e., Riinter(t) = 0.

5.6.2 Channel Allocation Policy

The R-PHSA channel assignment is executed by the Y deployed CUs in a sequential manner.

A CU fy cannot start its channel allocation for the CHs ζy and their associated CMs until

it receives the CU fy+1’s decisions. In fact, the fy’s decisions are based on the decisions

of fy+1. For example, if a CH nj is placed at row y + 1 where the CU fy+1 is deployed,

i.e., nj ∈ ζy+1, then its next-hop ni may be placed at row y closer to the sink, i.e., ni ∈ ζy.
In this case, the ni’s role would be decided by fy+1 if it is selected as the nj ’s next-hop

during a given frame t. Thus, fy should wait for an allocation message sent by fy+1 to take

into consideration the ni’s role during its channel assignment. Given this background, fY

represents the first CU to start the channel assignment process.

5.6.2.1 Intra-Cluster Channel Allocation

The R-PHSA intra-cluster channel allocation policy is almost the same then the strategy

presented in Section 5.5.2.2. However, here it is the CU fy placed in the virtual row number

y that allocates channels to the CMs associated to the CH ni where ni ∈ ζy.

5.6.2.2 Inter-Cluster Channel Allocation

At a frame t, fu sorts the CHs nu ∈ ζy that have been receivers during the frame t − 1,

i.e., ηu(t− 1) = −1, according to their reward Ruinter(t− 1) introduced in Equation (5.11).

The CH n∗u having the highest inter-cluster reward R∗inter(t− 1), among the other nu’s CH

neighbors, is considered as the most prioritized CH to access to the spectrum. Once the

CH having played the role of receivers during t−1 get their assigned channels, fy considers

in a next step the CHs nu that have not gained access to the spectrum during the frame

t−1, i.e., ηu(t−1) = 0. Finally, fy focus on the CHs nu that have accessed to the spectrum

during t−1, i.e., ηu = 1. Now, if a CH nu is placed more than one-hop away from the sink,

then it next-hop nl should not be a receiver during the frame t− 1, i.e., ηl(t− 1) 6= −1.

So, R-PHSA prioritizes the receivers CHs during the frame t− 1 to be emitters during

the frame t. The goal of this prioritization is to quickly forward the received and generated

data to sink.
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5.7 Performance Evaluation

In this section, we evaluate the performance of both PHSA and R-PHSA. We proceed

using simulations under the OMNeT++ network simulator and through the MiXiM frame-

work. First, the simulation aims to evaluate how the different PHSA parameters impact

its behavior in terms of:

- Number of formed clusters (F).

- Number of successfully transmitted data packets (Θ).

Then, it illustrates the PHSA and the R-PHSA’s capabilities to:

- Allocate channels according to the SUs’ priorities.

- Allow the SUs to get benefit from the available channels despite the probabilistic

channel assignment.

In the same context, it aims to demonstrate the R-PHSA abilities to achieve a better data

routing compared to PHSA.

Thus, SUs are uniformly deployed in the simulation field. The sink is installed in one

of its corners. As illustrated in Table 5.1, different SUs’ priorities are considered in the

network. Each node’s packet arrival rate represents its weight to transmit its data. Table

5.1 lists the basic parameters used in our simulations.

Table 5.1: Simulation Parameters.

Parameter Value

Number of nodes 115

Channels’ occupancy 0.35/ 0.45/ 0.5/ 0.83

Rm/Rh 30/60 m

M1/M2/D 3/3/5

PU transmission range 30 m

Area range 300× 100 m2

Data packet size 166 bytes

L 10 super-frames

αi {2.5, 5, 7.5, 10}
Number of PUs 2

Number of CUs 3

5.7.1 Evaluation of PHSA parameters

We first evaluate the impact of PHSA parameters on the cluster formation process (Section

5.4). Figure 5.6 depicts the variations of F , the number of clusters, with R, the number
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of sensors with the highest cumulative spectrum rank values in a CH’s neighborhood. As

shown in Figure 5.6, F increases with R. Indeed, as R increases as the number of elected

CHs increases too and henceforth F does. Moreover, Figure 5.6 shows that F reversely

decreases with W , the number of times that an elected CH switches the list of channels

to broadcast its announcement message. In fact, as W increases, an elected CH will get

more opportunities to send its announcement message on idle channels. Accordingly, SUs

non elected as CHs will correctly receive this message. This aspect is further illustrated in

Figure 5.7 where we show that F decreases with W . It also shows that when W reaches a

given value (W ≥ 14 when N = 210 and W ≥ 9 when N = 115) the value of F becomes

constant for the different numbers of channels, i.e., K = 3 and K = 4.
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Figure 5.6: Number of formed clusters vs R.

Now, we evaluate the different parameters that impact the super-frame duration. In

Figure 5.8, we evaluate the number of data packets successfully received by the sink (Θ)

according to the frame size (D), i.e., the number of micro-slots composing the data trans-

mission period of a frame T . Figure 5.8 shows that Θ reaches a maximum value at D = 11

for both values of N (N = 115 and N = 210). Thus, when D > 11, the frame becomes

more sensitive to PUs’ arrivals, i.e., high probability of a PU’s appearance.

Finally, Figure 5.9 depicts the variation of Θ for different M1 and M2 values. It shows

that the increase of M1 negatively impacts Θ and that the increase of M2 positively impacts

Θ. In fact, when M1 increases, CHs will get a short duration to send data during the inter-

cluster communications compared to the time used for the intra-cluster communications.
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 10000

 15000

 20000

 25000

 30000

 35000

 40000

 45000

 50000

 3  5  7  9  11  13  15

S
u

c
c
e

s
s
fu

l 
tr

a
n

s
m

it
te

d
 d

a
ta

 p
a

c
k
e

ts

D

N=115
N=210

Figure 5.8: Successful transmitted data vs number of micro-slots D.

5.7.2 Fairness of PHSA and R-PHSA

Both PHSA and R-PHSA schemes are proposed to achieve transmissions to the sink per

nodes’ priorities. Figure 5.10 depicts the number of data successfully transmitted to the

sink per node’s priorities. It shows that for both PHSA and R-PHSA schemes the quantity

of data successfully transmitted to the sink increases per nodes’ priorities. Furthermore,

R-PHSA achieves a better spectrum utilization per node’s priority compared to PHSA.
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Figure 5.9: Quantity of packets successfully received by the sink vs M1.

For instance, in R-PHSA, channels for intra-cluster communications are allocated by CUs

placed in the different rows. Thus, the inter-cluster channel allocation achieved with R-

PHSA is more pertinent than PHSA since every CU is completely aware of the spectrum

needs of its clusters (the CHs and the CMs placed in its row).

Figure 5.11 evaluates the delay (packet waiting time + transmission time) per node’s

priority for PHSA and R-PHSA. It indicates that for both schemes, PHSA and R-PHSA,

sensors with the highest priorities (λ = 10) experience short delays (respectively 9.3s and

7.6s when K = 3 and respectively 4.6s and 3.9s when K = 4). The increase in the

SU’s priority involves the decrease in its delay. Sensors non prioritized to transmit data

have a long delay due to the control messages exchanged every L super-frames (messages

containing the predicted channels). This can be authorized since a delayed transmission of

these non-prioritized sensors’ data will have less negative impact on the SG compared to

delaying more prioritized sensors’ data. This behavior clearly illustrates how PHSA and

R-PHSA achieve service differentiation between SUs in SG NANs based on their priorities

(traffic arrival rates). From another side, Figure 5.11 shows that, compared to PHSA, R-

PHSA achieves a better delay per node’s priority. For instance, R-PHSA prioritizes during

the frame t CHs that have received data during t − 1, thus decreasing the transmission

delay compared to PHSA.

Finally, since in both PHSA and R-PHSA, the CHs forward the data to the sink in a

multi-hop manner, we evaluate the data routing performances of PHSA and R-PHSA during

the inter-clusters data transmission. In Figure 5.12, we compare the two proposed schemes

to the well known spectrum-aware cluster-based routing for CRSNs (SCR) [117] framework

for different numbers of SUs. The results clearly show that PHSA and R-PHSA outperform
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Figure 5.10: Transmitted data per node’s priority.
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Figure 5.11: Delay per node’s priority.

SCR since this latter scheme completely relays on the CCC availability, i.e., if the CCC is

sensed occupied by licensed users than the SUs postpone their data transmissions even if

different other channels are sensed in the idle state. Moreover, SCR assumes the existence

of a negligible number of active nodes, i.e. sensors that can generate data. However, PHSA

and R-PHSA takes into consideration the large number of active sensors (sensors with data

to transmit). Additionally, Figure 5.12 shows that R-PHSA outperforms PHSA for the

different numbers of deployed sensors (N). In fact, the use of different CUs in R-PHSA
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to allocate the channels for the intra and the inter-cluster communications allows a global

transmission scheduling which henceforth improves the network spectrum utilization.
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5.8 Discussion

In the previous section, dedicated to the performance evaluation of both PHSA and R-

PHSA, we evaluated the impact of the different parameters that we have considered in

both, PHSA and R-PHSA schemes as a first step. Simulation results showed that these

parameters largely impact the number of formed clusters. Then, as a second step, we focus

our efforts on the evaluation of PHSA and R-PHSA capabilities to achieve an efficient and

fair spectrum sharing. Accordingly, simulation results showed that:

• Both PHSA and R-PHSA outperform the SCR scheme in term of total spectrum

utilization. Thus, our two proposed schemes succeed to get benefits from the available

frequency bands distributively.

• Our solutions achieve a spectrum sharing that fits NAN’s prioritized traffic. In fact,

when using PHSA or R-PHSA, the packet delay reversely increases with nodes’ pri-

orities. In the opposite, spectrum utilization increases with nodes’ priorities. We can

conclude that the predictive models that we developed can be considered as good

estimates of nodes’ priorities that properly capture SUs’ needs to transmit their data.

• R-PHSA outperforms PHSA in terms of spectrum utilization and data packet delays.

Moreover, simulation results illustrate R-PHSA efficiency in routing data to the sink.
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In fact, in addition to the prioritization of the frame t− 1’s non-emitters CH during

the upcoming frame t, the use of CUs for the channel allocation process allowed a

better consideration of SUs’ needs to transmit their prioritized data.

5.9 Conclusion

In this chapter, we concentrated our efforts on multi-hop data transmission in smart grid

NANs. We opted for a hierarchical CRSN communication network to ensure the SG mon-

itoring. In fact, hierarchical topology allows a better network organization and adds ro-

bustness against topological changes or faults in a smart grid environment. Accordingly,

to organize the network into clusters, we proposed a CCC-free clustering algorithm that

considers heterogeneous NAN traffic. Then, we developed a novel distributed predictive

hierarchical spectrum assignment scheme (PHSA) for multi-hop CRSNs deployed in smart

grid NANs. PHSA presents a channel assignment strategy that does not use a CCC before

every data transmission. With PHSA, channels are assigned by CHs based on the estimation

of their neighboring nodes’ priorities and their associated available channels. Intra-cluster

and inter-cluster channel allocations are achieved by CHs in a distributed manner through

Partially Observable Markov Decision Processes (POMDPs). Thereafter, based on PHSA,

we proposed the Routing-based PHSA (R-PHSA). Compared to PHSA, R-PHSA takes into

consideration the routing aspects during the inter-cluster channel assignment. In R-PHSA,

we divided the NAN area into virtual rows. In every row, one central unit (CU) is de-

ployed to allocate the channels for all clusters belonging to its row. R-PHSA is also based

on POMDPs. During the inter-cluster channel assignment, at a frame t, a CH prioritizes

previous frames’ non emitter CHs to properly transmit their stored data to the sink, i.e.,

NAN-G.

Simulation results illustrated the adaptability of both PHSA and R-PHSA regarding

the traffic priority variation in the NAN. In fact, the quantity of data packets successfully

received by the sink and the data packet delay depend on the sensors’ priorities. Moreover,

simulation illustrates that PHSA and R-PHSA outperform existing clustering approaches

in terms of the amount of successfully received data by the sink since our predictive schemes

do not rely on a CCC. Finally, simulation revealed that R-PHSA outperforms PHSA since

R-PHSA accounts for the routing aspect during the inter-cluster channel allocation.

In this chapter, as well a in the two previous chapters, data is periodically transmitted

to the sink. In SGs, a second kind of data may exist. It is the event-based traffic. This

later type of traffic is generated once an abnormal event occurs in the monitored field. To

avoid the CCC limitations, the next chapter will be dedicated to the channel allocation for

event-based traffic transmission in SGs.
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In the previous chapters, we mainly focused on prioritized smart grid traffic where smart

grid sensors periodically obtain information of monitored electrical applications. Thus, we

concentrated our effort on achieving fair channel assignments in CRSNs for periodically

controlled smart grid applications. However, the smart grid communication traffic in wire-

less access network can be periodic and can also be event-driven. An event driven traffic

is generated once an abnormal event takes place. One of the most critical systems where

randomly traffic is frequently generated are the distribution substations. They have to be

in a continuous control to be aware of unpredictable events that may damage the systems.

Thus, in this chapter, we propose to fully get benefits from the cognitive radio sensor net-

work (CRSN) technology to control electrical distribution substations and more precisely

coping with the event-driven traffic they generate. More precisely, we use CRSNs for early-

warning from unexpected events in electrical substations. We focus on allowing deployed

cognitive sensors to efficiently aggregate and report data in substations upon unexpected

events’ detection. Our approach, called Distributed Event-driven data Aggregation and

constrained multipath Reporting (DEAR), also completely emancipate from the common

control channel (CCC) limitations. DEAR assigns channels distributively based on the

graph coloring paradigm.
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The remainder of this chapter is organized as follows. First, in Section 6.1, we discuss the

motivations behind the DEAR scheme. In Section 6.2, we present the major related work.

The substation network model is described in Section 6.3. In Section 6.4, we introduce the

channel allocation during the data aggregation phase. Section 6.5 presents the DEAR data

reporting strategy. Performance evaluation results are introduced in Section 6.6. Finally,

conclusion is given in Section 6.7.

6.1 Context and Motivations

In smart grids, substations are fundamental systems [61]. They can operate at different

parts of the smart grid (transmission or distribution) to transform voltage and to ensure

safe and reliable delivery of power. But as depicted in Figure 6.1, a particular attention

should be paid to the distribution substations due to their proximity to the consumers’

homes. For instance, unpredictable failures within such systems will directly impact the

power supply at the consumers. Thus, an efficient monitoring within these substations is

required to prevent/recover from such events in a timely manner.

Figure 6.1: Distribution substation position in a smart grid.

Nowadays, WSNs have become mature enough to be one of the candidate technologies

for undesirable event early warning systems [126]. They are privileged for events’ detec-

tion and supervision in the monitored systems due to the ability of the sensor devices to

collect data from numerous phenomena (temperature, fire, pressure, humidity, etc.) [127].

However, to deal with the ISM frequency band crowdedness in smart grid distribution area,

the dynamic spectrum access (DSA) technology has emerged as an intelligent solution for

randomly occurred events’ detection and then for event-driven traffic transmission [128,129]

Thus, we focus in this chapter on the early events’ detection in substations using CRSNs

in suburban environments. The early events’ detection in substations consists in detecting

unexpected events (such as fire, equipment malfunctioning or single phase current grounded

by hurricane) and reporting them to a central node (sink) through multi-hop communica-

tions. This task should be done before the usual event’s detection time.
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The cognitive network, in charge of the substation monitoring, consists of a number of

sensors scattered in the substation yard to instantly detect impromptu/abnormal events.

Once the measured values are collected, the sensors generally proceed to data aggregation

to avoid erroneous and redundant data transmissions and to produce consistent mean values

that will be reported to the sink [127]. The sensor nodes, known as secondary users (SUs),

will then proceed to an opportunistic access to the licensed bands to forward (report) the

collected data to the sink via multi-hop transmissions.

Different nodes may be involved in the data aggregation and reporting phases. Here

again, the CRSN’s channel assignment process for these tasks is achieved through one

common control channel (CCC) to prevent interferences between SUs. However, as states

earlier, using a channel allocation approach based on a CCC is not a safe solution given

the CCC’s inconveniences.

To avoid the CCC limitations, we introduce in this chapter a new channel allocation

scheme for CRSNs, called Distributed Event-driven data Aggregation and constrained mul-

tipath Reporting (DEAR), to monitor distribution substations in suburban areas. To per-

form an efficient data processing, DEAR uses clustering during the data aggregation phase.

Hence, the measured values sensed and detected by sensors belonging to the same cluster

are aggregated by their cluster head. Then, DEAR performs the data reporting through a

constrained multi-hop ”Beam” routing. In both phases, the channel allocation is achieved

based on the graph coloring paradigm.

6.2 Related Work

Several approaches in the literature proposed to use WSNs for the substations’ monitoring

in smart grids [34, 61, 130]. Most of these approaches exploit common wireless technolo-

gies such as Wifi or Zigbee for sensor nodes’ communications. Thank to the abundance of

spectrum resources in the under-utilized licensed bands, some recent works suggested the

cognitive radio technology as a good alternative for the data exchange between the sensors

in WSNs to monitor electrical systems’ entities [2, 98]. Such systems’ surveillance is even

more efficient when cluster-based solutions are adopted in CRSNs [127]. Indeed, among the

set of advantages it offers, the clustering increases the network robustness against topolog-

ical changes, preforms an efficient data transmission by removing redundant information

between the collected values, restores lost data by exploiting the samples’ correlation.

Regarding the path construction in a multi-hop data transmission, [117] proposes a

cluster-based spectrum aware routing protocol (SCR). During the path formation process,

the number of nodes involved in the data transmission to the sink is minimized to reduce the

energy consumption in the network. Path establishment and channel allocation processes

are essentially based on the continuous CCC availability. In [131], a cluster based QoS

routing adapted to the multimedia traffic is proposed. Authors take into consideration
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a multi-channel data transmission in WSNs, but did not consider the channel occupancy

by primary signals. In [118], a routing framework for multimedia traffic in a cluster-based

CRSN has been also proposed. Works in [117], [131] and [118] all rely on CCC for channels’

allocation.

On the other side, as far as event-driven solutions are concerned, few works [132] [128]

[133] focused on data transmissions triggered by random events in CRSNs. The primary

focus of these works is the reactive cluster formation following events’ detection. In [128],

the event-driven spectrum-aware clustering (ESAC) aims to minimize the number of nodes

participating in clusters’ formation between the sink and the event locations. Moreover,

[133] aims to construct clusters in a reactive way upon an event detection to minimize the

energy consumption.

To transmit data to the sink, these works use existing protocols such as SCR [117].

Accordingly, data is aggregated by the cluster heads then forwarded to the sink node. The

channel assignment for data aggregation and forwarding always rely on CCC and is achieved

in a way to minimize energy consumption.

In the present chapter, our purpose is to provide a reliable data transmission for event-

driven CRSNs to monitor distribution substations in smart grids. Hence, we propose a

novel distributed channel allocation scheme, DEAR, that completely avoids the use of a

CCC.

6.3 Substation Network Model

The distributed channel allocation using the DEAR approach is expected to be executed in

two steps: a data aggregation phase aiming to collect data upon an event detection within

the substation and a reporting phase aiming to report (forward) the aggregated data via

multi-hop transmissions to the sink.

First, we consider that the substation area is geographically divided into G clusters

called virtual grids [127] (c.f. Figure 6.2) where a set S = {n1, . . . , nN} of cognitive wireless

sensors are scattered.

We denote by (xi, yi) the coordinates of a given node ni and (0, 0) are the sink coor-

dinates. We denote by Gy the list of sensors placed inside the virtual grid y (y ∈ [1, G]).

In each virtual grid y ∈ [1, G], a unique sensor node ni ∈ Gy is responsible of the data

aggregation. This node is called the reporting node ry.

Thus, once a node ni ∈ Gy detects an unexpected event, it sends its measured values

to its associated reporting node ry. ry aggregates the received data and produces a local

report that is sent via multi-hop communications to the sink using the available licensed

channels. Let H = {c1, . . . , cK} be the list of the licensed frequency bands used to transmit
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Table 6.1: Symbols and Notations.

Notation Explanation

S The list of monitoring sensors

ni The sensor number i (i ∈ [1, N ])

(xi, yi) The coordinates of ni

Gy The list of sensors placed inside the virtual grid y

ry The reporting node placed inside the virtual grid y

H The list of licensed channels

ck The licensed channel number k (k ∈ [1,K])

Plossk Packet loss probability in ck

Rtr sensors’ transmission range

Rint Sensors’ interfernce range

Rss Sensors’ sensing range

ωi
k The steady-state probability of the channel ck Busy state

ωi
k The steady-state probability of the channel ck Idle state

d(ni, nj) The Euclidean distance between ni and nj

Tss The spectrum sensing sub-period

Ttr The data transmission sub-period

F (t) The frame stating at time instant t

ev A detected event

Z1 The number of frames used to aggregate data

Z2 The number of frames used to forward a report to next-hops

H0 The number of hops between the sink and the detected event

N (ev) The list of sensors that can detect ev

A The data aggreation communication graph

Va The set of vertices in A
Ea The set of edges (ni, nj) in A
Coltp The color affected to the vertex ni

Pfi(tp) The probability of failed data aggregation during F (tp)

Q∗i The list of ni’s next-hops that can be involved in the data forwarding to the sink

R The data aggreation communication graph

Vr The set of vertices in R
Er The set of edges in R
vxi,j The vertex composed of nodes ni and nj in relation to the report generated by rx

(vxi,j , v
y
p,q) An adge of the set Er

f1 An Objective function

δ A boolean function

data. Plossk denotes the packet loss probability of the channel ck caused by obstructions

or electromagnetic interferences due to the harsh environment in which substations are

generally deployed [34].

6.3.1 Basic Assumptions

To achieve a distributed channel allocation during the data aggregation and reporting

phases upon an event detection, we consider the following assumptions:
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Figure 6.2: Controlled system model.

• A reporting node ry is placed one-hop away from the nodes ni where ni ∈ Gy.

• ni ∈ S is aware of its location using either a GPS or any other localization technique

[127].

• Each sensor ni ∈ S is characterized by transmission (Rtr), interference (Rint) and

sensing (Rss) ranges where Rss ≤ Rtr and Rint = β ×Rtr (β ≥ 2) [134].

• To ensure a better exploitation of the multiple channels’ availability in the licensed

spectrum, each node ni has K radio interfaces [131]. Thus, at any time instant t, ni

can send and receive data on different idle channels.

• As in [135], within each node ni, the licensed traffic is modeled as a two-state Markov

chain (Busy, Idle) where the ”Busy” state (respectively the ”Idle” state) represents

the channel state occupied by a PU (respectively, free of PUs) as it is sensed by the

node ni. ωik and ωik are the respective Busy/Idle states’ probabilities.

• A node ni is aware of all its 2-hops neighbors nj such as d(ni, nj) ≤ 2×Rtr. d(ni, nj)

is the Euclidean distance between ni and nj .

6.3.2 SU’s Spectrum Access for Data Aggregation and Reporting

To ensure reliable communications between SUs in the cognitive radio context where the

spectrum access is conditioned on the absence of PUs on licensed channels, we adopt the

following considerations:
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• The time is synchronized and divided into frames F (t) with fixed duration. Every

frame begins with a spectrum sensing sub-period Tss followed by a data transmission

sub-period Ttr as shown in Figure 6.3.

Event 

Detection

Frame structure

...

Data Aggregation

...

Data Reporting

Ho: number-hops(event - sink)

Event

Figure 6.3: Frame structure for event detection.

• If a node ni ∈ S detects an event ev during F (t), it sends the measured values to

its associated reporting node ry during the following Z1 frames. Thus, if ni fails to

transmit its data to ry during the z first attempts, due to licensed channels’ occupancy,

it can repeat its transmission during the remaining Z1 − z frames. At the end of

the data aggregation phase, all the reporting nodes within the event’s vicinity will

generate a report that will be transferred to the sink.

• In the same way, at the frame F (t+ Z1 + 1), each reporting node ry will forward its

report to its next-hops during the upcoming Z2 frames. Hence, the data reporting

phase lasts a maximum of Z2 ×H0. H0 represents the number of hops between the

event and the sink.

• Finally, to prevent packets’ loss along the path to the sink during the reporting phase,

we opt for a constrained multipath ”Beam” data routing where the nodes involved in

the routing process are only those situated within the ”Beam” (c.f. the grey zone in

Figure 6.2). The ”Beam” routing will be detailed in Section 6.5.

Based on the above system description, we present in the following sections how the

DEAR approach allocates the licensed channels during the data aggregation and reporting

phases.

6.4 Channel Allocation for Data Aggregation

During the data aggregation phase, all the nodes within the event’s vicinity will send their

data to their reporting nodes. Therefore, the channel allocation process should be done

in a way to limit or even avoid the conflicts (collisions/interferences) between concurrent

transmissions. To propose an adequate solution to this problem, we formulate it as a graph
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coloring problem (GCP) where vertices’ colors will correspond to the prospective allocated

channels.

6.4.1 Data Aggregation Communication Graph

Let ev be an event occurred at the frame F (t). N (ev) is the list of sensors ni that can

detect ev, i.e., d(ev, ni) < Rss. Using the vertex coloring paradigm, each node ni in N (ev)

obtains a sequence of channels to send its data to its reporting node without disturbing

its interfering nodes (one-hop and two-hops neighbors in N (ev) ). Let A = (Va, Ea) be an

undirected graph. Va is the set of vertices composed of the non-reporting nodes able to

detect the event (ev). We have:

Va = N (ev)/ ry, y ∈ [1, G] (6.1)

Ea is the set of edges. An edge (ni, nj) exists if one of the following conditions is true:

• ni and nj have the same reporting node ry (ni, nj ∈ Gy).

• ni ∈ Gx and nj ∈ Gy (x 6= y) where d(ni, ry) ≤ Rint. For instance, if nj and ni

transmit data to their corresponding reporting nodes rx and ry then a collision may

occur at ry.

Figure 6.4 represents an example of a graph A construction.

• As depicted in Figure 6.4, the set of nodes N (ev) that have detected ev are n6, n7,

n8, n9 and rx. The list of vertices Va are the non reporting nodes ni ∈ N (ev). So, Va

equals {n6, n7, n8, n9}. Now, based on Va, we construct the list of edges Ea. In fact,

n6 and n7, respectively n8 and n9, have the same reporting node rx, respectively ry

(n6, n7 ∈ Gx and n8, n9 ∈ Gy). Thus, (n6, n7), (n8, n9) ∈ Ea. Moreover n9 is in the

rx’s interference range. Thus, (n6, n9) and (n7, n9) ∈ Ea.

We also consider the setH = {c1, . . . , cK} of channels (colors) to be used for the vertices’

coloring. We have |H| = K. Thus, for a given frame F (tp) of the data aggregation phase,

tp ∈ [t+ 1, t+ Z1], the function Coltp : Va → H can be defined as Coltp(ni) = ck , which

means that the vertex ni is colored by the color (channel) ck.

Therefore, we say that ni and nj ∈ Va are two conflicting vertices if an edge exists

between ni and nj ((ni, nj) ∈ Ea) and ni and nj have the same color (channel) ck during

the considered frame F (tp), i.e., Coltp(ni) = Coltp(nj).
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The detected  event

A reporting node

A non reporting node

Figure 6.4: Graph A construction.

Hence, we define the function δ : Va × Va 7−→ [0, 1] as:

δ(ni, nj) =

{
1 if (ni, nj) ∈ Ea

∧
Coltp(ni) = Coltp(nj)

0 otherwise.
(6.2)

Thus, a correct channel allocation between the nodes of the set N (ev) during a frame

F (tp) consists in minimizing the number of conflicts within the graph A, i.e., minimizing

the number of adjacent vertices with the same color.

We can formulate this problem as:

minimize

f1 =
∑

ni,nj∈Va

δ(ni, nj)

 (6.3)

subject to Coltp(ni) ∈ H, ∀ni ∈ Va

From the above formulation, we can conclude that the channel allocation process dur-

ing the whole data aggregation phase consists in solving the above system, given by the

Equation (6.3), during Z1 subsequent frames, where the Z1 is the number of frames used

during the data aggregation phase.

6.4.2 Channel Allocation Process

As a well known NP-hard problem, the GCP is generally solved through heuristics such as

DSATUR or Tabu-search [136]. Moreover, it has been widely used for the fixed channel

assignment problem. But, in the cognitive radio context, the problem is slightly different

since the channel allocation is a dynamic process that completely depends on PUs arrivals.

Thus, a graph recoloring is continuously performed to achieve an efficient channel access.

Several approaches, referred in [137], attempted to adapt the GCP to the cognitive radio

context. Most of these approaches consider that the neighboring nodes are exchanging their

decisions based on a CCC. As we consider a fully distributed channel allocation scheme,
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each node will make its own decisions based on its local view of the network obtained by

the graph A.

Therefore, we propose a cognitive decentralized graph coloring (Cognitive-DGC) based

on a simple nevertheless accurate local search heuristic, as introduced in [138], to minimize

the edge conflicts in a graph. The heuristic proposed in [138] is efficient since every node

uses its local information to minimize the number of conflicts in its vicinity. The local

search minimum conflict heuristic in [138] is adapted to the particular cognitive radio con-

text as follows:

Cog-min-conflicts heuristic: Every vertex ni selects the color ck ∈ H that minimizes

the number of conflicts with its neighbors. If at least two colors (channels) achieve the same

minimum number of conflicts, then ni selects the channel c∗k with the highest availability

value ωi∗k .

Algorithm 7 details the execution steps of the Cog-min-conflicts heuristic.

Algorithm 7 Cog-min-conflicts.

Input: nj , tp, A
Output: Coltp(nj)

1: conflict-array[1, . . . ,K]← [0, . . . , 0]
2: for k = 1 to K do
3: for nl ∈ Va do
4: if (Coltp(nl) = ck) and ((nj , nl) ∈ Ea) then
5: conflict-array[k]← conflict-array[k] + 1;
6: end if
7: end for
8: end for
9: Coltp(nj)← arg

ck/ k∈[1,K]
(min (conflict-array[k]))

The Cog-min-conflicts heuristic only minimizes the number of conflicts among neigh-

boring vertices. But, since the data aggregation phase executes during Z1 frames, we can

ensure that during a given frame F (tp), tp ∈ [t + 1, t + Z1], nodes can send data to their

reporting nodes without collision on any transmitting channel, i.e., the set of vertices Ea

can be colored with zero conflicts.

Thus, we introduce Pfi(tp) as the probability of failed data aggregation during the

frame F (tp). Pfi(tp) is evaluated as a function of the channel occupancy ωik = 1− ωik and

the packet loss Plossk values on the channel ck. To ensure fairness among the nodes and in

the case of conflicts during F (tp), the vertices ni with the highest Pfi(tp) probabilities will

be prioritized to transmit their data during this frame. The other vertices will postpone

their transmissions to the next frames. To this end, we propose a new heuristic Graph-

based-zero-conflict that aims to eliminate, during a given frame F (tp) all the conflicts in

the graph A based on the probabilistic successful/failed data transmission aspect.
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Graph-based-zero-conflict heuristic: Iteratively, during the frame F (tp), tp ∈ [t +

1, t + Z2], the vertices ni in Ea having the smallest Pfi(tp) probabilities and causing con-

flicts to their neighbors convert their colors to cK+1. cK+1 indicates that the colored vertex

will not transmit data during F (tp).

The Algorithm 8 explicits the execution steps of the Graph-based-zero-conflict heuristic.

Algorithm 8 Graph-based-zero-conflict.

Input: nj , tp, A
Output: Coltp(nj)

1: ni ∈ Va are sorted according to Pfi in descending order
2: for ni ∈ Va do
3: if (

∑
nj∈Va δ(ni, nj) 6= 0) then

4: Coltp(ni)← cK+1

5: end if
6: end for

Thus, from the above two heuristics, we can introduce in Algorithm 9 the whole

Cognitive-DGC process. Initially, every vertex nj ∈ Va is colored with c∗k, the channel

with the highest availability value ωi∗k in the set H. Then, iteratively, the Cog-min-conflicts

heuristic is executed during a number of iterations equal to ‖Va‖×K+‖Ea‖, as in [138], to

obtain a graph A with a minimum number of conflicts. Thereafter, the Graph-based-zero-

conflict heuristic is executed during F (tp) to allow vertices with highest Pfi(tp) values to

access the spectrum in the case of conflicts. The other conflicting vertices nj will have their

colors changed to cK+1 and would not transmit in the current frame. At the end of F (tp),

all the vertices that received a color different from cK+1 will reevaluate their probabilities

Pfi(tp + 1), for the next frame F (tp + 1). The vertices nj that did not transmit during

F (tp), such as Coltp(ni) = cK+1, will keep their probabilities Pfj(tp+1) for the next frame

unchanged. This will increase their opportunities to access the spectrum in subsequent

frames.

Once the Z1 data aggregation frames elapses, the data reporting process can then start.

6.5 Channel Allocation for Data Reporting

During the data reporting phase, the reporting are in charge of forwarding the collected

data through multi-hop transmissions to the sink. We opt for multipath data routing

to avoid the single path failures given the substations’ harsh environment conditions [2].

Moreover, to reduce the amount of exchanged information during the reporting phase, we

adopt a constrained multipath routing called ”Beam” data routing (c.f. Figure 6.5).
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Algorithm 9 Cognitive DGC.

Input: A = (Va, Ea);
Ite← ‖Va‖ ×K + ‖Ea‖

Output: [Colt+1(ni), . . . , Colt+Z1(ni)]
1: ∀nj ∈ Va, Pfj ← 1;
2: for tp = t+ 1 to t+ Z1 do
3: it← Ite
4: for nj ∈ Va do

5: Coltp(nj)← arg
ck/ k∈[1,K]

max ωjk

6: end for
7: while (it ≥ 1) do
8: for nj ∈ Va do
9: Cog-min-conflicts(nj , tp,A)

10: end for
11: it← it− 1;
12: end while
13: Graph-based-zero-conflict(nj , tp,A);
14: for nj ∈ Va do
15: if (Coltp(nj) 6= cK+1) then

16: Pfj ← Pfj × (ωjk)× Plossk {Coltp(nj) = ck}
17: end if
18: end for
19: end for

Multipath beam data routing : Let ni be a sending node, i.e., it has reports to forward to

the sink. ni may be either a reporting node that has aggregated the data or another sensor

closer to the sink than the reporting node. We denote by Q∗i the list of ni’s next-hops that

can be involved in the data forwarding to the sink. nj ∈ Q∗i if nj is closer to the sink than

ni (d(sink, nj) < d(sink, ni)) and it is placed in the area limited by ∆ and ∆′. ∆ and ∆′

are defined by the detected event ev coordinates (xev, yev) and the sink coordinates (0, 0):

• ∆ : y = yev
xev
x+Rtr

• ∆′ : y = yev
xev
x−Rtr

�

�'

Data aggregation
Data reporting

Figure 6.5: Multipath beam data routing.

Given the opportunistic access to the licensed spectrum, each hop along the path to the

sink waits for Z2 frames to receive data from its predecessors. Indeed, if ni starts forwarding
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data to the sink at the frame F (tp), its next-hop nj ∈ Q∗i starts the transmission of the

received data at the frame F (tp + Z2). This allows sensor nodes with simultaneous data

transmissions to make the same decisions regarding their channels’ selection.

Therefore, as for the data aggregation phase, we adopt the graph coloring paradigm

for the spectrum assignment during the DEAR reporting phase. Thus, every node in

the ”Beam” with reports to send toward the sink direction constructs an undirected graph

R = (Vr, Er). R is constructed based on the sensors involved in simultaneous transmissions

that may concur for the same radio resources. Accordingly, Vr, representing the set of

vertices is defined as follows:

• If a node ni along the path to the sink has to forward data, originally generated by

rx, to its next hop nj ∈ Q∗i , then we have: vxi,j ∈ Vr. vxi,j denotes the vertex composed

of nodes ni and nj in relation to the data report originally generated by rx.

Er is the set of edges. An edge (vxi,j , v
y
p,q) exists, i.e., (vxi,j , v

y
p,q) ∈ Er, if one of the

following conditions holds:

• The same node is involved in the transmission of two different reports, i.e., (i =

p)
∨

(i = q)
∨

(j = p)
∨

(j = q).

• nq is in the ni’s interference range, i.e., d(ni, nq) ≤ Rint.

Figure 6.6 represents an example of a graph R construction:

• As shown in Figure 6.6, two reports are generated after the data aggregation phase.

They should be sent to the sink node. These reports are generated by respectively

rx, i.e., n5, and ry, i.e., n8. Let n6 be the next-hop of rx, i.e., Q∗5 = {n6}, and

n7 represents the ry’s next-hop, i.e., Q∗8 = {n7}. Thus, the list of vertices Vr is

composed of: vx5,6 and vy8,7. Now, since n7 is placed in the n5’s interference range, i.e.,

d(n5, n7) < Rint, then (V x
5,6, V

y
8,7) ∈ Er.

The two vertices vxi,j , v
y
p,q ∈ Er are called two conflicting vertices if the two following

conditions hold:

• vxi,j , v
y
p,q ∈ Er

• Coltp(vxi,j) = Coltp(v
y
p,q), where the Coltp() function is the one previously introduced

in Section 6.4.

Hence, by using the same objective function f1 defined in Equation (6.3) applied to

the graph R, every node proceeds to the graph R coloring through the Cognitive DGC

algorithm during Z2 frames.
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Figure 6.6: Graph R construction.

6.6 Performance Evaluation

This Section is dedicated to the performance evaluation of the DEAR approach. We first

evaluate how the different parameters of DEAR impact its behavior in terms of efficient data

transmission. Thereafter, we compare it to the well known cluster-based SCR routing [117]

and another existing CCC-based multipath routing [139] for CRSNs.

We carried out simulations under the OMNeT++ network simulator through the MiXiM

framework. the SUs are uniformly deployed in the field area and divided into G virtual

grids. Table 6.2 lists the basic parameters used in our simulation.

Table 6.2: Simulation Parameters.

Parameter Value

Number of nodes 150

Channel occupancy 0.35/ 0.83/ 0.5/ 0.45

Rss/Rtr/Rint 30/30/60m

Number of PUs 4

Area range 200× 200 m2

G 16

6.6.1 Data Aggregation Efficiency

We first evaluate the ability of DEAR to efficiently aggregate data once an event is detected.

In DEAR, the data aggregation efficiency is dependent on the parameter Z1. Thus, in Figure

6.7, we evaluate the failed data aggregation ratio for different Z1 values. We compare DEAR

to SCR where one channel is opportunistically accessed to assign channels. The percentage

of sensors that fail to transmit their data to their associated reporting nodes decreases

with the increase in Z1 and in the number of used channels (K). DEAR outperforms SCR

since the latter depends on the availability of the control channel. In fact, in the opposite

to SCR, DEAR don’t use a CCC, sensors can get benefit from available channels without

relying on the availability of one channel.
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Figure 6.7: Failed data aggregation ratio vs Z1.

6.6.2 Report Forwarding Efficiency

Now, to measure the DEAR efficiency to forward the different generated reports to the sink,

we evaluate the impact of the reporting frame number Z2 on the successful data reporting

ratio ”Θ”. As shown in Figure 6.8, the increase in Z2 positively impacts (improves) Θ (the

successfully transmitted data by a sender per the total number of transmissions during the

reporting phase). The Θ value reaches 0.78 when K = 4. We also evaluate our constrained

multipath ”Beam” routing and compare it to the non constrained DEAR where all the

next-hops will be involved in the data reporting. As depicted in Figure 6.8, with DEAR,

Θ increases with Z2 and with the number of the used channels K (K ∈ {2, 4}). However,

with the non-constrained DEAR, Θ starts to increase to thereafter decrease with highest

Z2 values. In fact, as Z2 increases, a large number of nodes will be involved during the

data routing. As messages get closer to the sink, the number of forwarding nodes increases

too resulting in an important set of conflicting nodes concurring for the same resources.

Furthermore, we evaluate Θ for different values of N , corresponding to the number of

SUs. As depicted in Figure 6.9, Θ remains almost constant (' 0.65) with a slow increase

when N increases. Thus, despite the nodes’ number, DEAR achieves a correct channel

allocation between SUs to efficiently aggregate and report data to the sink.

6.6.3 Report Transmission Delay Evaluation

DEAR is dedicated for an early critical event’s detection. Thus, the locally generated

reports have to be rapidly sent to the sink. However, the data transmission delay in DEAR
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Figure 6.9: Successful data reporting ratio (Θ) vs the network size N .

is impacted by different parameters. We first evaluate the impact of the reporting frame

number Z2, on the delay (D) between the event detection and the reports’ reception by

the sink. Figure 6.10 depicts the variation of D for different Z2 values. D is measured for

multiple events occurred at different positions in the network. Figure 6.10 shows that D
gradually increases with Z2. Indeed, increasing Z2 may slightly slow the transmissions, but

the nodes will have more chances to faster reach the sink (as a large number of conflicting

nodes could transmit during Z2).

Figure 6.11 depicts the delay D variation according to the distance between the detected

event and the sink. The results show that D increases with the distance to the sink as the

number of hops to reach the sink increases.
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Finally, we vary the number of virtual-grids G in the network and we study its effect

on D. In fact an increase in G leads to a large number of produced reports when an event

is occurred. We compare DEAR to SCR and to the CCC-based multipath data routing.

As depicted in Figure 6.12, when using SCR and the CCC-based multipath routing, D
increases with G. For instance, as G increases, the number of reporting nodes increases

too leading to an important contention on the CCC which peduncles SUs from correctly

sending their data when SCR and CCC-based multipath approaches are used. This problem

is completely annihilated with DEAR which achieves the best delay among all the three

approaches.
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6.7 Conclusion

In this chapter, we proposed a new distributed channel allocation mechanism for cognitive

radio sensor networks to achieve an early abnormal event detection in electrical substation

deployed in suburban environment. Our solution, called DEAR, achieves two channel

assignment processes operating in tandem based on the graph coloring paradigms:

• A channel allocation algorithm allowing sensors, having detected an event, to ag-

gregate their measured values at particular reporting nodes: Based on the detected

event location, every node having detected a particular event estimates the list of

other sensors that detected the same event. Then, using te graph coloring, each node

locally derives the channel that will be used by every node.

• A channel assignment strategy for the data forwarding process: Once the reports are

generated by the reporting nodes, sequentially, every node that is involved in the

data forwarding to the sink constructs a graph. This graph is based on the nodes

having reports to send at the same time. Thereafter, based on a distributed vertex

coloring of graphs, the graph vertices are colored to obtain the channel allocated to

every node during the Z2 frames (Z2 is the maximum number of frames that may be

used to transmit a report).

We evaluated our proposed DEAR scheme through simulations. During the reporting

phase, the simulation results showed that DEAR improves (minimizes) the failed data

aggregation ratio for different values of Z1. Moreover it demonstrated that DEAR achieves

a better successful data reporting ratio compared to the non-constrained DEAR. In fact,

the multipath beam data routing that we used during the reports’ routing to the sink avoids

the single path failure. It also limits the number of nodes involved in the constructed paths.
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To conclude, the simulation results revealed that our approach succeeds in efficiently

assigning channels during the data aggregation and the data reporting to the sink. DEAR

represents a good candidate for distributed and fair spectrum sharing in CRSN-based earlier

abnormal events’ detection.
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The efforts to modernize traditional power grids have begun several years ago. In

2008, France has invested 508 million euros in the development of smart grids, the United

Kingdom 497 million euros and Germany 363 million euros [140]. Despite these efforts, the

United States that has one of the most mature smart grid infrastructure markets in the

world, still until January 2017 has only half of its residential meter markets equipped with

two-way communicating advanced metering infrastructure, leaving ample room for further

growth [141]. A lot of research and industrial works are then still needed to make the smart

grid technology into existence. In this thesis, we were interested in communication issues

in smart grids. We focused on the deployment of cognitive radio sensor networks (CRSNs)

for smart grid power access networks. The CRSNs represent an interesting technology to

deal with the large traffic volumes in smart grids. It is an interesting and an intelligent

technology for smart grid data gathering and transmission that does not necessitate real

time processing.

Throughout this dissertation, we investigated the issues of communication aspects in

smart grid power access networks. We focused on distributed and fair channel assignment

in CRSN for smart grids. Our works consider eventual CRSNs deployment scenarios in

different smart grid areas and diverse smart grid traffic characteristics. We targeted exclu-

sively predictive channel assignment approaches for CRSNs in smart grids. Our solutions

allowed a node to obtain its channel without using a common control channel (CCC) to

exchange control messages before each individual spectrum access while considering neigh-

boring nodes’ need to transmit. In fact, even through it is widely used in literature in

CRSNs, the use of a CCC presents multiple limitations that negatively impact the oppor-

tunistic spectrum access.

117
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7.1 Contributions

All along this thesis, we proposed different probabilistic channel allocation approaches for

CRSNs in smart grid to fit several smart grid CRSN deployment scenarios.

Initially, we were interested in channel assignment techniques in one-hop CRSN deployed

to monitor two different systems in smart grid power access networks: smart homes (HANs)

and neighborhood area networks (NANs). In smart homes, sensors have the same priority to

transmit data. However, in a NANs, heterogeneous electrical elements are monitored. Thus,

NAN sensors have different priorities to access the spectrum. Thence, given the differences

between these two smart grid areas, we have proposed two channel allocation schemes:

the Cooperative Spectrum Resource Assignment (CSRA) approach for CRSNs deployed in

smart houses and Distributed Unselfish Spectrum Assignment approach (DUSA) for CRSNs

deployed in NANs. In every system, the deployed smart grid sensors use a fairness metric

to estimate neighboring nodes’ priorities to access the spectrum. Then, based on Partially

Observable Markov Decision Processes (POMDPs), every sensor predicts the channels that

will be used by its neighbors. As a result, it obtains its associated channel. If a sensor

founds that its neighbors are more prioritized to transmit data, then it postpones its data

transmission. Otherwise, it gets a channel to send data. The main CSRA and DUSA’s

objective is to achieve a balanced spectrum sharing among smart grid sensors. Performance

evaluation through simulations revealed that both CSRA and DUSA are able to fairly share

the spectrum and to improve the radio resources’ utilization compared to existing works.

In the second contribution, we tackled the short transmission range of smart grid NAN

sensors. We first proposed a practical network architecture. We introduced the use of

full functional nodes that we call forwarding nodes to extend smart grid sensors’ coverage.

Then, we proposed the Dual-Spectrum Assignment for NAN (D-SAN) based on two-Stage

CRSNs. D-SAN is composed of two complementary channel assignment schemes: The

first scheme is dedicated to the communication between smart grid monitoring sensors and

forwarding nodes. The second one allocates channels for forwarding nodes to transmit

data to a sink node. In both schemes, sensors use local estimates of their neighboring

nodes’ priorities to allocate channels for data transmissions and rely on POMDP to do

so. Performance evaluation of D-SAN illustrated its efficiency in achieving fair spectrum

sharing and its performances in term of network spectrum utilization.

The third contribution of this thesis focused on the multi-hop CRSN topology for smart

grid NANs. We opted for a hierarchical CRSN self organization using clustering to monitor

NANs. Thus, we first proposed a clustering algorithm to divide the network into multiple

clusters based on sensors’ priorities and channels’ availability. Then, we developed the Pre-

dictive Hierarchical Spectrum Assignment (PHSA). Based on local estimates of neighboring

clusters’ priorities, every cluster head fairly assigns channels to its own and to its neighbor-

ing clusters for intra-cluster and inter-cluster communications. Thereafter, as an extension

of PHSA, we introduced the Routing-based PHSA (R-PHSA) approach. R-PHSA takes
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into consideration the routing aspects during the inter-cluster channel assignment. PHSA

and R-PHSA are based on POMDP formulations. Simulation results of both PHSA and

R-PHSA showed their adaptability to the variations in the traffic priorities in addition their

capability to outperform one of the main existing clustering approach, SCR, in terms of

packet volume successfully received by the sink since both PHSA and R-PHSA don’t rely

on a CCC.

In the fourth contribution, we considered the randomly generated smart grid traffic.

We focused on the distribution smart grid substation environment where abnormal events

such as fire and equipment malfunctioning are more likely to happen. We introduced the

Distributed Event-driven data Aggregation and constrained multipath Reporting (DEAR)

approach. DEAR completely emancipates from the CCC limitations. It uses the graph

coloring paradigm for the licensed spectrum allocation during the data aggregation and

reporting phases and a constrained multipath ”Beam” routing to prevent from packet loss

and failures in the harsh environment in which the substations are deployed. Performance

evaluation revealed that DEAR ensures a rapid data transmission and an efficient channel

assignment in CRSNs.

In summary, the key contributions presented in this thesis have targeted fair channel

allocations in CRSNs for smart grids. We considered different deployment scenarios of

CRSNs in smart grids in addition to diverse smart grid traffic characteristics. Yet, different

from most research works on channel allocation for smart grid cognitive radio sensor net-

works, we developed solutions where sensors don’t use a CCC to harmonize their spectrum

access trials. In fact, when using a CCC, control message exchange becomes conditioned

on the CCC vacuity of licensed signals. Moreover, the CCC use may threaten the system’s

security since it is widely used by attackers. Finally, we avoided the CCC use to prevent

the ”single point of failure” eventual problems.

7.2 Perspectives

This dissertation has enabled us to study the advances in smart grid systems in addition to

the integration of CRSNs as a key technology for smart grid monitoring besides leveraging

new reflections for future works:

Underlay transmissions: All along this thesis, we considered only interweave trans-

missions. Sensors use only available frequency channels to transmit data. If an allocated

channel is sensed used by licensed signals then the considered sensor postpones its trans-

mission. We can extend the proposed solutions to consider an interweave spectrum access.

If a given channel is sensed busy and the considered node has data waiting to be transmit-

ted, then this one may simply adapt its transmission power and access the corresponding
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channel while making sure to not disturbing the licensed signal. This can improve the SG

spectrum utilization.

Channel switching: In hierarchical CRSNs for NANs, channels are assigned for intra-

cluster and inter-cluster communications while avoiding interferences among neighboring

clusters. During the intra-cluster communication, at maximum one channel is assigned

in every cluster. Moreover, during the inter-cluster data transmission, at maximum one

channel is assigned to the cluster head to transmit data towards the sink direction. If during

both communications a licensed signal arrives on the used channel, then the transmitting

secondary user directly stops its transmission. In fact, the considered secondary user may

have the opportunity to terminate its transmission on another available channel without

interfering with neighboring clusters. Accordingly, we can use a channel switching process

to allow smart grid sensors to look for new available channels not in use by secondary or

primary users to continue their communication until the end of the frame.

Multi-event detection: Our last contribution, i.e., Distributed Event-driven data Ag-

gregation and constrained multipath Reporting (DEAR), focused on the transmission of

data related to only one detected event at a time. We can extend our work to consider

the data transmission after the detection of multiple events at different locations of the

substation environment. Thus, sensors should organize their transmissions to efficiently

forward reports to the sink.

Mobile devices: During all this dissertation, sensors are assumed to be stationary. We

can introduce mobile smart grid devices such as electric vehicles and drones that may use

cognitive radio technology to transmit data. By adding such devices, in our approaches

should be integrated the fact that every non mobile smart grid sensor has to consider the

probability of mobile nodes’ arrivals that may concur to the spectrum resource sharing.
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