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Résumé

Cette thèse concerne les jeux différentiels à somme nulle et à deux joueurs avec information
incomplète. La structure de l’information est liée à un signal que reçoivent les joueurs. Cette
information est dite symétrique quand la connaissance du signal est la même pour les deux
joueurs (il s’agit un signal public), et asymétrique quand les signaux reçus par les joueurs
peuvent être différents (il s’agit de signaux privés). Ces signaux sont révélés au cours du jeu.
Dans plusieurs situations de tels jeux, il est montré dans cette thèse, l’existence d’une valeur
du jeu et sa caractérisation comme unique solution d’une équation aux dérivées partielles.

Le principal apport de notre travail concerne la prise en compte de signaux et de leur
révélation pour des jeux différentiels à information incomplète étudiés par Cardaliaguet en
2007 dont les travaux généralisaient un modèle proposé par Aumann-Maschler en 1968 et,
dans le cas à information des deux côtés, par Mertens-Zamir en 1972.

Précisons la forme générale de structure d’information des jeu de ce mémoire.

1. Avant que le jeu commence, chaque joueur reçoit un signal aléatoire qui dépend de
données, inconnues de lui, que sont la dynamique, les données initiales et les coûts.

2. Pendant le jeu, tous les joueurs observent, avec mémoire parfaite, un signal public qui
est fonction de l’état du système et des actions jouées.

Un premier type particulier de structure d’information concerne le cas asymétrique où
les deux joueurs n’observent que des actions jouées pendant le jeu. Nous prouvons que ce
jeu admet une valeur pour les stratégies mixtes non anticipatives avec délai.

Un second type de structure d’information concerne le cas symétrique où le signal est
réduit à la connaissance par les joueurs de l’état du système au moment où celui-ci atteint
une cible donnée (les données initiales inconnues sont alors révelées). Pour ce type du jeu,
nous avons introduit des stratégies non anticipatives qui dépendent du signal et nous avons
obtenu l’existence d’une valeur.

Les coûts des jeux étudiés sont en général de forme coût intégral (en horizon fini ou
infini) et coût terminal.

Comme les fonctions valeurs sont en général irrégulières (seulement continues), un des
points clefs de notre approche est de prouver des résultats d’unicité et des principes de
comparaison pour des solutions de viscosité lipschitziennes de nouveaux types d’équation
d’Hamilton-Jacobi-Isaacs associées aux jeux étudiés.
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Summary

In this thesis we investigate two-person zero-sum differential games with incomplete infor-
mation. The information structure is related to a signal communicated to the players during
the game. In such games, the information is symmetric if both players receive the same sig-
nal (namely it is a public signal). Otherwise, if the players could receive different signals
(i.e. they receive private signals), the information is asymmetric. We prove in this thesis
the existence of value and the characterization of the value function by a partial differential
equation for various types of such games.

Our main contribution is to take into account the notion of signals and their revela-
tion for differential games with incomplete information studied by Cardaliaguet in 2007
which generalized the game models proposed by Aumann-Maschler in 1968 (for the case
with incomplete information on one side) and by Mertens-Zamir in 1972 (for the case with
incomplete information on both sides).

The general form of information structure of the games studied here is as follows:

1. Before the game begins, each player receives a signal that depends on the unknown
data which are the dynamical system, the initial data and the cost functions.

2. During the game, all players observe with perfect memory a public signal in function
of the state of the system and the played actions.

A particular situation of such information structure is the case of asymmetric information
where both players only observe the played actions during the game. We prove that the
value exists for such games with random non-anticipative strategies with delay.

Another type of such information structure is the symmetric case in which the players
receive as their signal the current state of the dynamical system at the moment when the
state of the dynamic hits a fixed target set (the unknown initial data are then revealed to
both players). For this type of games, we introduce the notion of signal-depending non-
anticipative strategies with delay and we prove the existence of value with such strategies.

The pay-offs of the games studied here consist of in general a running cost (of finite or
infinite horizon) and a terminal cost.

As the value functions are in general irregular (at most continuous), a crucial step of
our approach is to prove the uniqueness results and the comparison principles for viscosity
solutions of new types of Hamilton-Jacobi-Isaacs equation associated to the games studied
in this thesis.
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vi INTRODUCTION

0.1 General Presentation of Differential Games

Differential games consist of a class of continuous time dynamic games. In this manuscript,
we are only interested by two-person zero-sum differential games which two players named
Player 1 and Player 2. In this section, we present basic concepts and results for differential
games of finite horizon. We will comment the infinite horizon case later on.

0.1.1 Game model with complete information

Let us consider some arbitrary finite-dimensional vector space identified as R
n and a

following dynamical system:
{

ẋ(t) = f(x(t), u(t), v(t)), for any t ∈ [t0, T ];

x(t0) = x0,
(PT )

where times t0 < T are fixed. The function f : Rn ×U×V → R is assumed regular enough
(bounded, continuous and Lipschitz continuous on x) and U, V are some compact metric
spaces. The initial state of system (PT ) at t0 is set to be x0.

We assume that the above dynamic and the triplet (t0, T, x0) are commonly known by
both players. The players control the evolution of the system by choosing the pair of
controls (u, v): Player 1 chooses the control u : [t0, T ] → U while Player 2 chooses the
control v : [t0, T ] → V. To assure the existence of a solution of system (PT ), we impose that
admissible controls for the players are Lebesgue measurable controls, namely u belongs to
U(t0) := L1([t0, T ];U) and v belongs to V(t0) := L1([t0, T ];V). We denote by t 7→ X t0,x0,u,v

t

the unique trajectory of the solution of system (PT ) associated to the pair of controls
(u, v) ∈ U(t0)× V(t0).

We suppose that both players observe all played actions with perfect memory during the
game. In other words, for any moment t ∈ [t0, T ], both players have knowledge of the
function s 7→ (u, v)|[t0,t](s). For each pair of admissible controls (u, v), the pay-off of the
players is described by the following cost function:

J (t0, x0, u, v) :=

∫ T

t0

ℓ(X t0,x0,u,v
t , u(t), v(t))dt+ g(X t0,x0,u,v

T ).

The cost function J consists of a running cost ℓ : Rn × U× V → R and of a terminal cost
g : Rn → R at the moment t = T . For our two-person zero-sum game, the goal of Player 1
is to minimize the cost J (t0, x0, u, v) while Player 2 tries to maximize it.

Observe that in the game described above, both players have access to all information
needed for the optimization of the outcome so we say that it is a differential game with
complete information.
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For game theory, there are two important questions for such game model:

• To determine the guaranteed result for the players while each player plays optimally.

• To determine the strategy of each player achieving the guaranteed outcome.

In this thesis, we are particularly interested by the first question. Let us denote by α a
strategy for Player 1, namely a process that chooses an action to play for each instant -i.e. a
measurable control v ∈ V(t0) - in function of the action u ∈ U of his opponent. We observe
that α can be viewed as a map from V(t0) into U(t0). Similarly, we call β : U(t0) → V(t0)
a strategy for Player 2. Let us assume that to each pair of strategies (α, β), there exists
a unique pair of admissible controls (uα,β, vα,β) compatible with (α, β) (namely, satisfying
α(vα,β) = uα,β and β(uα,β) = vα,β). Consequently, one can furthermore assign to each pair
of strategies (α, β) a unique pay-off, denoted by J (t0, x0, α, β) := J (t0, x0, uα,β, vα,β). We
introduce below the upper- and lower-value functions.

Definition 0.1.1 (Value functions). For any (t0, x0) ∈ [0, T ) × R
n, the upper-value of the

differential game is defined by:

V +(t0, x0) := inf
α
sup
β

J (t0, x0, α, β),

and its lower-value is defined by:

V −(t0, x0) := sup
β

inf
α
J (t0, x0, α, β).

By the above definition, the upper-value V +(t0, x0) is the best result that Player 1 can
guarantee during the game and the lower-value V −(t0, x0) is the best result that Player 2
can guarantee. When V + = V −, the game is said to have a value. This is an important
property for two-person zero-sum differential games since it modelizes the fact that both
players choose their actions simultaneously. Thus, if the game has a value, V (t0, x0) is a
reasonable choice for expected outcome of the game while both players play rationally.

0.1.2 Strategies

Upper- and lower-values for a differential game may depend on the chosen type of strategy
for each player. A first example of strategies for Player 1 in the above game model is that
Player 1 will always play a fixed control u ∈ U(t0) no matter what is played by his adversary.
Thus elements of U(t0) can be considered as “constant” strategies of Player 1. Similarly,
Player 2 can always choose to play a fixed control v while ignoring the opponent’s actions.

There are various definitions of strategies for differential games in the literature. Here
we list several main types of them. We begin with the notion of so-called feedback strategy,
which is widely used in the theory of optimal control.
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Definition 0.1.2 (Feedback strategy). A feedback strategy for Player 1 is an application
α : [t0, T ]×R

n → U and a feedback strategy for Player 2 is an application β : [t0, T ]×R
n → V.

With this type of strategy, for each moment t ∈ [t0, T ] the players choose their actions
according to their observation of (t, x(t)) and thus they are able to profit from their knowl-
edge about the current states of the trajectory. But there are also two major problems. The
first one is that such strategies do not depend on the history of the trajectory and thus they
neglect part of the information of the players that may be useful. The second one lies in
the fact that one can not assure the existence of a solution for system (PT ) while a pair of
feedback strategies (α, β) are employed by the players, namely a solution of the following
dynamic system may not exist in the used sense [62]:

{

ẋ(t) = f(x(t), α(t, x(t)), β(t, x(t))), for any t ∈ [t0, T ];

x(t0) = x0.

The second issue can be overcome by introducing the notion of positional strategies that
we briefly describe now. Let α be a feedback strategy and let ∆: t0 = t1 < t2 < ... < tm = T
be a finite partition of the interval [t0, T ] with τ∆ > 0 being the diameter of ∆, namely
τ∆ = max2≤k≤m(tk − tk−1). We denote by X∆(t0, x0, α) the set of all trajectories t 7→ x(t)
satisfying:

• There exists a stage control u∆ : [t0, T ] → U such that for any 1 ≤ k ≤ m − 1, one
has u∆|[tk,tk+1] = α(tk, x(tk)).

• The differential inclusion: x′(t) ∈ {f(x(t), u∆(t), v) | v ∈ V}.
• x(t0) = x0.

Let D(t0) be the set of all finite partition of the interval [t0, T ]. By the Ascoli’s theorem,
the set ∪∆∈D(t0)X∆(t0, x0, α) is relatively compact. We denote by X (t0, x0, α) the set of all
trajectories t 7→ x(t) such that there exist (∆k)k∈N ⊂ D(t0) and (xk(·))k∈N with:

• limk→∞ τ∆k
= 0;

• for any k ∈ N, xk(·) ∈ X∆k
(t0, x0, α) and (xk(·))k∈N converge uniformly to x(·).

It is clear that for any feedback strategy α, the set X (t0, x0, α) is non-empty.

Definition 0.1.3. [Positional Strategy, Krasovskii and Subbotin [47]] A positional strategy
for Player 1 is an application α : [t0, T ] × R

n → U. To each positional strategy α the set
X (t0, x0, α) is associated.

We suppose here that ℓ(·) = 0 and therefore the cost function becomes J (t0, x0) =
g(X t0,x0,u,v

T ). The upper-value function under positional strategies is defined by:

V +(t0, x0) := min
α

sup
x(·)∈X (t0,x0,α)

g(x(T )).

The corresponding lower-value function can be defined symmetrically.
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Another type of strategies is the following:

Definition 0.1.4 (Non-anticipative strategy, Varaiya [69], Roxin [62], Elliott and Kalton
[32]). A non-anticipative strategy for Player 1 is an application: α : V(t0) → U(t0) such
that for any t ∈ [t0, T ] and v1, v2 ∈ V(t0), if v1|[t0,t] = v2|t0,t, then α(v1)|[t0,t] = α(v2)|[t0,t].

A non-anticipative strategy for Player 2 can be defined symmetrically. By playing non-
anticipative strategies, the players chooses their action according to the history of observa-
tions. Thus the class of non-anticipative strategies is richer than that of feedback strategies.
But still, it is possible that one can not associate to all pair of non-anticipative strategies
(α, β) a pair of admissible controls (u, v) such that α(v) = u and β(u) = v. To overcome
this, we restrict ourselves to a smaller class of strategies, i.e. the following:

Definition 0.1.5. [Non-anticipative strategy with delay (NAD Strategy), cf. Cardaliaguet
and Quincampoix [21]] An NAD strategy for Player 1 is an application α : V(t0) → U(t0)
such that there exists τ > 0, for any t ∈ [t0, T ) and v1, v2 ∈ V(t0), if v1|[t0,t] = v2|[t0,t] a.e.,
then α(v1)|[t0,t+τ ] = α(v2)|[t0,t+τ ] a.e..

NAD strategies for Player 2 are defined similarly. Let us denote the set of NAD strategies
of Player 1 by Ad(t0) and that of Player 2 by Bd(t0). With NAD strategies, the game can
be written into a normal form.

Lemma 0.1.6 (cf. [21]). For any pair of NAD strategies (α, β), there exists a unique pair
of admissible controls (u, v) ∈ U(t0)× V(t0) such that α(v) = u and β(u) = v.

For (α, β) ∈ A(t0) × B(t0), let (u, v) defined as in the above lemma. We denote by
J (t0, x0, α, β) := J (t0, x0, u, v). This allows us to treat both players symmetrically while
defining and investigating the two value functions.

V +(t0, x0) = inf
α∈Ad(t0)

sup
β∈Bd(t0)

J (x0, t0, α, β);

V −(t0, x0) = sup
β∈Bd(t0)

inf
α∈Ad(t0)

J (x0, t0, α, β).

In addition, since all NAD strategies are non-anticipative strategies, they preserve the his-
tory of observation. We will see in the next section that one can also extend naturally the
notion of NAD strategies to define random strategies or mixed strategies.

0.1.3 Methods and Related Works

The theory of differential games is studied since the 40s’ by Isaacs [40] and Pontryagin
[57, 58, 59]. It has a wide range of applications, in particular, for military issues and in
investment theory.



x INTRODUCTION

Isaacs has investigated differential games with players employing feedback strategies.
Suppose that the following Isaacs condition holds:

∀(x, ξ) ∈ (Rn)2, inf
u∈U

sup
v∈V

〈ξ, f(x, u, v)〉+ℓ(x, u, v) = sup
v∈V

inf
u∈U

〈ξ, f(x, u, v)〉+ℓ(x, u, v). (0.1.1)

He proved that, under (0.1.1), if the game has a value and its value function V (defined by
V := V + = V −) is regular enough (in particular, continuously differentiable), then V is the
solution of the following PDE (called the Hamilton-Jacobi-Isaacs equation):

∂tV (t, x) + inf
u∈U

sup
v∈V

[

〈DxV (t, x), f(x, u, v)〉+ ℓ(x, u, v)
]

= 0. (0.1.2)

Isaacs also provided a verification theorem, i.e. any C1 solution of the above PDE is the
value of the game.

Differential games are classified into two groups according to Isaacs. The first type is
called the qualitative games. In such games, we are only interested in determining whether
one of the players can guarantee the victory (by verifying certain conditions). The second
one is called quantitative games in which players aim to optimise some pay-off functions.
In the latter case, we are able to define value functions. Let us take a pursuit-evasion game
as an example with the assumption that Player 1 is the chaser. If we are only interested
in knowing whether Player 1 can catch Player 2, then it is a qualitative game. In contrary,
if we want to further determine the minimal duration needed for Player 1 to guarantee the
capture of Player 2, then it belongs to the quantitative games.

In this manuscript, we only consider quantitative games. For further references on
qualitative games, readers may refer to [47, 15] or the survey paper [23].

There are mainly two methods for establishing the existence of value for the game pre-
sented in this section. The first one lies on introducing a discretization of the game by
choosing controls according to some points of a partition of the time interval [t0, T ] . This
approach were employed in, for instance, Fleming [34, 35], Friedman [37], Krasovskii &
Subbotin [47] and Petrosjan [55]. As we have seen previously in the definition of positional
strategies (cf. Definition 0.1.3), in this case, the value functions are defined as the optimal
pay-off that a player can guarantee while the diameter of the time partition tends to zero.

Another approach for studying differential games were proposed by Elliott & Kalton [32],
Roxin [61], and Varaiya & Lin [70]. It considers the cases with non-anticipative strategies.
The principal interest of this method is its relation with the notion of viscosity solutions
of PDEs introduced by Crandall and Lions (cf. [29, 30]). It was established by Evans &
Souganidis [33] in the 80s’. With this approach, we are able to characterize the value function
of a differential game as the unique viscosity solution of a Hamilton-Jacobi equation.

It has been proved that under regularity assumptions on the game, the value functions
introduced in Section 0.1.2 (with different types of strategy) are the same. More precisely,
they all satisfy the same Hamilton-Jacobi equation.
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We present briefly the approach for studying differential games with NAD strategies. It
relies on proving a dynamic programming principle respectively for the upper- and lower-
value functions, namely for any t ∈ (t0, T ):

V +(t0, x0) = inf
α∈Ad(t0)

sup
β∈Bd(t0)

(

V +(t,X t0,x0,α,β
t ) +

∫ t

t0

ℓ(X t0,x0,α,β
s , α, β)ds

)

and

V −(t0, x0) = sup
β∈Bd(t0)

inf
α∈Ad(t0)

(

V −(t,X t0,x0,α,β
t ) +

∫ t

t0

ℓ(X t0,x0,α,β
s , α, β)ds

)

.

Here we denote by t 7→ X t0,x0,α,β
t the trajectory of the solution of system (PT ) while the pair

of NAD strategies (α, β) is played by the players. An interpretation of the above equations
is that to obtain the optimal outcome guaranteed, both players will have to play optimally
during [t0, t] such that the state x(t) optimizes the optimal outcome guaranteed of the game
at (t, x(t)), namely V +(t, x(t)) for Player 1 and V −(t, x(t)) for Player 2.

Heuristically, by dividing both sides of each equation above by t − t0 and then passing
t → t+0 , one obtain that V + is a viscosity sub-solution of:

∂tW (t, x) +H+(W (t, x), DxW (t, x)) = 0,

and V − is a super-viscosity solution of:

∂tW (t, x) +H−(W (t, x), DxW (t, x)) = 0.

In these PDEs, the hamiltonians are defined by:

H+(x, ξ) := inf
U

sup
V

[

〈f(x, u, v), ξ〉+ ℓ(x, u, v)
]

;

H−(x, ξ) := sup
V

inf
U

[

〈f(x, u, v), ξ〉+ ℓ(x, u, v)
]

.

The next step is to impose that H+ = H− (Isaacs’ condition) which implies that V + and
V − are respectively viscosity sub- and super-solution of a same PDE:

{

∂tW (t, x) +H(W (t, x), DxW (t, x)) = 0,

W (T, x) = g(x), for all x ∈ R
n.

(0.1.3)

where H := H+ = H−. We notice that, under the Isaacs condition, this is the PDE
introduced by Isaacs (0.1.2). Furthermore, one can prove a comparison principle for this
PDE: a viscosity sub-solution W1 of (0.1.3) is always inferior to a viscosity super-solution
W2. Thus V

+ = V − and V := V + is the unique viscosity solution of the equation (0.1.3).
Since the existence of a value of the game has been established, now we turn to the

determination of optimal strategies for the players if they exist. If V ∈ C1([t0, T ]× R
n,R),

then the optimal feedbacks can be obtained by using the PDE (0.1.3). Otherwise, one can
find ǫ-optimal strategies as for example, in [47].



xii INTRODUCTION

0.2 Differential games with incomplete information

In the previous subsection the presented differential game has complete information. More
precisely, both players know as common knowledge the initial data, the dynamic, the cost
function, and the history of all played actions. But for economic models, participants of
games (negotiations, business competitions etc.) often do not know the cost functions of
their adversary or even that of themselves, and not all actions are monitored and memo-
rized. It is under such background that games of incomplete information are introduced
and studied.

The theory of two-person zero-sum differential games of incomplete information on both
sides was studied by Cardaliaguet [16] (cf. also [10, 5, 6, 11, 12, 17, 19, 21, 25, 24, 26,
27, 43, 54, 55, 56, 67, 66]). It generalizes the notion of two-person zero-sum repeated
games of Aumann and Maschler [2] to the context of differential games of Isaacs [40]. This
section is devoted to a brief introduction of the theory of differential games with incomplete
information and its recent developments.

0.2.1 Game model

For any m ∈ N∗, we denote by ∆(m) the (m − 1)-dimensional simplex, i.e. ∆(m) :=
{(yk)1≤k≤m ∈ [0, 1]m | ∑

1≤k≤m yk = 1}. Let us recall the game model proposed by
Cardaliaguet [16]. Such a game is defined by:

• The dynamic system (PT ) with the initial state x0 ∈ R
n at the moment t = t0 < T .

• Two finite index sets I := {1, 2, ..., I} and J := {1, 2, ..., J}. (Here the notation I
(resp. J) denotes both the index set and its cardinal.)

• A probability measure p on I and a probability measure q on J . We assume that p
(resp. q) is an element of ∆(I) (resp. ∆(J)).

• To each pair (i, j) ∈ I×J , we associate a terminal cost gij : Rn 7→ R which is assumed
to be bounded and Lipschitz continuous.

We recall that the map t 7→ X t0,x0,u,v
t denotes the trajectory of the solution of the

dynamic (PT ). The game is played as follows. Before the game begins, a pair of index
(i, j) is chosen randomly according to the probability measure π := p ⊗ q ∈ ∆(I × J). Its
first coordinate i is communicated to Player 1 but not to Player 2. Conversely, the second
coordinate j is communicated to Player 2 but not to Player 1. As in the differential game
presented in Section 0.1.1, Player 1 chooses the control u ∈ U(t0) in order to minimize the
terminal cost gij(X t0,x0,u,v

T ) while Player 2 aims to maximize gij(X t0,x0,u,v
T ) by choosing the

control v ∈ V(t0). In addition, we suppose that both players observe all played actions with
perfect memory.
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In this game, both players have their own private a-priori information about the chosen
cost function. Therefore the players will try to optimize the pay-off by choosing their actions
according to their private information and the observation of the played actions. Hence their
choices of actions will reveal in a certain degree their private knowledge to the opponent.
To avoid that too much information is transmitted to their adversary, both players need
to adopt random (or “mixed”) strategies instead of pure strategies (cf. NAD strategies in
Definition 0.1.5). Let us consider the following set of probability spaces:

S := {([0, 1]m,B([0, 1]m),L([0, 1]m) | m ∈ N∗)}

with B([0, 1]m) and L([0, 1]m) being respectively the Borel σ-algebra on [0, 1]m and the
corresponding Lebesgue measure on [0, 1]m.

Definition 0.2.1 (Random non-anticipative strategy with delay (RNAD Strategy) - Fi-
nite horizon, cf. [16]). A RNAD strategy for Player 1 is a pair ((Ωα,Fα,Pα), α) with
(Ωα,Fα,Pα) ∈ S and the application α : Ωα × V(t0) → U(t0) such that:

• α is Borel measurable with Ωα equipped with Fα and U(t0) equipped with the L1-
distance.

• There exists τα > 0 such that for any ω ∈ Ωα, t ∈ [t0, T ) and v1, v2 ∈ V(t0), v1|[t0,t] =
v2|[t0,t] a.e. implies that:

α(ω, v1)|[t0,t+τα] = α(ω, v2)|[t0,t+τα], a.e..

A RNAD strategy for Player 2 can be defined similarly.

Throughout the manuscript, the set of RNAD strategies of Player 1 defined above is
denoted by Ar(t0) and that of Player 2 is denoted by Br(t0). As the pure NAD strategies
presented in the previous section, the game can be written into a normal form with RNAD
strategies in view of the following:

Lemma 0.2.2 ([16]). For any (α, β) ∈ Ar(t0) × Br(t0) and any ω := (ωα, ωβ) ∈ Ωα × Ωβ,
there exists a unique pair of controls (uω, vω) ∈ U(t0)× V(t0) such that:

α(ωα, vω) = uω and β(ωβ, uω) = vω.

In addition, the map ω 7→ (uω, vω) is measurable with U(t0)×V(t0) equipped with the Borel
σ-algebra induced by the L1-distance.

With the notations in the above lemma, we denote for any (α, β) ∈ Ar(t0)× Br(t0) the
trajectory (t, ω) 7→ X t0,x0,α,β

t (ω) := X t0,x0,uω ,vω
t . Furthermore, we define for any (i, j) ∈ I×J :

Eα,β[g
ij(X t0,x0,α,β

T )] :=

∫

Ωα×Ωβ

gij(X t0,x0,α,β
T (ω))dPα ⊗ dPβ(ω).
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We notice that in order to profit from their private information, Player 1 should choose
a vector of RNAD strategies A := (αi)i∈I ∈ Ar(t0)

I (an RNAD strategy for each i ∈ I) and
Player 2 should adopt a vector B := (βj)j∈J ∈ Br(t0)

J . In this case, for a pair of strategies
(A,B), the associated expectation of outcome is defined by:

J (t0, x0, p, q, A,B) :=
∑

(i,j)∈I×J

piqjEαi,βj
[gij(X

t0,x0,αi,βj

T )].

We suppose the following Isaacs condition: for any (x, ξ) ∈ (Rn)2,

H+(x, ξ) := inf
U

sup
V

〈f(x, u, v), ξ〉 = sup
V

inf
U

〈f(x, u, v), ξ〉 =: H−(x, ξ). (0.2.1)

The main result in [16] is the following:

Theorem 0.2.3 (Existence of value). Under Isaacs’ condition (0.2.1), the game has a value,
Namely:

V (t0, x0, p, q) := inf
A∈Ar(t0)I

sup
B∈Br(t0)J

J (t0, x0, p, q, A,B)

= sup
B∈Br(t0)J

inf
A∈Ar(t0)I

J (t0, x0, p, q, A,B).

In addition, V is bounded, Lipschitz continuous, convex on p, and concave on q.

The major difficulty in obtaining the above result comes from the asymmetry of the
information structure. Cardaliaguet has proved in [16] that, instead of a dynamic program-
ming principle for the value function itself as in Section 0.1.3, one can obtain respectively
a super-dynamic programming principle for the concave conjugate of V on q and a sub-
dynamic programming principle for the convex conjugate of V on p. Such method was
introduced by De Meyer [31] for dealing with similar information structure in the theory of
repeated games.

Now let us turn to the characterization of the value function V . There are two types of
characterization which are equivalent. Let us denote, for any (x0, ξ) ∈ (Rn)2:

(x0, ξ) 7→ H∗(x0, ξ) := −H(x0,−ξ).

We remark that V is convex on p and concave on q. Its Fenchel convex and concave
conjugates are defined as follows:

V ∗(t0, x0, p̂, q) := sup
p∈∆(I)

{

〈p̂, p〉 − V (t0, x0, p, q)
}

;

V #(t0, x0, p, q̂) := inf
q∈∆(J)

{

〈q̂, q〉 − V (t0, x0, p, q)
}

.

The first characterization is proposed in [16], it relies on the notion of dual viscosity solutions
of a Hamilton-Jacobi equation:
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Proposition 0.2.4 ([16]). For any (p̂, q) ∈ R
I × ∆(J) fixed, the function (t0, x0) 7→

V ∗(t0, x0, p̂, q) is a viscosity sub-solution of the dual Hamilton-Jacobi equation:

∂tW +H∗(x,DxW ) = 0. (0.2.2)

For any (p, q̂) ∈ ∆(I) × R
J fixed, the function (t0, x0) 7→ V #(t0, x0, p, q̂) is a viscosity

super-solution of equation (0.2.2).
In addition, V satisfies the boundary condition:

V (T, x, p, q) =
∑

(i,j)∈I×J

piqjg
ij(x), for any x ∈ R

n. (0.2.3)

V is said to be the unique dual viscosity solution of equation (0.1.3) with the boundary
condition (0.2.3).

The second characterization is proposed in [17]. Instead of the first-order PDE (0.2.2),
Cardaliaguet demonstrated that V can be characterized as unique viscosity solution of a
double-obstacle second-order Hamilton-Jacobi-Isaacs equation:



























min
{

λmin(D
2
ppV, p);max{λmax(D

2
qqW, q); ∂tW +H(x,DxW )}

}

= 0;

max
{

λmax(D
2
qqV, q);min{λmin(D

2
ppW, p); ∂tW +H(x,DxW )}

}

= 0;

W (T, x, p, q) =
∑

(i,j)∈I×J

piqjg
ij(x).

(0.2.4)

Proposition 0.2.5 ([17]). The value function V is the unique viscosity solution of (0.2.4)
in the following sense:

• For any ϕ ∈ C2([0, T ] × R
n × ∆(J),R) such that the map (t, x, q) 7→ V (t, x, p, q) −

ϕ(t, x, q) has a local maximum at some point (t0, x0, q0) for some p ∈ ∆(I), one has:

max{λmax(D
2
qqϕ(t0, x0, q0), q0); ∂tϕ(t0, x0, q0) +H(x0, Dxϕ(t0, x0, q0))} ≥ 0.

• Symmetrically, for any ϕ ∈ C2([0, T ] × R
n × ∆(I),R) such that the map (t, x, p) 7→

V (t, x, p, q) − ϕ(t, x, p) has a local maximum at some point (t0, x0, p0) for some q ∈
∆(J), one has:

min{λmin(D
2
ppϕ(t0, x0, p0), p0); ∂tϕ(t0, x0, p0) +H(x0, Dxϕ(t0, x0, p0))} ≤ 0.

• For any x ∈ R
n, V (T, x, p, q) =

∑

(i,j)∈I×J piqjg
ij(x).

0.2.2 Recent developments:

Before we state the results of this PhD thesis, let us present in this subsection some recent
developments in the literature of differential games of incomplete information.
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The previous subsection was only devoted to the case when the private information i ∈ I
and j ∈ J for the players are chosen independently from two finite index sets. It was proved
in [54] that the game has a value even the pair is chosen according to some probability
measure π ∈ ∆(I × J) (thus not necessarily independently) under the same regularity
assumptions and the Isaacs condition as the game model in [16]. This result was generalized
in [74].

For the case where x0 ∈ R
n is chosen randomly among a compact subset of Rn according

to some probability measure ν on R
n (not necessarily with finite support) and the choice

is only communicted to Player 1 but not to Player 2, the existence of value under Isaacs’
condition was first proved in [19] and a characterization of the value function was later
proposed in [42].

The proofs of the results cited above all rely on finding the proper Isaacs condition.
The existence of value for differential games with incomplete information without Isaacs’
condition was investigated in [12] and [43]. Results about stochastic differential games of
incomplete information can be found in [25, 24, 26].

0.3 Results of the PhD Thesis

In this section we present the main results of this PhD thesis. Each subsection provides
a brief introduction to the results of the article included in the associated chapter. All
chapters following this introduction are self-contained and they consist of articles that are
published, submitted or that will be submitted.

0.3.1 Differential games with asymmetric information - a general
case (Chapter 1 and [74])

In this subsection, we present our results of the existence of value for a differential game
with asymmetric information that generalizes the game models proposed in in [16] and [54].
The main novelty of our game model is that the private signals communicated to the players
are generated randomly according to the unknown initial data. Let us explain describe this
differential game in details.

Let t0 ∈ [0, T ], n ∈ N∗, I ∈ N∗, and X0 = (xi
0)i∈I ∈ (Rn)I . (We recall that I also denotes

the set I := {1, 2, ..., I}.) We consider a family of I two-person zero-sum differential games
(

Gi(t0, x
i
0)
)

i∈I
. Each differential game Gi(t0, x

i
0) is defined by:
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• a dynamical system:

{

x′(t) = f i
(

x(t), u(t), v(t)
)

, t ∈ [t0, T ],

x(t0) = xi
0,

(Pi)

• a payoff function:

J i(t0, x
i
0, u, v) :=

∫ T

t0
ℓi
(

X
t0,xi

0,u,v
s , u(s), v(s)

)

ds+ gi(X
t0,xi

0,u,v
T ).

As in Section 0.2.1, U, V are some compact metric spaces. The functions (f i : Rn×U×V →
R

n)i∈I are supposed regular enough (bounded, continuous and Lipschitz continuous on x
uniformly on (u, v)) such that for any i ∈ I, the dynamical system (Pi) admits a unique

solution, the trajectory of which is denoted by t 7→ X
t0,xi

0,u,v
t . The set of admissible controls

for Player 1 is U(t0) and that of Player 2 is V(t0). The functions
(

ℓi ∈ L1(Rn × U× V)
)

i∈I

and (gi : Rn → R)i∈I are respectively the running costs and the terminal costs. In this
subsection, we assume that for any i ∈ I:

• ℓi is bounded, continuous, and in addition Lipschitz continuous on x uniformly for all
(u, v) ∈ U× V.

• gi is bounded and Lipschitz continuous.

Let K = {1, 2, ... , K} and L = {1, 2, ... , L} be two finite signal sets with K, L ∈ N∗. We
consider h1 : I → K and h2 : I → L two signal generators. For any p ∈ ∆(I), we define a
differential game G̃(t0, X0, p) of incomplete information on both sides by:

1. Before the game begins, an element i ∈ I is chosen randomly according to the proba-
bility p ∈ ∆(I). The signal k = h1(i) is communicated to Player 1 but not to Player
2, and the signal l = h2(i) is communicated to Player II but not to Player I.

2. The game Gi(t0, x
i
0) is played. More precisely, Player 1 chooses the control u and aims

to minimize J i(t0, x
i
0, u, v). By choosing the control v, Player 2 aims to maximize

J i(t0, x
i
0, u, v).

In addition, we suppose that the probability p and the family
(

Gi(t0, x
i
0)
)

i∈I
are commonly

known by the players, and both players observe all played actions with perfect memory in
all sub-games Gi(t0, x

i
0).

Since both players receive a private signal before the game begins, they should choose
for each possible signal a RNAD strategy. Thus a strategy of Player 1 for game G̃(t0, X0, p)
is a vector in Ar(t0)

K and that of Player 2 is a vector in Br(t0)
L.
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Now let us show that game G̃(t0, X0, p) consists of a game model with a more general
information structure than that of the games in [16, 54]. On one hand, to obtain the
differential game defined in [54], we only need to set, in game G̃(t0, X0, p), I = K × L and
for any i = (k, l) ∈ K × L:

h1(i) = k and h2(i) = l.

On the other hand, let us define, in game G̃(t0, X0, p), the following function p 7→ πp ∈
∆(K × L) with πp defined as follows:

πp(k, l) :=
∑

i∈(h1,h2)−1(k,l)

pi, for any (k, l) ∈ K × L.

It is clear that πp(k, l) describes the probability of a pair of private information (k, l) being
communicated to the players before the game begins. But the map p 7→ πp is in general not
an injection. Consequently, in game G̃(t0, X0, p), the triplet (p, h1, h2) can not be replaced
by (πp, h1, h2). In other words, the signal structure of game G̃(t0, X0, p) is “strictly” richer
than that in [16, 54] and results from these papers can not be applied directly on our game
model.

To adopt the method of De Meyer [31] for treating the information structure of game
G̃(t0, X0, p), we will need to consider a larger class of differential games. For any π ∈
∆(I ×K ×L), we define a two-person zero-sum differential game of incomplete information
G(t0, X0, π) as follows:

1. Before the game begins, an element (i, k, l) ∈ I×K×L is chosen randomly according
to the probability π. The second component k is communicated to Player 1 but not
to Player 2, and the third component l is communicated to Player II but not to Player
I. Both players do not know the exact choice of i.

2. The game Gi(t0, x
i
0) is played.

It is clear that by choosing π ∈ ∆(I × K × L) such that π(i, k, l) = pi for all (i, k, l)
satisfying (h1, h2)(i) = (k, l), the game G(t0, X0, π) is equivalent to game G̃(t0, X0, p).

Similarly as in Section 0.2.1, we associate any (t0, X0, π) ∈ [0, T ]× (Rn)I ×∆(I ×K ×L)
and any pair of strategies (A,B) ∈ Ar(t0)

K × Br(t0)
L a pay-off defined by:

J (t0, X0, π, A,B) :=
∑

i,k,l

π(i, k, l)Eαk,βl

[

∫ T

t0

ℓi
(

X t0,xi
0,αk,βl

s , αk, βl

)

ds+ gi(X
t0,xi

0,αk,βl

T )
]
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Let us introduce the following Isaacs condition for game G(t0, X0, π): for any (X = (xi)i∈I , ξ =
(ξi)i∈I) ∈ R

nI × R
nI and π ∈ ∆(I ×K × L):

H(X, ξ, π) := inf
u∈U

sup
v∈V

∑

i,k,l

{

〈f i(xi, u, v), ξi〉+ π(i, k, l)ℓi(xi, u, v)
}

=sup
v∈V

inf
u∈U

∑

i,k,l

{

〈f i(xi, u, v), ξi〉+ π(i, k, l)ℓi(xi, u, v)
}

.
(0.3.1)

Our main result about game G(t0, X0, π) is the following:

Theorem 0.3.1. Under Isaacs’ condition (0.3.1), game G(t0, X0, π) has a value and so does
game G̃(t0, X0, p). More precisely:

V (t0, X0, π) := inf
A∈Ar(t0)I

sup
B∈Br(t0)J

J (t0, X0, π, A,B) = sup
B∈Br(t0)J

inf
A∈Ar(t0)I

J (t0, X0, π, A,B).

The scheme of proof for the above theorem is as follows:

• Prove that the upper- and lower-value functions are viscosity solutions of the same
Hamilton-Jacobi-Isaacs equation under Isaacs’ condition (0.3.1).

• Prove that this Hamilton-Jacobi-Isaacs equation has a unique viscosity solution.

• Thus the upper- and lower-value functions must coincide.

The associated Hamilton-Jacobi-Isaacs equation is a second-order double-obstacle PDE
taking a similar form as (0.2.4). It will be defined properly in Chapter 1 of this manuscript.

For proving that the upper- and lower-value functions verify the same Hamilton-Jacobi-
Isaacs equation, we first establish a sub-dynamic programming principle. The Hamilton-
Jacobi-Isaacs equation is obtained by passing to the limit on both sides of the sub-dynamic
programming principle. Due the complexity of the information structure, this requires
to introduce proper notions of convexity and concavity of V on π [31]. However, in the
particular case while I = K × L and π((k, l), k′, l′) = 0 for all (k, l) 6= (k′, l′), our equation
reduces to PDE (0.2.4).

Once we have determined a suitable Hamilton-Jacobi-Isaacs equation and the notion
of its viscosity solutions, we state and prove a comparison principle for this equation. It
is worth pointing out that the proof of this comparison principle is much more technical
than those of the games without signals (cf. [16, 54]). The comparison principle enables us
to deduce the uniqueness property of the viscosity solution of the Hamilton-Jacobi-Isaacs
equation and consequently we obtain the existence of a value for game G(t0, X0, π).
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0.3.2 Differential games with incomplete information and signal
revelation - the symmetric case (Chapter 2 and [73])

Now we investigate the case while both players observe a more general signal function
during the game, taking the form for example:

(t, x(t), u(t), v(t)) 7→ h(t, x(t), u(t), v(t)),

with h : R+ × R
n × U × V → S being some measurable application with S a signal space.

But such extension also brings a few major difficulties:

1. Firstly, we will need to introduce new notions of strategy with which players can
choose their actions in accordance with the observed signals.

2. Secondly, it will be difficult to obtain the continuity of the upper- and lower-value
functions of games with strategies that depend on signals. (cf. [75]).

3. Thirdly, with state-depending signals, the game is often non-markov. In such cases, it
will be difficult to determine the dynamic programming principles and therefore the
associated PDEs.

In view of these above obstacles, we restrict ourselves to the study of differential games
with a particular type of signal functions: signal revelation. Let us describe our game model
in detail.

We consider the differential game with incomplete information G(X0, r0, p) with dynamic
(P ′):











ẋ(t) = f
(

x(t), u(t), v(t)
)

, t ≥ 0;

ṙ(t) = g
(

r(t), u(t), v(t)
)

, t ≥ 0;

x(0) = x0; r(0) = r0.

(P ′)

We assume that both f : Rn × U × V → R
n and g : R × U × V → R

+ are regular enough
such that (P ′) has a unique solution. To any pair of admissible controls (u, v) ∈ U ×V , the
following pay-off is associated:

J (x0, r0, u, v) :=

∫ ∞

0

e−λtℓ
(

(X,R)x0,r0,u,v
t , u(t), v(t)

)

dt, (0.3.2)

where the map t 7→ (X,R)x0,r0,u,v
t = (Xx0,u,v

t , Rr0,u,v
t ) denotes the unique solution of dynamic

(P ′) and λ > 0 is fixed. Let p ∈ ∆(I) be a probability measure on I. The game is played
in the following way:
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(A) Before the game begins, the first initial state x0 ∈ R
n is chosen randomly among I

points x1
0, x

2
0, ..., x

I
0, according to a probability measure p ∈ ∆(I). The set X0 =

{x1
0, x

2
0, ..., x

I
0}, the other initial state r0 ∈ R, and p are common knowledge of both

players. However, x0 is not communicated to both players.

(B) Player 1 chooses the control u from U in the dynamic and aims to minimize J (x0, r0, u, v).
In contrary, Player 2 tries to maximize J (x0, r0, u, v) by choosing the control v ∈ V .
We assume that during the game both players observe all played actions with perfect
memory (i.e. for any t > 0, the set {(s, u(s), v(s)) | 0 ≤ s < t} is considered as
common knowledge of both players).

(C) During the game, if t 7→ Rr0,u,v
t reaches a fixed target M0 > r0, the current Xx0,u,v

t

is announced publicly to both players at the moment t = T (r0, u, v) := inf{t >
0 | Rr0,u,v

t = M0}.

Example 0.3.2. An interesting and simple example of system (P ′) is the case where g is a
constant equal to 1. In this case, if r0 = 0, both players know that they have to play during
a time M0 before having the unknown current states revealed.

We are interested in the existence of value of the above game and the characterization
of its value function as the unique solution of a PDE (in the sense of viscosity solutions).

In contrast to classic pursuit-evasion games (cf. [4, 22, 32, 40, 47, 63, 69, 77]), players
in the game G(X0, r0, p) have incomplete information about the initial states and it is with
different types of pay-offs. We point out that this game is different from the state constrained
differential games (cf. [7, 22]) since players in the game G(X0, r0, p) do not necessarily need
to choose their controls such that the dynamic never hits the target set.

We notice that neither player receive private information before the game begins and thus
in game G(X0, r0, p), the information structure is symmetric.

Our main interest is to prove that, under Isaacs’ condition, the game has a value which
is the unique bounded continuous viscosity solution of the following Hamilton-Jacobi-Isaacs
equation with boundary condition:







− λV (X, r) +Hp(X, r,DX,rV (X, r)) = 0, (X, r) ∈ (Rn)I × (−∞,M0);

V (X,M0) =
∑

i∈I

piṼ (X i,M0), X ∈ (Rn)I . (0.3.3)

Let we assume the following Isaacs condition:

∀p ∈ ∆(I), ∀(X, r, q) ∈ (Rn)I × R×
(

(Rn)I × R
)

, H+
p (X, r, q) = H−

p (X, r, q), (0.3.4)
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with the hamiltonians defined by:

H+
p (X, r, q) := inf

u∈U
sup
v∈V

〈

q,
(

(f(X i, u, v))i∈I , g(r, u, v)
)

〉

+
∑

i∈I

piℓ(X
i, r, u, v);

H−
p (X, r, q) := sup

v∈V
inf
u∈U

〈

q,
(

(f(X i, u, v))i∈I , g(r, u, v)
)

〉

+
∑

i∈I

piℓ(X
i, r, u, v).

Our result is the following:

Theorem 0.3.3. Under Isaacs’ condition (0.3.4), the game has a value. Moreover for
any p ∈ ∆(I), the value function (X0, r0) 7→ V (X0, r0, p) is the unique bounded continuous
viscosity solution of the Hamilton-Jacobi-Isaacs equation (0.3.3).

In the above equation, the function y → Ṽ (y,M0) is the value function of a classic
differential game of infinite horizon (cf. [3] for a detail description). It can also be obtained
as a particular case of the differential game of incomplete information in Section 0.3.2 (by
setting I = J = 1 and ℓ1,1 = ℓ in the value function of the game described in Section 0.3.4).

Such a boundary condition can be interpreted as follows: as r0 → M−
0 , the value of the

game converges to the value of a complete information game (i.e. the choice of x0 is revealed
as soon as the game begins).

As mentioned at the beginning of Section 0.3, we are facing two major difficulties: the
first consists in determining proper notions of non-anticipative strategies with delays for
modelling behaviours of the players at the “hitting time”; the second one concerns the
regularity of the value functions.

0.3.3 Differential games with incomplete information and signal
revelation - the general symmetric case (Chapter 3 and [75])

Instead of (P ′), we consider again the dynamic system (P ) in Section 0.3.2. To each triplet
of (x0, u, v), we associate a following running cost:

J (x0, u, v) :=

∫ +∞

0

e−λtℓ
(

Xx0,u,v
t , u(t), v(t)

)

dt, (0.3.5)

where ℓ is a real value function that is bounded, continuous and Lipschitz continuous on x
uniformly with respect of (u, v). For p ∈ ∆(I), let us consider G(X0, p) a two-person zero-
sum differential game with incomplete information and signal revelation played as follows:

(A) Before the game begins, an index i ∈ I is chosen randomly according to p =
(

p(i)
)

i∈I
∈

∆(I). The chosen index i is not communicated to any player. The set X0 and the
probability measure p are assumed to be common knowledge of both players.



0.3. RESULTS OF THE PHD THESIS xxiii

(B) The game begins with x0 = xi
0 in (P ). Player 1 chooses the control u in order

to minimize running cost J (xi
0, u, v) and Player 2 aims to maximize J (xi

0, u, v) by
choosing the control v. During the game both players observe all played actions with
perfect memory.

(C) During the game, both players also observe with perfect memory a signal:

sxi
0,u,v

(t) =

{

(0, 0) ∈ R× R
n, if t < T (xi

0, u, v);

(1, X
xi
0,u,v

T (xi
0,u,v)

), if t ≥ T (xi
0, u, v).

with T (xi
0, u, v) := inf{t ≥ 0 | Xxi

0,u,v
t ∈ K}.

Now we explain the signal structure. During the game, the signal observed by the players
has two components: the first one takes binary values which is an indicator for whether the
target K has been hit: it is 0 before hitting on K and it turns to 1 after the hitting occurs;
the second one indicates the current state of the system at the moment T (xi

0, u, v) and
it remains constant vector 0 if the system has not reached K. Before the dynamic (P )
hits the target K, both players receive no further information and observe a constant pair

(0, 0). As soon as X
xi
0,u,v

t reaches K (at the moment T (xi
0, u, v)), both players receive the

pair (1, X
xi
0,u,v

T (xi
0,u,v)

) where the integer 1 indicates the “target hit”. This avoids the possible

confusion while X
xi
0,u,v

T (xi
0,u,v)

= 0.

We notice that here the public signal remains the same constant (0, 0) until the target
set is hit and then it reveals all information about the current state. This consists of the
same type of signal function adopted in [64] and [53] for repeated games.

When the target set is K = R
n (the initial state is revealed immediately as the game

begins) or K = ∅ (the initial state is never revealed), our game model reduces to a classic
differential game with complete information. For non-trivial subset K of Rn, game G(X0, p)
can be interpreted as a differential game with incomplete information and revelation since
the step (C) in the game procedure above is in fact equivalent to:

(C’) When X
xi
0,u,v

t hits the target K, the current state (i.e X
xi
0,u,v

T ) is announced publicly
to both players.

This furthermore indicates that the game model described in the previous subsection is as
a particular case of game G(X0, p). During G(X0, p), for profiting from their information,
both players should choose their actions in function of the triplet (u, v, sxi

0,u,v
)|[0,t] at any

moment t ≥ 0. Let S denote the set of all possible signals during the game:

S := {t 7→ sx,u,v(t), (x, u, v) ∈ R
n × U × V}.

We will define in detail a proper metric on S. Here we assume that S is a metric space
equipped with the associated Borel σ-algebra. Inspired by the notion of NAD strategies, we
introduce the following:
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Definition 0.3.4 (Signal-depending non-anticipative strategy (SNAD-Strategy) of Player
1). An SNAD strategy of Player 1 is a Borel-measurable map: α : S × V → U such that:
there exists τα > 0, for any v1, v2 ∈ V, s1, s2 ∈ S and t ≥ 0, if v1|[0,t] = v2|[0,t] a.e. and
s1|[0,t] = s2|[0,t], then α(s1, v1)|[0,t+τα] = α(s2, v2)|[0,t+τα] a.e.. The set of such maps is denoted
by As.

SNAD strategies of Player 2 can be defined similarly and we denote by Bs the set of all
such strategies of Player 2.

Remark 0.3.5. It is clear that any NAD strategy can also be viewed as a signal-depending
one, thus we have Ad ⊂ As and Bd ⊂ Bs.

As NAD strategies, with SNAD strategies, we are able to put game G(X0, p) into a
normal form: for any pair of SNAD strategies (α, β) ∈ As × Bs and x0 ∈ R

n, there exists a
unique pair of controls (ux0,α,β, vx0,α,β) such that:

α(sx0,ux0,α,β ,vx0,α,β
, vx0,α,β) = ux0,α,β and β(sx0,ux0,α,β ,vx0,α,β

, ux0,α,β) = vx0,α,β.

Thus for all (x0, α, β), there exists a unique solution of system (P ) that is compatible with
the triplet and we associated to any (X0 = (xi

0)i∈I , α, β) a following cost:

J (X0, p, α, β) :=
∑

i∈I

p(i)J
(

xi
0, uxi

0,α,β
, vxi

0,α,β

)

.

Furthermore we define the upper- and lower-value functions of the game by:

V +(X0, p) = inf
α∈As

sup
β∈Bs

J (X0, p, α, β);

V −(X0, p) = sup
β∈Bs

inf
α∈As

J (X0, p, α, β).

Before we state our main result about the existence of the game, let us first describe the
Isaacs condition:

for any X0 = (xi
0)i∈I ∈ (Rn)I , ξ ∈ (Rn)I and p ∈ ∆(I), H+

p (X0, ξ) = H−
p (X0, ξ), (IC)

where:

H+
p (X0, ξ) := inf

u∈U
sup
v∈V

{

〈(f(xi
0, u, v))i∈I , ξ〉+

∑

i∈I

p(i)ℓ(xi
0, u, v)

}

;

H−
p (X0, ξ) := sup

v∈V
inf
u∈U

{

〈(f(xi
0, u, v))i∈I , ξ〉+

∑

i∈I

p(i)ℓ(xi
0, u, v)

}

.

Theorem 0.3.6. Under Isaacs’ condition (IC), if the function x 7→ min{T (x, u, v), T}
is locally Lipschitz continuous for any T ≥ 0, game G(X0, p) has a value. Furthermore,

restricted to
(

R
n\K

)I
, the value function X0 7→ V (X0, p) is the unique bounded continuous

viscosity solution of the Hamilton-Jacobi-Isaacs equation (0.3.6):

−λV (X) +Hp(X,DXV (X)) = 0. (0.3.6)
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There are three main novelties of this new game model. Firstly, we do not require
T (xi

0, α, β) to be bounded (for example, in [73]), i.e. the players are able to stay outside
of the target set given proper dynamic system. Secondly, we have introduced the notion of
SNAD strategies with delay which allows the players to choose their actions according to
the observation of played actions and the signal. Such strategies are more complicate than
classic NAD strategies and we will see that one can extend it naturally to define the notion of
mixed strategies which plays an important role in the next subsection. Thirdly, the equality
between the upper-value and the lower-value does not automatically hold while X0 is on the
boundary of the open set (Rn\K)I (in comparison with Bolza problems in [16, 54, 74] or the
pursuit-evasion games listed in Section 0.3.3), this means that the upper- and lower-value
functions do not automatically verify the boundary condition in the comparison principle for
the Hamilton-Jacobi-Isaacs equation (0.3.6), which brings technical obstacles in the proof
of Theorem 0.3.6.

To establish the main result, we prove that, for any p ∈ ∆(I) upper-value function V +(·, p)
is a continuous viscosity sub solution of the PDE (0.3.6) on the open set (Rn\K)I while the
lower-value function V −(·, p) is a continuous viscosity super-solution on the same open set
following the classic scheme in [33]. The major difficulty here is to obtain the regularity of
V + and V −. This is due to the fact that X0 7→ J (X0, p, α, β) is not necessarily continuous
for all (α, β). To overcome such obstacle, we prove a two-step programming principle for
obtaining an alternative formula of V + and V −:

V +(X0, p) = inf
α∈Ad

sup
β∈Bd

∑

i∈I

p(i)
{

∫ T (xi
0,α,β)

0

e−λtℓ
(

X
xi
0,α,β

t , α, β
)

dt+

e−λT (xi
0,α,β)Ṽ +(X

xi
0,α,β

T (xi
0,α,β)

)
}

;

V −(X0, p) = sup
β∈Bd

inf
α∈Ad

∑

i∈I

p(i)
{

∫ T (xi
0,α,β)

0

e−λtℓ
(

X
xi
0,α,β

t , α, β
)

dt+

e−λT (xi
0,α,β)Ṽ −(X

xi
0,α,β

T (xi
0,α,β)

)
}

.

In the above equations, T (xi
0, α, β) denotes the “hitting time” of the dynamical system on

the target set K while i is chosen before the game begins and the pair of strategies (α, β) is
played by the players. It is not difficult to prove that the right-hand sides of both equations
above are continuous on X0 given the regularity assumption on xi

0 7→ T (xi
0, α, β).

Next, we prove a comparison principle about the PDE (0.3.6) which indicates that
V + ≤ V − if V + = V − on

(

∂(Rn\K)I
)

×∆(I). In the end, as an application of the above
two-step programming principles, we are able prove that V + = V − on

(

∂(Rn\K)I
)

×∆(I)
by recurrence on I, which is the required boundary condition of the comparison principle.
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0.3.4 Games with asymmetric information - the infinite horizon
case (Chapter 4 and [76])

Since in this thesis we will be working on differential games of infinite horizon, we provide
here the results for the existence of a value for infinite horizon differential games with a
information structure of the type of Section 0.2.1. Existence of a value for two-person
zero-sum differential games of complete information is a classic result, for a proof with non-
anticipative strategies, readers may refer to [3]. Further results about other types of infinite
horizon differential games can be found in, for instance, [3] and [14].

Let us consider a two-person zero-sum differential game with incomplete information
G(x0, p, q) defined by:

• The dynamical system (P ):

{

ẋ(t) = f(x(t), u(t), v(t)), for any t ≥ 0;

x(0) = x0.
(P )

• A pair of finite index sets I, J defined as in Section 0.2.1.

• A pair of probability measures p ∈ ∆(I) and q ∈ ∆(J).

• A family of running costs: (ℓij : Rn × U× V → R)(i,j)∈I×J .

• A fixed constant λ > 0.

Here we suppose that the application f : Rn × U× V → R
n is bounded, continuous and in

particular Lipschitz continuous on x uniformly on (u, v). Under such condition, the dynamic
(P ) has a unique solution for any pair of Lebesgue measurable controls (u, v) and we denote
it by t 7→ Xx0,u,v

t . Let us denote by U the set of Lebesgue measurable control u : R+ → U

and we denote by V the set of Lebesgue measurable control v : R+ → V.

The game is played as follows. Before the game begins, a pair of index (i, j) ∈ I × J is
chosen randomly according to the probability measure π := p ⊗ q. i is communicated to
Player 1 but not to Player 2. j is communicated to Player 2 but not to Player 1. During
the game, Player 1 chooses a control u ∈ U to minimize a following pay-off:

J ij(x0, u, v) :=

∫ +∞

0

e−λtℓij(Xx0,u,v
t , u(t), v(t))dt.

Player 2 chooses a control v ∈ V to maximize J ij(x0, u, v). We assume as in the previous
subsections that both players observe all played actions with perfect memory.
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We equip the space U with the following metric and the associated Borel σ-algebra.

dU(u1, u2) :=

∫ +∞

0

e−tdU(u1(t), u2(t))dt.

Similarly, V is considered a metric space with

dV(v1, v2) :=

∫ +∞

0

e−tdV(v1(t), v2(t))dt.

The definition of RNAD strategies for the players extends naturally to the case of infinite
horizon:

Definition 0.3.7 (Random non-anticipative strategy with delay (RNAD Strategy) - Infinite
horizon). A RNAD strategy for Player 1 is a pair ((Ωα,Fα,Pα), α) with (Ωα,Fα,Pα) ∈ S

and the application α : Ωα × V → U such that:

• α is Borel measurable with Ωα equipped with Fα and U equipped with the Borel σ-
algebra induced by the distance dU .

• There exists τα > 0 such that for any ω ∈ Ωα, t ≥ 0 and v1, v2 ∈ V, v1|[0,t] = v2|[0,t]
a.e. implies that:

α(ω, v1)|[0,t+τα] = α(ω, v2)|[0,t+τα], a.e..

A RNAD strategy for Player 2 can be defined similarly. We denote by Ar the set of RNAD
strategies (for the case of infinite horizon) of Player 1 and that of Player 2 is denoted by
Br.

As RNAD strategies for the case with finite horizon in Section 0.2.1, we have that for
any (α, β) ∈ Ar×Br and any ω := (ωα, ωβ) ∈ Ωα×Ωβ, there exists a unique pair of controls
(uω, vω) ∈ U × V such that:

α(ωα, vω) = uω and β(ωβ, uω) = vω.

In addition, the map ω 7→ (uω, vω) is measurable.

Since both players should choose an RNAD strategy for each possible private signal, a
strategy of Player 1 for the game is thus a vector A ∈ AI

r and Player 2 chooses a strategy
among BJ

r . We can therefore define similarly the expectation of outcome while a pair of
strategies (A,B) = ((αi)i∈I , (βj)j∈J) is played by the players:

J (x0, p, q, A,B) :=
∑

(i,j)∈I×J

piqjEαi,βj

[

∫ +∞

0

e−λtℓij(X
x0,αi,βj

t , αi, βj)dt
]

.
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The Isaacs condition associated to this model takes the form below: for any (x, ξ, p, q) ∈
R

n × R
n ×∆(I)×∆(J):

H(x, ξ, p, q) := inf
u∈U

sup
v∈V

{

〈f(x, u, v), ξ〉+
∑

(i,j)∈I×J

piqjℓ
ij(x, u, v)

}

=sup
v∈V

inf
u∈U

{

〈f(x, u, v), ξ〉+
∑

(i,j)∈I×J

piqjℓ
ij(x, u, v)

}

.
(0.3.7)

Our main result of this section is the following:

Theorem 0.3.8 (Existence of value). Under Isaacs’ condition (0.3.7), the game has a value:

V (x0, p, q) := inf
A∈AI

r

sup
B∈BJ

r

J (x0, p, q, A,B) = sup
B∈BJ

r

inf
A∈AI

r

J (x0, p, q, A,B).

In addition, V is bounded, continuous, convex on p, and concave on q and it is the unique
viscosity solution of the following second-order double-obstacle Hamilton-Jacobi-Isaacs equa-
tion:







min
{

λmin(D
2
ppV, p);max{λmax(D

2
qqW, q);−λW +H(x,DxW )}

}

= 0;

max
{

λmax(D
2
qqV, q);min{λmin(D

2
ppW, p);−λW +H(x,DxW )}

}

= 0.
(0.3.8)

We will prove in detail the above theorem in Chapter 4. The main difficulty in its proof
is the comparison principle for viscosity solutions of (0.3.8). We will see that as soon as the
hamiltonian H is regular enough, the PDE (0.3.8) has at most one viscosity solution.

0.4 Perspectives:

For differential games with incomplete information on both sides introduced in Section
0.3.1-0.3.4, there are several interesting directions for future investigations.

1. The results about the existence of a value for the differential games studied in this
PhD thesis all rely on a certain Isaacs condition. We have mentioned in Section 0.2.2
that for differential games with an information structure of the type in [16], existence
of a value without Isaacs’ condition has been proved in [12, 43]. For differential games
with incomplete information and signal revelation, the existence and characterization
of the value function for the cases without Isaacs’ condition remain an open problem.

2. For the differential game with asymmetric information presented in Section 0.3.1, we
have assumed that the initial states are chosen among a finite set (taking the form of
a vector X0 ∈ R

nI). A direction for future research is to investigate the case where
the initial states are chosen in accordance to some probability measure µ on R

n which
is not necessarily of finite support.
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3. In Chapter 2 and Chapter 3, in order to obtain the existence of value, we have required
that the function of “hitting time” (x, u, v) 7→ T (x, u, v) (defined in Section 0.3.3) is
locally Lipschitz continuous in its domain. This consists of a rather strong condition
on the dynamical system. Thus a direction of generalization is to verify the existence
of value under weakened conditions or even for the case with more general type of
signal functions.

4. Differential games presented in Section 0.3.2-0.3.3 are with information structure sim-
ilar to repeated games with incomplete information whose information structures are
symmetric. In the theory of repeated games, the existence of value for games of the
symmetric case was studied in [36, 44, 45, 52, 53]. An open problem here is to de-
termine the relation between such repeated games of incomplete information to our
game models in Section 0.3.2 and 0.3.3.

5. Another problem for differential games with signal revelation is to study the case
with asymmetric infomration and to determine their relation with repeated game of
incomplete information (cf. [51, 64, 72]).

6. In this thesis, we are focused on studying the existence of value of differential games
with incomplete information. For the games in Section 0.3.1-0.3.4, we have not an-
swered the question of determining a pair of optimal strategies for the players (or
calculating ǫ-optimal strategies).

7. A particular challenging but widely open question concerns the study of non-zero-
sum differential games with incomplete information (cf. [8, 9, 20] for the complete
information case).
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Chapter 1

Existence of Value for Differential
Games with Asymmetric Information
and Signals

Abstract:
This article is devoted to the existence of the value for a two-players differential game with
incomplete information and a signal structure on the data (initial positions, dynamics, and
payoffs). Before the game starts, the data are chosen randomly in a finite set, the players
are not informed on the exact data but they receive a signal. The main result of the paper
says that the value of the game does exist for suitably defined nonanticipative random
strategies. To obtain such a result, we introduce and study a new type of second-order
double-obstacle Hamilton-Jacobi-Isaacs equation. We also prove that the value is the
unique viscosity solution of this partial differential equation.

Key words: Differential Games; Incomplete Information; Signal; Hamilton-Jacobi-Isaacs
Equation.
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2 CHAPTER 1. GAMES WITH ASYMMETRIC INFORMATION AND SIGNALS

1.1 Introduction

The theory of differential games with incomplete information was first introduced in [16],
which is a generalization of the two-person zero-sum repeated games with incomplete in-
formation of Aumann and Maschler [2]. For a glimpse of the results in the domain of
differential games with incomplete information, readers may refer to the following articles
[12, 17, 19, 21, 24, 25, 26, 43, 54]. Our work consists in investigating a precise structure of
information with signals.

The notion of signals is commonly studied in the theory of repeated games with in-
complete information, related results for repeated games can be found in, for example,
[38, 49, 65]. Here we investigate the concept of signals for differential games.

Let us now explain our game model in details. Let t0 ∈ [0, 1], n ∈ N∗, I ∈ N∗, and
X0 = (xi

0)i∈I ∈ (Rn)I . (In this paper, we abuse slightly the notation by denoting a finite set
and its cardinal by the same symbol. For example, in this case, we set I = {1, 2, 3, ... I})
We consider a family of I two-person zero-sum differential games

(

Gi(t0, x
i
0)
)

i∈I
. Each

differential game Gi(t0, x
i
0) is defined by:

• a dynamical system:

{

x′(t) = f i
(

x(t), u(t), v(t)
)

, u(t) ∈ U, v(t) ∈ V, t ∈ [t0, 1],

x(t0) = xi
0,

(Pi)

• a payoff function:

J i(t0, x
i
0, u, v) :=

∫ 1

t0
γi
(

X
t0,xi

0,u,v
s , u(s), v(s)

)

ds+ gi(X
t0,xi

0,u,v
1 ).

Here, U , V are some compact metric spaces. The functions (f i : Rn × U × V → R
n)i∈I

are supposed to satisfy standard regularity assumptions ensuring that for any i ∈ I, the

dynamical system (Pi) admits a unique solution, denoted by t 7→ X
t0,xi

0,u,v
t . The controls

u : [t0, 1] → U and v : [t0, 1] → V are both Lebesgue measurable. The functions
(

γi ∈
L1(Rn × U × V )

)

i∈I
and (gi : R

n → R)i∈I are respectively the running costs and the
terminal costs.

Let us consider two finite signal sets K = {1, 2, ... , K} and L = {1, 2, ... , L}, with K,
L ∈ N∗. Let h1 : I → K and h2 : I → L be two signal generators. Let ∆(I) denote the
set of all probability measures on I, or equivalently, the I-simplex. For any p ∈ ∆(I), we
define a differential game G̃(t0, X0, p) with incomplete information and signals by:

1. Before the game begins, an element i ∈ I is chosen randomly according to the proba-
bility p ∈ ∆(I). The signal k = h1(i) is communicated to Player I but not to Player
II, and the signal l = h2(i) is communicated to Player II but not to Player I.
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2. The game Gi(t0, x
i
0) is played. More precisely, Player I chooses the control t 7→ u(t)

and aims to minimize J i(t0, x
i
0, u, v). By choosing the control t 7→ v(t), Player II aims

to maximize J i(t0, x
i
0, u, v).

In addition, we suppose that the probability p and the family
(

Gi(t0, x
i
0)
)

i∈I
are commonly

known by the players, and both players observe the actions played by his opponent, i.e., we
suppose perfect monitoring in Gi(t0, x

i
0), for any i ∈ I.

During the game, each player will try to guess the chosen game Gi(t0, x
i
0) by observing

their own signal and the actions of his opponent. In the meantime, they will try to hide
their own information from his opponent by playing random strategies.

In this paper we investigate a more general structure of signals which includes in a
particular case the notion of signals described above. We will describe later on this general
structure, which is adapted from the theory of repeated games (cf. [49]).

Differential games with incomplete information without signals investigated in [16, 54]
can be considered as particular cases of the game G̃(t0, X0, p).

The goal of this paper is to prove the existence of a value for differential games with
incomplete information and signals. For the case without signals, it has been proved in
[16, 54] that the value of the game exists and this value can be characterized as the unique
viscosity solution of a Hamilton-Jacobi-Isaacs equation. But these results can not apply to
the case with signals. There are two main difficulties: The first one is to find a suitable
notion of nonanticipative random strategies that characterizes the fact that both players
choose their strategies according to their own signals. The second one lays on the definition
of the value functions over an information space which is much bigger than those of [16, 54].

To obtain the wished result, in this paper we will follow the classic scheme of [33]:

• Prove that the upper- and lower-value functions are viscosity solutions of the same
Hamilton-Jacobi-Isaacs equation under the Isaacs condition introduced in Section 2.

• Prove that this Hamilton-Jacobi-Isaacs equation has a unique viscosity solution.

• Thus the upper- and lower-value functions must coincide.

For proving that the upper- and lower-value functions verify the same Hamilton-Jacobi-
Isaacs equation, we first establish a sub-dynamic programming principle. This method
is proposed in [31] for repeated games and it is generalized to the theory of differential
games with incomplete information in [16]. The main difficulty is that, to state such sub-
dynamic programming principle, we will have to prove that the value functions possess
certain convexity property over the information space which is more complicated than that in
[16]. The Hamilton-Jacobi-Isaacs equation is obtained by passing to the limit on both sides
of the sub-dynamic programming principle. Due to the differences between the information
structures, this equation takes a form which is more complicated and it is slightly different



4 CHAPTER 1. GAMES WITH ASYMMETRIC INFORMATION AND SIGNALS

from the ones in [16, 54]. However, in the particular case without signals, our equation
reduces to the PDE proposed in [17].

Once a suitable notion of viscosity solution is introduced for the Hamilton-Jacobi-Isaacs
equation, we state and prove a comparison principle for this equation. It is worth pointing
out that the proof of this comparison principle is much more technical than those of the
games without signals (cf. [16, 54]). The comparison principle enables us to deduce the
uniqueness property of the viscosity solution of the Hamilton-Jacobi-Isaacs equation and
consequently we obtain the existence of a value for the game, which is our main result.

We finish this introduction by presenting the organization of this paper. Section 2 is
devoted to detailed hypothesis of the game model and formal definitions of random strategies
and value functions. Regularity properties and convexity properties of the value functions
are studied in Section 3. In Section 4, we prove that the Fenchel conjugate of V − satisfies
a sub-dynamic programming principle. In Section 5, as a consequence of the sub-dynamic
programming principle, we deduce that the upper- and lower-value functions are respectively
sub-solution and super-solution of the associated Hamilton-Jacobi-Isaacs equation. The
existence of a value for the game G̃(t0, X0, p) is deduced from a new comparison principle
for viscosity solutions of the Hamilton-Jacobi-Isaacs equation.

1.2 Game Model, Strategies and Value Functions

Before we present the differential games with a general signal structure, let us first introduce
some useful notions and the assumptions imposed on the dynamics (Pi)i∈I and the cost
functions.

For any integer m > 0, we denote by ∆(m) =
{

(p1, p2, ... pm) | ∑m
i=1 pi = 1, pi ≥

0, ∀i ∈ {1, 2, ... m}
}

the set of probability measures on { 1,2, ... m }.
Let I = {1, 2, ... , I}, K = {1, 2, ... , K} and L = {1, 2, ... , L} be finite signal sets and

n ∈ N∗. We assume the following hypothesis throughout this paper:

• U , V are two compact metric spaces endowed respectively with the Borel σ-algebra.

• (f i)i∈I is a family of maps such that for any i ∈ I, f i : Rn ×U × V → R
n is bounded,

continuous, and Lipschitz continuous uniformly with respect to x.

• (γi)i∈I is a family of functions such that for any i ∈ I, γi : Rn×U×V → R is bounded,
continuous, and Lipschitz continuous with respect to the first variable.

• (gi)i∈I is a family of functions such that for any i ∈ I, gi : Rn → R is bounded and
Lipschitz continuous.

• X0 = (xi
0)i∈I is an arbitrary vector in (Rn)I .
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We suppose the following Isaacs condition: For any (xi)i∈I , (ξ
i)i∈I ∈ (Rn)I and p ∈ ∆(I),

inf
u∈U

sup
v∈V

∑

i∈I

(

〈f i(xi, u, v), ξi〉+ p(i)γi(xi, u, v)
)

=sup
v∈V

inf
u∈U

∑

i∈I

(

〈f i(xi, u, v), ξi〉+ p(i)γi(xi, u, v)
)

.
(1.2.1)

Let [0, 1] be endowed with the Lebesgue measure. For t0 ∈ [0, 1], the set of all admissible
controls for Player I and that for Player II are defined respectively as follows:

U(t0) = {u : [t0, 1] → U | u is Lebesgue measurable}
V(t0) = {v : [t0, 1] → V | v is Lebesgue measurable}

Thanks to the above suppositions, for any i ∈ I, given a pair of controls (u, v) ∈ U(t0)×V(t0),
there exists a unique solution t 7→ X

t0,xi
0,u,v

t of the dynamical system (Pi). Let
(

Gi(t0, x
i
0)
)

i∈I
be defined as in the introduction. Thus for any i ∈ I the payoff associated to Gi is:

∀(u, v) ∈ U(t0)× V(t0), J i(t0, x
i
0, u, v) =

∫ 1

t0
γi
(

X
t0,xi

0,u,v
s , u(s), v(s)

)

ds+ gi(X
t0,xi

0,u,v
1 ).

Now we generalize the information structure of the game G̃(t0, X0, p) by adopting a more
general signal structure.

A two-person zero-sum differential game with incomplete information and signals G(t0, X0, π)
is characterized by the family

(

Gi(t0, x
i
0)
)

i∈I
, the signal sets K and L, and a probability mea-

sure π ∈ ∆(I ×K × L). More precisely, the game G(t0, X0, π) involves two steps:

1. Before the game starts, an element (i, k, l) ∈ I ×K ×L is chosen randomly according
to the probability π ∈ ∆(I ×K × L). The signal k is communicated to Player I but
not to Player II, and the signal l is communicated to Player II but not to Player I.

2. The game Gi(t0, x
i
0) is played. Namely the Player I chooses the control u and aims to

minimize the payoff J i(t0, x
i
0, u, v), while the Player II chooses the control v and aims

to maximize J i(t0, x
i
0, u, v).

The probability π and the family
(

Gi(t0, x
i
0)
)

i∈I
are commonly known by the players, and

for each differential game Gi(t0, x
i
0), we suppose perfect monitoring of the actions played for

both players.
The game G̃(t0, X0, p) presented in the introduction is a particular case of the above

model, and thus the game G(t0, X0, π) is a generalization of the differential games with
incomplete information and without signals in [16, 54]. This can be proved by verifying the
equivalence between the game G̃(t0, X0, p) and the game G(t0, X0, π0) with π0 ∈ ∆(I×K×L)
satisfying:

π0(i, k, l) = p(i), if (k, l) = h(i); π0(i, k, l) = 0, else.
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For future convenience, we define the Hamiltonian HG associated to the game G(t0, X0, π):
for any X = (xi)i∈I ∈ (Rn)I , (ξi)i∈I ∈ (Rn)I ,

HG(X, (ξi)i∈I , π) := inf
u∈U

sup
v∈V

∑

i∈I

〈f i(xi, u, v), ξi〉+
∑

(i,k,l)∈I×K×L

π(i, k, l)γi(xi, u, v)

= sup
v∈V

inf
u∈U

∑

i∈I

〈f i(xi, u, v), ξi〉+
∑

(i,k,l)∈I×K×L

π(i, k, l)γi(xi, u, v).
(1.2.2)

The last equality is a consequence of the Isaacs condition (1.2.1).
Now we introduce the notions of pure and random strategies for the two players, which

are based on the notion of nonanticipative strategies with delay (NAD strategies). (Readers
may refer to, for instance [16, 32, 62]). Let the sets U(t0) and V(t0) be respectively equipped
with the L1-topologies associated.

Definition 1.2.1. A pure strategy for Player I in the game G(t0, X0, π) is a Borel measurable
map α : V(t0) → U(t0) such that there exist J ∈ N∗ and t0 = τ0 ≤ τ1 ≤ ... ≤ τJ−1 ≤
τJ = 1, for any (v, v′) ∈

(

V(t0)
)2
, for all 1 ≤ j ≤ J , if v|[t0,τj−1] = v′|[t0,τj−1] a.e., then

α(v)|[t0,τj ] = α(v′)|[t0,τj ] a.e..

The definition of a pure strategy β : U(t0) → V(t0) for Player II in the game G(t0, X0, π)
is similar (cf. [21]). We denote the set of all pure strategies for Player I and that for Player
II in the game G(t0, X0, π) respectively by A(t0) and by B(t0).

Now we define the notion of random strategies for the players in the game G(t0, X0, π).
For simplicity, we consider the set of probability spaces: S =

{(

[0, 1]m,B([0, 1]m),L([0, 1]m)
)

,
m ∈ N∗

}

, where B([0, 1]m) is the Borel σ-algebra and L([0, 1]m) denotes the Lebesgue mea-
sure on B([0, 1]m). Then S is clearly stable under finite products of its elements.

Definition 1.2.2. A random strategy for Player I in the game G(t0, X0, π) is an ele-

ment of the set
(

Ar(t0)
)K

. Ar(t0) is defined as the set of all pairs
(

(Ωα,Fα,Pα), α
)

with
(Ωα,Fα,Pα) ∈ S and with the Borel measurable map α : Ωα × V(t0) → U(t0) (with Ωα en-
dowed with the σ-algebra Fα) satisfying: ∃J ∈ N∗ and t0 = τ0 ≤ τ1 ≤ ... ≤ τJ−1 ≤ τJ = 1,
such that

∀ω ∈ Ωα, ∀1 ≤ j ≤ J , ∀v1 ∈ V(t0), ∀v2 ∈ V(t0), v1|[t0,τj−1] = v2|[t0,τj−1] a.e.
=⇒ α(ω, v1)|[t0,τj ] = α(ω, v2)|[t0,τj ] a.e on [t0, τj].

In the above definition, we have equivalently, for any ω ∈ Ωα, the map v 7→ α(ω, v) is a
pure strategy for Player I in the game G(t0, X0, π). Respectively:

Definition 1.2.3. A random strategy for Player II in the game G(t0, X0, π) is an element

of the set
(

Br(t0)
)L
. Br(t0) is the set of all pairs

(

(Ωβ,Fβ,Pβ), β
)

with (Ωβ,Fβ,Pβ) ∈ S
and with the Borel measurable map β : Ωβ × U(t0) → V(t0) satisfying: ∃J ∈ N∗ and
t0 = τ0 ≤ τ1 ≤ ... ≤ τJ−1 ≤ τJ = 1, such that
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∀ω ∈ Ωβ, ∀1 ≤ j ≤ J , ∀u1 ∈ U(t0), ∀u2 ∈ U(t0), u1|[t0,τj−1] = u2|[t0,τj−1] a.e.
=⇒ β(ω, u1)|[t0,τj ] = β(ω, u2)|[t0,τj ] a.e on [t0, τj].

If there is no confusion, we often denote shortly the pair
(

(Ωα,Fα,Pα), α
)

∈ Ar(t0)
(resp.

(

(Ωβ,Fβ,Pβ), β
)

∈ Br(t0)) by the symbol of the map, i.e. by α (resp. by β). Clearly,
A(t0) ⊂ Ar(t0) and B(t0) ⊂ Br(t0).

For a glimpse of random strategies for differential games with incomplete information
without signals, readers may refer to, for instance, [21]. The above notions of random
strategies for the game G(t0, X0, π) have two important aspects: first, the players will choose
their actions by observing their own signals and the actions of their opponents; second, in
order to hide their own signals from each other, the players will play random strategies. It
is worth pointing out that, for the particular case without signals, the notions of random
strategies of our game reduce to those in [16, 54].

The following two lemmas give the properties of pure and random strategies of the game
G(t0, X0, π) which are crucial for putting the game into a normal form:

Lemma 1.2.4. (cf. [21]) For any pair of pure strategies (α, β) ∈ A(t0)×B(t0), there exists
a unique pair of controls (u, v) ∈ U(t0)× V(t0) such that

α(v) = u, and β(u) = v.

Lemma 1.2.5. (cf. [16]) For any
(

(Ωα,Fα,Pα), α
)

∈ Ar(t0),
(

(Ωβ,Fβ,Pβ), β
)

∈ Br(t0),
and ω = (ωα, ωβ) ∈ Ωα × Ωβ, there exits a unique pair (uω, vω) ∈ U(t0)× V(t0) such that:

α(ωα, vω) = uω and β(ωβ, uω) = vω.

Moreover, the map ω 7→ (uω, vω) is Borel measurable from Ωα × Ωβ endowed with the σ-
algebra Fα ⊗Fβ into U(t0)× V(t0) endowed with the σ-algebra induced by the L1-topology.

For a detailed proof of the above two lemmas, we refer the readers to [16].
We fix (α, β) ∈ Ar(t0) × Br(t0). For any ω ∈ Ωα × Ωβ, let (uω, vω) ∈ U(t0) × V(t0)

be defined as in Lemma 1.2.5. We denote by θ(α, β) the map ω 7→ θ(uω, vω), for any
θ : U(t0) × V(t0) → R

m. For any i ∈ I, the expectation of payoff of the game Gi(t0, x
i
0)

associated to (α, β) is defined by:

Eα,βJ i(t0, x
i
0, α, β) :=

∫

Ωα×Ωβ
J i(t0, x

i
0, uω, vω)dPα(ω)⊗ Pβ(ω).

When α ∈ A(t0) and β ∈ Br(t0), we write shortly EβJ i(t0, x
i
0, α, β), and we write EαJ i(t0, x

i
0, α, β)

for short when α ∈ Ar(t0) and β ∈ B(t0).
Let us introduce a normal form of the game G(t0, X0, π) by associating to each pair of

strategies
(

(αk)k∈K , (βl)l∈L
)

∈
(

Ar(t0)
)K ×

(

Br(t0)
)L

the corresponding payment:

J
(

t0, X0, π, (αk)k∈K , (βl)l∈L
)

:=
∑

(i,k,l)∈I×K×L π(i, k, l)Eαk,βl
J i(t0, x

i
0, αk, βl).
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The upper-value function V + and lower-value function V − of the game G(t0, X0, π) are
consequently defined as follows:

V +(t0, X0, π) := inf
(αk)k∈K∈(Ar(t0))K

sup
(βl)l∈L∈(Br(t0))L

J
(

t0, X0, π, (αk)k∈K , (βl)l∈L
)

,

V −(t0, X0, π) := sup
(βl)l∈L∈(Br(t0))L

inf
(αk)k∈K∈(Ar(t0))K

J
(

t0, X0, π, (αk)k∈K , (βl)l∈L
)

.

If V + = V −, we say that the game admits a value and we denote its value function by
V = V + = V −. One can observe that V + ≥ V −. To obtain the existence of a value for
G(t0, X0, π), we only need to prove V + ≤ V −.

Remark 1.2.6. The function −V + can be viewed as the lower-value function of another
differential game with information incomplete and signals. Namely:

−V +(t0, X0, π) =− inf
(αk)k∈K∈(Ar(t0))K

sup
(βl)l∈L∈(Br(t0))L

J
(

t0, X0, π, (αk)k∈K , (βl)l∈L
)

= sup
(αk)k∈K∈(Ar(t0))K

inf
(βl)l∈L∈(Br(t0))L

∑

(i,k,l)∈I×K×L

π(i, k, l)Eαk,βl

(

− J i(t0, x
i
0, αk, βl)

)

.

For any i ∈ I, let −Gi(t0, x
i
0) be the differential game with dynamical system (Pi), but with

the roles of the two players exchanged and with payoff −J i.
For −G(t0, X0, π), the differential game with information incomplete and signals associ-

ated to the family of differential games
(

−Gi(t0, x
i
0)
)

i∈I
, we have clearly that its lower-value

function is −V +. Symmetrically, the function −V − is its upper-value function.

1.3 Regularities of the Values

In this section, we establish the regularity and convexity properties of the two value func-
tions. The following easy result will be used several times.

Lemma 1.3.1. Let A and B be some sets and let f , g : A× B → R be two maps. If there
exists a constant C ≥ 0 such that

supa∈A, b∈B |f(a, b)− g(a, b)| ≤ C.

Then as soon as infa∈A supb∈B f(a, b) and infa∈A supb∈B g(a, b) are both finite, we have:

| infa∈A supb∈B f(a, b)− infa∈A supb∈B g(a, b)| ≤ C.

Proposition 1.3.2. The functions V + and V − are both bounded and Lipschitz continuous.
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Proof. In view of Remark 1.2.6, −V − can be viewed as the upper-value function of the game
−G(t0, X0, π), we only need to prove the proposition for V +.

Observe that the boundedness of V + is a direct consequence of the boundedness of the
functions (J i)i∈I .

Let us prove the Lipschitz continuity of V +.
Due to standard estimations on trajectories of differential equations, for any (u, v) ∈

U(t0)×V(t0), for any i ∈ I, the map (xi
0, s) 7→ X

t0,xi
0,u,v

s is Lipschitz continuous on R
n×[t0, 1].

By the regularity imposed on gi and γi, one has xi
0 7→ J i(t0, x

i
0, u, v) is Lipschitz contin-

uous, for any (u, v) ∈ U(t0)×V(t0). Furthermore, for any
(

(αk)k∈K , (βl)l∈L
)

∈
(

Ar(t0)
)K ×

(

Br(t0)
)L
, we have the Lipschitz continuity of X0 7→ J

(

t0, X0, π, (αk)k∈K , (βl)l∈L
)

, which
implies the Lipschitz continuity of X0 7→ V +(t0, X0, π) in view of Lemma 1.3.1.

On the other hand, since for any
(

(αk)k∈K , (βl)l∈L
)

∈
(

Ar(t0)
)K ×

(

Br(t0)
)L
, π 7→

J
(

t0, X0, π, (αk)k∈K , (βl)l∈L
)

is linear and bounded on ∆(I × K × L), thus Lipschitz con-
tinuous. The Lipschitz continuity of π 7→ V +(t0, X0, π) follows from the Lemma 1.3.1.

It remains to prove the Lipschitz continuity of V + with respect to t0.
We claim that there exists C ∈ R

+
∗ independent of X0 and π such that, for any 0 ≤ t0 <

t1 ≤ 1:
−C(t1 − t0) ≤ V +(t0, X0, π)− V +(t1, X0, π), (1.3.1)

Let
(

(Ωα̂k
,Fα̂k

,Pα̂k
, α̂k)

)

k∈K
∈

(

Ar(t0)
)K

and v̄ ∈ V be fixed. We construct a new

random strategy
(

(Ωαk
,Fαk

,Pαk
, αk)

)

k∈K
∈
(

Ar(t1)
)K

by defining:

• For any k ∈ K, (Ωαk
,Fαk

,Pαk
) = (Ωα̂k

,Fα̂k
,Pα̂k

).

• For any k ∈ K, ω ∈ Ωαk
and v(·) ∈ V(t1), αk

(

ω, v(·)
)

= α̂k

(

ω, ṽ(·)
)

|[t1,1], where:

ṽ(t) =

{

v̄, for t ∈ [t0, t1),

v(t), for t ∈ [t1, 1].

One can check that
(

(Ωαk
,Fαk

,Pαk
, αk)

)

k∈K
is an admissible random strategy.

Fix ǫ > 0. Choose a strategy for Player II (βl)l∈L ∈
(

Br(t1)
)L

such that:

J
(

t1, X0, π, (αk)k∈K , (βl)l∈L
)

≥ sup
(β̃l)l∈L∈(Br(t1))L

J
(

t1, X0, π, (αk)k∈K , (β̃l)l∈L
)

− ǫ

≥ V +(t1, X0, π)− ǫ

We construct a random strategy
(

(Ωβ̂l
,Fβ̂l

,Pβ̂l
, β̂l)

)

l∈L
∈
(

Br(t0)
)L

for Player II by defining:

• For any l ∈ L, (Ωβ̂l
,Fβ̂l

,Pβ̂l
) = (Ωβl

,Fβl
,Pβl

).

• For any l ∈ L, ω ∈ Ωβ̂l
and u(�) ∈ U(t0),
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β̂l

(

ω, u(�)
)

(t) =

{

v̄, for t ∈ [t0, t1),

βl

(

ω, u|[t1,1](�)
)

(t), for t ∈ [t1, 1].

Then (β̂l)l∈L is an admissible random strategy. By the boundedness of (γi)i∈I and the
Lipschitz continuity of xi

0 7→ J i(t0, x
i
0, u, v), for any (u, v) ∈ U(t0) × V(t0). There exists

C > 0 depending only on (f i)i∈I , (γ
i)i∈I and (gi)i∈I such that:

J
(

t0, X0, π, (α̂k)k∈K , (β̂l)l∈L
)

=
∑

(i,k,l)∈I×K×L

π(i, k, l)Eα̂k,β̂l
J i(t0, x

i
0, α̂k, β̂l)

=
∑

(i,k,l)∈I×K×L

π(i, k, l)Eα̂k,β̂l

(

∫ t1

t0

γ(X t0,xi
0,α̂k,β̂l

s , α̂k, β̂l)ds+ J i(t1, X
t0,xi

0,α̂k,β̂l

t1 , αk, βl)
)

≥
∑

(i,k,l)∈I×K×L

π(i, k, l)Eαk,βl

(

− C(t1 − t0) + J i(t1, x
i
0, αk, βl)

)

≥− C(t1 − t0) + J
(

t1, X0, π, (αk)k∈K , (βl)l∈L
)

.
(1.3.2)

Hence, by (1.3.2) and the choice of (βl)l∈L:

sup
(β̄l)l∈L∈(Br(t0))L

J
(

t0, X0, π, (α̂k)k∈K , (β̄l)l∈L
)

≥ −C(t1 − t0) + V +(t1, X0, π)− ǫ.

Taking the infimum over (α̂k)k∈K , we obtain:

V +(t0, X0, π) ≥ −C(t1 − t0) + V +(t1, X0, π)− ǫ.

Since ǫ is arbitrary, we obtain the wished claim (1.3.1). A similar argument gives that:

C(t1 − t0) ≥ V +(t0, X0, π)− V +(t1, X0, π)

The proof is complete.

Now we investigate the convexity property of π 7→ V +/−(t0, X0, π). This requires a
suitable notion of convexity which relies on two decompositions of π ∈ ∆(I ×K × L).

Let us define the following operators:

⊗K : ∆(K)×
(

∆(I × L)
)K → ∆(I ×K × L)

(

πK , (ΠK
k )k∈K

)

7→
(

πK(k)ΠK
k (i, l)

)

(i,k,l)∈I×K×L

⊗L : ∆(L)×
(

∆(I ×K)
)L → ∆(I ×K × L)

(

πL, (ΠL
l )l∈L

)

7→
(

πL(l)ΠL
l (i, k)

)

(i,k,l)∈I×K×L
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We can therefore obtain two decompositions of π into ∆(K) ×
(

∆(I × L)
)K

and ∆(L) ×
(

∆(I ×K)
)L

by taking, for any (i, k, l) ∈ I ×K × L:



















πK(k) =
∑

(i,l)∈I×L

π(i, k, l), ΠK
k (i, l) = π

(

(i, k, l)|k
)

,

πL(l) =
∑

(i,k)∈I×K

π(i, k, l), ΠL
l (i, k) = π

(

(i, k, l)|l
)

.

By denoting shortly ΠK = (ΠK
k )k∈K and ΠL = (ΠL

l )l∈L, we have π = πK ⊗K ΠK and
π = πL ⊗L ΠL.1 In fact, the vectors ΠK and ΠL characterize respectively the conditional
information of Player I and that of Player II while a pair of signals is given.

Now we can define the K-convexity and L-concavity for a function φ : ∆(I×K×L) → R.
These notions, which date back to the 70s’ (see [39, 50]), are proved to be powerful tools in
the analysis of differential games with incomplete and correlated information in [54].

For a function φ : ∆(I ×K × L) → R, we define the following functions:

φK : ∆(K)×
(

∆(I × L)
)K → R

(πK ,ΠK) 7→ φ(πK ⊗K ΠK),

φL : ∆(L)×
(

∆(I ×K)
)L → R

(πL,ΠL) 7→ φ(πL ⊗L ΠL),

Definition 1.3.3. φ : ∆(I×K×L) → R is said to be K-convex if for any ΠK ∈
(

∆(I×L)
)K

,
φK(π

K ,ΠK) is convex with respect to πK. Similarly, φ is said to be L-concave if for any

ΠL ∈
(

∆(I ×K)
)L
, φL(π

L,ΠL) is concave with respect to πL.

The following proposition gives the convexity property of the value functions.

Proposition 1.3.4. The functions V + and V − are both K-convex and L-concave on π.

Proof. Let (t0, X0) ∈ [0, 1] × (Rn)I be fixed. By Remark 1.2.6, we only need to prove the
proposition for V +.

First of all, let us prove that π 7→ V +(t0, X0, π) is L-concave. By definition, we have:

V +(t0, X0, π
L ⊗L ΠL)

= inf
(αk)k∈K∈(Ar(t0))K

sup
(βl)l∈L∈(Br(t0))L

∑

l∈L

πL(l)
∑

(i,k)∈I×K

ΠL
l (i, k)Eαk,βl

J i(t0, x
i
0, αk, βl)

= inf
(αk)k∈K∈(Ar(t0))K

∑

l∈L

πL(l) sup
β∈Br(t0)

∑

(i,k)∈I×K

ΠL
l (i, k)Eαk,βJ i(t0, x

i
0, αk, β).

1Thus the operators ⊗K and ⊗L are in fact bijections.
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V +
L (t0, X0, π

L,ΠL) being the infimum of a family of linear functions of πL, this gives the
L-concavity of π 7→ V +(t0, X0, π).

Now we turn to the proof of the K-convexity of π 7→ V +(t0, X0, π). Let Π
K ∈

(

∆(I×L)
)K

be fixed. Without loss of generality, let us consider πK
1 ∈ ∆(K), πK

2 ∈ ∆(K) such that
πK
1 (k) + πK

2 (k) > 0 for any k ∈ K. Indeed, if this is not true, we only need to eliminate
from the set K the elements k ∈ K satisfying πK

1 (k)+πK
2 (k) = 0. For λ ∈ (0, 1), we denote:

πK
λ = λπK

1 + (1− λ)πK
2 .

Fix ǫ > 0, let (α1
k)k∈K be the ǫ-optimal strategy of Player I for V +

K (t0, X0, π
K
1 ,ΠK) and

respectively let (α2
k)k∈K be the ǫ-optimal strategy of Player I for V +

K (t0, X0, π
K
2 ,ΠK). We

construct a strategy of Player I (α̂k)k∈K by setting:

(Ωα̂k
,Fα̂k

,Pα̂k
) =

(

[0, 1]× Ωα1
k
× Ωα2

k
,B([0, 1])⊗Fα1

k
⊗Fα2

k
,L([0, 1])⊗ Pα1

k
⊗ Pα2

k

)

;

∀(ω1, ω2, ω3, v) ∈ Ωα̂k
× V(t0), α̂k(ω1, ω2, ω3, v) =



















α1
k(ω2, v), if ω1 ∈ [0,

λπK
1 (k)

πK
λ (k)

),

α2
k(ω3, v) if ω1 ∈ [

λπK
1 (k)

πK
λ (k)

, 1].

One can check that (α̂k)k∈K is an admissible random strategy for Player I. Therefore:

sup
(βl)l∈L∈(Br(t0))L

J
(

t0, X0, π
K
λ ⊗K ΠK , (α̂k)k∈K , (βl)l∈L

)

= sup
(βl)l∈L∈(Br(t0))L

∑

(i,k,l)∈I×K×L

πK
λ (k)ΠK

k (i, l)
(λπK

1 (k)

πK
λ (k)

Eα1
k
,βl
J i(t0, x

i
0, α

1
k, βl)+

(1− λ)πK
2 (k)

πK
λ (k)

Eα2
k
,βl
J i(t0, x

i
0, α

2
k, βl)

)

≤λV +
K (t0, X0, π

K
1 ,ΠK) + (1− λ)V +

K (t0, X0, π
K
2 ,ΠK) + 2ǫ.

The last inequality above is a result of the choice of (α1
k)k∈K and (α2

k)k∈K . Thus,

V +
K (t0, X0, π

K
λ ,ΠK) ≤ λV +

K (t0, X0, π
K
1 ,ΠK) + (1− λ)V +

K (t0, X0, π
K
2 ,ΠK) + 2ǫ,

Since ǫ is arbitrarily small, V +
K is convex with respect to πK . The proof is complete.

1.4 Sub-dynamic Programming Principle

In this section, we prove that the Fenchel conjugate of the map πK 7→ V −
K (t0, X0, π

K ,ΠK)
satisfies a sub-dynamic programming principle. The technic of taking the convex conjugates
of the value functions was introduced in [31] for repeated games.

We denote R̄ the set: R
⋃{+∞,−∞}. For m ∈ N∗, the convex conjugate of ϕ : Rm → R̄

is defined as:
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ϕ∗(ξ) := sup
q∈Rm

〈ξ, q〉 − ϕ(q), ∀ξ ∈ R
m.

By applying an extension of the map πK 7→ V −
K (t0, X0, π

K ,ΠK) to R
K\∆(K) by +∞, i.e.,

V −
K (t0, X0, q,Π

K) = +∞, for any q ∈ R
K\∆(K),

we define its convex conjugate by:

V −∗
K (t0, X0, ξ,Π

K) := sup
πK∈∆(K)

〈ξ, πK〉 − V −
K (t0, X0, π

K ,ΠK), ∀ξ ∈ R
K .

Since the map πK 7→ V −
K (t0, X0, π

K ,ΠK) is bounded, Lipschitz continuous and convex, then
its extended version above is proper, lower semicontinuous (l.s.c) and convex.

For ΠK ∈
(

∆(I × L)
)K

, α ∈ A(t0) and (βl)l∈L ∈
(

Br(t0)
)L
, we define, for k̄ ∈ K:

Jk̄

(

t0, X0,Π
K , α, (βl)l∈L

)

:=
∑

(i,l)∈I×L

ΠK
k̄
(i, l)Eβl

J i(t0, x
i
0, α, βl).

The main result of this section is the following:

Proposition 1.4.1. (Sub-dynamic Programming) For any
(

t0, (x
i
0)i∈I , ζ,Π

K
)

∈ [0, 1) ×
(Rn)I ×
R

K ×∆(I × L)K and h ∈ [0, 1] such that t0 + h ∈ [0, 1], we have:

V −∗
K

(

t0, (x
i
0)i∈I , ζ,Π

K
)

≤ inf
β∈B(t0)

sup
α∈A(t0)

V −∗
K

(

t0 + h, (X
t0,xi

0,α,β
t0+h )i∈I , ζ(t0 + h, α, β),ΠK

)

,

where ζ(t0 + h, α, β) = ζ −
(

∑

(i,l)∈I×L

ΠK
k (i, l)

∫ t0+h

t0
γi
(

X
t0,xi

0,α,β
s , α, β

)

ds
)

k∈K
.

To prove Proposition 1.4.1, we first introduce a reformulation of V −∗
K (cf. [65]).

Lemma 1.4.2. For any ζ ∈ R
K, t0 ∈ [0, 1], X0 = (xi

0)i∈I ∈ (R)I , and ΠK ∈
(

∆(I × L)
)K

:

V −∗
K (t0, X0, ζ,Π

K) = inf
(βl)l∈L∈(Br(t0))L

sup
α∈A(t0)

max
k∈K

(

ζk − Jk

(

t0, X0,Π
K , α, (βl)l∈L

)

)

.

The proof of the previous lemma is standard. We refer the interested readers to [16, 65].
Now, we are ready to prove Proposition 1.4.1.

Proof (of Proposition 1.4.1). Let (t0, X0, ζ,Π
K) and h be as in the statement of the proposi-

tion. The proof is divided into two steps. In Step 1, we prove the inequality for a particular
case where (γi)i∈I are reduced to 0. In Step 2, by applying the result of Step 1, we complete
the proof of the proposition.
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Step 1:
Let us suppose that for any i ∈ I, γi = 0. The inequality in the proposition becomes:

V −∗
K (t0, X0, ζ,Π

K) ≤ inf
β∈B(t0)

sup
α∈A(t0)

V −∗
K

(

t0 + h, (X
t0,xi

0,α,β
t0+h )i∈I , ζ,Π

K
)

.

Since γi = 0, for any (u, v) ∈ U(t0)× V(t0), we have J i(t0, x
i
0, u, v) = gi(X

t0,xi
0,u,v

1 ).

Firstly, one can easily obtain that for any (βl)l∈L ∈
(

Br(t0)
)L

fixed, the map

X0 → sup
α∈A(t0)

max
k∈K

(

ζk − Jk

(

t0, X0,Π
K , α, (βl)l∈L

)

)

is Lipschitz continuous. Using Lemma 1.4.2, we deduce that V −∗
K (t0, X0, ζ,Π

K) is Lipschitz
continuous with respect to X0. To finish the proof of Step 1, we need to construct a family
of random strategies of Player II, more precisely:

Fix ǫ > 0. Let M be an upper bound of
(

‖f i(Rn)‖
)

i∈I
. For any Y ∈ B(X0;M), let

(β̂Y
l )l∈L be an ǫ-optimal strategy for V −∗

K (t0 + h, Y, ζ,ΠK). By the Lipschitz continuity of

V −∗
K , there exists δY > 0 such that for any Y ′ ∈ B(Y ; δY ), (β̂

Y
l )l∈L remains a 2ǫ-optimal

strategy for V −∗
K (t0 + h, Y ′, ζ,ΠK).

The set A = {(X t0,xi
0,u,v

t+h )i∈I | u ∈ U(t0), v ∈ V(t0)} is contained in the compact B(X0;M),
which implies that there exists a finite set {Y1, Y2, ..., YN} ⊂ B(X0;M) with N ∈ N∗ such

that ∪m=1,2, ..., NB(Ym;
δYm
2
) ⊃ B

(

(xi
0)i∈I ;M

)

⊃ A. By defining E0 = ∅, let us construct a
Borel partition (Em)m=1, ..., N of B(X0;M) as follows:

∀m ∈ {1, 2, ... N}, Em =
(

B(X0;M) ∩B(Ym;
δYm
2
)
)

\ (E1 ∪ E2 ∪ ... ∪ Em−1).

We define now a random strategy (βǫ
l )l∈L ∈

(

Br(t0)
)L

of Player II :
For any l ∈ L and m ∈ {1, 2, ... N}, let (Ωl

m,F l
m,P

l
m) = (Ωβ̂Ym

l
,Fβ̂Ym

l
,Pβ̂Ym

l
), and let

t0+h = τ ′0 < τ ′1 < ... < τ ′J = 1 be a common partition for all βYm

l , 1 ≤ m ≤ N , l ∈ L (This
is possible since the number of strategies are finite). For any l ∈ L, we denote (Ωβǫ

l
,Fβǫ

l
,Pβǫ

l
)

the probability space (Πm≤NΩ
l
m,⊗m≤NF l

m,⊗m≤NP
l
m) ∈ S.

Let β0 ∈ B(t0) be an ǫ-optimal strategy for inf
β∈B(t0)

sup
α∈A(t0)

V −∗
K

(

t0+h, (X
t0,xi

0,α,β
t0+h )i∈I , ζ,Π

K
)

.

For any ωl = (ωl
m)m≤N ∈ Ωβǫ

l
, u ∈ U(t0) and s ∈ [t0, 1], we define the following map:

βǫ
l (ω

l, u)(s) =

{

β0(u)(s), if s ∈ [t0, t0 + h],

β̂Ym

l (ωl
m, u|[t0+h,1])(s), if s ∈ (t0 + h, 1], and (X

t0,xi
0,β0,u

t0+h )i∈I ∈ Em,

where ω = (ωl)l∈L. One can check that (βǫ
l )l∈L ∈

(

Br(t0)
)L
.

Then for any α ∈ A(t0) and (i, l) ∈ I × L,

Eβ̂ǫ
l
gi(X

t0,xi
0,α,β

ǫ
l

1 ) =
∑

m≤N

EβYm
l

gi(X
t0+h,X

t0,x
i
0,α,β0

t0+h
,α,βYm

l

1 )1Fm
,
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where Fm = {(X t0,xi
0,α,β0

t0+h )i∈I ∈ Em}, for any 1 ≤ m ≤ N . Thus,

max
k∈K

(

ζk − Jk

(

t0, X0,Π
K , α, (βǫ

l )l∈L
)

)

=max
k∈K

(

ζk −
∑

(i,l)∈I×L

ΠK
k (i, l)

∑

m≤N

EβYm
l

gi(X
t0+h,X

t0,x
i
0,α,β0

t0+h
,α,βYm

l

1 )1Fm

)

≤
∑

m≤N

sup
α′∈A(t0+h)

max
k∈K

(

ζk − Jk

(

t0, (X
t0,xi

0,α,β0

t0+h )i∈I ,Π
K , α′, (βYm

l )l∈L
)

)

1Fm

≤
∑

m≤N

(

V −∗
K

(

t0 + h, (X
t0,xi

0,α,β0

t0+h )i∈I , ζ,Π
K
)

+ 2ǫ
)

1Fm

=V −∗
K

(

t0 + h, (X
t0,xi

0,α,β0

t0+h )i∈I , ζ,Π
K
)

+ 2ǫ,

By Lemma 1.4.2, we deduce:

V −∗
K (t0, X0, ζ,Π

K)

= inf
(βl)l∈L∈(Br(t0))L

sup
α∈A(t0)

max
k∈K

(

ζk − Jk

(

t0, X0,Π
K , α, (βl)l∈L

)

)

≤ sup
α∈A(t0)

V −∗
K

(

t0 + h, (X
t0,xi

0,α,β0

t0+h )i∈I , ζ,Π
K
)

+ 2ǫ

≤ inf
β∈B(t0)

sup
α∈A(t0)

V −∗
K

(

t0 + h, (X
t0,xi

0,α,β
t0+h )i∈I , ζ,Π

K
)

+ 3ǫ,

where the last inequality holds by the choice of β0. Since ǫ is arbitrary, we have finished the
proof of Step 1.
Step 2:
Now we consider the case where the running costs (γi)i∈I do not necessarily reduce to 0.

For some (ρi0)i∈I ∈ R
I fixed, let us define X̄0 = (x̄i

0)i∈I =
(

(xi
0, ρ

i
0)
)

i∈I
, (f̄ i)i∈I =

(

(f i, γi)
)

i∈I
, and ḡi(x, ρ) = gi(x) + ρ, for any (x, ρ) ∈ R

n × R and any i ∈ I. We in-
troduce I new dynamic systems (P ′

i )i∈I by setting:











x′(t) = f i
(

x(t), u(t), v(t)
)

, t ∈ [t0, 1],

ρ′(t) = γi
(

x(t), u(t), v(t)
)

, t ∈ [t0, 1],
(

x(t0), ρ(t0)
)

= (xi
0, ρi0),

(P ′
i )

We denote
(

Ḡi(t0, x̄
i
0)
)

i∈I
the family of differential games with the dynamical system (P ′

i )

and the payment function: J̄ i(t0, x̄
i
0, u, v) := ḡi(X

t0,x̄i
0,u,v

1 ), where the map s 7→ X
t0,x̄i

0,u,v
s

denotes the unique solution of the dynamical system (P ′
i ).

Let Ḡ(t0, X̄0, π) denote the differential game with incomplete information and signals
associated to the family of differential games

(

Ḡi(t0, x̄
i
0)
)

i∈I
and the probability π ∈ ∆(I ×
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K × L). Then the upper-value function of Ḡ(t0, X̄0, π), denoted by V̄ −(t0, X̄0, π), satisfies:

V̄ −(t0, X̄0, π)−
∑

(i,k,l)∈I×K×L

π(i, k, l)ρi0 = V −(t0, X0, π). (1.4.1)

We notice that the right-hand side of (1.4.1) is independent of (ρi0)i∈I .

Then, we obtain, for any (ζ,ΠK) ∈ R
K ×

(

∆(I × L)
)K

:

V −∗
K (t0, X0, ζ,Π

K) = V̄ −∗
K

(

t0, X̄0, ζ −
(

∑

(i,l)∈I×L

ΠK
k (i, l)ρ

i
0

)

k∈K
,ΠK

)

. (1.4.2)

From Step 1 and (1.4.2) we have:

V̄ −∗
K

(

t0, X̄0, ζ −
(

∑

(i,l)∈I×L

ΠK
k (i, l)ρ

i
0

)

k∈K
,ΠK

)

≤ inf
β∈B(t0)

sup
α∈A(t0)

V̄ −∗
K

(

t0 + h, (X̄
t0,x̄i

0,α,β
t0+h )i∈I , ζ −

(

∑

(i,l)∈I×L

ΠK
k (i, l)ρ

i
0

)

k∈K
,ΠK

)

= inf
β∈B(t0)

sup
α∈A(t0)

V −∗
K

(

t0 + h, (X
t0,xi

0,α,β
t0+h )i∈I , ζ(t0 + h, α, β),Πk

)

.

(1.4.3)

The last equality holds by choosing ρi0 =
∫ t0+h

t0
γi
(

X
t0,xi

0,α,β
s , α, β

)

ds, ∀i ∈ I. By combining
(1.4.2) and (1.4.3), the proof is complete.

1.5 Viscosity Solutions and Existence of Value

In this section, we introduce a new Hamilton-Jacobi-Isaacs equation which is associated
to the sub-dynamic programming principle in Section 4, and we prove that the upper-
and lower-value functions are respectively viscosity sub-solution and super-solution of this
equation. The existence of a value for the game G(t0, X0, π) comes from a comparison
principle.

Let S(K) denote the set of all K ×K symmetric real matrices, and for any (A, πK) ∈
S(K)×∆(K), let us set as in [17]:

λmin(A, π
K) := min{〈Az, z〉 | z ∈ T∆(K)(π

K), ‖z‖ = 1};
λmax(A, π

K) := max{〈Az, z〉 | z ∈ T∆(K)(π
K), ‖z‖ = 1},

where T∆(K)(π
K) is the tangent cone associated to ∆(K) at πK , i.e.,

T∆(K)(π
K) = {z ∈ R

K | zk < 0 =⇒ πK(k) > 0, ∀k ∈ K and
∑

k∈K zk = 0}.

Similarly, we set, for (B, πL) ∈ S(L)×∆(L):
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λmin(B, πL) := min{〈Bz, z〉 | z ∈ T∆(L)(π
L), ‖z‖ = 1};

λmax(B, πL) := max{〈Bz, z〉 | z ∈ T∆(L)(π
L), ‖z‖ = 1},

.

LetH : [0, 1]×(Rn)I×∆(I×K×L) → R be a continuous function. We consider the following
double-obstacle second-order Hamilton-Jacobi-Isaacs equation in [0, 1]×(Rn)I×∆(I×K×L):

min
{

λmin(D
2
πKπKWK , π

K); max{λmax(D
2
πLπLWL, π

L); ∂tW +H(t,X,DXW,π)}
}

= 0;

max
{

λmax(D
2
πLπLWL, π

L); min{λmin(D
2
πKπKWK , π

K); ∂tW +H(t,X,DXW,π)}
}

= 0,
(1.5.1)

where, for any (k, l) ∈ K × L,

πK(k) =
∑

(i,l′)∈I×L π(i, k, l
′), πL(l) =

∑

(i,k′)∈I×K π(i, k′, l).

The equation (1.5.1) is a generalization of the PDE studied in [17]. We now define the
viscosity sub-solution and super-solution for the Hamilton-Jacobi-Isaacs equation (1.5.1).

Definition 1.5.1. A function W : [0, 1] × (Rn)I × ∆(I ×K × L) → R is a viscosity sub-
solution of the equation (1.5.1) if it is Lipschitz continuous, and K-convex and L-concave in
∆(I ×K × L), and if for any test function ϕ ∈ C2

(

(0, 1)× (Rn)I × R
L
)

such that the map

(t,X, πL) 7→ W (t,X, πL ⊗L Π̄L)− ϕ(t,X, πL)

has a local maximum at some point (t̄, X̄, π̄L) ∈ (0, 1) × (Rn)I × ∆(L) for some Π̄L ∈
(

∆(I ×K)
)L
, one has:

max{λmax(D
2
πLπLϕ, π̄

L); ∂tϕ+H(t̄, X̄, DXϕ, π̄
L ⊗L Π̄L)} ≥ 0 at (t̄, X̄, π̄L).

Symmetrically, W is a viscosity super-solution of the equation (1.5.1) if it is Lipschitz
continuous, and K-convex and L-concave in ∆(I × K × L), and if for any test function
ϕ ∈ C2

(

(0, 1)× (Rn)I × R
K
)

such that the map

(t,X, πK) 7→ W (t,X, πK ⊗K Π̄K)− ϕ(t,X, πK)

has a local minimum at some point (t̄, X̄, π̄K) ∈ (0, 1) × (Rn)I × ∆(K) for some Π̄K ∈
(

∆(I × L)K
)

, one has:

min{λmin(D
2
πKπKϕ, π̄

K); ∂tϕ+H(t̄, X̄, DXϕ, π̄
K ⊗K Π̄K)} ≤ 0 at (t̄, X̄, π̄K).

Finally, if W is both viscosity sub-solution and super-solution of the equation (1.5.1), we
say that it is a viscosity solution of the equation.

In the above definition, we only need to consider strict local extrema of the functions
WK(�,Π

K)− ϕ(�) and WL(�,Π
L)− ϕ(�), by the following standard lemma (cf. [3]).
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Lemma 1.5.2. A function W : [0, 1]×(Rn)I×∆(I×K×L) → R is a viscosity sub-solution
of the equation (1.5.1) if and only if it is Lipschitz continuous, and K-convex and L-concave
in ∆(I ×K × L), and for any test function ϕ ∈ C2

(

(0, 1)× (Rn)I ×R
L
)

such that the map

(t,X, πL) 7→ W (t,X, πL ⊗L Π̄L)− ϕ(t,X, πL)

has a strict local maximum at some point (t̄, X̄, π̄L) ∈ (0, 1) × (Rn)I × ∆(L) for some

Π̄L ∈
(

∆(I ×K)
)L
, one has:

max{λmax(D
2
πLπLϕ, π̄

L); ∂tϕ+H(t̄, X̄, DXϕ, π̄
L ⊗L Π̄L)} ≥ 0 at (t̄, X̄, π̄L).

Similarly, W is a viscosity super-solution of the equation (1.5.1) if and only if it is Lipschitz
continuous, and K-convex and L-concave in ∆(I ×K × L), and for any test function ϕ ∈
C2
(

(0, 1)× (Rn)I × R
K
)

such that the map

(t,X, πK) 7→ W (t,X, πK ⊗K Π̄K)− ϕ(t,X, πK)

has a strict local minimum at some point (t̄, X̄, π̄K) ∈ (0, 1) × (Rn)I × ∆(K) for some
Π̄K ∈

(

∆(I × L)K
)

, one has:

min{λmin(D
2
πKπKϕ, π̄

K); ∂tϕ+H(t̄, X̄, DXϕ, π̄
K ⊗K Π̄K)} ≤ 0 at (t̄, X̄, π̄K).

Before we prove that V + and V − are respectively viscosity sub-solution and viscosity
super-solution of the equation (1.5.1), we recall the definition of convex sub-differential. The
convex sub-differential of ϕ at q ∈ R

m is defined by:

∂−ϕ(q) = {q∗ ∈ R
m | ϕ(q) + 〈q∗, q′ − q〉 ≤ ϕ(q′), for any q′ ∈ R

m}.

Let us first of all prove that:

Proposition 1.5.3. The lower-value function V − is a viscosity super-solution of Hamilton-
Jacobi equation (1.5.1) with H(t, �) = HG(�) for any t ∈ [0, 1], where HG is defined as in
(1.2.2).

Before proving Proposition 1.5.3, we state the following technical lemma:

Lemma 1.5.4. (cf. [17]) Let W (t, x, πK) be a continuous function on [0, 1]× R
m ×∆(K)

and convex with respect to πK. Let ϕ ∈ C2
(

(0, 1)×R
m×∆(K)

)

be a test function such that
W − ϕ has a local minimum on (0, 1)× R

m ×∆(K) at some point (t̄, x̄, π̄K). If

λmin〈D2
πKπKϕ(t̄, x̄, π̄

K), π̄K〉 > 0,

then there exist some δ, η > 0 such that

W (t, x, πK) ≥ ϕ(t, x, π̄K) + 〈DπKϕ(t, x, π̄K), πK − π̄K〉+ η
2
‖πK − π̄K‖2,

for any (t, x) ∈ B(t̄, x̄; δ), and πK ∈ ∆(K).
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Proof of Proposition 1.5.3. Let Π̄K ∈
(

∆(I × L)
)K

be fixed. Suppose that for some ϕ ∈
C2
(

[0, 1]× (Rn)I × R
K
)

, the map

(t,X, πK) 7→ V −
K (t,X, πK , Π̄K)− ϕ(t,X, πK)

has a local minimum on (0, 1) × (Rn)I × ∆(K) at some point (t̄, X̄, π̄K). Without loss of
generality, we suppose in addition that V −

K (t̄, X̄, π̄K , Π̄K)− ϕ(t̄, X̄, π̄K) = 0 and that

λmin〈D2
πKπKϕ(t̄, X̄, π̄K), π̄K〉 > 0.

Then we only need to prove that:

∂tϕ(t̄, X̄, π̄K) +H
(

t̄, X̄, DXϕ(t̄, X̄, π̄K), π̄K ⊗K Π̄K
)

≤ 0.

By Lemma 1.5.4, there exist some δ, η > 0 such that, for any (t,X) ∈ B(t̄, X̄; δ) and
πK ∈ ∆(K):

V −
K (t,X, πK , Π̄K) ≥ ϕ(t,X, π̄K) + 〈DπKϕ(t,X, π̄K), πK − π̄K〉+ η

2
‖πK − π̄K‖2. (1.5.2)

Let ζ̂ = DπKϕ(t̄, X̄, π̄K). By (1.5.2), for any (t,X, πK , ζ̂ ′) ∈ B(t̄, X̄; δ) × ∆(K) × R
K , we

have:

〈πK , ζ̂ ′〉 − V −
K (t,X, πK , Π̄K) ≤− ϕ(t,X, π̄K)− 〈DπKϕ(t,X, π̄K)− ζ̂ ′, πK − π̄K〉+ 〈ζ̂ ′, π̄K〉−

η

2
‖πK − π̄K‖2.

By taking the supremum with respect to πK ∈ ∆(K) in the above inequality, we obtain:

V −∗
K (t,X, ζ̂ ′, Π̄K) ≤ −ϕ(t,X, π̄K) +

1

2η
‖DπKϕ(t,X, π̄K)− ζ̂ ′‖2 + 〈ζ̂ ′, π̄K〉. (1.5.3)

In addition, (1.5.2) implies ζ̂ ∈ ∂−V −
K (t̄, X̄, π̄K , Π̄K). Then the Fenchel-duality yields:

〈ζ̂ , π̄K〉 − V −∗
K (t̄, X̄, ζ̂, Π̄K) = V −

K (t̄, X̄, π̄K , Π̄K). (1.5.4)

Let 0 < h < δ be small enough. We apply the sub-dynamic programming (Proposition
1.4.1). By (1.5.3), we have, for X̄ = (x̄i)i∈I ,

V −∗
K (t̄, X̄, ζ̂, Π̄K)

≤ inf
β∈B(t̄)

sup
α∈A(t̄)

V −∗
K

(

t̄+ h, (X t̄,x̄i,α,β
t̄+h )i∈I , ζ̂(t̄+ h, α, β), Π̄K

)

≤ inf
β∈B(t̄)

sup
α∈A(t̄)

−ϕ
(

t̄+ h, (X t̄,x̄i,α,β
t̄+h )i∈I , π̄

K
)

+
1

2η
‖DπKϕ

(

t̄+ h, (X t̄,x̄i,α,β
t̄+h )i∈I , π̄

K
)

−

ζ̂(t̄+ h, α, β)‖2 + 〈ζ̂(t̄+ h, α, β), π̄K〉.

(1.5.5)
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By combining (1.5.4) and (1.5.5), we obtain:

0 ≥ sup
β∈B(t̄)

inf
α∈A(t̄)

ϕ
(

t̄+ h, (X t̄,x̄i,α,β
t̄+h )i∈I , π̄

K
)

− ϕ(t̄, X̄, π̄K)−

1

2η
‖DπKϕ

(

t̄+ h, (X t̄,x̄i,α,β
t̄+h )i∈I , π̄

K
)

− ζ̂(t̄+ h, α, β)‖2+
∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)

∫ t̄+h

t̄

γi
(

X t̄,x̄i,α,β
s , α, β

)

ds
)

,

(1.5.6)

We fix ǫ > 0. By (1.5.6), for any v ∈ V (time-independent control), there exists uv,h
ǫ ∈ U(t̄)

such that (uv,h
ǫ and v can be viewed respectively as elements of A(t̄) and B(t̄)):

ǫh ≥ϕ
(

t̄+ h, (X t̄,x̄i,uv,h
ǫ ,v

t̄+h )i∈I , π̄
K
)

− ϕ
(

t̄, X̄, π̄K
)

−
1

2η
‖DπKϕ

(

t̄+ h, (X t̄,x̄i,uv,h
ǫ ,v

t̄+h )i∈I , π̄
K
)

− ζ̂(t̄+ h, uv,h
ǫ , v)‖2+

∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)

∫ t̄+h

t̄

γi
(

X t̄,x̄i,uv,h
ǫ ,v

s , uv,h
ǫ (s), v

)

ds
)

.

(1.5.7)

We have:

ϕ
(

t̄+ h, (X t̄,x̄i,uv,h
ǫ ,v

t̄+h )i∈I , π̄
K
)

− ϕ(t̄, X̄, π̄K) =

∫ t̄+h

t̄

∂tϕ
(

s, (X t̄,x̄i,uv,h
ǫ ,v

s )i∈I , π̄
K
)

+

∑

i∈I

Dxiϕ
(

s, (X t̄,x̄i,uv,h
ǫ ,v

s )i∈I , π̄
K
)

f i
(

X t̄,x̄i,uv,h
ǫ ,v

s , uv,h
ǫ (s), v

)

ds.
(1.5.8)

The following estimations are direct consequences of the hypothesis about the regularity of
ϕ, of (f i)i∈I and of (γi)i∈I :

o(h) ≥‖DπKϕ
(

t̄+ h, (X t̄,x̄i,uv,h
ǫ ,v

t̄+h )i∈I , π̄
K
)

− ζ̂(t̄+ h, uv,h
ǫ , v)‖2.

o(h) ≥
∫ t̄+h

t̄

∂tϕ
(

s, (X t̄,x̄i,uv,h
ǫ ,v

s )i∈I , π̄
K
)

ds− h∂tϕ(t̄, X̄, π̄K)

o(h) ≥
∫ t̄+h

t̄

∑

i∈I

Dxiϕ
(

s, (X t̄,x̄i,uv,h
ǫ ,v

s )i∈I , π̄
K
)

f i
(

X t̄,x̄i,uv,h
ǫ ,v

s , uv,h
ǫ (s), v

)

ds−
∫ t̄+h

t̄

∑

i∈I

Dxiϕ(t̄, X̄, π̄K)f i(x̄i, uv,h
ǫ (s), v)ds

o(h) ≥
∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)

∫ t̄+h

t̄

γi
(

X t̄,x̄i,uv,h
ǫ ,v

s , uv,h
ǫ (s), v

)

ds
)

−

∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)

∫ t̄+h

t̄

γi
(

x̄i, uv,h
ǫ (s), v

)

ds
)

(1.5.9)
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Combining (1.5.7), (1.5.8), and (1.5.9) gives:

ǫh+ o(h) ≥h∂tϕ(t̄, X̄, π̄K) +

∫ t̄+h

t̄

∑

i∈I

Dxiϕ(t̄, X̄, π̄K)f i
(

x̄i, uv,h
ǫ (s), v

)

ds+

∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)

∫ t̄+h

t̄

γi
(

x̄i, uv,h
ǫ (s), v

)

ds
)

≥h∂tϕ(t̄, X̄, π̄K) + h inf
u∈U

(

∑

i∈I

Dxiϕ(t̄, X̄, π̄K)f i(x̄i, u, v)

+
∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)γ

i(x̄i, u, v)
)

)

(1.5.10)

Dividing both sides of (1.5.10) by h and letting h → 0, we obtain:

ǫ ≥ ∂tϕ(t̄, X̄, π̄K)+inf
u∈U

(

∑

i∈I

Dxiϕ(t̄, X̄, π̄K)f i(x̄i, u, v)+
∑

k∈K

π̄K(k)
(

∑

(i,l)∈I×L

Π̄K
k (i, l)γ

i(x̄i, u, v)
)

)

Since ǫ is arbitrary, taking the supremum of v over V in both sides gives:

0 ≥ ∂tϕ(t̄, X̄, π̄K) +H
(

t̄, X̄, DXϕ(t̄, X̄, π̄K), π̄K ⊗K Π̄K
)

,

which is our wished result. The proof is complete.

Symmetrically, in view of Remark 1.2.6, by interchanging Player I and Player II, we
obtain:

Proposition 1.5.5. The upper-value function V + is a viscosity sub-solution of Hamilton-
Jacobi-Isaacs equation (1.5.1) with H(t, �) = HG(�) for any t ∈ [0, 1].

Now we state the main result of this paper:

Theorem 1.5.6. The game G(t0, X0, π) has a value which is the unique viscosity solution
of the Hamilton-Jacobi-Isaacs equation (1.5.1) with H(t, �) = HG(�) for any t ∈ [0, 1] and
with the boundary condition: for all (X, π) ∈ (Rn)I ×∆(I ×K × L),

W (1, X, π) =
∑

(i,k,l)∈I×K×L π(i, k, l)g(x
i).

We deduce this theorem from the following:

Proposition 1.5.7. (Comparison Principle) Let W1, W2 : [0, 1]×(Rn)I×∆(I×K×L) → R

be respectively a viscosity sub-solution and a viscosity super-solution of equation (1.5.1).
Suppose that there exists a constant C > 0 such that for any π ∈ ∆(I × K × L), any
(t1, X1), (t2, X2) ∈ [0, 1]× (Rn)I and any ζ1, ζ2 ∈ (Rn)I ,

|H(t1, X1, ζ1, π)−H(t2, X2, ζ1, π)| ≤ C‖(t1, X1)− (t2, X2)‖(1 + ‖ζ1‖); (1.5.11)

|H(t1, X1, ζ1, π)−H(t1, X1, ζ2, π)| ≤ C‖ζ1 − ζ2‖. (1.5.12)

If for any (X, π) ∈ (Rn)I ×∆(I ×K × L),
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W1(1, X, π) ≤ W2(1, X, π)

Then W1 ≤ W2 in [0, 1]× (Rn)I ×∆(I ×K × L).

Proof of Proposition 1.5.7. The following technical lemma allows us to restrict the
state variable in a bounded area.

Lemma 1.5.8. If W is a viscosity sub-solution (resp. super-solution) of (1.5.1) with Hamil-
tonian satisfying (1.5.12) on [0, 1] × (Rn)I × ∆(I × K × L), then for any (t0, X0, π0) ∈
[0, 1) × (Rn)I ×∆(I ×K × L), W is still a viscosity sub-solution (resp. super-solution) of
(1.5.1) on Ct0,X0 ×∆(I ×K × L), where:

Ct0,X0 = {(t,X) ∈ [t0, 1]× (Rn)I | ‖X −X0‖ ≤ C(t− t0)}.
Proof of Lemma 1.5.8. We only prove the lemma for the super-solutions, since the other
part can be proved by a similar argument.

In view of Lemma 1.5.2, let us suppose that for a test function φ ∈ C2
(

[0, 1]×(Rn)I×R
K
)

,

and for some ΠK ∈
(

∆(I × L)
)K

, the map (t,X, πK) 7→ W (t,X, πK ⊗K ΠK) − φ(t,X, πK)
has a strict local minimum on Ct0,X0 ×∆(K) at some point (t̄, X̄, π̄K), where t̄ < 1.

If λminD
2
πKπKφ(t̄, X̄, π̄K) ≤ 0, then by definition, the proof is complete. Let us suppose

that λminD
2
πKπKφ(t̄, X̄, π̄K) > 0.

For σ > 0, let us consider a minimizer (sσ, Yσ, π
K,σ) /∈ ∂(Ct0,X0)×∆(K) of the map:

(s, Y, πK) 7→ Φ(s, Y, πK) := W (s, Y, πK⊗KΠK)−φ(s, Y, πK)− σ
2
ln
(

C2(s−t0)
2−‖Y −X0‖2

)

The existence of (sσ, Yσ, π
K,σ) for any σ > 0 is due to the fact that Ct0,X0×∆(K) is compact

and that:

Φ(s, Y, πK) → +∞, as (s, Y ) → ∂(Ct0,X0).

One can verify easily that (sσ, Yσ, π
K,σ) → (t̄, X̄, π̄K), as σ → 0+, which leads to, in par-

ticular, that sσ < 1 for σ small enough2. Since W is a super-solution of (1.5.1) and that
λminD

2
πKπKφ(t̄, X̄, π̄K) > 0, we have, for σ sufficiently small:

0 ≥∂tφ(sσ, Yσ, π
K,σ) +

σC2(sσ − t0)

C2(sσ − t0)2 − ‖Yσ −X0‖2
+

H
(

sσ, Yσ, DXφ(sσ, Yσ, π
K,σ)− σ(Yσ −X0)

C2(sσ − t0)2 − ‖Yσ −X0‖2
, πK,σ ⊗K ΠK

)

.

(1.5.13)

We notice that (1.5.13) is well-defined since that C2(sσ− t0)
2−‖Yσ−X0‖2 > 0. By (1.5.12),

we obtain:

∂tφ(sσ, Yσ, π
K,σ)+

σC
(

C(sσ − t0)− ‖Yσ −X0‖
)

C2(sσ − t0)2 − ‖Yσ − x0‖2
+H

(

sσ, Yσ, DXφ(sσ, Yσ, π
K,σ), πK,σ⊗KΠ

K
)

≤ 0,

2Because of the compacity of the set Ct0,X0
×∆(I ×K×L), we can in fact suppose that W (t̄, X̄, π̄K ⊗K

ΠK)− φ(t̄, X̄, π̄K) is a strict global minimum. (cf. [3])
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which implies, since C(t̄− t0)− ‖X̄ −X0‖ > 0, by letting σ → 0+:

∂tφ(t̄, X̄, π̄K) +H
(

t̄, X̄, Dxφ(t̄, X̄, π̄K), π̄K ⊗K ΠK
)

≤ 0.

The proof is complete.

Let us return to the proof of Proposition 1.5.7. By contradiction, let us suppose that

sup(t,X,π)∈[0,1]×(Rn)I×∆(I×K×L)(W1 −W2)(t,X, π) > 0.

Then there exists (t0, X0) ∈ [0, 1)× (Rn)I , such that for σ, δ > 0 sufficiently small:

M := sup(t,X,π)∈Ct0,X0
×∆(I×K×L) W1(t,X, π)−W2(t,X, π)−σ(1− t)+ δ(‖πK‖2+ ‖πL‖2) > 0

where Ct0,X0 is defined as in Lemma 1.5.8 and πK , πL are respectively the marginal proba-
bility of π on K and L.

We apply the double-variable technique: for ǫ > 0, let us define:

φǫ

(

(t,X), (s, Y ), π
)

=
W1(t,X, π)−W2(s, Y, π)− 1

2ǫ
‖(s, Y )− (t,X)‖2 − σ(1− s) + δ(‖πK‖2 + ‖πL‖2).

By setting:

Mǫ := sup((t,X),(s,Y ),π)∈(Ct0,X0
)2×∆(I×K×L) φǫ

(

(t,X), (s, Y ), π
)

,

we have that Mǫ ≥ M for any ǫ > 0 and there exist ((tǫ, Xǫ), (sǫ, Yǫ), πǫ) ∈ (C(t0,X0))
2 ×

∆(I ×K × L) where the maximum in the definition of Mǫ is achieved.

We will use now the following technical result, of which the proof is postposed after the
proof of Proposition 1.5.7:

Lemma 1.5.9. 1. limǫ→0+ Mǫ = M ;

2. limǫ→0+
1
ǫ
‖(tǫ, Xǫ)− (sǫ, Yǫ)‖2 = 0;

3. for δ > 0, σ > 0 and ǫ sufficiently small, tǫ < 1 and sǫ < 1.

Let us finish the proof of Proposition 1.5.7:
For ǫ > 0, we decompose πǫ = πK

ǫ ⊗K ΠK
ǫ = πL

ǫ ⊗L ΠL
ǫ as in Section 3. For any π̄ ∈

∆(I ×K ×L) such that π̄K ⊗K Π̄K = π̄L ⊗L Π̄
L = π̄, let AK(Π̄K) be the L×K-real matrix

such that for (l, k) ∈ L×K, AK(Π̄K)l,k =
∑

i∈I Π̄
K
k (i, l), then π̄L = AK(Π̄K)π̄K . Similarly,

let AL(Π̄L) be the K×L-real matrix such that for (k, l) ∈ K×L, AL(Π̄L)k,l =
∑

i∈I Π̄
L
l (i, k),

then π̄K = AL(Π̄L)π̄L.
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Since the map (t,X, πL) 7→ φǫ

(

(t,X), (sǫ, Yǫ), π
L ⊗L ΠL

ǫ

)

reaches its maximum at the

point (tǫ, Xǫ, π
L
ǫ ) ∈ Ct0,X0 × ∆(L), for any (t,X, πL) ∈ Ct0,X0 × ∆(L) and any ζ̂ǫ ∈

∂+W2L(sǫ, Yǫ, π
L
ǫ ,Π

L
ǫ ), we have3:

W1L(t,X, πL,ΠL
ǫ )

≤W1L(tǫ, Xǫ, π
L
ǫ ,Π

L
ǫ ) +W2L(sǫ, Yǫ, π

L,ΠL
ǫ )−W2L(sǫ, Yǫ, π

L
ǫ ,Π

L
ǫ ) +

1

2ǫ

(

‖(sǫ, Yǫ)− (t,X)‖2−
‖(sǫ, Yǫ)− (tǫ, Xǫ)‖2

)

− δ
(

‖AL(ΠL
ǫ )π

L‖2 + ‖πL‖2 − ‖AL(ΠL
ǫ )π

L
ǫ ‖2 − ‖πL

ǫ ‖2
)

≤W1L(tǫ, Xǫ, π
L
ǫ ,Π

L
ǫ ) + 〈ζ̂ǫ, πL − πL

ǫ 〉+
1

2ǫ

(

‖(sǫ, Yǫ)− (t,X)‖2 − ‖(sǫ, Yǫ)− (tǫ, Xǫ)‖2
)

−
δ
(

‖AL(ΠL
ǫ )π

L‖2 + ‖πL‖2 − ‖AL(ΠL
ǫ )π

L
ǫ ‖2 − ‖πL

ǫ ‖2
)

.

We denote ϕ(t,X, πL) the right-hand side of the last inequality. Then ϕ ∈ C2
(

[0, 1]×(Rn)I×
R

L
)

satisfies clearly:

ϕ(tǫ, Xǫ, π
L
ǫ ) = W1(tǫ, Xǫ, πǫ).

In addition, (t,X, πL) 7→ (W1L − ϕ)(t,X, πL) has its local maximum at (tǫ, Xǫ, π
L
ǫ ). Let σ

and δ be small enough such that tǫ < 1. By hypothesis, W1 is a viscosity sub-solution and

λmax

(

D2
πLπLϕ(tǫ, Xǫ, π

L
ǫ ), π

L
ǫ

)

= λmax

(

−2δ
(

(AL(ΠL
ǫ ))

TAL(ΠL
ǫ )+IL

)

, πL
ǫ

)

< 0, then Lemma

1.5.8 yields:
tǫ − sǫ

ǫ
+H(tǫ, Xǫ,

Xǫ − Yǫ

ǫ
, πǫ) ≥ 0. (1.5.14)

Symmetrically, by observing that (s, Y, πK) 7→ φǫ

(

(tǫ, Xǫ), (s, Y ), πK⊗KΠ
K
ǫ

)

has a maximum
at

(

(sǫ, Yǫ), π
K
ǫ

)

, we obtain:

tǫ − sǫ
ǫ

+ σ +H(sǫ, Yǫ,
Xǫ − Yǫ

ǫ
, πǫ) ≤ 0. (1.5.15)

By combining (1.5.14) and (1.5.15), one has:

−σ +H(tǫ, Xǫ,
Xǫ − Yǫ

ǫ
, πǫ)−H(sǫ, Yǫ,

Xǫ − Yǫ

ǫ
, πǫ) ≥ 0. (1.5.16)

By (1.5.11), the inequality (1.5.16) gives:

−σ + C‖(tǫ, Xǫ)− (sǫ, Yǫ)‖(1 + ‖Xǫ − Yǫ

ǫ
‖) ≥ 0.

By Lemma 1.5.9, let ǫ → 0+ in the above inequality, we have:

σ ≤ 0,

which is a contradiction, since σ > 0. The proof is complete.
3Since πL → W2L(sǫ, Yǫ, π

L,ΠL
ǫ ) is Lipschitz continuous and L-concave, ∂+W2L(sǫ, Yǫ, π

L
ǫ ,Π

L
ǫ ) 6= ∅, cf.

[60].
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Proof of Lemma 1.5.9. It is clear that for any ǫ > 0, Mǫ ≥ M . Let R be an upper bound
for W1 −W2 on Ct0,X0 ×∆(I ×K × L). Then we have:

0 ≤M ≤ Mǫ

=W1(tǫ, Xǫ, πǫ)−W2(sǫ, Yǫ, πǫ)−
1

2ǫ
‖(sǫ, Yǫ)− (tǫ, Xǫ)‖2 − σ(1− sǫ) + δ(‖πK

ǫ ‖2 + ‖πL
ǫ ‖2)

≤R + 2δ − 1

2ǫ
‖(sǫ, Yǫ)− (tǫ, Xǫ)‖2.

This implies that 1
2ǫ
‖(sǫ, Yǫ)−(tǫ, Xǫ)‖2 is bounded and that (sǫ, Yǫ)−(tǫ, Xǫ) → 0 as ǫ → 0+.

Let (t,X, π) be a cluster point of the sequences (sǫ, Yǫ, πǫ), as ǫ → 0+. Then there exists
(ǫn)n∈N such that ǫn > 0, for any n ∈ N satisfying:

ǫn → 0, (tǫn , Xǫn) → (t,X), πǫn → π, as n → ∞.

We obtain:

M ≤ lim
n→∞

Mǫn ≤ lim inf
n→∞

W1(tǫn , Xǫn , πǫn)−W2(sǫn , Yǫn , πǫn)− σ(1− sǫn) + δ(‖πK
ǫn‖2 + ‖πL

ǫn‖2)
≤ lim sup

n→∞
W1(tǫn , Xǫn , πǫn)−W2(sǫn , Yǫn , πǫn)− σ(1− sǫn) + δ(‖πK

ǫn‖2 + ‖πL
ǫn‖2)

≤W1(t,X, π)−W2(t,X, π)− σ(1− t) + δ(‖πK‖2 + ‖πL‖2) ≤ M.

Thus Mǫn → M as n → ∞. Since that Ct0,X0 × ∆(I × K × L) is compact, we have
limǫ→0+ Mǫ = M . In addition, the above inequalities give:

lim
n→∞

W1(tǫn , Xǫn , πǫn)−W2(sǫn , Yǫn , πǫn)− σ(1− sǫn) + δ(‖πK
ǫn‖2 + ‖πL

ǫn‖2)
=W1(t,X, π)−W2(t,X, π)− σ(1− t) + δ(‖πK‖2 + ‖πL‖2) = M.

(1.5.17)

This leads to

lim
n→∞

1

2ǫn
‖(sǫn , Yǫn)− (tǫn , Xǫn)‖2

= lim
n→∞

W1(tǫn , Xǫn , πǫn)−W2(sǫn , Yǫn , πǫn)− σ(1− sǫn) + δ(‖πK
ǫn‖2 + ‖πL

ǫn‖2)−Mǫn

= lim
n→∞

W1(tǫn , Xǫn , πǫn)−W2(sǫn , Yǫn , πǫn)− σ(1− sǫn) + δ(‖πK
ǫn‖2 + ‖πL

ǫn‖2)− lim
n→∞

Mǫn

=M −M = 0.

Thus, we have limǫ→0+
1
2ǫ
‖(sǫ, Xǫ)− (tǫ, Xǫ)‖2 = 0.

Finally, let us prove that t < 1. Indeed, if this is not true, we can choose (ǫn)n∈N such
that t = 1 in the above argument, then by (1.5.17):

M ≤ W1(1, X, π)−W2(1, X, π) + δ(‖πK‖2 + ‖πL‖2) ≤ δ(‖πK‖2 + ‖πL‖2) ≤ 2δ.
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But for σ and δ sufficiently small:

M ≥ 1

2
sup

(t,X,π)∈Ct0,X0
×∆(I×K×L)

(W1 −W2)(t,X, π) =: m > 0.

Then we obtain m ≤ 2δ and thus we have m ≤ 0 since δ > 0 is arbitrary, which is a
contradiction.

Then, for any ǫ small enough, tǫ < 1 and sǫ < 1. The proof is complete.

Finally, let us prove Theorem 1.5.6.

Proof of Theorem 1.5.6. We have first of all, the Hamiltonian HG satisfies (1.5.11) and
(1.5.12). We know that V − is a super-solution (Proposition 1.5.3) and V + is a sub-solution
(Proposition 1.5.5) of the Hamilton-Jacobi-Isaacs equation (1.5.1) with H(t, �) = HG(�),
∀t ∈ [0, 1]. Since clearly V +(1, X0, π) = V −(1, X0, π) =

∑

(i,k,l)∈I×K×L π(i, k, l)g(x
i
0) which

satisfies the boundary condition in the theorem, the comparison principle yields V − ≥ V +.
Because we already knew that V − ≤ V +, the proof is complete.

1.6 Conclusion

We have proved in this paper that the differential game with incomplete information and a
signal structure has a value. Moreover this value function is the unique viscosity solution of
a Hamilton-Jacobi-Isaacs equation with a boundary condition. For proving this result, we
have obtained a new comparison result for a class of Hamilton-Jacobi-Isaacs equations.

The structure of signals that we have studied in the paper concerns mainly signals on
payoffs and initial positions before the game has started. The case where the players receive
signals during the game is of great interest. This is still widely open for differential games
while it is partially studied for repeated games.



Chapter 2

Existence of Value for Differential
Games with Incomplete Information
and with Signal Revelation

Abstract:
This article is devoted to the existence of value for a zero-sum differential game with
incomplete information on initial state with partial revealing of information and with a
running cost. Before the game begins, an initial state is chosen among several ones and
both players do not know this initial state until the dynamic system reaches a fixed target
during the game. The main result is the existence of value for the game defined with
non-anticipative strategies with delay. Moreover, the value is the unique bounded
continuous viscosity solution of a suitable Hamilton-Jacobi-Isaacs equation.

Key words: Differential Games; Incomplete Information; Hamilton-Jacobi Equations; Re-
vealing.
AMS Classification: 49N30; 49N70; 91A05; 91A10; 91A23.
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Introduction

We consider the differential game with incomplete information G(X0, r0, p) whose dynamic
system is given by:











ẋ(t) = f
(

x(t), u(t), v(t)
)

, t ≥ 0;

ṙ(t) = g
(

r(t), u(t), v(t)
)

, t ≥ 0;

x(0) = x0; r(0) = r0.

(P)

With any pair of controls (u, v), the following pay-off is associated:

J(x0, r0, u, v) :=

∫ ∞

0

e−λtℓ
(

(X,R)x0,r0,u,v
t , u(t), v(t)

)

dt, (2.0.1)

where λ > 0 is a constant and the map t 7→ (X,R)x0,r0,u,v
t = (Xx0,u,v

t , Rr0,u,v
t ) denotes

the unique solution of dynamic (P). We denote, for all I ∈ N∗, the set {(p1, p2, ..., pI) ∈
R+

I | ∑I
i=0 pi = 1} by ∆(I). The game is played in the following way:

(A) Before the game begins, the first initial state x0 ∈ R
n is chosen randomly among I

points x1
0, x

2
0, ..., x

I
0, according to a probability measure p ∈ ∆(I). The set X0 =

{x1
0, x

2
0, ..., x

I
0}, the other initial state r0 ∈ R, and p are common knowledge of Player

1 and Player 2. However, x0 is not communicated to any players.

(B) Player 1 chooses the measurable control t 7→ u(t) in the dynamic and wants to min-
imize J(x0, r0, u, v). In contrary, Player 2 aims at the maximization of J(x0, r0, u, v)
by choosing the control t 7→ v(t). We assume that during the game both play-
ers observe all played actions with perfect memory (i.e. for any t > 0, the set
{(s, u(s), v(s)) | 0 ≤ s < t} is considered as common knowledge of both players).

(C) During the game, if t 7→ Rr0,u,v
t reaches a fixed target M0 > r0, the current state

Xx0,u,v
t is announced publicly to both players at the moment t = T (r0, u, v) := inf{t >

0 | Rr0,u,v
t = M0}.

An interesting and simple example of such games is while g in system (P) is a constant
equal to 1. In this case, if r0 = 1, both players know that they have to play during a time
M0 before having full revealing.

Our main motivation is to study games in which players can modify the timing of the
revealing of unknown information by choosing their actions. In particular, let us consider a
differential game with dynamic:











ẋ(t) = u(t), t ≥ 0;

ẏ(t) = v(t), t ≥ 0;

(x, y)(0) = (x0, y0).
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The Player 1 chooses the control u and he wants to remain close with Player 2 during the
game by minimizing the cost:

∫ +∞

0

e−λt‖x(t)− y(t)‖dt.

Player 2 chooses the control v and aims to maximize the above cost. We suppose that
the position x0 is common knowledge of the players while y0 is chosen randomly before the
pursuit begins and it is not revealed to any players. We assume that they are both connected
to a public localization system (for example, a GPS system) which will publicly provide
all the positional information to both players after it collects an enough quantity of data
M0 > 0. Here the quantity of collected data at the moment t > 0 is r(t) :=

∫ t

0
c+ ‖v(s)‖ds

with c > 0 a fixed constant. At any moment t ≥ 0 the localization system can work only if
r(t) ≥ M0. Namely, in this differential game, the current state of Player 2 will be revealed to
both players before the moment t = M0

c
but Player 2 can control the timing of the revealing

by choosing the control v.

This paper concerns the existence of value of the above game and the characterization of
its value function as the unique solution of a PDE (in the sense of viscosity solutions).

The signal structure in our game model is deeply related with that of repeated games
with a symmetric information structure (cf. [36, 45, 52, 53]). In contrast to classic pursuit-
evasion games (cf. [4, 22, 32, 40, 47, 63, 69, 77]), players in game G(X0, r0, p) have incomplete
information about the initial states and the cost function here is not about the optimization
of the hitting time. We point out that this game is different from the state constrained
differential games (cf. [7, 22]) since players in game G(X0, r0, p) do not necessarily need to
choose their controls such that the dynamic never hits the target set.

Differential games with incomplete information was introduced in [16] as a generalization
of the repeated games with incomplete information of Aumann and Maschler in [2] and
the differential games of Isaacs in [40]. Several articles have been dedicated to further
investigation of the game model in [16] (such results can be found in [12, 17, 19, 21, 43])
and the existence of a value of related game models (for example, see [24, 25, 54, 74]). For
such differential games, information about the chosen initial state is communicated to the
players before (and only before) the game begins in the form of private signals. Compared
with these games, in the problem investigated in our paper, players do not receive private
information and they are not informed about the initial state until the dynamic hits the
target (i.e. after the game begins). As a consequence, notions of strategies in these above
papers can not be directly applied to our game model.

As a main result of this manuscript, we prove that, under Isaacs’ condition, the game
has a value which is the unique bounded continuous viscosity solution of the following
Hamilton-Jacobi-Isaacs equation with boundary condition:
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− λV (X, r) +Hp(X, r,DX,rV (X, r)) = 0, (X, r) ∈ (Rn)I × (−∞,M0);

V (X,M0) =
∑

i∈I

piṼ (X i,M0), X ∈ (Rn)I . (2.0.2)

In the above equation, the function y → Ṽ (y,M0) is the value function of a classic
differential game that we will describe later. Such a boundary condition can be interpreted
as follows: as r0 → M−

0 , the value of the game converges to the value of a complete
information game (i.e. the choice of x0 is revealed as soon as the game begins).

We are facing two major difficulties: the first consists in determining proper notions
of non-anticipative strategies with delays for modelling behaviours of the players at the
“hitting time”; the second one concerns the regularity of the value functions.

In this paper, to prove the main result, we follow the classic scheme in [33]. We first
prove that the upper-value function and the lower-value function of our game model are
respectively bounded sub- and super-viscosity solutions of the same PDE (2.0.2) under the
Isaacs condition (see Section 1). Secondly, we prove that the PDE has a unique bounded
continuous viscosity solution by proving a comparison principle; thus, the upper- and lower-
values of our game must coincide and consequently the game has a value.

Our approach can also be applied to the study of other differential games with a sim-
ilar information structure. We will provide an example of its applicability by proving the
existence of value for a differential game with dynamic:

{

ẋ(t) = f
(

x(t), u(t), v(t)
)

, t ≥ 0;

x(0) = x0,

where the initial state is chosen randomly among 2 points (I = 2) according to step (A).
The game is played and i ∈ {1, 2} is revealed to both players when the state Xx0,u,v

t reaches
a target set C ⊂ R

n given in advance. We will show that the information structure of such
games is close to game G(X0, r0, p).

After the preliminaries section, the article is organized as follows. In Section 2, the upper-
and lower-value functions for the game are defined and we furthermore study their properties
to obtain two corresponding dynamic programming principles. Section 3 is dedicated to
the introduction of viscosity solutions for PDE and the proof of a comparison principle.
Existence and characterization of the value function are established in Section 4. Finally, in
Section 5, to demonstrate the applicability of our method, we prove the existence of value
for another type of differential games with incomplete information and revealing when the
state variable hits a given target set.
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2.1 Statement of Preliminaries

In the finite dimensional space R
n, we denote by ‖x‖ the euclidean norm of x ∈ R

n, and
〈x, y〉 the associated scalar product of any points x, y ∈ R

n. An open ball with center
x ∈ R

n and radius a is denoted by B(x; a), and its closure by B̄(x; a). We present in this
section some preliminaries and hypothesis and we also introduce appropriate strategies for
game G(X0, r0, p) and the associated normal form. Let us consider:

(i) U , V are two compact metric spaces, both endowed with the Borel σ-algebra;

(ii) f : Rn×U ×V → R
n is a bounded, continuous function which is Lipschitz continuous

with respect to the first variable with a Lipschitz constant Lf > 0;

(iii) g : R × U × V → (0,+∞) is a bounded, continuous function which is Lipschitz
continuous with respect to the first variable with a Lipschitz constant Lg > 0;

(iv) ℓ : Rn×R×U×V → R is bounded, continuous, and Lipschitz continuous with respect
to the first two variables with a Lipschitz constant Lℓ > 0;

(v) U denotes the set of measurable controls u : R+ → U while V stands for the set of
measurable controls v : R+ → V ;

(vi) λ > 0 and M0 ∈ R are fixed constants.

Elements of U (resp. V) are called admissible controls of Player 1 (resp. of Player
2). In addition, we suppose that both U and V are equipped with the corresponding L1-
topology. Throughout this paper, both players in game G(X0, r0, p) choose their controls
respectively in U and V . By the regularity hypothesis on f and g, for any (x0, r0, u, v) ∈
R

n×(−∞,M0)×U×V , the system (P) has a unique solution denoted by t 7→ (Xx0,u,v
t , Rr0,u,v

t ).
Moreover, when (u, v) is fixed, it is well-known that (t, x0, r0) 7→ (X,R)x0,r0,u,v

t is locally
Lipschitz continuous. We recall that the hitting time of the system (P) on the target M0 is
defined as:

T (r0, u, v) = inf{t > 0 | Rr0,u,v
t = M0}

As a result of hypothesis (i) - (vi), we deduce the following:

Lemma 2.1.1. For any pair of admissible controls (u, v) ∈ U × V, the function r0 7→
T (r0, u, v) is continuous. In addition, for any S < M0, T (·, u, v) is Lipschitz continuous on
[S,M0) with a Lipschitz constant CS > 0 independent from u and v, i.e., for any S < r1 <
r2 < M0 and any (u, v) ∈ U × V:

|T (r1, u, v)− T (r2, u, v)| ≤ CS|r1 − r2|. (2.1.1)
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Proof. Let S < M0 be fixed. Consider ǫS > 0 such that g(r, ·, ·) ≥ ǫS for all r ∈ [S,M0).
Since for any (t, r0, u, v) ∈ R

+ × [S,M0) × U × V , Rr0,u,v
t ≥ r0 + tǫS ≥ S + tǫS, we have

T (r0, u, v) ≤ (M0 − S)/ǫS and thus r0 7→ T (r0, u, v) is a real value function defined on
(−∞,M0). Let us fix S ≤ r2 < r1 ≤ M0. By Grönwall’s inequality, one has:

∀t > 0, |Rr1,u,v
t −Rr2,u,v

t | ≤ eLgt|r1 − r2|,
Thus for any t ∈ (0, (M0 − S)/ǫS], we have:

|Rr1,u,v
t −Rr2,u,v

t | ≤ e
Lg(M0−S)

ǫS |r1 − r2|. (2.1.2)

In particular, since T (r1, u, v) ≤ (M0 − S)/ǫS, we take t = T (r1, u, v) the above inequality
and obtain:

|Rr2,u,v
T (r1,u,v)

−M0| ≤ e
Lg(M0−S)

ǫS |r1 − r2|. (2.1.3)

Since r0 7→ Rr0,u,v
T (r1,u,v)

is increasing, one has Rr2,u,v
T (r1, u, v) ≤ M0. With g(r, ·, ·) bounded

from below by ǫS > 0 on [S,M0)× U × V , inequality (2.1.3) implies that:

|T (r2, u, v)− T (r1, u, v)| ≤
1

ǫS
e

Lg(M0−S)

ǫs |r1 − r2|.

By taking CS = 1
ǫS
e

Lg(M0−S)

ǫS , we have obtained (2.1.1). The proof is complete.

Remark 2.1.2. By Grönwall’s inequality, one also has, for x1, x2 ∈ R
n and fixed (u, v) ∈

U × V:
∀t > 0, ‖Xx1,u,v

t −Xx2,u,v
t ‖ ≤ eLf t‖x1 − x2‖,

We can thus obtain the following estimation as that in (2.1.2). Let ǫS > 0 be a lower bound
of g on [S,M0)× U × V . For any t ∈ [0, (M0 − S)/ǫS],

‖Xx1,u,v
t −Xx2,u,v

t ‖ ≤ e
Lf (M0−S)

ǫS ‖x1 − x2‖. (2.1.4)

The above inequality is useful in the proof of Proposition 2.2.8 in the next section.

Throughout the paper, we suppose the following Isaacs condition:

∀p ∈ ∆(I), ∀(X, r, ξ) ∈ (Rn)I × R×
(

(Rn)I × R
)

, H+
p (X, r, ξ) = H−

p (X, r, ξ), (2.1.5)

where the hamiltonians are given by:

H+
p (X, r, ξ) := inf

u∈U
sup
v∈V

〈

ξ,
(

(f(X i, u, v))i∈I , g(r, u, v)
)

〉

+
∑

i∈I

piℓ(X
i, r, u, v);

H−
p (X, r, ξ) := sup

v∈V
inf
u∈U

〈

ξ,
(

(f(X i, u, v))i∈I , g(r, u, v)
)

〉

+
∑

i∈I

piℓ(X
i, r, u, v).

We denote:
Hp(X, r, ξ) := H+

p (X, r, ξ) = H−
p (X, r, ξ). (2.1.6)

Now we turn to the notion of strategies. Let us recall the definition of:
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Definition 2.1.3 (Non-anticipative Strategies with Delay (in short, NAD Strategies) of
Player 1, [21]). An NAD strategy of Player 1 is a Borel-measurable map: α : V → U
such that: there exists τα > 0, for any v1, v2 ∈ V, t ≥ 0, if v1|[0,t] = v2|[0,t] a.e., then
α(v1)|[0,t+τα] = α(v2)|[0,t+τα] a.e.. The set of such maps is denoted by Ad.

We define an NAD strategy of Player 2 similarly and let Bd denote the set of NAD
strategies of Player 2. There are two main advantages for using NAD strategies. First, by
playing NAD strategies, players can choose their actions in according to their history of
observation. Second, with NAD strategies we are able to define the upper- and lower-value
functions of the game in a symmetric fashion, which follows from the below result.

Lemma 2.1.4 (cf. [21]). For any (α, β) ∈ Ad ×Bd, there exists a unique pair of admissible
controls (uα,β, vα,β) such that:

α(vα,β) = uα,β and β(uα,β) = vα,β.

But Definition 2.1.3 is not adapted to the game in this paper: Player 1 should be able to
choose his actions according to the information revealed at the hitting time. Accordingly,
we introduce the following:

Definition 2.1.5 (Pure Strategy of Player 1). A pure strategy of Player 1 is an element of
Ad × (Ad)

Rn

.

The above definition is interpreted as follows: after the game begins, Player 2 plays an
admissible control v and Player 1 chooses his actions with NAD strategy α while observ-
ing the actions of his opponent until the hitting time T (r0, α(v), v). At the moment t =

T
(

r0, α(v), v
)

, Player 1 chooses a new strategy αx(T ) ∈ Ad according to x(T ) := X
x0,α(v),v
T (r0,α(v),v)

and plays afterwards αx(T )

(

v(·+ T (r0, α(v), v))
)

.
Similarly, a pure strategy of Player 2 is defined as an element of Bd × (Bd)

Rn

.
Lemma 2.1.4 enables us to write the game into a normal form . Let A =

(

α, (αx)x∈Rn)
)

be a strategy of Player 1 and B =
(

β, (βx)x∈Rn

)

a strategy of Player 2. For any x ∈ R
n,

let (uα,β, vα,β) and (uαx,βx
, vαx,βx

) be defined as in Lemma 2.1.4. We denote by t 7→ Xx0,α,β
t

the unique solution of dynamic (P) with (u, v) = (uα,β, vα,β). With Z = Xx0,α,β
T (r0,uα,β ,vα,β)

, we

denote by t 7→ (X,R)x0,r0,A,B
t = (Xx0,A,B

t , Rr0,A,B
t ) the unique solution of system (P) with

(u, v) defined by:

u(t) =

{

uα,β(t), t ∈ [0, T (r0, uα,β, vα,β));

uαZ ,βZ
(t− T (r0, uα,β, vα,β)), t ∈ [T (r0, uα,β, vα,β),+∞);

v(t) =

{

vα,β(t), t ∈ [0, T (r0, uα,β, vα,β));

vαZ ,βZ
(t− T (r0, uα,β, vα,β)), t ∈ [T (r0, uα,β, vα,β),+∞).
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Let (x0, r0, t) 7→
(

(X,R)x0,r0,A,B
t , A,B

)

denotes the map (x0, r0, t) 7→
(

(X,R)x0,r0,u,v
t , u(t), v(t)

)

with (u, v) defined as above. We associate to this pair of strategies (A,B) in game G(X0, r0, p)
the pay-off below:

J (X0, r0, p, A,B) :=
∑

i∈I

pi

∫ ∞

0

e−λtℓ
(

(X,R)
xi
0,r0,A,B

t , A,B
)

dt.

With the above cost function, we are able to write game G(X0, r0, p) into a normal form.

Remark 2.1.6. In this paper, we do not need to use the notions of mix strategies (or random
strategies) in [16]. This is because although the game is with incomplete information (lack of
information about the initial state on both sides), neither Player 1 nor Player 2 has private
information during the game and thus there is no need to employ mix or random strategies
(which serve to protect private information from the opponent). The case of partial revealing
when the state hits the target (thus with private signals for the players) and the case with
asymmetric information (both players receive private information before the game begins)
remain open problems.

2.2 Value Functions

In this section, we study the upper- and lower-value functions of game G(X0, r0, p) which
are defined respectively by:

V +(X0, r0, p) = inf
A

sup
B

J (X0, r0, p, A,B),

V −(X0, r0, p) = sup
B

inf
A

J (X0, r0, p, A,B).

Obviously, we have:

∀(X0, r0, p) ∈ (Rn)I × (−∞,M0)×∆(I), V +(X0, r0, p) ≥ V −(X0, r0, p). (2.2.1)

When V + = V −, we say that game G(X0, r0, p) has a value. If this is the case, we define
the value function of the game by V (X0, r0, p) := V +(X0, r0, p) = V −(X0, r0, p).

Remark 2.2.1. Since −V −(X0, r0, p) = infB supA −J (X0, r0, p, A,B), we define a new
game, denoted by −G(X0, r0, p), by replacing ℓ by −ℓ in game G(X0, r0, p) and by interchang-
ing the roles of Player 1 and Player 2 (Thus Player 1 wants to maximize −J (X0, r0, p, A,B)
and Player 2 wants to minimize −J (X0, r0, p, A,B)). We can easily prove that −V − is the
upper-value function of game −G(X0, r0, p).

In this section, by writing (u, (ux)x∈Rn) (resp. (v, (vx)x∈Rn)), we refer to a strategy of
Player 1 A = (α, (αx)x∈Rn) ∈ Ad × (Ad)

Rn

such that ∀(x, v) ∈ R
n × V , α(v) = u and
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αx(v) = ux (resp. a strategy of Player 2 B = (β, (βx)x∈Rn) ∈ Bd × (Bd)
Rn

such that
∀(x, u) ∈ R

n × U , β(u) = v and βx(u) = vx). Let us point out that:

V +(X0, r0, p) = inf
A

sup
(v,(vx)x∈Rn )

J
(

X0, r0, p, A, (v, (vx)x∈Rn)
)

, (2.2.2)

V −(X0, r0, p) = sup
B

inf
(u,(ux)x∈Rn )

J
(

X0, r0, p, (u, (ux)x∈Rn), B
)

. (2.2.3)

Proof of equalities (2.2.2) and (2.2.3): Thanks to Remark 2.2.1, we only need to prove
(2.2.2). Let us fix A =

(

α, (αx)x∈Rn

)

∈ Ad × (Ad)
Rn

. Since:

sup
(v,(vx)x∈Rn )

J
(

X0, r0, p, A, (v, (vx)x∈Rn)
)

≤ sup
B

J (X0, r0, p, A,B),

we have:
inf
A

sup
(v,(vx)x∈Rn )

J
(

X0, r0, p, A, (v, (vx)x∈Rn)
)

≤ V +(X0, r0, p). (2.2.4)

For any B = (β, (βx)x∈Rn) ∈ Bd × (Bd)
Rn

, by Lemma 2.1.4, there exists (uα,β, (uαx,βx
)x∈Rn)

and (vα,β, (vαx,βx
)x∈Rn) such that for any x ∈ R

n:
{

α(vα,β) = uα,β,

β(uα,β) = vα,β,
and

{

αx(vαx,βx
) = uαx,βx

,

βx(uαx,βx
) = vαx,βx

.

This implies:
J (X0, r0, p, A,B) = J (X0, r0, p, A, (vα,β, (vαx,βx

)x∈Rn)),

and since B is arbitrary:

sup
(v,(vx)x∈Rn )

J (X0, r0, p, A, (v, (vx)x∈Rn)) ≥ sup
B

J (X0, r0, p, A,B).

By taking the infimum of A ∈ Ad× (Ad)
Rn

on both sides in the above inequality, we obtain:

inf
A

sup
(v,(vx)x∈Rn )

J (X0, r0, p, A, (v, (vx)x∈Rn)) ≥ V +(X0, r0, p). (2.2.5)

Combining (2.2.4) and (2.2.5), we obtain (2.2.2). The proof is complete.

In this section, we aim to establish the following:

Proposition 2.2.2 (Dynamic Programming Principles). For any (X0, r0, p) ∈ (Rn)I ×
(−∞,M0)×∆(I) and 0 < h < (M0 − r0)/‖g‖∞,

V +(X0, r0, p) = inf
α∈Ad

sup
v∈V

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+ e−λhV +
(

(X
xi
0,α(v),v

h )i∈I , R
r0,α(v),v
h , p

)

,

(2.2.6)

V −(X0, r0, p) = sup
β∈Bd

inf
u∈U

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,u,β(u)

t , u(t), β(u)(t)
)

dt

+ e−λhV −
(

(X
xi
0,u,β(u)

h )i∈I , R
r0,u,β(u)
h , p

)

.

(2.2.7)
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2.2.1 Two-step Programming Principles

Let us begin by the following:

Lemma 2.2.3 (Two-step Programming Principles). For any (X0, r0, p) ∈ (Rn)I×(−∞,M0)×
∆(I), we have:

V +(X0, r0, p) = inf
α∈Ad

sup
v∈V

∑

i∈I

pi

{

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v)Ṽ (X
xi
0,α(v),v

T (r0,α(v),v)
,M0)

}

,

(2.2.8)

V −(X0, r0, p) = sup
β∈Bd

inf
u∈U

∑

i∈I

pi

{

∫ T (r0,u,β(u))

0

e−λtℓ
(

(X,R)
xi
0,r0,u,β(u)

t , u(t), β(u)(t)
)

dt

+e−λT (r0,u,β(u))Ṽ (X
xi
0,u,β(u)

T (r0,u,β(u))
,M0)

}

.

(2.2.9)

In the above equalities, the function (y,M0) 7→ Ṽ (y,M0) is defined by:

Ṽ (y,M0) := inf
α∈Ad

sup
v∈V

∫ +∞

0

e−λtℓ
(

(X,R)
y,M0,α(v),v
t , α(v)(t), v(t)

)

dt

= sup
β∈Bd

inf
u∈U

∫ +∞

0

e−λtℓ
(

(X,R)
y,M0,u,β(u)
t , u(t), β(u)(t)

)

dt.

(2.2.10)

Remark 2.2.4. Ṽ (y,M0) is the value function of game G̃(y,M0) with complete information
with dynamic:











ẋ(t) = f
(

x(t), u(t), v(t)
)

, t ≥ 0;

ṙ(t) = g
(

r(t), u(t), v(t)
)

, t ≥ 0;

x(0) = y; r(0) = M0;

and pay-off:

J̃(y, u, v) := J(y,M0, u, v) =

∫ ∞

0

e−λtℓ
(

(X,R)y,M0,u,v
t , u(t), v(t)

)

dt.

The last equality of (2.2.10) (i.e existence of a value of G̃(y,M0) with NAD strategies under
Isaacs’ condition (2.1.5) is a classic result of differential games, cf. [3, p. 431-470]).
Equality (2.2.10) will play a crucial role in the proof of our main result (i.e. the existence
of value).

Proof. In view of Remark 2.2.1, we only need to prove (2.2.8). For any (α, v), let xi
T (α, v)

denote X
xi
0,α(v),v

T (r0,α(v),v)
. By definition of upper-value function of game G(X0, r0, p), we have from
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one hand:

V +(X0, r0, p)

= inf
α

inf
(αx)x∈Rn

sup
v

{

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v) sup
(vx)x∈Rn

∑

i∈I

piJ
(

xi
T (α, v),M0, αxi

T (α,v), vxi
T (α,v)

)

}

≥ inf
α
sup
v

{

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v) inf
(αx)x∈Rn

sup
(vx)x∈Rn

∑

i∈I

piJ
(

xi
T (α, v),M0, αxi

T (α,v), vxi
T (α,v)

)

}

= inf
α
sup
v

{

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v)
∑

i∈I

pi inf
α′

sup
v′

J
(

xi
T (α, v),M0, α

′(v′), v′
)

}

which, by the definition of Ṽ ,

= inf
α
sup
v

∑

i∈I

pi

{

∫ T (r0,α(v),v)

0

e−λtℓ(X
xi
0,α(v),v

t , R
r0,α(v),v
t , α(v)(t), v(t))dt

+e−λT (r0,α(v),v)Ṽ (X
xi
0,α(v),v

T (r0,α(v),v)
,M0)

}

.

So we have proved one inequality in (2.2.8). From the other hand, let us prove that of
the reverse direction. For any x ∈ R

n and ǫ > 0, let αǫ
x ∈ Ad be a ǫ-optimal strategy for

Ṽ (x,M0) such that:

Ṽ (x,M0) ≤ sup
v

J(x,M0, α
ǫ
x, v)dt ≤ Ṽ (x,M0) + ǫ.
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Thus one has, for any v ∈ V and α ∈ Ad:

inf
(αx)x∈Rn

sup
v

{

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v) sup
(vx)x∈Rn

∑

i∈I

piJ(x
i
T (α, v),M0, αxi

T (α,v), vxi
T (α,v))

}

≤ sup
v

{

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v) sup
(vx)x∈Rn

∑

i∈I

piJ(x
i
T (α, v),M0, α

ǫ
xi
T (α,v), vxi

T (α,v))
}

≤ sup
v

{

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v)(
∑

i∈I

piṼ (X
xi
0,α(v),v

T (r0,α(v),v)
,M0) + ǫ)

}

.

Since ǫ > 0 is arbitrary, by passing ǫ → 0+ and then taking the infimum of α ∈ Ad on both
sides of the above inequality, we have:

V +(X0, r0, p) ≤ inf
α
sup
v

∑

i∈I

pi

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v)Ṽ (X
xi
0,α(v),v

T (r0,α(v),v)
,M0),

which is the missing inequality of (2.2.8). The proof is complete.

2.2.2 Regularity of the Values

In this subsection we investigate the regularity properties of the upper- and lower-value
functions of game G(X0, r0, p). We will need the following easy lemma:

Lemma 2.2.5 ([18]). Let Γ, Λ be arbitrary sets and h1 : Γ×Λ → R, h2 : Γ×Λ → R some
functions on Γ× Λ such that

| inf
c∈Γ

sup
l∈Λ

h1(c, l)|+ | inf
c∈Γ

sup
l∈Λ

h2(c, l)| < ∞.

If there exists some k > 0 such that: supc∈Γ,l∈Λ |h1(c, l)− h2(c, l)| ≤ k, then:

| inf
c∈Γ

sup
l∈Λ

h1(c, l)− inf
c∈Γ

sup
l∈Λ

h2(c, l)| ≤ k.

Before we investigate the regularity of V + and V −, we recall the regularity property of
Ṽ .
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Lemma 2.2.6 ([3]). The function y → Ṽ (y,M0) is Hölder continuous on R
n. More pre-

cisely, there exist C > 0 and 0 < γ ≤ 1 such that for any (y1, y2) ∈ (Rn)2, one has:

|Ṽ (y1,M0)− Ṽ (y2,M0)| ≤ C‖y1 − y2‖γ.

Without the above lemma, the regularity of V + and V − with respect to (X0, r0) will be
much more difficult to prove. Let us consider the following:

Example 2.2.7. We consider the case where n = I = 2. We suppose that in game
G(X0, r0, p): g ≡ 1, f = u + v with U = V = B̄(0; 1) ⊂ R

2 and ℓ = ‖u‖. Let us con-
sider a strategy of Player 1 (u, (ux)x∈R2) with u = u0 ≡ 0 and ux ≡ (0, 1) for any x 6= 0. It
is clear that for the strategy of Player 2 v ≡ 0:

J
(

X0, 0, p, (u, (ux)x∈R2), v
)

=
∑

i=1,2

pi1{0}(x
i
0)
e−λ

λ
.

Therefore X0 7→ J
(

X0, 0, p, (u, (ux)x∈R2), v
)

is discontinuous at X0 = (0, 0).

The above example shows that we can not obtain the regularity of V + with respect
to X0 by simply applying Lemma 2.2.5 on (A,B) 7→ J (X0, r0, p, A,B). We conclude this
subsection by giving the following estimations:

Proposition 2.2.8. Both V +(X0, r0, p) and V −(X0, r0, p) are bounded and continuous.
Moreover, for any S < M0, there exists C̃S > 0 and γ ∈ (0, 1] such that: ∀S < r1 ≤ r2 < M0,
∀X1, X2 ∈ (Rn)I and ∀p ∈ ∆(I),

|V +(X1, r1, p)− V +(X2, r2, p)| ≤C̃S(|r1 − r2|+ |r1 − r2|γ + ‖X1 −X2‖+ ‖X1 −X2‖γ);
|V −(X1, r1, p)− V −(X2, r2, p)| ≤C̃S(|r1 − r2|+ |r1 − r2|γ + ‖X1 −X2‖+ ‖X1 −X2‖γ).

Proof. The boundedness of both V + and V − is direct result of the boundedness of ℓ. Their
continuity on p can be deduced from Lemma 2.2.5 (cf. [16]). To finish the proof of the
proposition, we only need to prove the first of the two inequalities above, since the proof of
the second is similar.

Let γ > 0 be defined as in Lemma 2.2.6. To obtain the result, we prove respectively
that: there exists C̃S > 0 such that ∀S < r1 ≤ r2 < M0, ∀X1, X2 ∈ (Rn)I and ∀p ∈ ∆(I),

|V +(X1, r1, p)− V +(X1, r2, p)| ≤C̃S(|r1 − r2|+ |r1 − r2|γ); (2.2.11)

|V +(X1, r1, p)− V +(X2, r1, p)| ≤C̃S(‖X1 −X2‖+ ‖X1 −X2‖γ). (2.2.12)

Step 1: proof of inequality (2.2.11). By Lemma 2.2.6, there exists C > 0 such that

|Ṽ (x,M0)− Ṽ (y,M0)| ≤ C‖x− y‖γ. (2.2.13)
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Let (u, v) ∈ U × V be a fixed pair of admissible open-loop controls. For X1 = (xi
1)i∈I , on

one hand, we observe that: ∀i ∈ I,

∣

∣

∣

∫ T (r2,u,v)

0

e−λtℓ
(

(X,R)
xi
1,r2,u,v

t , u, v
)

dt−
∫ T (r1,u,v)

0

e−λtℓ
(

(X,R)
xi
1,r1,u,v

t , u, v
)

dt
∣

∣

∣

≤
∫ T (r2,u,v)

0

e−λt
∣

∣

∣
ℓ
(

(X,R)
xi
1,r2,u,v

t , u, v
)

− ℓ
(

(X,R)
xi
1,r1,u,v

t , u, v
)

∣

∣

∣
dt

+
∣

∣

∣

∫ T (r2,u,v)

T (r1,u,v)

e−λtℓ
(

(X,R)
xi
1,r1,u,v

t , u, v
)

dt
∣

∣

∣

in view of Lemma (2.1.1) and inequality (2.1.2):

≤M0 − S

ǫS
Lℓe

Lg(M0−S)

ǫ0 |r1 − r2|+ CS‖ℓ‖∞|r1 − r2|

=
(M0 − S

ǫS
Lℓe

Lg(M0−S)

ǫS + CS‖ℓ‖∞
)

|r1 − r2|.

On the other hand, by combining (2.2.13), Lemma 2.1.1 and the regularity of the map f ,
we have:

|Ṽ (X
xi
1,u,v

T (r2,u,v)
,M0)− Ṽ (X

xi
1,u,v

T (r1,u,v)
,M0)| ≤C(2‖f‖∞|T (r1, u, v)− T (r2, u, v)|)γ

≤C(2‖f‖∞CS)
γ|r1 − r2)|γ.

Thus the above two inequalities together yield:

sup
(α,v)

∣

∣

∣

∑

i∈I

pi

{

∫ T (r1,α(v),v)

0

e−λtℓ
(

(X,R)
xi
1,r1,α(v),v

t , α(v)(t), v(t)
)

dt+ e−λT (r1,α(v),v)×

Ṽ (X
xi
1,α(v),v

T (r1,α(v),v)
,M0)−

∫ T (r2,α(v),v)

0

e−λtℓ
(

(X,R)
xi
1,r2,α(v),v

t , α(v)(t), v(t)
)

dt−

e−λT (r2,α(v),v)Ṽ (X
xi
1,α(v),v

T (r2,α(v),v)
,M0)

}∣

∣

∣
≤ C̃ ′

S(|r1 − r2|+ |r1 − r2|γ).

(2.2.14)

In the last inequality, C̃ ′
S ≥ max

{(

M0−S
ǫS

Lℓe
Lg(M0−S)

ǫS + CS‖ℓ‖∞
)

, C(2‖f‖∞CS)
γ
}

> 0.

With Lemma 2.2.3, Lemma 2.2.5 and (2.2.14), we have proved inequality (2.2.11).
Step 2: proof of inequality (2.2.12). Let us turn to (2.2.12). For X2 = (xi

2)i∈I , one has:

∣

∣

∣

∫ T (r1,u,v)

0

e−λtℓ
(

(X,R)
xi
1,r1,u,v

t , u, v
)

dt−
∫ T (r1,u,v)

0

e−λtℓ
(

(X,R)
xi
2,r1,u,v

t , u, v
)

dt
∣

∣

∣

≤
∫ T (r1,u,v)

0

e−λt
∣

∣

∣
ℓ
(

(X,R)
xi
1,r1,u,v

t , u, v
)

− ℓ
(

(X,R)
xi
2,r1,u,v

t , u, v
)

∣

∣

∣
dt

≤Lℓ(M0 − S)

ǫS
e

Lf (M0−S)

ǫS ‖xi
1 − xi

2‖.

(2.2.15)
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The last inequality is from the regularity of ℓ and (2.1.4). In addition, we have:

|Ṽ (X
xi
1,u,v

T (r1,u,v)
,M0)− Ṽ (X

xi
2,u,v

T (r1,u,v)
,M0)| ≤C(e

Lf (M0−S)

ǫS ‖xi
1 − xi

2‖)γ

=C(e
Lf (M0−S)

ǫS )γ‖xi
1 − xi

2‖γ.
(2.2.16)

Let us define

C̃S := max
{

C̃ ′
S,

Lℓ(M0−S)
ǫS

e
Lf (M0−S)

ǫS , C(e
Lf (M0−S)

ǫS )γ
}

.

By combining (2.2.15) and (2.2.16), we obtain:

sup
(α,v)

∣

∣

∣

∑

i∈I

pi

∫ T (r1,α(v),v)

0

e−λtℓ
(

(X,R)
xi
1,r1,α(v),v

t , α(v)(t), v(t)
)

dt+ e−λT (r1,α(v),v)×

Ṽ (X
xi
1,α(v),v

T (r1,α(v),v)
,M0)−

∫ T (r1,α(v),v)

0

e−λtℓ
(

(X,R)
xi
2,r1,α(v),v

t , α(v)(t), v(t)
)

dt−

e−λT (r1,α(v),v)Ṽ (X
xi
2,α(v),v

T (r1,α(v),v)
,M0)

∣

∣

∣
≤ C̃S(‖X1 −X2‖+ ‖X1 −X2‖γ).

(2.2.17)

By Lemma 2.2.3 and Lemma 2.2.5, we have proved (2.2.12). The proof of Proposition 2.2.8
is complete.

Corollary 2.2.9. For any (X0, p) ∈ (Rn)I ×∆(I), one has:

lim
r0→M−

0

V +(X0, r0, p) = lim
r0→M−

0

V −(X0, r0, p) =
∑

i∈I

piṼ (xi
0,M0).

Moreover, these above limits are uniform with respect to (X0, p).

Proof. We only prove the part of V +, since that of V − is symmetric. For any 0 < ǫ < 1 and
M0 − ǫ < rǫ < M0, by taking S = M0 − 1, X1 = X0, r1 = rǫ and r2 = M0 in (2.2.14), one
has:

sup
(α,v)

∣

∣

∣

∑

i∈I

pi
{

∫ T (rǫ,α(v),v)

0

e−λtℓ
(

(X,R)
xi
1,rǫ,α(v),v

t , α(v)(t), v(t)
)

dt+ e−λT (rǫ,α(v),v)×

Ṽ (X
xi
1,α(v),v

T (rǫ,α(v),v)
,M0)

}

−
∑

i∈I

piṼ (xi
0,M0)

∣

∣

∣
≤ C̃ ′

S(ǫ+ ǫγ).

In view of Lemma 2.2.3 and Lemma 2.2.5, this yields:

|V +(X0, rǫ, p)−
∑

i∈I

piṼ (xi
0,M0)| ≤ C̃ ′

S(ǫ+ ǫγ).

The proof is complete.
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Let us denote, for all (X0, r0, p, α, v) ∈ (Rn)I × (−∞,M0)×∆(I)×Ad × V :

J̄ (X0, r0, p, α, v) :=
∑

i∈I

pi

{

∫ T (r0,α(v),v)

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+e−λT (r0,α(v),v)Ṽ (X
xi
0,α(v),v

T (r0,α(v),v)
,M0)

}

.

Corollary 2.2.10. For any ǫ > 0 and (X0, r0) ∈ (Rn)I × (−∞,M0), there exists δǫX0,r0
> 0

such that, if α ∈ Ad is a ǫ-optimal strategy for V +(X0, r0, p) in the sense of (2.2.8), then
for any (Y0, s0) ∈ B((X0, r0); δ

ǫ
X0,r0

), α is still a 2ǫ-optimal strategy for V +(Y0, s0, p) in the
sense of (2.2.8).

Proof. Since α is a ǫ-optimal strategy of V +(X0, r0, p) in the sense of (2.2.8), one has:

sup
v

J̄ (X0, r0, p, α, v) ≤ V +(X0, r0, p) + ǫ. (2.2.18)

Let us take S = r0 − 2 in Proposition 2.2.8. Then for any (Y0, s0) ∈ B((X0, r0);M0 − r0)

such that ‖(Y0, s0)− (X0, r0)‖ ≤ min
(

2, ǫ
8C̃S

, ( ǫ
8C̃S

)
1
γ

)

, we have:

|V +(X0, r0, p)− V +(Y0, s0, p)| ≤ 4C̃S
ǫ

8C̃S

=
ǫ

2
; (2.2.19)

| sup
v

J̄ (X0, r0, p, α, v)− sup
v

J̄ (Y0, s0, p, α, v)| ≤ 4C̃S
ǫ

8C̃S

=
ǫ

2
. (2.2.20)

The last inequality is a result of (2.2.14) and (2.2.17). Combining (2.2.18) with (2.2.19) and
(2.2.20), we obtain:

sup
v

J̄ (Y0, s0, p, α, v) ≤ sup
v

J̄ (X0, r0, p, α, v) +
ǫ

2
≤ V +(X0, r0, p) +

3ǫ

2
≤ V +(Y0, s0, p) + 2ǫ.

Thus α is indeed a 2ǫ-optimal strategy for V +(Y0, s0, p) in the sense of (2.2.8) for any

(Y0, s0) ∈ B
(

(X0, r0);min(2,M0−r0,
ǫ

8C̃S
, ( ǫ

8C̃S
)

1
γ )
)

. Set δǫX0,r0
= min(2,M0−r0,

ǫ
8C̃S

, ( ǫ
8C̃S

)
1
γ ),

and the proof is complete.

2.2.3 Proof of the Dynamic Programming Principles

Now we are ready to prove Proposition 2.2.2.

Proof. In view of Remark 2.2.1, we only prove the proposition for V +. Let:

W (X0, r0, p) =: inf
α
sup
v

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+ e−λhV +
(

(X
xi
0,α(v),v

h )i∈I , R
r0,α(v),v
h , p

)

.
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Step 1: V + ≥ W .
For ǫ > 0, let α ∈ Ad be a ǫ-optimal strategy of Player 1 such that:

sup
v

J̄ (X0, r0, p, α, v) ≤ V +(X0, r0, p) + ǫ.

For v̄ ∈ V fixed, let us define ᾱ ∈ Ad such that, for any v ∈ V :

ᾱ(v)(t) = α(ṽ)(t+ h),

where:

ṽ(s) =

{

v̄(s), s ∈ [0, h];

v(s), s > h.

Let us denote by V(v̄, h) the set {v ∈ V | v|[0,h] = v̄|[0,h]}. Hence:

sup
ṽ∈V(v̄,h)

J̄ (X0, r0, p, α, ṽ) = sup
ṽ∈V(v̄,h)

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v̄),v̄

t , α(v̄), v̄
)

dt+

e−λhJ̄
(

(X
xi
0,α(v̄),v̄

h )i∈I , R
r0,α(v̄),v̄
h , p, ᾱ, ṽ(·+ h)

)

=
∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v̄),v̄

t , α(v̄), v̄
)

dt+

e−λh sup
v

J̄
(

(X
xi
0,α(v̄),v̄

h )i∈I , R
r0,α(v̄),v̄
h , ᾱ, v

)

≥
∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v̄),v̄

t , α(v̄), v̄
)

dt+

e−λhV +
(

(X
xi
0,α(v̄),v̄

h )i∈I , R
r0,α(v̄),v̄
h , p

)

Since in the above inequality, v̄ is arbitrary, we deduce

V +(X0, r0, p) + ǫ ≥ sup
v

J̄ (X0, r0, p, α, v) ≥ sup
v̄

sup
ṽ∈V(v̄,h)

J̄ (X0, r0, p, α, ṽ)

≥ sup
v̄

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v̄),v̄

t , α(v̄), v̄
)

dt+ e−λhV +
(

(X
xi
0,α(v̄),v̄

h )i∈I , R
r0,α(v̄),v̄
h , p

)

≥W (X0, r0, p).

Thus, since ǫ > 0 is arbitrary, we have proved V + ≥ W .
Step 2: V + ≤ W .

For fixed (X0, r0, p), let ᾱ ∈ Ad be a ǫ-optimal strategy for W (X0, r0, p):

W (X0, r0, p) + ǫ ≥ sup
v

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,ᾱ(v),v

t , ᾱ(v)(t), v(t)
)

dt+

e−λhV +
(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h , p

)

.
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To all (Y, s) ∈ B̄(X0;h‖f‖∞)× [r0, r0+h‖g‖∞], we associate αY,s ∈ Ad, a ǫ-optimal strategy
for V +(Y, s, p) in the sense of (2.2.8). By Corollary 2.2.10, there exists δY,sǫ > 0 such that
αY,s remains a 2ǫ-optimal strategy for V +(Y ′, s′, p) for any (Y ′, s′) ∈ B((Y, s); δY,sǫ ). Thus,
we can construct a finite partition (Ej)

K
j=1 of B̄(X0;h‖f‖∞) × [r0, r0 + h‖g‖∞], such that

there exists, for any 1 ≤ j ≤ K, (Yj, sj) ∈ Ej with αj = αYj ,sj being a 2ǫ-optimal strategy
for V +(Y, s, p) if (Y, s) ∈ Ej.

Let us construct a strategy α ∈ Ad for Player 1 by defining:

∀v ∈ V , α(v)(t) =
{

ᾱ(v)(t), t ∈ [0, h];

αj
(

v(·+ h)
)

(t− h), if t > h and
(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h

)

∈ Ej.

One can check easily that α is indeed a pure strategy for Player 1. Thus we have:

V +(X0, r0, p) ≤ sup
v

J (X0, r0, p, α, v) = sup
v∈V

{

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,ᾱ(v),v

t , ᾱ(v), v
)

dt+

∑

1≤j≤K

e−λhJ̄
(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h , p, αj, v(·+ h)

)

1Ej

(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h

)

}

≤ sup
v∈V

{

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,ᾱ(v),v

t , ᾱ(v), v
)

dt+

∑

1≤j≤K

e−λh sup
v′∈V

J̄
(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h , p, αj, v′

)

1Ej

(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h

)

}

≤ sup
v∈V

{

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,ᾱ(v),v

t , ᾱ(v), v
)

dt+ e−λhV +
(

(X
xi
0,ᾱ(v),v

h )i∈I , R
r0,ᾱ(v),v
h , p

)

+ 2ǫ
}

.

Hence V + ≤ W + 3ǫ. Since ǫ > 0 is arbitrary, we have obtained V + ≤ W . The proof is
complete.

Passing to the limit as h → 0+ in the dynamic programming principle, we will prove in
Section 4 that the value is a solution of a PDE. In the next section, we investigate properties
of such PDE.

2.3 Hamilton-Jacobi-Isaacs Equations

In this section, we introduce and study the following Hamilton-Jacobi-Isaacs equation with
boundary condition:

{

H
(

(x, r),W (x, r), D(x,r)W (x, r)
)

= 0, (x, r) ∈ R
m × (−∞,M);

W (x,M) = V̂ (x).
(2.3.1)

In (2.3.1), both H : R2m+3 → R and V̂ : Rm → R are continuous functions and m > 0 some
fixed natural number.
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Definition 2.3.1 (Viscosity Solutions). A function W : Rm × (−∞,M ] → R is:

• a viscosity super-solution of Hamilton-Jacobi-Isaacs equation (2.3.1) if and only if: it
is lower semi-continuous (l.s.c.), it verifies ∀x ∈ R

m, W (x,M) = V̂ (x), and for any
function ϕ ∈ C1(Rm× (−∞,M)) such that W −ϕ has a local minimum at some point
(x̄, r̄) ∈ R

m × (−∞,M), one has:

H
(

(x̄, r̄),W (x̄, r̄), D(x,r)ϕ(x̄, r̄)
)

≤ 0.

• a viscosity sub-solution of Hamilton-Jacobi-Isaacs equation (2.3.1) if and only if: it is
upper semi-continuous (u.s.c.), it verifies ∀x ∈ R

m, W (x,M) = V̂ (x), and for any
function ϕ ∈ C1(Rm× (−∞,M)) such that W −ϕ has a local maximum at some point
(x̄, r̄) ∈ R

m × (−∞,M), one has:

H
(

(x̄, r̄),W (x̄, r̄), D(x,r)ϕ(x̄, r̄)
)

≥ 0.

• a viscosity solution of Hamilton-Jacobi-Isaacs equation (2.3.1) if it is both viscosity
super-solution and viscosity sub-solution of equation (2.3.1).

The following lemma is an immediate consequence of the above definition:

Lemma 2.3.2. Let V be a viscosity super-solution of equation (2.3.1). Then −V is a
viscosity sub-solution of:

{

H̄
(

(x, r),W (x, r), D(x,r)W (x, r)
)

= 0, (x, r) ∈ R
m × (−∞,M);

W (x,M) = −V̂ (x).
(2.3.2)

where the hamiltonian H̄ is defined by:

∀(x, r, s, q) ∈ R
m × R× R× R

m+1, H̄
(

(x, r), s, q
)

= −H
(

(x, r),−s,−q
)

.

We assume that the hamiltonian H satisfies the following conditions: there exist con-
stants η > 0 and C̄ > 0 such that for any r, r1, r2, s, s1 ≥ s2 ∈ R, x, x1, x2 ∈ R

m and q, q1,
q2 ∈ R

m+1:

H
(

(x, r), s1, q
)

−H
(

(x, r), s2, q
)

≤ −η(s1 − s2); (2.3.3)

|H
(

(x1, r1), s, q
)

−H((x2, r2), s, q
)

| ≤ C̄(1 + ‖q‖)‖(x1, r1)− (x2, r2)‖; (2.3.4)

|H
(

(x, r), s, q1
)

−H
(

(x, r), s, q2
)

| ≤ C̄‖q1 − q2‖. (2.3.5)

Let us prove the main result of this section:

Theorem 2.3.3 (Comparison Principle). Let W1 and W2 be respectively bounded viscos-
ity sub-solution and bounded viscosity super-solutions of equation (2.3.1) with H verifying
conditions (2.3.3), (2.3.4) and (2.3.5), one has in R

m × (−∞,M ], W1 ≤ W2.
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Proof. Let us argue by contradiction. We suppose that:

N := sup
(x,r)∈Rm×(−∞,M)

(W1 −W2)(x, r) > 0. (2.3.6)

Then, for a > 0 small enough,

Na := sup
(x,r)∈Rm×(−∞,M)

(W1 −W2)(x, r)− a‖(x, r)‖2 > 0, (2.3.7)

and in addition, N = lima→0+ Na.
For ǫ > 0, let us define:

Wa,ǫ(x, r, y, s) := W1(x, r)−W2(y, s)−
‖(x, r)− (y, s)‖2

ǫ
− a

2
(‖(x, r)‖2 + ‖(y, s)‖2).

We have immediately by (2.3.7):

Na,ǫ := sup
(x,r,y,s)∈(Rm×(−∞,M))2

Wa,ǫ(x, r, y, s) ≥ Na > 0.

Since Wa,ǫ is upper semi-continuous and coercive, we have that Wa,ǫ(x, r, y, s) achieves its
maximum at some point (xa,ǫ, ra,ǫ, ya,ǫ, sa,ǫ). We state a technical lemma, the proof of which
is postponed after the proof of this theorem.

Lemma 2.3.4. (a) limǫ→0+ Na,ǫ = Na;

(b) For any a > 0 small enough, limǫ→0+
1
ǫ
(‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖2) = 0;

(c) There exists a constant C̄ ′ > 0 such that a(‖(xa,ǫ, ra,ǫ)‖+ ‖(ya,ǫ, sa,ǫ)‖) ≤ C̄ ′
√
a;

(d) For ǫ > 0 sufficiently small, ra,ǫ < M and sa,ǫ < M .

Let us return to the proof of Theorem 2.3.3. Since (xa,ǫ, ra,ǫ) is a maximizer of (x, r) 7→
Wa,ǫ(x, r, ya,ǫ, sa,ǫ), we have, for any (x, r):

W1(x, r) ≤W1(xa,ǫ, ra,ǫ) +
1

ǫ

(

‖(x, r)− (ya,ǫ, sa,ǫ)‖2 − ‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖2
)

+

a

2

(

‖(x, r)‖2 − ‖(xa,ǫ, ra,ǫ)‖2
)

.

Let us denote by ϕ(x, r) the right-hand side of the above inequality, and we have that
(x, r) 7→ ϕ(x, r) is an element of C1(Rm×(−∞,M)) and that W1−ϕ has a global maximum
at (x, r) = (xa,ǫ, ra,ǫ). Since W1 is a viscosity sub-solution of equation (2.3.1), by definition,
we have:

H
(

(xa,ǫ, ra,ǫ),W1(xa,ǫ, ra,ǫ), D(x,r)ϕ(xa,ǫ, ra,ǫ)
)

≥ 0.
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Thus:

H
(

(xa,ǫ, ra,ǫ),W1(xa,ǫ, ra,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

+ a(xa,ǫ, ra,ǫ)
)

≥ 0. (2.3.8)

In the same way, since (ya,ǫ, sa,ǫ) is a maximizer of (y, s) 7→ Wa,ǫ(xa,ǫ, ra,ǫ, y, s), we have, for
any (y, s):

W2(y, s) ≥W2(ya,ǫ, sa,ǫ) +
1

ǫ

(

‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖2 − ‖(xa,ǫ, ra,ǫ)− (y, s)‖2
)

+

a

2

(

‖(ya,ǫ, sa,ǫ)‖2 − ‖(y, s)‖2
)

.

Let us denote by φ(y, s) the right-hand side of the above inequality. (y, s) 7→ φ(y, s) is an
element of C1(Rm × (−∞,M)) and W2 − φ has a global minimum at (y, s) = (ya,ǫ, sa,ǫ).
Because W2 is a viscosity super-solution of equation (2.3.1), we have:

H((ya,ǫ, sa,ǫ),W2(ya,ǫ, sa,ǫ), D(y,s)φ(ya,ǫ, sa,ǫ)) ≤ 0.

Thus:

H
(

(ya,ǫ, sa,ǫ),W2(ya,ǫ, sa,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

− a(ya,ǫ, sa,ǫ)
)

≤ 0 (2.3.9)

Combining (2.3.8) with (2.3.9), we have:

0 ≤H
(

(xa,ǫ, ra,ǫ),W1(xa,ǫ, ra,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

+ a(xa,ǫ, ra,ǫ)
)

−

H
(

(ya,ǫ, sa,ǫ),W2(ya,ǫ, sa,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

− a(ya,ǫ, sa,ǫ)
)

.

Applying the estimations (2.3.5), (2.3.3) and (2.3.4) to the right-hand side of the above
inequality, we deduce that

0 ≤H
(

(xa,ǫ, ra,ǫ),W1(xa,ǫ, ra,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

)

−

H
(

(ya,ǫ, sa,ǫ),W2(ya,ǫ, sa,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

)

+ C̄a(‖(xa,ǫ, ra,ǫ)‖+ ‖(ya,ǫ, sa,ǫ)‖)

≤H
(

(xa,ǫ, ra,ǫ),W2(ya,ǫ, sa,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

)

−

H
(

(ya,ǫ, sa,ǫ),W2(ya,ǫ, sa,ǫ),
2

ǫ

(

(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)
)

)

+ C̄a(‖(xa,ǫ, ra,ǫ)‖+ ‖(ya,ǫ, sa,ǫ)‖)
− η

(

W1(xa,ǫ, ra,ǫ)−W2(ya,ǫ, sa,ǫ)
)

≤C̄
(

1 +
2

ǫ
‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖

)

‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖+
C̄a(‖(xa,ǫ, ra,ǫ)‖+ ‖(ya,ǫ, sa,ǫ)‖)− η

(

W1(xa,ǫ, ra,ǫ)−W2(ya,ǫ, sa,ǫ)
)

.
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Finally, by the very definition of Na,ǫ:

0 ≤C̄
(

1 +
2

ǫ
‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖

)

‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖+
C̄a(‖(xa,ǫ, ra,ǫ)‖+ ‖(ya,ǫ, sa,ǫ)‖)− ηNa,ǫ)

Letting ǫ → 0+ in the above inequality, we obtain, in view of Lemma 2.3.4:

0 ≤ C̄C̄ ′
√
a− ηNa.

Letting a → 0+, this yields: ηN ≤ 0, which is a contradiction with (2.3.6). Thus W1 ≤ W2.
The proof is complete.

Proof of Lemma 2.3.4. Since we have, for K > max{‖W1‖∞, ‖W2‖∞}:

0 < Na ≤ Na,ǫ = W1(xa,ǫ, ra,ǫ)−W2(ya,ǫ, sa,ǫ)−
‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖2

ǫ
−

a

2

(

‖(xa,ǫ, ra,ǫ)‖2 + ‖(ya,ǫ, sa,ǫ)‖2
)

≤ 2K − ‖(xa,ǫ, ra,ǫ)− (ya,ǫ, sa,ǫ)‖2
ǫ

−
a

2

(

‖(xa,ǫ, ra,ǫ)‖2 + ‖(ya,ǫ, sa,ǫ)‖2
)

.

This proves that (c) holds and that ‖(xa,ǫ,ra,ǫ)−(ya,ǫ,sa,ǫ)‖2

ǫ
is bounded provided that a is small

enough. Thus ‖(xa,ǫ, ra,ǫ) − (ya,ǫ, sa,ǫ)‖ tends to 0 as ǫ → 0+. Let us fix a > 0 small
enough. By the fact that (xa,ǫ, ra,ǫ, ya,ǫ, sa,ǫ) is bounded, let (xa, ra) be a cluster point of
(

(xa,ǫ, ra,ǫ)
)

ǫ>0
and

(

(ya,ǫ, sa,ǫ)
)

ǫ>0
as ǫ → 0+. Let (ǫn)n∈N be a sequence such that ǫn → 0+

and limn→∞(xa,ǫn , ra,ǫn) = limn→∞(ya,ǫn , sa,ǫn) = (xa, ra). We have:

Na ≤ lim
n→∞

Na,ǫn

≤ lim inf
n→∞

[

W1(xa,ǫn , ra,ǫn)−W2(ya,ǫn , sa,ǫn)−
a

2
(‖(xa,ǫn , ra,ǫn)‖2 + ‖(ya,ǫn , sa,ǫn)‖2)

]

≤ lim sup
n→∞

[

W1(xa,ǫn , ra,ǫn)−W2(ya,ǫn , sa,ǫn)−
a

2
(‖(xa,ǫn , ra,ǫn)‖2 + ‖(ya,ǫn , sa,ǫn)‖2)

]

≤W1(xa, ra)−W2(xa, ra)− a‖(xa, ra)‖2 ≤ Na.

The last two inequalities are due to the fact that W1 − W2 is upper semi-continuous and
W1(xa,M) = W2(xa,M) (i.e. ra < M , since if this is not true, we would have Na < 0, a
contradiction). Thus, we have limn→∞ Na,ǫn = Na. In addition, the above inequalities yield:

lim
n→∞

[

W1(xa,ǫn , ra,ǫn)−W2(ya,ǫn , sa,ǫn)−
a

2
(‖(xa,ǫn , ra,ǫn)‖2 + ‖(ya,ǫn , sa,ǫn)‖2)

]

=W1(xa, ra)−W2(xa, ra)− a‖(xa, ra)‖2 = Na.
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This implies that:

lim
n→∞

‖(xa,ǫn , ra,ǫn)− (ya,ǫn , sa,ǫn)‖2
ǫn

= lim
n→∞

[

W1(xa,ǫn , ra,ǫn)−W2(ya,ǫn , sa,ǫn)−
a

2
(‖(xa,ǫn , ra,ǫn)‖2 + ‖(ya,ǫn , sa,ǫn)‖2)−Na,ǫn

]

= 0.

Since this is true for any ǫn → 0 such that (xa,ǫn , ra,ǫn , ya,ǫn , sa,ǫn) is converging, by a com-
pactness argument, we have finally (a), (b) and (d) hold and thus the proof of the lemma
is complete.

A direct consequence of the above comparison principle is the following:

Corollary 2.3.5. The Hamilton-Jacobi-Isaacs equation (2.3.1) has at most one bounded
continuous viscosity solution.

2.4 Existence and Characterization of Value

In this section, we present the main result of this paper: the existence of value for game
G(X0, r0, p) and its characterization. By Corollary 2.2.9, we can extend V + and V − by
continuity to (Rn)I × (−∞,M0]×∆(I) by defining, for any X0 ∈ (Rn)I and p ∈ ∆(I):

V +(X0,M0, p) :=
∑

i∈I

piṼ (xi
0,M0); V −(X0,M0, p) :=

∑

i∈I

piṼ (xi
0,M0).

Throughout this section, we do not distinguish these value functions from their extended
versions above and thus both V + and V − are bounded continuous functions on (Rn)I ×
(−∞,M0]×∆(I). Let us state the main result:

Theorem 2.4.1. Under Isaacs’ condition (2.1.5), game G(X0, r0, p) has a value. More-
over for any p ∈ ∆(I), the value function (X0, r0) 7→ V (X0, r0, p) is the unique bounded
continuous viscosity solution of the Hamilton-Jacobi-Isaacs equation (2.0.2).

Proof. Since the hamiltonian Hp satisfies the assumptions (2.3.3), (2.3.4) and (2.3.5), the
Corollary 2.3.5 implies the uniqueness property of bounded viscosity solution for the equa-
tion (2.0.2). To end the proof we only need to obtain the existence property for the PDE
(2.0.2) which is a consequence of the Proposition 2.4.2 stated below.

Proposition 2.4.2. For any p ∈ ∆(I), the value functions V +(·, p) and V −(·, p) are re-
spectively viscosity sub-solution and viscosity super-solution of equation (2.0.2).

Proof. By Remark 2.2.1 and Lemma 2.3.2, we only need to prove the proposition for V +.
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Let ϕ ∈ C1
(

(Rn)I × (−∞,M0)
)

be a test function such that V +(·, p)−ϕ admits a local
maximum at some point (X0, r0) ∈ (Rn)I × (−∞,M0). Since V

+ is continuous, to conclude
the proof, we only need to prove that:

−λV +(X0, r0, p) +Hp(X0, r0, DX,rϕ(X0, r0)) ≥ 0. (2.4.1)

Since (V +(·, p)−ϕ)(X0, r0) is a local maximum, there exists some δ > 0 small enough such
that for any (X, r) ∈ B

(

(X0, r0); δ
)

, V +(X, r, p) ≤ V +(X0, r0, p)− ϕ(X0, r0) + ϕ(X, r). Let
h0 = min( δ√

‖f‖2∞+‖g‖2∞+1
, M0−r0

‖g‖∞
). Thus, by the principle of dynamic programming for V +

(Proposition 2.2.2), for any h ∈ (0, h0):

V +(X0, r0, p) = inf
α
sup
v

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+ e−λhV +
(

(X
xi
0,α(v),v

h )i∈I , R
r0,α(v),v
h , p

)

.

But we have
(

(X
xi
0,α(v),v

h

)

i∈I
, R

r0,α(v),v
h ) ∈ B

(

(X0, r0); δ
)

for all (α, v) and all h ∈ (0, h0),
thus:

(1− e−λh)V +(X0, r0, p) ≤ inf
α
sup
v

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,α(v),v

t , α(v)(t), v(t)
)

dt

+ e−λh
(

ϕ
(

(X
xi
0,α(v),v

h )i∈I , R
r0,α(v),v
h

)

− ϕ(X0, r0)
)

.

(2.4.2)

Let us make some estimates on (2.4.2). We have first of all:

(1− e−λh)V +(X0, r0, p) = hλV +(X0, r0, p) + o(h) (2.4.3)

Secondly, let K > 0 be a upper bound of
√

I‖f‖2∞ + ‖g‖2∞‖D(X,r)ϕ‖ on B
(

(X0, r0); δ
)

. For
any (u, v) ∈ U × V , we have:
∣

∣

∣
(e−λh − 1)

(

ϕ
(

(X
xi
0,u,v

h )i∈I , R
r0,u,v
h

)

− ϕ(X0, r0)
)∣

∣

∣
≤ h(e−λh − 1)K + o(h) = o(h). (2.4.4)

By (2.4.2), for any fixed constant control u0 ∈ U , there exists vh,ǫ ∈ V such that:

(1− e−λh)V +(X0, r0, p)− ǫh ≤
∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,u0,vh,ǫ

t , u0, v
h,ǫ(t)

)

dt

+ e−λh
(

ϕ
(

(X
xi
0,u0,vh,ǫ

h )i∈I , R
r0,u0,vh,ǫ

h

)

− ϕ(X0, r0)
)

.

(2.4.5)

For convenience, let us denote by F (X0, r0, u0, v0) (v0 ∈ V ) the map:

(X0, r0, u0, v0) 7→
(

(

f(xi
0, u0, v0)

)

i∈I
, g(r0, u0, v0)

)

.
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Since D(X,r)ϕ is uniformly continuous on B((X0, r0); δ) and F , ℓ are Lipschitz continuous
with respect to the state variables, this implies:

ϕ((X
xi
0,u0,vh,ǫ

h )i∈I , R
r0,u0,vh,ǫ

h )− ϕ(X0, r0)

=

∫ h

0

〈

D(X,r)ϕ
(

(X
xi
0,u0,vh,ǫ

t )i∈I , R
r0,u0,vh,ǫ

t

)

, F
(

(X
xi
0,u0,vh,ǫ

t )i∈I , R
r0,u0,vh,ǫ

t , u0, v
h,ǫ(t)

)〉

dt

=

∫ h

0

〈

D(X,r)ϕ(X0, r0), F
(

X0, r0, u0, v
h,ǫ(t)

)〉

dt+ o(h),

(2.4.6)
and that for any i ∈ I,

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,u0,vh,ǫ

t , u0, v
h,ǫ(t)

)

dt ≤
∫ h

0

ℓ
(

(X,R)
xi
0,r0,u0,vh,ǫ

t , u0, v
h,ǫ(t)

)

dt

=

∫ h

0

ℓ
(

xi
0, r0, u0, v

h,ǫ(t)
)

dt+ o(h).

(2.4.7)

Combining (2.4.6) with (2.4.7), we have:

∑

i∈I

pi

∫ h

0

e−λtℓ
(

(X,R)
xi
0,r0,u0,vh,ǫ

t , u0, v
h,ǫ(t)

)

dt+ ϕ
(

(X
xi
0,u0,vh,ǫ

h )i∈I , R
r0,u0,vh,ǫ

h

)

− ϕ(X0, r0)

≤
∫ h

0

〈

D(X,r)ϕ(X0, r0), F
(

X0, r0, u0, v
h,ǫ(t)

)

〉

+
∑

i∈I

piℓ
(

xi
0, r0, u0, v

h,ǫ(t)
)

dt+ o(h)

≤hmax
v∈V

{

〈

D(X,r)ϕ(X0, r0), F (X0, r0, u0, v)
〉

+
∑

i∈I

piℓ(x
i
0, r0, u0, v)

}

+ o(h).

Applying the above estimation with (2.4.3) and (2.4.4) to the right-hand side of (2.4.5), we
obtain:

−ǫh+ o(h) ≤h
(

− λV +(X0, r0, p) + max
v∈V

{

〈

D(X,r)ϕ(X0, r0), F (X0, r0, u0, v)
〉

+

∑

i∈I

piℓ(x
i
0, r0, u0, v)

})

Dividing both sides of the above inequality by h and letting h tend to 0 gives:

−ǫ ≤ −λV +(X0, r0, p) + max
v∈V

{

〈

D(X,r)ϕ(X0, r0), F (X0, r0, u0, v)
〉

+
∑

i∈I

piℓ(x
i
0, r0, u0, v)

}

.

Since ǫ > 0 is arbitrary, by taking the infimum on u0 in the right-hand side of the above
inequality, we have:

0 ≤ −λV +(X0, r0, p) +H+
p

(

(X0, r0), D(X,r)ϕ(X0, r0)
)

.

According to Isaacs’ condition (2.1.5), the above inequality reduces to (2.4.1), which is the
wished result. The proof is complete.
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2.5 Applicability of the Approach

In this section, we demonstrate the applicability of our approach by studying a differential
game with incomplete information (denoted by Ĝ(X0, q)). In game Ĝ(X0, q), the initial state
of the dynamic is chosen randomly among only two points x1

0 and x2
0 and the information

will be revealed to both players when and only when the dynamic hits the closed unit ball
B̄(0; 1) ⊂ R

n.
The information structure of game Ĝ(X0, q) is of a different form to that of game

G(X0, r0, p). However, we will show in this section the similarity between the informa-
tion structures of these two games and we will demonstrate that our approach developed in
previous sections can be applied to game Ĝ(X0, q) to obtain the existence of a value of the
game. Let us consider a following dynamic:

{

ẋ(t) = f̂
(

x(t), u(t), v(t)
)

, t ≥ 0;

x(0) = x0 ∈ R
N .

(2.5.1)

Let t 7→ X̂ x̄0,u,v
t denote the trajectory of the unique solution for system (2.5.1). We

associate to this differential game a pay-off:

Ĵ(x0, u, v) :=

∫ ∞

0

e−λtℓ̂
(

X̂x0,u,v
t , u(t), v(t)

)

dt. (2.5.2)

The game is played as follows:

1. Before the game begins, an initial state x0 is picked randomly from the set X0 :=
{x1

0, x
2
0} according to the probability measure (q, 1 − q) ∈ ∆(2) with q ∈ (0, 1). In

addition, we suppose that for any i ∈ {1, 2}, xi
0 ∈ O ⊂ R

N with O := R
N\B̄(0; 1).

Player 1 and Player 2 both know as common knowledge (q, 1 − q) and X0, but they
are not informed about the chosen x0.

2. Player 1 chooses the control u to minimize Ĵ(x0, u, v) while Player 2 choosing the
control v to maximize Ĵ(x0, u, v). As usual, both players observe all played actions
with perfect memory.

3. If T̂ (x0, u, v) := inf{t > 0 | X̂x0,u,v
t ∈ Oc} < ∞, the current state X̂x0,u,v

T̂ (x0,u,v)
is publicly

announced to all players at the hitting time t = T̂ (x0, u, v).

To guarantee the existence of value of the above game, we suppose in this section that:

(i’) f̄ : RN ×U × V → R is a bounded, continuous function which is Lipschitz continuous
with respect to the first variable; in addition, for any (x, u, v) ∈ R

N\{0} × U × V ,
〈f(x̄, u, v), x〉 < 0;
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(ii’) ℓ̄ : RN ×U × V → R is bounded, continuous and Lipschitz continuous with respect to
the first variable;

(iii’) Isaac’s condition: for any (x, y) ∈ R
N × R

N , ξ = (ξ1, ξ2) ∈ R
N × R

N , q ∈ (0, 1):

inf
u∈U

sup
v∈V

〈

ξ,
(

f̂(x, u, v), f̂(y, u, v)
)〉

+ qℓ̂(x, u, v) + (1− q)ℓ̂(y, u, v)

= sup
v∈V

inf
u∈U

〈

ξ,
(

f̂(x, u, v), f̂(y, u, v)
)〉

+ qℓ̂(x, u, v) + (1− q)ℓ̂(y, u, v).
(2.5.3)

For future convenience, we define:

Ĥq(X = (x, y), ξ) := inf
u∈U

sup
v∈V

〈

ξ,
(

f̂(x, u, v), f̂(y, u, v)
)〉

+ qℓ̂(x, u, v) + (1− q)ℓ̂(y, u, v).

Now let us demonstrate the relation between game Ĝ and game G discussed in the previous
sections. Let us introduce, for any (X0, u, v) ∈ R

2N × U × V , the following function:

t 7→ R̂X0,u,v
t := − min

i∈{1,2}
‖Xxi

0,u,v
t ‖.

By the assumption (i’) on f̂ , R̂X0,u,v
· is strictly increasing within [0, T̂ (X0, u, v)] where

T̂ (X0, u, v) = infi∈{1,2} T̂ (x
i
0, u, v). Furthermore, it is clear that during game Ĝ(X0, q),

both players will be informed about the exact choice of x0 at T̂ (X0, u, v) no matter which
i ∈ {1, 2} is chosen before the game begins. Suppose that 1 = argmini∈{1,2} T̂ (x

i
0, u, v), then

either X
x1
0,u,v

T̂ (x1
0,u,v)

is revealed at T̂ (x1
0, u, v) or nothing (or X

x2
0,u,v

T̂ (x2
0,u,v)

) is revealed at T̂ (x1
0, u, v)

and both players know that i = 2. Hence, step 3 of game Ĝ(X0, q) is equivalent to the
following:

3’ During the game, if t 7→ R̂X0,u,v
t hits a fixed target M̂0 = −1, the current state

X̂x0,u,v

T̂ (X0,u,v)
is publicly announced to all players at the moment t = T̂ (X0, u, v).

Although the function R̂X0,u,v
· is not differentiable with respect to t (in comparison to Rr0,u,v

·

for game G(X0, r0, p)), one can check that:

Lemma 2.5.1. For any T > 0, the function X0 7→ R̂X0,u,v
t is locally Lipschitz continuous

uniformly for any (t, u, v) ∈ [0, T ]×U ×V. In addition, given (X0, u, v) ∈ R
2n ×U ×V and

0 ≤ t < T̂ (X0, u, v), for any 0 < ∆t ≤ T̂ (X0, u, v)− t and 0 < δ < 1:

R̂X0,u,v
t+∆t − R̂X0,u,v

t > −2 max
(B̄(0;‖X0‖)\B(0;δ))×U×V

〈x, f̂(x, u′, v′)〉∆t > 0.
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Therefore, as in game G, a strategy for Player 1 in game Ĝ(X0, q) is defined as an element
A = (α, (αx)x∈RN ) of Ad × (Ad)

RN

and that for Player 2 is an element B = (β, (βx)x∈RN ) of
Bd × (Bd)

RN

. For any X0 ∈ R
2N and i ∈ {1, 2}, we associate to each triplet (xi

0, A,B) the
trajectory:

t 7→ X̂
xi
0,A,B

t := X̂
xi
0,u

i
A,B ,viA,B

t

where with Zi := X
xi
0,uα,β ,vα,β

T̂ (X0,uα,β ,vα,β)
,

ui
A,B(t) =

{

uα,β(t), t ∈ [0, T̂ (X0, uα,β, vα,β));

uαZi
,βZi

(t− T̂ (X0, uα,β, vα,β)), t ∈ [T̂ (X0, uα,β, vα,β),+∞);

viA,B(t) =

{

vα,β(t), t ∈ [0, T̂ (X0, uα,β, vα,β));

vαZi
,βZi

(t− T̂ (X0, uα,β, vα,β)), t ∈ [T̂ (X0, uα,β, vα,β),+∞).

In the above formulas, the controls (uα,β, vα,β) and (uαZi
,βZi

, vαZi
,βZi

) are defined as in Lemma
2.1.4. We can furthermore write the game into a normal form by associated to each pair of
strategies (A,B) a following pay-off:

Ĵ (X0, q, A,B) := q

∫ ∞

0

e−λtℓ̂
(

X̂
x1
0,A,B

t , A,B
)

dt+ (1− q)

∫ ∞

0

e−λtℓ̂
(

X̂
x2
0,A,B

t , A,B
)

dt.

We thus define the upper- and lower-value functions of game Ĝ(x0, q) as follows:

V +(X0, q) = inf
A

sup
B

Ĵ (X0, q, A,B), V −(X0, q) = sup
B

inf
A

Ĵ (X0, q, A,B).

Let us present briefly the procedure for proving that game Ĝ(X0, q) has a value. Thanks
to Lemma 2.5.1, we can prove a following lemma in a similar way as in the proof of Lemma
2.2.3.

Lemma 2.5.2 (Two-step Programming Principles for game Ĝ(X0, q)). For any (X0, q) ∈
O2 × [0, 1], we have:

V +(X0, q) = inf
α∈Ad

sup
v∈V

q
{

∫ T̂ (X0,α,v)

0

e−λtℓ̂
(

X̂
x1
0,α,v

t , α, v
)

dt+ e−λT̂ (X0,α,v)V̂ (X̂
x1
0,α,v

T̂ (X0,α,v)
,M0)

}

+

(1− q)
{

∫ T̂ (X0,α,v)

0

e−λtℓ̂
(

X̂
x2
0,α,v

t , α, v
)

dt+ e−λT̂ (X0,α,v)V̂ (X̂
x2
0,α,v

T̂ (X0,α,v)
,M0)

}

,

V −(X0, q) = sup
β∈Bd

inf
u∈U

q
{

∫ T̂ (X0,u,β)

0

e−λtℓ̂
(

X̂
x1
0,u,β

t , u, β
)

dt+ e−λT̂ (X0,u,β)V̂ (X̂
x1
0,u,β

T̂ (X0,u,β)
,M0)

}

+

(1− q)
{

∫ T̂ (X0,u,β)

0

e−λtℓ̂
(

X̂
x2
0,u,β

t , u, β
)

dt+ e−λT̂ (X0,u,β)V̂ (X̂
x2
0,u,β

T̂ (X0,u,β)
,M0)

}

.
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In the above equalities, the function (y) 7→ V̂ (y) is defined by:

V̂ (y) := inf
α∈Ad

sup
v∈V

∫ +∞

0

e−λtℓ̂
(

X̂
y,α(v),v
t , α(v)(t), v(t)

)

dt

= sup
β∈Bd

inf
u∈U

∫ +∞

0

e−λtℓ̂
(

(X̂
y,u,β(u)
t , u(t), β(u)(t)

)

dt.

As in Section 2.3, we can deduce from the above lemma the dynamic programming
principles for the value functions of game Ĝ(X0, q).

Proposition 2.5.3 (Dynamic Programming Principles for Ĝ(X0, q)). For any (X0, q) ∈
O2 × [0, 1] (thus, R̂X0,u,v

0 < −1 for any (u, v) ∈ U × V) and h > 0 small enough,

V +(X0, q) = inf
α∈Ad

sup
v

{

q

∫ h

0

e−λtℓ̂
(

X̂
x1
0,α,v

t , α, v
)

dt+ (1− q)

∫ h

0

e−λtℓ̂
(

X̂
x2
0,α,v

t , α, v
)

dt+

e−λhV +
(

(X̂
xi
0,α,v

h )i∈{1,2}, q
)

}

,

(2.5.4)

V −(X0, q) = sup
β∈Bd

inf
u

{

q

∫ h

0

e−λtℓ̂
(

X̂
x1
0,u,β

t , u, β
)

dt+ (1− q)

∫ h

0

e−λtℓ̂
(

X̂
x2
0,u,β

t , u, β
)

dt+

e−λhV +
(

(X̂
xi
0,u,β

h )i∈{1,2}, q
)

}

,

(2.5.5)

By repeating the process in Section 3 and Section 4, as a consequence of the above
proposition and Lemma 2.5.1, we can obtain the existence of a value for game Ĝ(X0, q).

Theorem 2.5.4 (Existence of a Value for Game Ĝ(X0, q)). Under Isaacs’ condition (2.5.3),
game Ĝ(X0, q) has a value and for any q ∈ [0, 1] fixed, the value function X0 7→ V (X0, q) :=
V +(X0, q) = V −(X0, q) is the unique bounded continuous viscosity solution of the Hamilton-
Jacobi-Isaacs equation:







− λW (X) + Ĥq(X,DW (X)) = 0, X ∈ O2;

W (X = (x1, x2)) = qV̂ (x1) + (1− q)V̂ (x2), min
i∈{1,2}

‖xi‖ = −1.
(2.5.6)

2.6 Conclusion

We have proved in this paper the existence of the value for game G(X0, r0, p) under an
Isaacs’ condition and we have furthermore characterized its value function as the unique
bounded viscosity solution of a Hamilton-Jacobi-Isaacs equation. We have also shown that
our approach is powerful enough to obtain the existence of a value for several games with
incomplete information and revealing.
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Chapter 3

Existence of Value for Differential
Games with Incomplete Information
and with Signal Revelation - A
General Case

Abstract:
In this paper, we investigate the existence of value for a two-person zero-sum differential
game with incomplete information and with signal revelation. Before the game begins, the
initial state of the dynamic is chosen randomly among a finite number of points in R

n

while both players do not know the chosen initial state. During the game, if the system
reaches a fixed closed target set K, the current state of the system at the hitting time is
revealed to both players. We prove in this manuscript that this game has a value and its
value function is characterized as unique bounded continuous viscosity solution of a
suitable Hamilton-Jacobi-Isaacs equation.

Key words: Differential Games; Incomplete Information; Hamilton-Jacobi-Isaacs Equa-
tions; Signals.
AMS Classification: 49N30; 49N70; 91A05; 91A10; 91A23.
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Introduction

We consider the following dynamic system in R
n:

{

ẋ(t) = f
(

x(t), u(t), v(t)
)

, t ≥ 0;

x(0) = x0.
(P)

In the above system, (u, v) is a pair of controls. We suppose that the map f is regular
enough such that for any pair of admissible (measurable) controls (u, v) and any initial
constants x0, the dynamic (P) has a unique solution denoted by t 7→ Xx0,u,v

t . To each triplet
of (x0, u, v), we associate a following running cost:

J(x0, u, v) :=

∫ +∞

0

e−λtℓ
(

Xx0,u,v
t , u(t), v(t)

)

dt, (3.0.1)

where ℓ is a real value function that is regular enough. Let I be positive integer and let
X0 = {xi

0}i∈I be a subset of Rn indexed. Here we apply a slight abuse of notations by
denoting the sets {1, 2, ..., I} by I. We fix ∆(I) := {p ∈ (R+)I | ∑I

i=1 p(i) = 1} the set of
probability measures on I, and K ⊆ R

n a closed target set. For p ∈ ∆(I), let us consider
G(X0, p) a two-person zero-sum differential game with incomplete information and signals
played as follows:

(A) Before the game begins, an index i ∈ I is chosen randomly according to p =
(

p(i)
)

i∈I
∈

∆(I). The chosen index i is not communicated to any player. The set X0 and the
probability measure p are supposed to be common knowledge of both players.

(B) The game begins with x0 = xi
0 in (P). Player 1 chooses the control u in order to

minimize running cost J(xi
0, u, v) and Player 2 aims to maximize J(xi

0, u, v) by choosing
the control v. Both players observe during the game all played actions with perfect
memory.

(C) During the game, both players also observe with perfect memory a signal:

sxi
0,u,v

(t) =

{

(0, 0) ∈ R× R
n, if t < T ;

(1, X
xi
0,u,v

T ), if t ≥ T .

with T := inf{t ≥ 0 | Xxi
0,u,v

t ∈ K}.

Here by saying “with perfect memory”, we mean that at any moment t ≥ 0, the player
knows the restriction of the application t 7→

(

u(t), v(t)
)

on the interval [0, t].
Now we explain the signal structure. During the game, the signal observed by the players

is composed of two components: the first one takes binary values which is an indicator for
whether the target K has been hit: it is 0 before K is hit and it turns to 1 after the hitting
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occurs; the second one indicates the current state of the system at the moment T and it
is the constant vector 0 if the system has not reached K. Before the dynamic (P) hits the
target K, both players receive no further information and observe a constant pair (0, 0).

As soon as X
xi
0,u,v

t reaches K (at the moment T ), both players receive the pair (1, X
xi
0,u,v

T )
where the integer 1 serves as a sign of “target hit”. This avoids the possible confusion while

X
xi
0,u,v

T = 0.

When the target set is K = R
n (the initial state is revealed immediately as the game

begins) or K = ∅ (the initial state is never revealed), our game model reduces to a classic
differential game with complete information. For non-trivial subset K of Rn, game G(X0, p)
can be interpreted as a differential game with incomplete information and revealing since
the step (C) above is in fact equivalent to:

(C’) When X
xi
0,u,v

t hits the target K, the current state (i.e X
xi
0,u,v

T ) is announced publicly
to both players.

This furthermore indicates that the game models studied in [73] can be viewed as a particular
cases of game G(X0, p). During G(X0, p), for profiting from their information, both players
should choose their actions according to the triplet (u, v, sxi

0,u,v
)|[0,t] at any moment t ≥ 0.

In this paper, we define the upper- and lower-value functions of the game under suitable
notion of strategies and we investigate the existence of a value (i.e. the upper- and lower-
value functions coincide) and the characterization of its value function.

Differential games with incomplete information was studied in [16] which generalized
the repeated games with incomplete information of Aumann and Maschler in [2] and the
theory of differential games of Isaacs in [40]. In recent years, further investigation of the
game model in [16] brought forward several results for these game models (such results can
be found in [12, 17, 19, 21, 43]). In particular, the existence of value of related game models
are investigated in [24, 25, 54, 74]). In comparison with these above articles, our game
model concerns the case where players receive signals generated by the current states of the
system during the game. Thus suitable notion of strategies for the players is necessary for
the study of the game model.

Compared with pursuit-evasion games (for example, in [4, 22, 32, 40, 47, 55, 63, 69, 77]),
players in our game model do not necessarily aim for optimizing T itself. It is not necessary
that they will always try to avoid or reach the target and this requires appropriate hypothesis
on the boundary of the target set.

In this manuscript, we prove that the game has a value and that this value is the unique
continuous viscosity solution of a Hamilton-Jacobi-Isaacs equation on the open set (Rn\K)I .
To obtain the existence of value for our game model, we follow the classic scheme in [33]:
We first prove that the upper- and lower-value functions of game G(X0, p) are respectively
viscosity sub- and super-solutions of the same Hamilton-Jacobi-Isaacs equation restricted to
(Rn\K)I . Then we prove that this equation has a unique bounded viscosity solution with a
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boundary condition. Thus, the upper- and lower-value functions of the game coincide and
there follows the existence of value.

There are three main novelties of this new game model. Firstly, we do not require the
hitting time T always finite (for example, in [73]), i.e. the players are able to stay outside
of the target set given proper dynamic system. Secondly, we introduce in this paper the
notion of non-anticipative signal-depending strategies with delay which allows the players
to choose their actions according to the observation of played actions and the signal. Such
strategies are more complicate than classic non-anticipative strategies with delay and we
shall show that under such strategies, the normal form of the game could lack for continuity
which poses one of the main difficulties in this paper. Thirdly, the equality between the
upper-value and the lower-value does not automatically hold while X0 is on the boundary
of the open set (Rn\K)I (in comparison with Bolza problems in [16, 54, 74] or the pursuit-
evasion games listed above), this means that the upper- and lower-value functions do not
automatically verify the boundary condition in the comparison principle for the Hamilton-
Jacobi-Isaacs equation, which brings technical obstacles in the proof of the main results in
this manuscript.

This article is organized as follows. After the preliminary section, we investigate the
notion of non-anticipative signal-depending strategies with delay in Section 2 and we define
the normal form of the game under such strategies. In Section 3, we study the continuity
of the upper- and lower-value functions of the game and we prove furthermore a dynamic
programming principle for its upper-value function. Finally, the last section is devoted to
the proof of the main theorem.

3.1 Preliminaries

In this paper, we denote by ‖x‖ the euclidean norm of x ∈ R
n, and 〈x, y〉 the associated scalar

product of any points x, y ∈ R
n. An open ball with center x ∈ R

n and radius a is denoted by
B(x; a), and its closure by B̄(x; a). Also we identify probability measures on the finite set I
with elements of ∆(I). The support of p ∈ ∆(I) is defined by supp(p) := {i ∈ I | p(i) > 0}.
Let us suppose the following hypothesis:

(i) U , V are two compact metric spaces, both endowed with the Borel σ-algebra;

(ii) f : Rn×U ×V → R
n is a bounded, continuous function which is Lipschitz continuous

on the first variable uniformly in (u, v) with a Lipschitz constant Lf > 0;

(iii) ℓ : Rn × U × V → R is bounded, continuous, and Lipschitz continuous on the first
variable with Lipschitz constant Lℓ > 0;

(iv) U denotes the set of measurable maps u : R+ → U while V stands for the set of
measurable maps v : R+ → V ;
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(v) the constant λ > 0 is fixed and K is a closed subset of Rn.

(vi) the following Isaacs condition holds true:

for any X0 = (xi
0)i∈I ∈ (Rn)I , ξ ∈ (Rn)I and p ∈ ∆(I), H+

p (X0, ξ) = H−
p (X0, ξ),

(3.1.1)

where:

H+
p (X0, ξ) := inf

u∈U
sup
v∈V

{

〈(f(xi
0, u, v))i∈I , ξ〉+

∑

i∈I

p(i)ℓ(xi
0, u, v)

}

;

H−
p (X0, ξ) := inf

u∈U
sup
v∈V

{

〈(f(xi
0, u, v))i∈I , ξ〉+

∑

i∈I

p(i)ℓ(xi
0, u, v)

}

.

Elements of U (resp. V) are called admissible open-loop controls of Player 1 (resp. of
Player 2). In addition, we suppose that both U and V are equipped with the corresponding
L∞-topology.

By Hypothesis (ii), for any (x0, u, v) ∈ R
n×U ×V , the system (P) has a unique solution

defined on [0,+∞). As in the introduction, to each solution of (P), t 7→ Xx0,u,v
t , we associate

the running cost J(x0, u, v) defined by (3.0.1).
Let us recall a useful property of the dynamic (P). For any (u, v) ∈ U×V and (t, x0, x

′
0) ∈

R
+ × R

n × R
n, we have:

‖Xx0,u,v
t −X

x′
0,u,v

t ‖ ≤ eLf t‖x0 − x′
0‖. (3.1.2)

To any (x0, u, v) ∈ R
n × U × V , we define the corresponding “hitting time” of system (P)

at the closed target set K by T (x0, u, v) := inf{t ≥ 0 | Xx0,u,v
t ∈ K}. Here we allow T to

take its values in R ∪ {+∞}. We suppose in addition the following hypothesis:

(vii) For any 0 < T < +∞, TT (x0, u, v) := min{T (x0, u, v), T} is locally Lipschitz con-
tinuous on x0 uniformly with respect to (u, v). More precisely, for any x0 ∈ R

n

and 0 < T < +∞, there exists an open neighbourhood Bx0 of x0 and a constant
LT (Bx0) > 0 such that for any (u, v) ∈ U × V and x, y ∈ Bx0 :

|TT (x, u, v)− TT (y, u, v)| ≤ LT (Bx0)‖x− y‖.

When K = ∅ or K = R
n, the above hypothesis holds. For the case K being non-trivial

subset of Rn, we have the following:

Corollary 3.1.1 (cf. [71]). Let K = {x ∈ R
n | Φ(x) ≤ 0} with Φ ∈ C2(Rn;R) such that

∇Φ(x) 6= 0 if Φ(x) = 0. If for any x ∈ ∂K and any (u, v) ∈ U ×V , 〈f(x, u, v),∇Φ(x)〉 < 0,
then for any T > 0, the function x0 7→ TT (x0, u, v) is locally Lipschitz continuous uniformly
with respect to (u, v).
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Remark 3.1.2. This lemma shows that Hypothesis (vii) can be fulfilled by setting the bound-
ary of K being “absorbent”. We remark that the condition proposed in the above lemma is
stronger than those for differential games with state constraints (cf. [22]). This is because
in this game model there is not any state constraint.

Now we introduce the signal space. Let S1 denote the set of all functions s1T : R+ → {0, 1}
with T ∈ [0,+∞] such that:

s1T (t) = 1[T,+∞)(t).

Let S2 denote the set all functions: s2x,T : R+ → R
n with x ∈ R

n and T ∈ [0,+∞] such
that:

s2x,T (t) = x1[T,+∞)(t).

We define the signal space S := {(s1T , s2x,T ) ∈ S1 × S2 | T ∈ [0,+∞] and x ∈ R
n}. Clearly

for any i ∈ I and (u, v) ∈ U × V , sxi
0,u,v

∈ S.
Let us define respectively for S1 and S2 a distance by setting :

dS1(s1T1
, s1T2

) = |T1 − T2|

and dS2(s2x1,T1
, s2x2,T2

)
)

=



















‖x1 − x2‖, T1 6= +∞ and T2 6= +∞;

0, if T1 = T2 = +∞;

+∞, if T1 = +∞ and T2 6= +∞;

+∞, if T1 6= +∞ and T2 = +∞..

In this manuscript, we equipped S with the topology induced by the product topology
on S1 × S2 as product space of the topological metric spaces (S1, dS1) and (S2, dS2). An
interpretation of the above distances is that two signal functions are close if and only if the
revealing time and the revealed information are both close.

Remark 3.1.3. As defined above, we allow here the distance between two points to be
infinite. In this case, a subset S of S1 is open if and only if for any s1 ∈ S1, there exists
δ > 0 such that the open ball B(s1; δ) ⊂ S. The sigleton {0} ⊂ S1 is an open neighbourhood
of the constant function equals to 0 and thus both open and closed. For more properties of
such metric topological spaces, readers may refer to [13].

3.2 Strategies and Normal Form

Before we introduce the notion of strategies for game G(X0, p), we first recall the following:

Definition 3.2.1 (Non-anticipative Strategies with Delay (in short, NAD Strategies) of
Player 1, [21]). An NAD strategy of Player 1 is a Borel-measurable map: α : V → U
such that: there exists τα > 0, for any v1, v2 ∈ V, t ≥ 0, if v1|[0,t] = v2|[0,t] a.e., then
α(v1)|[0,t+τα] = α(v2)|[0,t+τα] a.e.. The set of such maps is denoted by Ad.
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We define an NAD strategy of Player 2 similarly and let Bd denote the set of NAD
strategies of Player 2. Below is a useful property of NAD strategies:

Lemma 3.2.2 (cf. [21]). For any (α, β) ∈ Ad ×Bd, there exists a unique pair of admissible
controls (uα,β, vα,β) such that:

α(vα,β) = uα,β and β(uα,β) = vα,β.

Since NAD strategies do not depend on the observation of signals, to characterize the
signal structure of game G(X0, p), we need a signal-depending version:

Definition 3.2.3 (Signal-depending NAD Strategies of Player 1). A signal-depending NAD
strategy of Player 1 is a Borel-measurable map: α : S × V → U such that: there exists
τα > 0, for any v1, v2 ∈ V, s1, s2 ∈ S and t ≥ 0, if v1|[0,t] = v2|[0,t] a.e. and s1|[0,t] = s2|[0,t],
then α(s1, v1)|[0,t+τα] = α(s2, v2)|[0,t+τα] a.e.. The set of such maps is denoted by As.

Signal-depending NAD strategies of Player 2 can be defined similarly and we denote by
Bs the set of all such strategies of Player 2.

Remark 3.2.4. It is clear that any NAD strategy can also be viewed as a signal-depending
one, thus we have Ad ⊂ As and Bd ⊂ Bs.

We recall that, for any (x0, u, v) ∈ R
n×U×V , we denote by sx0,u,v the signal function ob-

served by the players during game G(X0, p) while x0 is chosen as initial state of dynamic (P)
and the pair of controls (u, v) is played. Observe that sx0,u,v = (s1T (x0,u,v)

, s2
X

x0,u,v

T (x0,u,v)
,T (x0,u,v)

) ∈
S. In this paper, we denote by U(0, t) for some t > 0 (resp. V(0, t)) the set of all measurable
controls u : [0, t] 7→ U (resp. v : [0, t] 7→ V ). We have the following:

Lemma 3.2.5. For any (x0, α, β) ∈ R
n × As × Bs, there exists a unique pair of controls

(ux0,α,β, vx0,α,β) such that:

α(sx0,ux0,α,β ,vx0,α,β
, vx0,α,β) = ux0,α,β and β(sx0,ux0,α,β ,vx0,α,β

, ux0,α,β) = vx0,α,β.

Proof. Let us fix (x0, α, β) with τ > 0 a common delay of α and β. Without loss of
generality, we suppose that x0 /∈ K (for if x0 ∈ K, sx0,u,v is constant) and we prove the
lemma by recurrence.

Since sx0,u,v(0) = 0 for any (u, v) and the pair of strategies (α, β) is non-anticipative
with delay τ , there exists (ū0, v̄0) ∈ U(0, τ)× V(0, τ) such that for any (u, v) ∈ U × V :

α(sx0,u,v, v)|[0,τ ] = ū0 and β(sx0,u,v, u)|[0,τ ] = v̄0.

Let us assume that for k ∈ N∗, there exists (ūk, v̄k) ∈ U(0, kτ)×V(0, kτ) such that: for any
(u, v) ∈ U × V , if (u, v)|[0,(k−1)τ ] = (ūk, v̄k)|[0,(k−1)τ ] a.e., one has:

α(sx0,u,v, v)|[0,kτ ] = ūk and β(sx0,u,v, u)|[0,kτ ] = v̄k.
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We prove that there exists (ūk+1, v̄k+1) ∈ U
(

0, (k + 1)τ
)

× V
(

0, (k + 1)τ
)

such that if
(u, v) ∈ U × V satisfies (u, v)|[0,kτ ] = (ūk, v̄k), then

α(sx0,u,v, v)|[0,(k+1)τ ] = ūk+1 and β(sx0,u,v, u)|[0,(k+1)τ ] = v̄k+1.

Let û ∈ U and v̂ ∈ V be fixed and we denote respectively by uk ∈ U and vk ∈ V the
following controls:

uk(t) :=

{

ūk(t), if t ≤ kτ ;

û, else;
and vk(t) :=

{

v̄k(t), if t ≤ kτ ;

v̂, else.

If (u, v)|[0,kτ ] = (ūk, v̄k), then we have:

sx0,u,v|[0,kτ ] = sx0,uk,vk |[0,kτ ].
This implies that:

α(sx0,u,v, v)|[0,(k+1)τ ] = α(sx0,uk,vk , vk)|[0,(k+1)τ ];

β(sx0,u,v, u)|[0,(k+1)τ ] = β(sx0,uk,vk , uk)|[0,(k+1)τ ],

and therefore, by defining ūk+1 := α(sx0,uk,vk , vk)|[0,(k+1)τ ] and v̄k+1 := β(sx0,uk,vk , uk)|[0,(k+1)τ ]

we have proved our claim.
By the hypothesis of recurrence, for any m ∈ N∗, there exists a unique pair of controls

(ūm, v̄m) ∈ U([0,mτ ])×V([0,mτ ]) such that if (u, v) ∈ U×V satisfies (u, v)|[0,mτ ] = (ūm, v̄m),
one has:

α(sx0,u,v, v)|[0,mτ ] = ūm and β(sx0,u,v, u)|[0,mτ ] = v̄m.

Let us define:
(ux0,α,β, vx0,α,β)(t) := (ūm, v̄m)(t), if t ∈ [0,mτ).

By the uniqueness property of (ūm, v̄m), the pair of controls (ux0,α,β, vx0,α,β) is well defined.
By definition of (ux0,α,β, vx0,α,β), one can easily verify that:

α(sx0,ux,α,β ,vx,α,β
, vx0,α,β) = ux0,α,β and β(sx0,ux,α,β ,vx,α,β

, ux0,α,β) = vx0α,β.

The proof is complete.

In this manuscript, for any (x0, α, β) ∈ R
n × As × Bs, we denote by (α(x0), β(x0)) the

application t 7→ (ux0,α,β, vx0,α,β)(t). For the function t 7→ X
x0,α(x0),β(x0)
t , we write t 7→ Xx0,α,β

t

for short.
With Lemma 3.2.5, we are able to put the game in a normal form. For any fixed

(X0, p) ∈ (Rn)I ×∆(I), we associate to a pair of strategies (α, β) ∈ As × Bs the following
pay-off:

J (X0, p, α, β) :=
∑

i∈I

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

.
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As mentioned in the introduction, the above function is not necessarily semi-continuous. In
fact, the continuity of map x0 7→ J(x0, α(x0), β(x0)) depends on the pair of strategies (α, β)
as shown in the following:

Counterexample 3.2.6. Let us consider the case where n = 2, K = U = V = B̄(0; 1) ⊂ R
2

and:

f(x, u, v) = −x+
1

3
(u+ v);

ℓ(x, u, v) = 〈u, (1, 1)〉.

Obviously f and ℓ verifies Hypothesis (ii), (iii) and (vii). Let us consider a strategy of
Player 1 α ∈ As with small delay τ > 0 defined as follows: for any x0 = (x0,1, x0,2) ∈ R

2,
(s1T , s

2
x0,T

) ∈ S and v ∈ V,

α
(

(s1T , s
2
x,T ), v

)

(t) =



















(0, 0), if T > 1 or t < 1 + τ ;

(0, 1), if T ≤ 1, t ≥ 1 + τ and x0,2 > 0;

(0,−1), if T ≤ 1, t ≥ 1 + τ and x0,2 < 0;

(0, 0), if T ≤ 1, t ≥ 1 + τ and x0,2 = 0

Let us consider two sequences:
{

e2(cos 1
n
, sin 1

n
)
}

n∈N∗
and

{

e2(cos− 1
n
, sin− 1

n
)
}

n∈N∗
. It is

clear that both sequences has as limit (e2, 0). For any n ∈ N∗, let xn = e2(cos 1
n
, sin 1

n
) and

yn = e2(cos− 1
n
,− sin 1

n
). For v = (0, 0) the constant control, we have:

J(xn, α, v) =

∫ +∞

1+τ

e−λt(−1)dt = −1

λ
e−λ(1+τ);

J(yn, α, v) =

∫ +∞

1+τ

e−λtdt =
1

λ
e−λ(1+τ);

J
(

(e2, 0), α, v
)

= 0.

Thus J(·, α, v) is neither upper semi-continuous nor lower semi-continuous at (e2, 0).

Before we move on to the next section, we introduce a new signal function which is
an important technical tool in Section 3. Let us fix T > 0. Suppose that during game
G(X0, p), the current state of (P) at t = T will be revealed publicly if the target set K
has not been hit before T . This means that instead of sx0,u,v, both players observe, for
(x0, T, u, v) ∈ R

n × (0,+∞)× U × V , a function sx0,T,u,v ∈ S defined as below:

sx0,T,u,v(t) =

{

(0, 0), if t < TT (x0, u, v);

(1, Xx0,u,v
TT (x0,u,v)

), else.

As direct consequence of Lemma 3.2.5, we have the following:
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Corollary 3.2.7. For any (x0, T, α, β) ∈ R
n× (0,+∞)×As×Bs, there exists a unique pair

of controls (ux0,T,α,β, vx0,T,α,β) such that:

α(sx0,T,ux0,T,α,β ,vx0,T,α,β
, vx0,T,α,β) = ux0,T,α,β and β(sx0,T,ux0,T,α,β ,vx0,T,α,β

, ux0,T,α,β) = vx0,T,α,β.

In addition, we have ux0,α,β|[0,T ] = ux0,T,α,β|[0,T ] and vx0,α,β|[0,T ] = vx0,T,α,β|[0,T ] a.e. on [0, T ]
with (ux0,α,β, vx0,α,β) defined as in Lemma 3.2.5.

We denote by (αT (x0), β
T (x0)) the application t 7→ (ux0,T,α,β, vx0,T,α,β)(t). Similarly,

t 7→ X
x0,αT (x0),βT (x0)
t is denoted by t 7→ Xx0,αT ,βT

t for short. The above corollary allows us to
define the following function:

JT (X0, p, α, β) :=
∑

i∈I

p(i)J
(

xi
0, α

T (xi
0), β

T (xi
0)
)

.

The family (JT )T>0 provides an approximation to the cost J . In fact, we have:

Remark 3.2.8. It is clear that the functions JT converge uniformly to J as T tends to
+∞. More precisely, for any (X0, p, α, β) ∈ (Rn)I ×∆(I)×As × Bs, one has:

|JT (X0, p, α, β)− J (X0, p, α, β)| ≤ 2‖ℓ‖∞
∫ +∞

T

e−λtdt =
2‖ℓ‖∞e−λT

λ
.

3.3 Value Functions

Since we have put game G(X0, p) into normal form in the previous section, we can define
the upper-value function and the lower-value function of the game respectively by:

V +(X0, p) = inf
α∈As

sup
β∈Bs

J (X0, p, α, β);

V −(X0, p) = sup
β∈Bs

inf
α∈As

J (X0, p, α, β).

It is clear that V + ≥ V −. We say that game G(X0, p) has a value if in addition V + = V −.
Let the functions Ṽ + : Rn → R and Ṽ − : Rn → R be defined as follows:

Ṽ +(x0) := inf
α∈Ad

sup
β∈Bd

J(x0, α, β);

Ṽ −(x0) := sup
β∈Bd

inf
α∈Ad

J(x0, α, β).

These above functions are respectively the upper- and lower-value functions of a class of
infinite horizon differential games with complete information. We recall that both Ṽ + and
Ṽ − are locally Hölder continuous and under Isaacs’ condition (3.1.1), Ṽ + = Ṽ − cf. [3, p.
431-470]. The following lemma gives a relation between V ± and Ṽ ±.
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Lemma 3.3.1. Let X0 ∈ (Rn)I and I ′ ⊂ I be the set of all j ∈ I such that xj
0 /∈ K. Then:

V +(X0, p) = inf
α∈As

sup
β∈Bs

{

∑

j∈I′

p(j)J
(

xj
0, α(x

j
0), β(x

j
0)
)

}

+
∑

i∈I\I′

p(i)Ṽ +(xi
0); (3.3.1)

V −(X0, p) = sup
β∈Bs

inf
α∈As

{

∑

j∈I′

p(j)J
(

xj
0, α(x

j
0), β(x

j
0)
)

}

+
∑

i∈I\I′

p(i)Ṽ −(xi
0). (3.3.2)

From this lemma and the fact that Ṽ + = Ṽ −, we deduce that

V +(X0, p) = V −(X0, p), for any (X0, p) ∈ KI ×∆(I). (3.3.3)

Proof of Lemma 3.3.1. We only need to prove (3.3.1) since the other equality can be es-
tablished symmetrically. Without loss of generality, let us suppose that x1

0 ∈ K and that
x1
0 6= xi

0 for any i ∈ I\{1} (If this is not true, we only need to reindex them).

Let us fix ǫ > 0 small enough. For any x ∈ R
n, let αx ∈ Ad be a ǫ

2
-optimal strategy

for Ṽ (x). Thus there exists δx > 0 such that αx ∈ Ad is still a ǫ-optimal strategy for Ṽ (y)
with y ∈ B(x; δx). For any α ∈ As, let us construct a new strategy αǫ,n ∈ As for n ∈ N big
enough by setting: for any (s1T , s

2
x,T ) ∈ S and v ∈ V :

αǫ,n

(

(s1T , s
2
x,T ), v

)

(t) =























α
(

(s1T , s
2
x,T ), v

)

(t), if T = 0 and t <
1

n
;

αx1
0

(

v(·+ 1

n
)
)

(t− 1

n
), if T = 0 and t ≥ 1

n
and x = x1

0;

α
(

(s1T , s
2
x,T ), v

)

(t), else.

One can check that, for n big enough, this strategy belongs to As and in addition, X
x1
0,u,v

1
n

∈
B(x1

0; δx1
0
) with X

xi
0,u,v

1
n

/∈ B(x1
0; δx1

0
) for any i 6= 1 and (u, v) ∈ U × V . Similarly, we

can construct for any β ∈ Bs and β0 ∈ Bd a new strategy βn,β0 ∈ Bs such that, for any
(s1T , s

2
x,T ) ∈ S0 and u ∈ U :

βn,β0

(

(s1T , s
2
x,T ), u

)

(t) =























β
(

(s1T , s
2
x,T ), u

)

(t), if T = 0 and t <
1

n
;

β0

(

u(·+ 1

n
)
)

(t− 1

n
), if T = 0 and t ≥ 1

n
and x = x1

0;

β
(

(s1T , s
2
x,T ), u

)

(t), else.
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Thus we have, if α = αǫ with αǫ being a ǫ-optimal strategy for V +(X0, p), namely:

V +(X0, p) ≥ sup
β∈Bs

J (X0, p, αǫ, β)− ǫ = sup
β∈Bs

∑

i∈I

p(i)J
(

xi
0, αǫ(x

i
0), β(x

i
0)
)

− ǫ

≥ sup
β∈Bs

sup
β0∈Bd

{

∑

i>1

p(i)J
(

xi
0, αǫ(x

i
0), βn,β0(x

i
0)
)

+ p(1)J(x1
0, αǫ(x

1
0), βn,β0

(

(s10, s
2
0,x1

0
), ·

)

}

− ǫ

≥ sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, αǫ(x

i
0), β(x

i
0)
)

+ p(1) sup
β0∈Bd

(

∫ 1
n

0

e−λtℓ(Xx1
0,αǫ(x1

0),β(x
1
0), αǫ(x

1
0), β(x

1
0))dt+

e−
λ
nJ(X

x1
0,αǫ(x1

0),β(x
1
0)

1
n

, αx1
0
, β0)

)

}

− ǫ

≥ sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, αǫ(x

i
0), β(x

i
0)
)

+ p(1)
(

− 1

n
‖ℓ‖∞+

e−
λ
n inf

α0∈Ad

sup
β0∈Bd

J(X
x1
0,αǫ(x1

0),β(x
1
0)

1
n

, α0, β0)
)

}

− 2ǫ

≥ inf
α∈As

sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

+ p(1)e−
λ
n Ṽ +(X

x1
0,α,β

1
n

)
}

− 2ǫ− ‖ℓ‖∞
n

By passing n → +∞ (this is possible by the continuity of Ṽ + and that of t 7→ X
x1
0,α,β

t ), we
obtain:

V +(X0, p) ≥ inf
α∈As

sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

+ p(1)Ṽ +(x1
0)
}

− 2ǫ,

and since ǫ > 0 is arbitrary, we have:

V +(X0, p) ≥ inf
α∈As

sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

}

+ p(1)Ṽ +(x1
0).

Conversely, for any α ∈ As, we have:

V +(X0, p) ≤ sup
β∈Bs

J (X0, p, α
ǫ
n, β) = sup

β∈Bs

∑

i∈I

p(i)J
(

xi
0, α

ǫ
n(x

i
0), β(x

i
0)
)

≤ sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

+ p(1)J(x1
0, α

ǫ
n(x

1
0), β

(

(s10, s
2
0,x1

0
), ·

)

}

≤ sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

+ p(1)
( 1

n
‖ℓ‖∞+

e−
λ
n inf

α0∈Ad

sup
β0∈Bd

J(X
x1
0,α,β

1
n

, α0, β0)
)

}

+ 2ǫ

≤ sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

+ p(1)e−
λ
n Ṽ +(X

x1
0,α,β

1
n

)
}

+ 2ǫ+
‖ℓ‖∞
n
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Passing to the infimum of α of both sides and passing n → +∞, ǫ → 0+, we obtain:

V +(X0, p) ≤ inf
α∈As

sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

}

+ p(1)Ṽ +(x1
0).

Thus:

V +(X0, p) = inf
α∈As

sup
β∈Bs

{

∑

i>1

p(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

}

+ p(1)Ṽ +(x1
0).

By iterating the above procedure, we obtain the wished result. The proof is complete.

Now we state several corollaries of Lemma 3.3.1 that are useful in later sections.

Corollary 3.3.2. For any (X0, p) ∈ (Rn)I ×∆(I), let I ′ be defined as in Lemma 3.3.1. If
supp(p) ∩ I ′ 6= ∅, there exists p′ ∈ ∆(I) with supp(p′) ⊂ I ′ ∩ supp(p) such that:

V +(X0, p) = (1−
∑

i∈I\I′

p(i))V +(X0, p
′) +

∑

i∈I\I′

p(i)Ṽ +(xi
0); (3.3.4)

V −(X0, p) = (1−
∑

i∈I\I′

p(i))V −(X0, p
′) +

∑

i∈I\I′

p(i)Ṽ −(xi
0). (3.3.5)

Proof. Let p′ ∈ ∆(I) with p′(i) = p(i)∑
j∈I′ p(j)

for all i ∈ I ′. Then (3.3.4) and (3.3.5) follow as

direct consequences of (3.3.1) and (3.3.7). The proof is complete.

Correspondingly to the upper- and lower-value functions, let us define, for any T > 0,
the following two functions:

V +
T (X0, p) := inf

α∈As

sup
β∈Bs

JT (X0, p, α, β);

V −
T (X0, p) := sup

β∈Bs

inf
α∈As

JT (X0, p, α, β).

By Remark 3.2.8 and Corollary 3.3.1, we have:

Corollary 3.3.3. The functions V +
T (X0, p) converge uniformly to V +(X0, p) as T tends

to +∞. The functions V −
T (X0, p) converge uniformly to V −(X0, p) as T tends to +∞.

Furthermore, for any T > 0 and (X0, p) ∈ (Rn)I ×∆(I):

V +
T (X0, p) = inf

α∈As

sup
β∈Bs

{

∑

j∈I′

p(j)J
(

xj
0, α

T (xj
0), β

T (xj
0)
)

}

+
∑

i∈I\I′

p(i)Ṽ +(xi
0); (3.3.6)

V −
T (X0, p) = sup

β∈Bs

inf
α∈As

{

∑

j∈I′

p(j)J
(

xj
0, α

T (xj
0), β

T (xj
0)
)

}

+
∑

i∈I\I′

p(i)Ṽ −(xi
0). (3.3.7)
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We have seen in Example 3.2.6 that the cost X0 7→ J (X0, p, α, β) could be neither
upper semi-continuous nor lower semi-continuous given certain pair of strategies (α, β).
This is because with a pair of signal-depending NAD strategies (α, β) ∈ As × Bs, the
application x0 7→

(

α(x0), β(x0)
)

is not necessarily continuous and thus one can not deduct
the continuity of the value functions from that of the cost function. But to obtain the
dynamic programming principle for these value functions, we need to prove that they are
both continuous on X0. To achieve this, we will need the following:

3.3.1 Two-step Programming Principle

We set e−(+∞) = 0 and for any a > 0, a ∗ (+∞) = +∞. While T = +∞, we set TT = T .

Lemma 3.3.4 (Two-step Programming Principle). For any (X0, p) ∈ (Rn)I × ∆(I) and
T ∈ [0,+∞] one has:

V +
T (X0, p) = inf

α∈Ad

sup
β∈Bd

∑

i∈I

p(i)
{

∫ TT (xi
0,α,β)

0

e−λtℓ
(

X
xi
0,α,β

t , α, β
)

dt+

e−λTT (xi
0,α,β)Ṽ +(X

xi
0,α,β

TT (xi
0,α,β)

)
}

;

V −
T (X0, p) = sup

β∈Bd

inf
α∈Ad

∑

i∈I

p(i)
{

∫ TT (xi
0,α,β)

0

e−λtℓ
(

X
xi
0,α,β

t , α, β
)

dt+

e−λTT (xi
0,α,β)Ṽ −(X

xi
0,α,β

TT (xi
0,α,β)

)
}

.

Proof. By (3.3.6) and (3.3.7), we only need to prove the lemma for X0 ∈ (Rn\K)I and
T > 0. We prove here the first equality and the second one can be obtained similarly. Let
us denote the right-hand side of the first equality by W+

T (X0, p)
Step 1: V +

T ≤ W+
T for T ∈ (0,+∞). Let us fix T ∈ (0,+∞) and let ǫ > 0 be arbitrary.

We choose for any x ∈ R
n, αx ∈ Ad a ǫ-optimal strategy for Ṽ +(x). By the continuity of

Ṽ +, there exists, for any x ∈ R
n, δx > 0, such that αx ∈ Ad is still a 2ǫ-optimal strategy

of Ṽ + at any y ∈ B̄(x; δx). We can therefore construct a finite Borel partition {Ej}1≤j≤m

of ∪i∈IB̄(xi
0;T‖f‖∞) = ∪m

j=1Ej with m ∈ N∗ such that for any 1 ≤ j ≤ m, there exists

xj ∈ R
n with Ej ⊂ B(xj;

δxj
2
). We denote simply by αj the strategy αxj

for 1 ≤ j ≤ m and
we define E0 = (∪m

j=1Ej)
C . For ᾱ ∈ Ad, let us construct a strategy α ∈ As . Without loss of

generality, we can choose τ ≤ min1≤j≤m(
δxj

2‖f‖∞
) a small enough common delay of (αj)1≤j≤m
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and ᾱ. We set, for any (s1R, s
2
x,R) ∈ S and v ∈ V :

α
(

(s1R, s
2
x,R), v

)

(t) =































ᾱ(v)(t), if x ∈ E0 or R ∈ {0,+∞};

ᾱ(v)(t), if R ∈ [
k

2
τ,

k + 1

2
τ), t <

2 + k

2
τ ;

αxj

(

v(·+ 2 + k

2
τ)
)

(t− 2 + k

2
τ), if R ∈ [

k

2
τ,

k + 1

2
τ), t ≥ 2 + k

2
τ

and x ∈ Ej.

One can check that α ∈ As. Let kR ∈ N be such that R ∈ [kR
2
τ, kR+1

2
τ) in the above

definition of α. By definition of V +
T , we have:

V +
T (X0, p) ≤ sup

β∈Bs

JT (X0, p, α, β)

= sup
β∈Bs

∑

i∈I

p(i)

∫ +∞

0

e−λtℓ
(

X
xi
0,α

T ,βT

t , αT (xi
0), β

T (xi
0)
)

dt

Let us denote, for any β ∈ Bs, the application u 7→ β
(

(0, 0), u
)

by u 7→ β(0, u). One can

check that β(0, ·) ∈ Bd. Let T i(β̂) denote the hitting time TT (x
i
0, ᾱ, β̂) for any β̂ ∈ Bd and

we have:

V +
T (X0, p) ≤ sup

β∈Bs

∑

i∈I

p(i)
{

∫

k
Ti(β(0,·))

+2

2
τ

0

e−λtℓ
(

X
xi
0,α

T ,βT

t , αT (xi
0), β

T (xi
0)
)

dt+

∫ +∞

k
Ti(β(0,·))

+2

2
τ

e−λtℓ
(

X
xi
0,α

T ,βT

t , αT (xi
0), β

T (xi
0)
)

dt
}

≤ sup
β∈Bs

∑

i∈I

p(i)
{

∫ T i(β(0,·))

0

e−λtℓ
(

X
xi
0,ᾱ,β(0,·)

t , ᾱ, β(0, ·)
)

dt+ τ‖ℓ‖∞+

∫ +∞

k
Ti(β(0,·))

+2

2
τ

e−λtℓ
(

X
xi
0,α

T ,βT

t , αT (xi
0), β

T (xi
0)
)

dt
}

The last inequality above holds since
(

αT (x), βT (x)
)

|[0,TT (x,α,β)] =
(

ᾱ, β(0, ·)
)

|[0,TT (x,α,β)] for
any β ∈ Bs.

For any β ∈ Bs, let us define, for any i ∈ I and u ∈ U :

βi(u)(t) = β(sxi
0,α,β

, ũ)(t+
kT i(β(0,·) + 2

2
τ),

where ũ(t) =











uᾱ,β(0,·), if t <
2 + kT i(β(0,·)

2
τ ;

u(t− 2 + kT i(β(0,·)

2
τ), if t ≥ 2 + kT i(β(0,·)

2
τ.
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One can check that for any i ∈ I, βi ∈ Bd. Thus, by denoting X ᾱ,β
i := X

xi
0,ᾱ,β(0,·)

k
Ti(β(0,·)

+2

2
τ
, we

have:

V +
T (X0, p) ≤τ‖ℓ‖∞ + sup

β∈Bs

∑

i∈I

p(i)
{

∫ T i(β(0,·)

0

e−λtℓ
(

X
xi
0,ᾱ,β(0,·)

t , ᾱ, β(0, ·)
)

dt+

∑

1≤j≤m

e−
k
Ti(β(0,·)

+2

2
λτ1Ej

(X
xi
0,ᾱ,β(0,·)

Ti
)

∫ +∞

0

e−λtℓ
(

X
Xᾱ,β

i ,αxj
,βi

t , αxj
, βi

)

dt
}

≤ sup
β∈Bs

∑

i∈I

p(i)
{

∫ T i(β(0,·)

0

e−λtℓ
(

X
xi
0,ᾱ,β(0,·)

t , ᾱ, β(0, ·)
)

dt+

e−
k
Ti(β(0,·)

+2

2
λτ Ṽ +(X

ᾱ,β(0,·)
i )

}

+ τ‖ℓ‖∞ + ǫ

(3.3.8)

Since | (kTi(β(0,·)+2)τ

2
− T i(β(0, ·)| ≤ τ . We obtain:

lim
τ→0+

(kT i(β(0,·) + 2)τ

2
= T i(β(0, ·).

Since the above convergence is uniform, passing τ to the limit as τ → 0+ in inequality
(3.3.8):

V +
T (X0, p)

≤ sup
β∈Bs

∑

i∈I

p(i)
{

∫ TT (xi
0,ᾱ,β(0,·))

0

e−λtℓ
(

X
xi
0,ᾱ,β(0,·)

t , ᾱ, β(0, ·)
)

dt+

e−λTT (xi
0,ᾱ,β(0,·))Ṽ +(X

xi
0,ᾱ,β(0,·)

TT (xi
0,ᾱ,β(0,·))

)
}

+ ǫ

≤ sup
β∈Bd

∑

i∈I

p(i)
{

∫ TT (xi
0,ᾱ,β)

0

e−λtℓ
(

X
xi
0,ᾱ,β

t , ᾱ, β
)

dt+ e−λTT (xi
0,ᾱ,β)Ṽ +(X

xi
0,ᾱ,β

TT (xi
0,ᾱ,β)

)
}

+ ǫ.

Since ᾱ ∈ Ad and ǫ > 0 are arbitrary, by taking the infimum on ᾱ ∈ As on the right-hand
side of the above inequality and passing ǫ → 0+, we obtain:

V +
T (X0, p) ≤ W+

T (X0, p).

Let us prove the reverse direction of the above inequality.
Step 2: V +

T ≤ W+
T for T ∈ (0,+∞) Let us choose, for ǫ > 0, αǫ ∈ As, a ǫ-optimal strategy

for V +
T (X0, p). One has then:

V +
T (X0, p) ≥ sup

β∈Bs

JT (X0, p, αǫ, β)− ǫ.
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Let us fix β̄ ∈ Bd. For any B = (βi)1≤i≤I ∈ BI
d a family of NAD strategies, we can construct

a strategy βτ
B ∈ Bs by setting, with a small enough τ > 0: for any (s1R, s

2
x,R) ∈ S and u ∈ U ,

βτ
B

(

(s1R, s
2
x,R), u

)

(t) =



































































β̄(u)(t), if R ∈ {0,+∞};

β̄(u)(t), if R ∈ [
k

2
τ,

k + 1

2
τ), t <

2 + k

2
τ ;

β̄(u)(t), if R ∈ [
k

2
τ,

k + 1

2
τ), t ≥ 2 + k

2
τ

and x 6= X
xi
0,αǫ,β̄

TT (xi
0,αǫ,β̄)

, ∀i ∈ I;

βi

(

u(·+ 2 + k

2
τ)
)

(t− 2 + k

2
τ), if R ∈ [

k

2
τ,

k + 1

2
τ), t ≥ 2 + k

2
τ

and x = X
xi
0,αǫ,β̄

TT (xi
0,αǫ,β̄)

.

One can check that βτ
B ∈ Bs and thus we have:

V +
T (X0, p) ≥ sup

B∈BI
d

JT (X0, p, αǫ, β
τ
B)− ǫ.

We denote TT (x
i
0, αǫ, β̄) by Ti for short. Let us define, for any i ∈ I and v ∈ V :

αi(v)(t) = α(sxi
0,αǫ,β̄, ṽ)(t+

kT i + 2

2
τ),

where ṽ(t) =











vαǫ,β̄, if t <
2 + kT i

2
τ ;

v(t− 2 + kT i

2
τ), if t ≥ 2 + kT i

2
τ.

We have then, with Xαǫ,β̄
i := X

xi
0,αǫ,β̄

2+k
Ti

2
τ
:

V +
T (X0, p) ≥ sup

B∈BI
d

J (X0, p, αǫ, β
τ
B)− ǫ

= sup
B∈BI

d

∑

i∈I

p(i)
{

∫

2+k
Ti

2
τ

0

e−λtℓ(X
xi
0,αǫ,βτ

B
t , αǫ, β

τ
B)dt+

∫ +∞

2+k
Ti

2
τ

e−λtℓ(X
xi
0,αǫ,βτ

B
t , αǫ, β

τ
B)dt

}

− ǫ

≥ sup
B∈BI

d

∑

i∈I

p(i)
{

∫ T i

0

e−λtℓ(X
xi
0,αǫ,β̄

t , αǫ, β̄)dt+

∫ +∞

2+k
Ti

2
τ

e−λtℓ(X
xi
0,αǫ,βτ

B
t , αǫ, β

τ
B)dt

}

− ǫ− τ‖ℓ‖∞
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by a change of variable:

= sup
B∈BI

d

∑

i∈I

p(i)
{

∫ T i

0

e−λtℓ(X
xi
0,αǫ,β̄

t , αǫ, β̄)dt+ e−λ
2+k

Ti

2
τ

∫ +∞

0

e−λtℓ(X
Xαǫ,β̄

i ,αǫ,βτ
B

t , αi, βi)dt
}

−

ǫ− τ‖ℓ‖∞

=
∑

i∈I

p(i)
{

∫ T i

0

e−λtℓ(X
xi
0,αǫ,β̄

t , αǫ, β̄)dt+ e−λ
2+k

Ti

2
τ sup
β∈Bd

∫ +∞

0

e−λtℓ(X
Xαǫ,β̄

i ,αǫ,βτ
B

t , αi, β)dt
}

−

ǫ− τ‖ℓ‖∞

≥
∑

i∈I

p(i)
{

∫ T i

0

e−λtℓ(X
xi
0,αǫ,β̄

t , αǫ, β̄)dt+ e−λ
2+k

Ti

2
τ Ṽ +(X

xi
0,αǫ,β̄

2+k
Ti

2
τ
)
}

− ǫ− τ‖ℓ‖∞

Letting τ → 0+ in the right-hand side of the above inequality yields:

V +
T (X0, p) ≥

∑

i∈I

p(i)
{

∫ T i

0

e−λtℓ(X
xi
0,αǫ,β̄

t , αǫ, β̄)dt+ e−λT i

Ṽ +(X
xi
0,αǫ,β̄

T i )
}

− ǫ

Since the NAD strategy β̄ is chosen arbitrarily, by taking the supremum on β̄ ∈ Bd on the
right-hand side of the above inequality, we have:

V +
T (X0, p) ≥ sup

β∈Bd

∑

i∈I

p(i)
{

∫ TT (xi
0,αǫ,β)

0

e−λtℓ(X
xi
0,αǫ,β

t , αǫ, β)dt+

e−λTT (xi
0,αǫ,β)Ṽ +(X

xi
0,αǫ,β

TT (xi
0,αǫ,β)

)
}

− ǫ.

We notice that for any (s1T , s
2
x,T ∈ S), α(s, ·)|[0,T ] = α

(

(0, 0), ·
)

|[0,T ] and that α
(

(0, 0), ·
)

∈ Ad.
Since ǫ > 0 is also arbitrary, we take the infimum on α ∈ Ad on the right-hand side of the
inequality and then letting ǫ → 0+ to finally obtain:

V +
T (X0, p) ≥ W+

T (X0, p)

Since we have established both inequalities, we have proved the wished equality V +
T = W+

T

for any T ∈ [0,+∞).
Step 3: the case T = +∞. By Corollary 3.3.3, we have:

V + = lim
T→+∞

V +
T .

But we have proved that V +
T = W+

T for any T < +∞. Thus the functions W+
T converge

uniformly to V + as T → +∞. One can check that limT→+∞ W+
T = W+

+∞ and here follows
the wished result.
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3.3.2 Regularity of the Value Functions

With Lemma 3.3.4, we are able to prove the regularity of V + and V −:

Proposition 3.3.5. For any T ∈ [0,+∞], both V +
T and V −

T are bounded and continuous.
In addition, they are both Lipschitz continuous on p.

Proof. The boundedness and the Lipschitz continuity on p are clear. By Corollary 3.3.3,
we only need to prove the continuity of V +

T and V −
T for T < +∞. We claim that for any

T ∈ (0,+∞), V +
T and V −

T verify: for any D ≥ 1 there exists constants CD > 0 and LD > 0
such that, for any X1, X2 ∈ (Rn)I with ‖X1‖ ≤ D and ‖X2‖ ≤ D, one has, for any p ∈ ∆(I):

|V +
T (X1, p)− V +

T (X2, p)| ≤ CD(‖X1 −X2‖+ ‖X1 −X2‖
λ

LD ); (3.3.9)

|V −
T (X1, p)− V −

T (X2, p)| ≤ CD(‖X1 −X2‖+ ‖X1 −X2‖
λ

LD ) (3.3.10)

We only prove (3.3.9) since the other part can be proved similarly. Let us fix X1 and X2

such that ‖X1‖ ≤ D and ‖X2‖ ≤ D. Since T > 0 is a upper bound of {TT (x, u, v) | x ∈
R

n and (u, v) ∈ U × V}. As a result of (3.1.2), we have:

for any i ∈ I, (u, v) ∈ U × V , and t ≤ T, ‖Xxi
1,u,v

t −X
xi
2,u,v

t ‖ ≤ eLfT‖X1 −X2‖,
and by hypothesis (vii), there exists C̄D > 0 such that:

for any i ∈ I, and (u, v) ∈ U × V , |TT (x
i
1, u, v)− TT (x

i
2, u, v)| ≤ C̄D‖X1 −X2‖.

Since Ṽ + is bounded and locally Hölder continuous [3], without loss of generality, let us
suppose that there exists LD > 0 such that:

for any x1, x2 ∈ B̄(0;D), |Ṽ +(x1)− Ṽ +(x2)| ≤ C̄D‖x1 − x2‖
λ

LD .

Thus, for any i ∈ I and (u, v) ∈ U × V , we have, with M > 0 being an upper bound of Ṽ +:

|e−λTT (xi
1,u,v)Ṽ +(X

xi
1,u,v

TT (xi
1,u,v)

)− e−λTT (xi
2,u,v)Ṽ +(X

xi
2,u,v

TT (xi
2,u,v)

)|

≤M |e−λTT (xi
1,u,v) − e−λTT (xi

2,u,v)|+ |Ṽ +(X
xi
1,u,v

TT (xi
1,u,v)

)− Ṽ +(X
xi
2,u,v

TT (xi
2,u,v)

)|

≤λMC̄D‖X1 −X2‖+ C̄D(e
LfT‖X1 −X2‖)

λ
LD + C̄D(2‖f‖∞C̄D‖X1 −X2‖)

λ
LD

=λMC̄D‖X1 −X2‖+ C̄D

(

e
λLfT

LD + (2‖f‖∞C̄D)
λ

LD

)

‖X1 −X2‖
λ

LD .

Similarly, we have, for any i ∈ I and (u, v) ∈ U × V :

|
∫ TT (xi

1,u,v)

0

e−λtℓ(X
xi
1,u,v

t , u, v)dt−
∫ TT (xi

2,u,v)

0

e−λtℓ(X
xi
2,u,v

t , u, v)dt|

≤C̄D‖ℓ‖∞‖X1 −X2‖+
Lℓe

LfT

λ
‖X1 −X2‖ =

(

C̄D‖ℓ‖∞ +
Lℓe

LfT

λ

)

‖X1 −X2‖.
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Combining these two estimations, for:

CD = 2max{C̄DλM, C̄De
λLfT

LD + C̄D(2‖f‖∞C̄D)
λ

LD , C̄D‖ℓ‖∞ +
Lℓe

LfT

λ
)},

we have, for all (u, v) ∈ U × V :
∣

∣

∑

i∈I

p(i)
(

∫ TT (xi
1,u,v)

0

e−λtℓ(X
xi
1,u,v

t , u, v)dt+ e−λTT (xi
1,u,v)Ṽ +(X

xi
1,u,v

TT (xi
1,u,v)

)
)

−

∑

i∈I

p(i)
(

∫ TT (xi
2,u,v)

0

e−λtℓ(X
xi
2,u,v

t , u, v)dt+ e−λTT (xi
2,u,v)Ṽ +(X

xi
2,u,v

TT (xi
2,u,v)

)
∣

∣

≤CD(‖X1 −X2‖+ ‖X1 −X2‖
λ

LD )
)

.

By the two-step programming principle (Lemma 3.3.4), this implies (3.3.9). The proof is
complete.

3.3.3 Dynamic Programming Principle

In this section, we prove a dynamic programming principle for V +(·, p).

Proposition 3.3.6. For h > 0 small enough and X0 ∈
(

R
n\K

)I
, one has:

V +(X0, p) = inf
α∈Ad

sup
v∈V

∑

i∈I

p(i)
{

∫ h

0

e−λtℓ(X
xi
0,α,v

t , α, v)dt+ e−λhV +
(

(X
xi
0,α,v

h )i∈I , p
)

}

(3.3.11)

Proof. By (3.1.2), we can choose h > 0 small such that the vector (X
xi
0,α,v

h )i∈I is still inside
(

R
n\K

)I
for any (α, v). Let us denote the right-hand side of (3.3.11) by W+(X0, p). We

have, by the two-step programming principle (Lemma 3.3.4):

V +(X0, p) = inf
α∈Ad

sup
v∈V

∑

i∈I

p(i)
{

∫ T (xi
0,α,v)

0

e−λtℓ
(

X
xi
0,α,v

t , α, v
)

dt+

e−λT (xi
0,α,v)Ṽ +(X

xi
0,α,v

T (xi
0,α,v)

)
}

Step 1: V + ≤ W+. For any X = (xi)i∈I ∈ (Rn)I , let αX be a ǫ-optimal strategy for
V +(X, p) in the sense of the above equality, namely:

V +(X, p) + ǫ ≥ sup
v∈V

∑

i∈I

p(i)
{

∫ T (xi,αX ,v)

0

e−λtℓ
(

Xxi,αX ,v
t , αX , v

)

dt+

e−λT (xi,αX ,v)Ṽ +(Xxi,αX ,v
T (xi,αX ,v)

)
}

.
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Since V + is continuous on X0, there exists, δX > 0 such that for any Y ∈ B(X; δX), αX

is still a 2ǫ-optimal strategy for V +(Y, p). We can therefore construct a Borel partition of
B̄(X0; 1) ⊂ (Rn)I :

B̄(X0; 1) = ∪m
j=1Ej,

such that for any 1 ≤ j ≤ m, there exists Xj ∈ B̄(X0; 1) with Ej ⊂ B(Xj;
δXj

2
). For any

α ∈ Ad, let τ be a common delay of α and (αXj
)1≤j≤m (without loss of generality, we set

τ < h) and we construct a new strategy ᾱ by setting, for any v ∈ V :

ᾱ(v)(t) =

{

α(v)(t), if t < h;

αXj

(

v(·+ h)
)

(t− h), if t ≥ h and (X
xi
0,α,v

h−τ )i∈I ∈ Ej.

We remark that we can always choose τ small enough to assure that if (X
xi
0,α,v

h−τ )i∈I ∈ Ej,

then (X
xi
0,α,v

h )i∈I ∈ B(Xj; δXj
). One can check that ᾱ ∈ Ad and we have:

V +(X0, p) ≤ sup
v∈V

∑

i∈I

p(i)
{

∫ T (xi
0,ᾱ,v)

0

e−λtℓ
(

X
xi
0,ᾱ,v

t , ᾱ, v
)

dt+ e−λT (xi
0,ᾱ,v)Ṽ +(X

xi
0,ᾱ,v

T (xi
0,ᾱ,v)

)
}

=sup
v∈V

∑

i∈I

p(i)
{

∫ h

0

e−λtℓ
(

X
xi
0,ᾱ,v

t , ᾱ, v
)

dt+

∫ T (xi
0,ᾱ,v)

h

e−λtℓ
(

X
xi
0,ᾱ,v

t , ᾱ, v
)

dt+

e−λT (xi
0,ᾱ,v)Ṽ +(X

xi
0,ᾱ,v

T (xi
0,ᾱ,v)

)
}

by denoting xi
v,h = X

xi
0,α,v

h :

= sup
v∈V

∑

i∈I

p(i)
{

e−λh

m
∑

j=1

[

∫ T (xi
v,h,αXj

,v|[h,+∞))

0

e−λtℓ
(

X
xi
v,h,αXj

,v|[h,+∞)

t , αXj
, v|[h,+∞)

)

dt+

e−λT (xi
v,h,αXj

,v|[h,+∞))Ṽ +(X
xi
v,h,αXj

,v|[h,+∞)

T (xi
v,h

,αXj
,v|[h,+∞))

)
]

1Ej

(

(X
xi
0,α,v

h−τ )i∈I
)

+

∫ h

0

e−λtℓ
(

X
xi
0,α,v

t , α, v
)

dt
}

But any v ∈ V can be viewed as being formed by “gluing” two controls at t = h in the
following way:

v(t) =

{

v(t), if t < h;

v(·+ h)(t− h), if t ≥ h,
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thus, we have:

V +(X0, p) ≤ sup
v0∈V

∑

i∈I

p(i)
{

e−λh

m
∑

j=1

sup
v∈V

[

∫ T (xi
v0,h

,αXj
,v)

0

e−λtℓ
(

X
xi
v0,h

,αXj
,v

t , αXj
, v
)

dt+

e−λT (xi
v0,h

,αXj
,v)Ṽ +(X

xi
v0,h

,αXj
,v

T (xi
v0,h

, αXj
, v)

]

1Ej

(

(X
xi
0,α,v0

h−τ )i∈I
)

+

∫ h

0

e−λtℓ
(

X
xi
0,α,v0

t , α, v0
)

dt
}

≤ sup
v0∈V

∑

i∈I

p(i)
{

e−λhV +
(

(X
xi
0,α,v0

h )i∈I , p
)

+

∫ h

0

e−λtℓ
(

X
xi
0,α,v0

t , α, v0
)

dt
}

+ ǫ

But α ∈ Ad is chosen arbitrarily, thus taking the infimum on α ∈ Ad on the right-hand side
of the last inequality above yields:

V +(X0, p) ≤ inf
α∈Ad

sup
v∈V

∑

i∈I

p(i)
{

e−λhV +
(

(X
xi
0,α,v

h )i∈I , p
)

+

∫ h

0

e−λtℓ
(

X
xi
0,α,v

t , α, v
)

dt
}

+ ǫ.

Since ǫ > 0 is arbitrary, the above inequality implies V +(X0, p) ≤ W+(X0, p). Let us now
turn to the other direction.
Step 2: V + ≥ W+. We keep h > 0 small enough as in Step 1. Let αǫ ∈ Ad be a ǫ-optimal
strategy for V +(X0, p), then:

V +(X0, p) ≥ sup
v∈V

∑

i∈I

p(i)
{

∫ T (xi
0,αǫ,v)

0

e−λtℓ
(

X
xi
0,αǫ,v

t , αǫ, v
)

dt+

e−λT (xi
0,αǫ,v)Ṽ +(X

xi
0,αǫ,v

T (xi
0,αǫ,v)

)
}

− ǫ

Let us fix v0 ∈ V and for any v ∈ V , we define a new control:

ṽ(t) =

{

v0(t), if t < h;

v(t− h), if t ≥ h.

We have then:

V +(X0, p) ≥ sup
v∈V

∑

i∈I

p(i)
{

∫ T (xi
0,αǫ,ṽ)

0

e−λtℓ
(

X
xi
0,αǫ,ṽ

t , αǫ, ṽ
)

dt+

e−λT (xi
0,αǫ,ṽ)Ṽ +(X

xi
0,αǫ,ṽ

T (xi
0,αǫ,ṽ)

)
}

− ǫ

=sup
v∈V

∑

i∈I

p(i)
{

[

∫ T (xi
0,αǫ,ṽ)

h

e−λtℓ
(

X
xi
0,αǫ,ṽ

t , αǫ, ṽ
)

dt

e−λT (xi
0,αǫ,ṽ)Ṽ +(X

xi
0,αǫ,ṽ

T (xi
0,αǫ,ṽ)

)
]

+

∫ h

0

e−λtℓ
(

X
xi
0,αǫ,v0

t , αǫ, v0
)

dt
}

− ǫ
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Let us define a new strategy ᾱǫ ∈ Ad from αǫ: for any v ∈ V , we set:

ᾱǫ(v) = αǫ(ṽ)(·+ h).

One can check that ᾱǫ ∈ Ad. Thus, we have, from the above inequality by denoting

xi
h = X

xi
0,αǫ,v0

h :

V +(X0, p) ≥ sup
v∈V

∑

i∈I

p(i)
{

e−λh
[

∫ T (xi
h,ᾱǫ,v)

0

e−λtℓ
(

X
xi
h,ᾱǫ,v

t , ᾱǫ, v
)

dt

e−λT (xi
h,ᾱǫ,v)Ṽ +(X

xi
h,ᾱǫ,v

T (xi
h
,ᾱǫ,v)

)
]

+

∫ h

0

e−λtℓ
(

X
xi
0,αǫ,v0

t , αǫ, v0
)

dt
}

− ǫ

≥
∑

i∈I

p(i)
{

∫ h

0

e−λtℓ
(

X
xi
0,αǫ,v0

t , αǫ, v0
)

dt+ e−λhV +
(

(X
xi
0,αǫ,v0

h )i∈I , p
)

}

− ǫ.

But since the v0 in the above inequalities is arbitrary, we obtain:

V +(X0, p) ≥ sup
v∈V

∑

i∈I

p(i)
{

∫ h

0

e−λtℓ
(

X
xi
0,αǫ,v

t , αǫ, v
)

dt+ e−λhV +
(

(X
xi
0,αǫ,v

h )i∈I , p
)

}

− ǫ

≥W+(X0, p)− ǫ.

By passing ǫ → 0+, the above inequality implies V + ≥ W . Combining these two steps,
we have established V + = W+ on (Rn\K)I , which is the wished result. The proof is
complete.

We will show in the next section that, by dividing both sides of the equality (3.3.11) by
h and by passing h → 0+, the upper-value function V + is bounded viscosity sub-solution of

a Hamilton-Jacobi-Isaacs equation on
(

R
n\K

)I
.

3.4 Hamilton-Jacobi-Isaacs Equations and Existence

of a Value

In this section, we introduce a Hamilton-Jacobi-Isaacs equation and we are going to prove

that, on
(

R
n\K

)I
, V +(·, p) is a viscosity sub-solution of this equation (thus V −(·, p) a

super-solution). We will also prove a comparison principle, which allows us, under Isaacs’
condition (3.1.1), to obtain the existence of value for game G(X0, p).

With Isaacs’ condition, we define Hp := H+
p = H−

p for any p ∈ ∆(I) and we consider
the following Hamilton-Jacobi-Isaacs equation:

−λV (X) +Hp(X,DXV (X)) = 0. (3.4.1)

Let us first recall the notion of viscosity solutions of the above PDE:
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Definition 3.4.1 (Viscosity Solutions). A function V : (Rn)I → R is:

• a viscosity super-solution of Hamilton-Jacobi-Isaacs equation (3.4.1) on (Rn\K)I if
and only if: it is lower semi-continuous (l.s.c.), and for any function ϕ ∈ C1((Rn)I ;R)
such that V − ϕ has a local minimum at some point X ∈ (Rn\K)I , one has:

−λV (X) +Hp(X,DXϕ(X)) ≤ 0.

• a viscosity sub-solution of Hamilton-Jacobi-Isaacs equation (3.4.1) if and only if: it
is upper semi-continuous (u.s.c.), and for any function ϕ ∈ C1((Rn)I ;R) such that
V − ϕ has a local maximum at some point X ∈ (Rn\K)I , one has:

−λV (X) +Hp(X,DXϕ(X)) ≥ 0.

• a viscosity solution of Hamilton-Jacobi-Isaacs equation (3.4.1) if it is both viscosity
super-solution and viscosity sub-solution of equation (3.4.1).

The following lemma is an immediate consequence of the above definition:

Lemma 3.4.2. Let V be a viscosity super-solution of equation (3.4.1). Then −V is a
viscosity sub-solution of:

−λV (X) + Ĥp(X,DXV (X)) = 0 (3.4.2)

where the hamiltonian Ĥp is defined by:

∀(X, q) ∈ (Rn)I × (Rn)I , Ĥp(X, q) = −Hp(X,−q).

The main result of this note is the following:

Theorem 3.4.3. Under Isaacs’ condition (3.1.1), game G(X0, p) has a value. Furthermore,

restricted to
(

R
n\K

)I
, the value function X0 7→ V (X0, p) is the unique bounded continuous

viscosity solution of the Hamilton-Jacobi-Isaacs equation (3.4.1).

Let us first prove the following:

Proposition 3.4.4. V +(·, p) is a viscosity sub-solution of (3.4.1) on
(

R
n\K

)I
.

Proof. The continuity of V + has been proved in Proposition 3.3.5. Let ϕ ∈ C1
(

(Rn)I ;R
)

be a test function such that V +(·, p) − ϕ has a local maximum at X0 ∈
(

R
n\K

)I
. By the

dynamic programming principle (Proposition 3.3.6), we have for h > 0 small enough:

V +(X0, p) = inf
α∈Ad

sup
v∈V

∑

i∈I

p(i)
{

∫ h

0

e−λtℓ(X
xi
0,α,v

t , α, v)dt+ e−λhV +
(

(X
xi
0,α,v

h )i∈I , p
)

}

≤ inf
α∈Ad

sup
v∈V

∑

i∈I

p(i)
{

∫ h

0

e−λtℓ(X
xi
0,α,v

t , α, v)dt+ e−λh
[

ϕ
(

(X
xi
0,α,v

h )i∈I
)

+

V +(X0, p)− ϕ(X0)
]

}

.
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The above inequality yields:

(1− e−λh)V +(X0, p) ≤ inf
α∈Ad

sup
v∈V

∑

i∈I

p(i)
{

∫ h

0

e−λtℓ(X
xi
0,α,v

t , α, v)dt+

e−λh
[

ϕ
(

(X
xi
0,α,v

h )i∈I
)

− ϕ(X0)
]

}

.

Let us fix u0 ∈ U a constant control and v ∈ V a ǫh-optimal control against u0 for the
right-hand side of the above inequality. This implies:

(1− e−λh)V +(X0, p)− ǫh ≤
∑

i∈I

p(i)
{

∫ h

0

e−λtℓ(X
xi
0,u0,v

t , u0, v)dt+

e−λh
[

ϕ
(

(X
xi
0,u0,v

h )i∈I
)

− ϕ(X0)
]

}

.

Let us do some estimations of the terms in the above inequality:

(1− e−λh)V +(X0, p) = λhV +(X0, p) + o(h);
∫ h

0

e−λtℓ(X
xi
0,α,v

t , α, v)dt ≤
∫ h

0

ℓ
(

xi
0, u0, v(t)

)

dt+ o(h);

e−λh
[

ϕ
(

(X
xi
0,α,v

h )i∈I
)

− ϕ(X0)
]

=

∫ h

0

〈
(

f(xi
0, u0, v(t))

)

i∈I
, DXϕ(X0)〉dt+ o(h).

By applying these estimations, we obtain:

− ǫh+ o(h)

≤− λhV +(X0, p) + sup
v0∈V

∫ h

0

dt
[

∑

i∈I

ℓ(xi
0, u0, v0) + 〈

(

f(xi
0, u0, v0)

)

i∈I
, DXϕ(X0)〉

]

=− λhV +(X0, p) + h sup
v0∈V

[

∑

i∈I

ℓ(xi
0, u0, v0) + 〈

(

f(xi
0, u0, v0)

)

i∈I
, DXϕ(X0)〉

]

.

But since u0 is arbitrary, we take the infimum on u0 ∈ U on both sides of the above
inequality, which yields:

−ǫh+ o(h) ≤ −λhV +(X0, p) + hHp

(

X0, DXϕ(X0)
)

.

By dividing both sides by h and letting h → 0+, we obtain:

0 ≤ −λV +(X0, p) +Hp

(

X0, DXϕ(X0)
)

,

and thus V +(·, p) is indeed a viscosity sub-solution of EDP (3.4.1) on
(

R
n\K

)I
.
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Corollary 3.4.5. V −(·, p) is a viscosity super-solution of (3.4.1) on
(

R
n\K

)I
.

Proof. Let us define another differential game −G(X0, p) of the same game procedure as
G(X0, p) by associating to each solution of dynamic (P) t 7→ Xx0,u,v

t the pay-off −J(x0, u, v)
and exchanging the roles of the players. One can check that −V −(X0, p) is the upper-value
function of this game and this furthermore yields that −V −(X0, p) is the viscosity sub-
solution of a PDE: −λV (X)−Hp(X,−DXV (X)) = 0, which implies the wished result.

Let us prove the following property of viscosity solutions of (3.4.1) on (Rn\K)I .

Proposition 3.4.6 (Comparison Principle). Let W1 and W2 be respectively bounded contin-
uous viscosity sub-solution and bounded continuous viscosity super-solution of (3.4.1) such

that W1 = W2 on ∂
(

R
n\K

)I
. Then one has W1 ≤ W2 on

(

R
n\K

)I
.

Proof. Let us prove the proposition by contradiction. By denoting O =
(

R
n\K

)I
, we

suppose that:

N := sup
X∈O

W1(X)−W2(X) > 0.

Then we have, for a > 0 small enough:

Na := sup
X∈O

W1(X)−W2(X)− a‖X‖2 > 0,

and lima→0 Na = N . We employ the double-variable technique by defining, for any ǫ > 0

Wa,ǫ(X, Y ) = W1(X)−W2(Y )− ‖X − Y ‖2
ǫ

− a

2
(‖X‖2 + ‖Y ‖2),

and

Na,ǫ := sup
X,Y ∈O

Wa,ǫ(X, Y ).

We have clearly Na,ǫ ≥ Na > 0 and that Wa,ǫ is upper semi-continuous and coercive. This
implies that there exists D > 0 such that for any (a, ǫ), there exists (Xa,ǫ, Ya,ǫ) ∈ Ō∩B̄(0;D)
such that:

Na,ǫ = Wa,ǫ(Xa,ǫ, Ya,ǫ).

Before we continue our proof, we state the following technical lemma, the proof of which is
postponed after the proof of this proposition.

Lemma 3.4.7. (a) There exists C > 0 such that for any X, Y , ξ, and η ∈ (Rn)I :

|Hp(X, ξ)−Hp(X, η)| ≤ C‖ξ − η‖;
|Hp(X, ξ)−Hp(Y, ξ)| ≤ C(1 + ‖ξ‖)‖X − Y ‖.
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(b) limǫ→0+ Na,ǫ = Na.

(c) For any a > 0 small enough, limǫ→0+
1
ǫ
‖Xa,ǫ − Ya,ǫ‖2 = 0.

(d) There exists C ′ > 0 such that a(‖Xa,ǫ‖+ ‖Ya,ǫ‖) ≤ C ′
√
a.

(e) For a > 0 and ǫ > 0 small enough, Xa,ǫ ∈ O and Ya,ǫ ∈ O.

Since Xa,ǫ is a maximizer of X 7→ Wa,ǫ(X, Ya,ǫ), we obtain, for any X ∈ O:

W1(X) ≤ W1(Xa,ǫ) +
‖X − Ya,ǫ‖2 − ‖Xa,ǫ − Ya,ǫ‖2

ǫ
+

a

2
(‖X‖2 − ‖Xa,ǫ‖2).

We denote by X 7→ ϕ(X) the right-hand side of the above inequality and thus we have
W1 − ϕ has a global maximum at Xa,ǫ. Since W1 is a sub-solution of (3.4.1), we have:

−λW1(Xa,ǫ) +Hp

(

Xa,ǫ,
2

ǫ
(Xa,ǫ − Ya,ǫ) + aXa,ǫ

)

≥ 0. (3.4.3)

Similarly, we have:

W2(Y ) ≥ W2(Ya,ǫ) +
‖Xa,ǫ − Ya,ǫ‖2 − ‖Xa,ǫ − Y ‖2

ǫ
+

a

2
(‖Ya,ǫ‖2 − ‖Y ‖2).

By denoting the right-hand side by φ(Y ), we obtain W2 − φ has a global minimum at Ya,ǫ.
Since W2 is a viscosity super-solution of (3.4.1), the above inequality implies:

−λW2(Xa,ǫ) +Hp

(

Ya,ǫ,
2

ǫ
(Xa,ǫ − Ya,ǫ)− aYa,ǫ

)

≤ 0. (3.4.4)

Combining (3.4.3) with (3.4.4), we have:

0 ≤− λ
(

W1(Xa,ǫ)−W2(Ya,ǫ)
)

+Hp

(

Xa,ǫ,
2

ǫ
(Xa,ǫ − Ya,ǫ) + aXa,ǫ

)

−

Hp

(

Ya,ǫ,
2

ǫ
(Xa,ǫ − Ya,ǫ)− aYa,ǫ

)

≤− λNa,ǫ + aC(‖Xa,ǫ‖+ ‖Ya,ǫ‖) + C(1 +
2

ǫ
‖Xa,ǫ − Ya,ǫ‖)‖Xa,ǫ − Ya,ǫ‖

≤ − λNa,ǫ + CC ′
√
a+ C(1 +

2

ǫ
‖Xa,ǫ − Ya,ǫ‖)‖Xa,ǫ − Ya,ǫ‖

Passing ǫ → 0+ and then passing a → 0+ in the above inequality yields:

0 ≤ −λN.

But this contradicts λN > 0, thus W1 ≤ W2 on O and the proof is complete.
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Proof of Lemma 3.4.7. (a) is a direct result of the definition of Hp and the regularity of f
and ℓ.

Since we have, for K > max{‖W1‖∞, ‖W2‖∞}:

0 < Na ≤ Na,ǫ = W1(Xa,ǫ)−W2(Ya,ǫ)−
‖Xa,ǫ − Ya,ǫ‖2

ǫ
− a

2

(

‖Xa,ǫ‖2 + ‖Ya,ǫ‖2
)

≤2K − ‖Xa,ǫ − Ya,ǫ‖2
ǫ

− a

2

(

‖Xa,ǫ‖2 + ‖Ya,ǫ‖2
)

.

This proves that (d) holds and that ‖Xa,ǫ−Ya,ǫ‖2

ǫ
is bounded independently from a. Thus

‖Xa,ǫ − Ya,ǫ‖ tends to 0 as ǫ → 0+. By the fact that (Xa,ǫ, Ya,ǫ) is bounded, let Xa be a
cluster point of (Xa,ǫ)ǫ>0 and (Ya,ǫ)ǫ>0 as ǫ → 0+. Let (ǫn)n∈N be a sequence such that
ǫn → 0+ and limn→∞ Xa,ǫn = limn→∞ Ya,ǫn = Xa. We have:

Na ≤ lim inf
n→∞

Na,ǫn

≤ lim inf
n→∞

[

W1(Xa,ǫn)−W2(Ya,ǫn)−
a

2
(‖Xa,ǫn‖2 + ‖Ya,ǫn‖2)

]

≤ lim sup
n→∞

[

W1(Xa,ǫn)−W2(Ya,ǫn)−
a

2
(‖Xa,ǫn‖2 + ‖Ya,ǫn‖2)

]

≤W1(Xa)−W2(Xa)− a‖Xa‖2 ≤ Na.

The last two inequalities are due to the fact that W1 −W2 is upper semi-continuous. This
yields in addition Xa ∈ O, since if this is not true, we would have W1(Xa) = W2(Xa)
and Na < 0, a contradiction. Thus, we have limn→∞ Na,ǫn = Na. In addition, the above
inequalities yield:

lim
n→∞

[

W1(Xa,ǫn)−W2(Ya,ǫn)−
a

2
(‖Xa,ǫn‖2 + ‖Ya,ǫn‖2)

]

=W1(Xa)−W2(Xa)− a‖Xa‖2 = Na.

This implies that:

lim
n→∞

‖Xa,ǫn − Ya,ǫn‖2
ǫn

= lim
n→∞

W1(Xa,ǫn)−W2(Ya,ǫn)−
a

2
(‖Xa,ǫn‖2 + ‖Ya,ǫn‖2)−Na,ǫn = 0.

Since this is true for any ǫn → 0 such that (Xa,ǫn , Ya,ǫn) is converging, by a compactness
argument, we have finally (b), (c) and (e) hold and thus the proof of the lemma is complete.

Now we are ready to prove our main theorem:

Proof of Theorem 3.4.3. Let us prove by recurrence on I that V +(·, p) = V −(·, p) on R
nI

for any p ∈ ∆(I). By (3.3.3), we only need to prove that V +(·, p) = V −(·, p) on R
nI\KI .
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For the case I = 1, one has that, for any (X0, p) ∈ R
n ×∆(1):

V +(X0, p) = inf
α∈As

sup
v∈V

J(X0, α(X0), v).

For any X0 ∈ K, we have that, by Lemma 3.3.1, V +(X0, 1) = Ṽ +(X0). The comparison
principle (Proposition 3.4.6) yields that V +(X0, 1) = Ṽ +(X0) for any X0 ∈ R

n\K. Hence
we have V +(·, 1) = Ṽ +(·) on R

n.
Similarly, one can easily check that V −(X0, 1) = Ṽ −(X0). Since Ṽ

+ = Ṽ −, we have that
V +(·, p) = V −(·, p) on R

nI for any p ∈ ∆(I) with I = 1.

Now let us assume that for some k ∈ N∗, the game has a value with any I ≤ k. We prove
that, under such assumption, the game has a value for I = k + 1.

Let us denote O := (Rn\K)I and let us prove that V +(·, p) = V −(·, p) on Oc. Let
X0 ∈ Oc and I ′ = {i ∈ I | xi

0 /∈ K} ⊂ I. It is clear that I ′ 6= ∅. By Corollary 3.3.2, there
exists p′ ∈ ∆(I) with supp(p′) ⊂ I ′ ∩ supp(p) such that:

V +(X0, p) = (1−
∑

i∈I\I′

p(i))V +(X0, p
′) +

∑

i∈I\I′

p(i)Ṽ +(xi
0);

V −(X0, p) = (1−
∑

i∈I\I′

p(i))V −(X0, p
′) +

∑

i∈I\I′

p(i)Ṽ −(xi
0).

(3.4.5)

Let us prove now that V +(X0, p
′) = V −(X0, p

′). Without loss of generality, we suppose that
I ′ = {1, 2, ..., |I ′|} (if this is not true, one can always rearrange the indices of the set I).
Then by definition, we have:

V +(X0, p
′) = inf

α∈As

sup
β∈Bs

∑

i∈I′

p′(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

;

V −(X0, p
′) = sup

β∈Bs

inf
α∈As

∑

i∈I′

p′(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

.

Let us denote X̄0 := (xi
0)i∈I′ ∈ R

nI′ and p̄ := (p′(i))i∈I′ ∈ ∆(I ′). We write:

W+(X̄0, p̄) = inf
α∈As

sup
β∈Bs

∑

i∈I′

p̄(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

;

W−(X̄0, p̄) = sup
β∈Bs

inf
α∈As

∑

i∈I′

p̄(i)J
(

xi
0, α(x

i
0), β(x

i
0)
)

.

Then we have W+(X̄0, p̄) = V +(X0, p
′) and W−(X̄0, p̄) = V −(X0, p

′). In addition, one can
easily check that W+(X̄0, p̄) and W−(X̄0, p̄) are respectively the upper- and lower-value of
game G(X̄0, p̄). Since I ′ ≤ k, by the recurrence assumption, one has:

V +(X0, p
′) = W+(X̄0, p̄) = W−(X̄0, p̄) = V −(X0, p

′)
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Since X0 ∈ Oc is arbitrary, for any p ∈ ∆(I), V +(·, p) = V −(·, p) on Oc thanks to (3.4.5).
It remains to prove that V +(·, p) = V −(·, p) on O. Because V +(·, p) = V −(·, p) on Oc,

it is in particular also valid on ∂O. By Proposition 3.4.4 and Corollary 3.4.5, V +(·, p) and
V −(·, p) are respectively viscosity sub- and super-solution of equation (3.4.1) on (Rn\K)I =
O. Thus the comparison principle yields that V +(·, p) = V −(·, p) on O. The proof is
complete.
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Existence of Value for Infinite
Horizon Differential Games with
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Abstract:
This article concerns the existence of value for a zero-sum differential game with
asymmetric information on initial state with an infinite horizon running cost. Before the
game begins, an initial state is chosen from a finite set and each players receives a private
signal generated by the chosen initial state. The main result is the existence of value for
the game with random non-anticipative strategies with delay and its characterization as
the unique bounded continuous viscosity solution of a suitable Hamilton-Jacobi-Isaacs
equation.
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4.1 Introduction

Since the 1950s, many papers have been devoted to the study of differential games with
incomplete information (cf. [28, 41, 46, 47, 48, 55, 68]). In recent years, a particular type
of differential games with asymmetric information was investigated in [16]. Such games
can be considered as an extension of repeated games of incomplete information studied
by Aumann and Maschler [2] to the framework of differential games introduce in [57, 58].
Several further results on differential games with asymmetric information can be found in
[6, 12, 17, 19, 24, 26, 43, 54].

Infinite horizon differential games with exponentially discounted costs consist of an im-
portant class of differential games (cf. [3, 14]). Compared with the finite horizon case, the
subject infinite horizon differential games with incomplete information is less explored in
the literature (cf. [1]). In this paper we investigate the existence of value for a differential
game with asymmetric information. We consider the following dynamic:

{

ẋ(t) = f
(

x(t), u(t), v(t)
)

, t ≥ 0;

x(0) = x0.
(P)

Here u : R+ → U and v : R+ → V are measurable controls with U and V being some
compact metric action spaces. We assume that the application f : Rn × U × V → R

⋉

is regular enough such that the dynamic has a unique solution associated to the triplet
(x0, u, v), denoted by t 7→ Xx0,u,v

t . For λ > 0 a fixed constant, we associate to each (x0, u, v)
a following running cost:

J(x0, u, v) :=

∫ +∞

0

e−λtℓ
(

Xx0,u,v
t , u(t), v(t)

)

dt.

Let I, J be positive integers and X0 = {xi,j
0 }(i,j)∈I×J be a subset of Rn doubly indexed.

(Here we adopt a slight abuse of notations by denoting the sets {1, 2, ..., I} and {1, 2, ..., J}
respectively by I and J .) We fix p ∈ ∆(I) = {p ∈ R

I
+ | ∑

i∈I pi = 1}, q ∈ ∆(J) = {q ∈
R

J
+ | ∑

j∈J qj = 1}, probability measures respectively on I and on J . Let us consider a
differential game G(X0, p, q) defined as follows:

(A) Before the game begins, a pair of index (i, j) ∈ I × J is chosen randomly according
to π = p ⊗ q. The chosen index i is communicated to Player 1 but not to Player 2;
the chosen index j is communicated to Player 2 but not to Player 1. The set X0 and
the probability measures p and q are supposed to be a common knowledge of both
players.

(B) The game begins with x0 = xi,j
0 in (P). Player 1 chooses the control u ∈ U in order

to minimize the running cost J(xi,j
0 , u, v) while Player 2 aims to maximize J(xi,j

0 , u, v)
by choosing the control v ∈ V . Both players observe all played actions with perfect
memory.
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In the above game, both players only have partial information about the initial state
throughout the game. In order to optimize their costs, the players will choose their actions
according to the pair of private information (i, j) and their observation of the played actions.
Since both players could learn about the private information of their adversary by observing
the played actions, they will play mixed strategies to protect their own private information.

The main purpose of this manuscript is to prove that game G(X0, p, q) has a value and
to provide a characterization for its value function as unique viscosity solution of a suitable
partial differential equation.

Existence of a value for game G(X0, p, q) has already been proved in [1] and the au-
thor gave a characterization of the value function as dual viscosity solution of a first-order
Hamilton-Jacobi-Isaacs equation. However, in this paper we prove that its value function
can also be characterized as unique bounded continuous viscosity solution of a new second-
order double-obstacle Hamilton-Jacobi-Isaacs equation.

In this paper, to prove the existence of value for the infinite horizon case, we adapt the
approach employed in [16] to our game model. We first treat the information structure with
the method proposed in [31] to obtain respectively a super-dynamic programming principle
and a sub-dynamic programming principle for the value functions. Then we follow the
scheme below (cf. [33]):

1. We prove that under Isaacs’ condition (introduced in Section 5) the upper- and lower-
value functions are respectively viscosity sub- and super-solutions of a Hamilton-
Jacobi-Isaacs equation.

2. We prove that this Hamilton-Jacobi-Isaacs equation has a unique viscosity solution.

3. Conclusion, the upper- and lower-value functions of game G(X0, p, q) coincide.

There are two main difficulties in this approach. The first is to introduce suitable notion
random non-anticipative strategies with delay and thus to define the corresponding normal
form of the game. The second is to determine the Hamilton-Jacobi-Isaacs equation asso-
ciated to the value function of our game model and prove a comparison principle for this
partial differential equation.

We conclude this introduction with a presentation of the organization of this paper.
After the preliminaries section, we introduce in Section 3 the notion of strategies for game
G(X0, p, q) and we define the value functions of the game with such strategies. Regularity
and convexity of the value functions are also proved in Section 3. In Section 4, we prove
a sub-dynamic programming principle for the lower-value function of game G(X0, p, q) and
we prove furthermore that each value function satisfies a Hamilton-Jacobi-Isaacs equation
in the viscosity sense. The uniqueness of viscosity solution for the Hamilton-Jacobi-Isaacs
equations is established in the last section and we conclude that under the Isaacs condition,
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the game has a value which is the unique bounded continuous viscosity solution of the partial
differential equation defined in Section 4.

4.2 Preliminaries

In the finite dimensional space R
n, we denote by ‖x‖ the euclidean norm of x ∈ R

n, and
〈x, y〉 the associated scalar product of any points x, y ∈ R

n. An open ball with center
x ∈ R

n and radius a is denoted by B(x; a), and its closure by B̄(x; a). Let us consider:

(i) U , V be two compact metric spaces, both endowed with the Borel σ-algebra;

(ii) f : Rn×U ×V → R
n be a bounded, uniformly continuous function which is Lipschitz

continuous on the first variable with a Lipschitz constant Lf > 0;

(iii) ℓ : Rn ×R×U × V → R be bounded, uniformly continuous, and Lipschitz continuous
on the first two variables with Lipschitz constant Lℓ > 0;

(iv) U denotes the set of measurable maps u : R+ → U while V stands for the set of
measurable maps v : R+ → V ;

(v) the constants λ > 0 and M0 ∈ R be fixed.

Elements of U (resp. V) are called admissible open-loop controls of Player 1 (resp. of
Player 2). In addition, we suppose that both U and V are equipped with the corresponding
L∞-topology, namely, for any (u1, u2) ∈ U2 and (v1, v2)V2, we define:

d(u1, u2) := ‖u1 − u2‖∞, and d(v1, v2) := ‖v1 − v2‖∞.

Lemma 4.2.1. For all fixed (t, x0) ∈ R
+ × R

n, the map (u, v) 7→ Xx0,u,v
t is uniformly

continuous with U × V endowed with the L∞-metrics.

Proof. Let us fix (t, x0) and (u0, v0) ∈ U × V . For all ǫ > 0, since f is both uniformly
continuous, there exists δ > 0 such that for u, u′ ∈ U and v, v′ ∈ V , if d(u, u′) ≤ δ and
d(v, v′) ≤ δ, one has ‖f(x, u, v) − f(x, u′, v′)‖ ≤ ǫ

2te
Lf t for all x ∈ R

n. We prove that, for

any (u1, v1) ∈ B
(

(u0, v0);
ǫδ

e
Lf t

)

, one has:

‖Xx0,u0,v0
t −Xx0,u1,v1

t ‖ ≤ ǫ.

By the regularity of f with respect to the state variable, we deduce that:
∫ t

0

‖f(Xx0,u0,v0
s , u0(s), v0(s))− f(Xx0,u1,v1

s , u1(s), v1(s))‖ds

≤
∫ t

0

Lf‖Xx0,u0,v0
s −Xx0,u1,v1

s ‖ds+
∫ t

0

‖f
(

Xx0,u1,v1
s , u0(s), v0(s)

)

− f
(

Xx0,u1,v1
s , u1(s), v1(s)

)

‖ds
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By setting:

ρ(t) := ‖Xx0,u0,v0
t −Xx0,u1,v1

t ‖,
b(t) := ‖f

(

Xx0,u1,v1
t , u0(t), v0(t)

)

− f
(

Xx0,u1,v1
t , u1(t), v1(t)

)

‖,

we obtain: ρ(t) ≤
∫ t

0

(

Lfρ(s) + b(s)
)

ds+ ρ(0). Grönwall’s inequality yields:

ρ(t) ≤
∫ t

0

eLf (t−s)b(s)ds. (4.2.1)

Since we have:
∫ t

0

b(s)ds =

∫ t

0

‖f
(

Xx0,u1,v1
s , u0(s), v0(s)

)

− f
(

Xx0,u1,v1
s , u1(s), v1(s)

)

‖ds

≤
∫ t

0

ǫ

teLf t
ds ≤ ǫ

eLf t
,

we deduce from (4.2.1) that:

‖Xx0,u0,v0
t −Xx0,u1,v1

t ‖ ≤ eLf t

∫ t

0

b(s)ds ≤ ǫ.

Thus (u, v) 7→ Xx0,u,v
t is uniformly continuous. The proof is complete.

By the above lemma and the regularity assumptions on the functions f and ℓ, we obtain
the following:

Corollary 4.2.2. For all x0 ∈ R
n fixed, (u, v) 7→ J(x0, u, v) is uniformly continuous with

U × V endowed with the L∞-metrics.

4.3 Strategies and Values

The notion of non-anticipative strategies was introduced into the literature of differential
games in [32, 62, 69]. The main advantage of using non-anticipative strategies with delay is
twofold: it not only models the fact that players should choose their controls according to
the observed played actions but also allows us to define the upper- and lower-value functions
is a symmetric fashion.

In this section, we introduce the notion of random non-anticipative strategies with delay
for game G(X0, p, q). Such strategies were introduced in [21] for differential with finite
horizon. Here we adapt the definition of random non-anticipative strategies with delay
introduced in [1] to the case where U and V are equipped with the L∞-metric. Let us first
give the definition of pure non-anticipative strategies with delay.
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Definition 4.3.1 (Non-anticipative Strategies with Delay (in short, NAD Strategies) of
Player 1, [1, 21]). An NAD strategy of Player 1 is a Borel-measurable map: α : V → U
such that: there exists τα > 0, for any v1, v2 ∈ V, t ≥ 0, if v1|[0,t] = v2|[0,t] a.e., then
α(v1)|[0,t+τα] = α(v2)|[0,t+τα] a.e.. The set of such maps is denoted by Ad.

We define an NAD strategy of Player 2 similarly and let Bd denote the set of NAD
strategies of Player 2. The main interest of employing such strategies is the following:

Lemma 4.3.2 (cf. [1, 21]). For any (α, β) ∈ Ad×Bd, there exists a unique pair of admissible
controls (uα,β, vα,β) such that:

α(vα,β) = uα,β and β(uα,β) = vα,β.

Since both players chooses their actions according to their received private signals, both
players need to play random strategies in order to protect their private information. For
simplicity, we denote S =

{(

[0, 1]n,B([0, 1]n),L([0, 1]n)
)

, n ∈ N∗

}

a set of probability spaces,
where B([0, 1]n) is the Borel σ-algebra and L([0, 1]n) denotes the Lebesgue measure on
B([0, 1]n). Then S is stable under finite products of its elements. Let us introduce the
following:

Definition 4.3.3 (Random Non-anticipative Strategies with Delay (radom NAD strategies)
of Player 1, cf. [16, 1]). A random NAD strategy for Player 1 is a pair

(

(Ωα,Fα,Pα), α
)

with (Ωα,Fα,Pα) ∈ S and the map α : Ωα × V → U is measurable with Ωα endowed with
the σ-algebra Fα and satisfying: there exists τα > 0 such that for all ω ∈ Ωα and t > 0, if
one has v1|[0,t] = v2|[0,t] a.e. for v1, v2 ∈ V, then:

α(ω, v1)|[0,t+τα] = α(ω, v2)|[0,t+τα], a.e..

One can define similarly random NAD strategies of Player 2. We denote the set of
random NAD strategies of Player 1 by Ar and that of Player 2 by Br. For simplicity of
notations, we often write α (resp. β) instead of

(

(Ωα,Fα,Pα), α
)

(resp.
(

(Ωβ,Fβ,Pβ), β
)

)
for short.

Since any admissible control can be viewed as an NAD strategy. We have U ∈ Ad ⊂ Ar

and V ∈ Bd ⊂ Br.

Similarly to Lemma 4.3.2, we have the following

Lemma 4.3.4. [cf. [16]] For all pair of random NAD strategies (α, β) ∈ Ar × Br, for any
ω = (ωα, ωβ) ∈ Ωα × Ωβ, there exists a unique pair of controls (uα,β,ω, vα,β,ω) ∈ U × V such
that:

α(ωα, vα,β,ω) = uα,β,ω, and β(ωβ, uα,β,ω) = vα,β,ω.

In addition, for all T > 0, the map ω 7→ (uα,β,ω, vα,β,ω)|[0,T ] is measurable.
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By the above lemma, we denote, for α ∈ Ar and β ∈ Br, by (α, β, ω) (or simply (α, β))
the map ω 7→ (uα,β,ω, vα,β,ω).

Definition 4.3.5 (Strategies for the Game G(X0, p, q)). A strategy of Player 1 is an element
of AI

r and that of Player 2 is an element of BJ
r .

Observe that, as in [16], both players in the game chooses their strategies according to the
signals communicated and they play random strategies to protect their private information
from their opponents.

In order to write the game into normal form, let us define for each pair of strategies
(αi)i∈I ∈ AI

r , (βj)j∈J ∈ BJ
r an associated pay-off, namely a following function:

(

(αi)i∈I , (βj)j∈J
)

7→ J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

.
By Lemma 4.3.4, for any

(

(αi)i∈I , (βj)j∈J
)

and (i, j) ∈ I × J , one has that the map

J(xi,j
0 , αi, βj) is well-defined, but the measurability of the function (ωαi

, ωβj
) → J(xij

0 , αi, βj)
is not a trivial issue.

For proving that (ωαi
, ωβj

) → J(xij
0 , αi, βj) is measurable, let us define a new cost func-

tion with a fixed horizon T :

JT (x0, u, v) :=

∫ T

0

e−λtℓ
(

Xx0,u,v
t , u(t), v(t)

)

dt.

Since JT (x
i,j
0 , αi, βj) is bounded and measurable in Ωαi

× Ωβj
, the Lebesgue integral

Eαi,βj

(

JT (x
i,j
0 , αi, βj)

)

:=

∫

Ωαi
×Ωβj

JT (x
i,j
0 , αi, βj)dPαi

⊗ Pβj

is thus well-defined. In addition, we have:

J(x0, u, v) = lim
T→+∞

JT (x0, u, v)

for all fixed (x0, u, v) and that the above convergence is point-wise and uniform with respect

to the controls (u, v) (because |JT (x0, u, v)− J(x0, u, v)| ≤ e−λT ‖ℓ‖∞
λ

). Thus for any (i, j) ∈
I × J , J(xi,j

0 , αi, βj) = limN→+∞ JN(x
i,j
0 , αi, βj) must be measurable on Ωαi

× Ωβj
.

In view of this, we are able to write the game G(X0, p, q) into a normal form by associating
to all pair of random strategies

(

(αi)i∈I , (βj)j∈J
)

the following pay-off:

J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

:=
∑

i∈I,j∈J

piqjEαi,βj

(

J(xi,j
0 , αi, βj)

)

.
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Furthermore, since there exists C, L > 0, for all T > 0, (u, v) ∈ U × V and (x1, x2) ∈
R

n × R
n:

|J(x1, u, v)− J(x2, u, v)| ≤ C‖x1 − x2‖
λ
L ,

we have, by definition:

|J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

− J
(

X1, p, q, (αi)i∈I , (βj)j∈J
)

| ≤ C‖X0 −X1‖
λ
L , (4.3.1)

for any X0, X1 ∈ (Rn)I×J and any (p, q, (αi)i∈I , (βj)j∈J) (i.e., the function J is Hölder
continuous on X0). By (4.3.1), we have the following

Lemma 4.3.6. J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

is bounded and continuous with respect to (X0, p, q).
More precisely, J is Hölder continuous with respect to X0 and Lipschitz continuous with
respect to (p, q).

We can now define the following upper- and lower-value functions of the game G(X0, p, q).

V +(X0, p, q) := inf
(αi)i∈I

sup
(βj)j∈J

J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

;

V −(X0, p, q) := sup
(βj)j∈J

inf
(αi)i∈I

J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

.

Observe that clearly V − ≤ V +. When V − = V +, the game is said to have a value and we
define its value function V := V +.

Remark 4.3.7. As usual, −V +(X0, p, q) can be viewed as the lower-value function of a
differential game denoted by −G(X0, p, q) which has the same dynamic but which running
cost is −J(x0, u, v) where with the roles of the two players are interchanged.

We can obtain, as in [16], the regularity of both V + and V −.

Lemma 4.3.8. V + and V − are both bounded and continuous with respect to (X0, p, q),
Hölder continuous with respect to the X variable and Lipschitz continuous with respect to
(p, q).

Proof. The regularity of both V + and V − can be easily obtained from Lemma 4.3.6.

In order to associate the value functions to a Hamilton-Jacobi-Isaacs equation in the
viscosity sense, we will need to obtain a sub-dynamic programming principle for the convex
conjugate of the lower-value function on p. Let us state the following convexity result for
V + and V −.

Lemma 4.3.9. V + and V − are both convex with respect to p and concave with respect to q.
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Proof. We only need to prove the lemma for V +. Since J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

is linear
with respect to (p, q), we have firstly:

V +(X0, p, q) = inf
(αi)i∈I

sup
(βj)j∈J

J
(

X0, p, q, (αi)i∈I , (βj)j∈J
)

= inf
(αi)i∈I

∑

j∈J

qj sup
β∈Br

∑

i∈I

piEαi,β

(

J(xi,j
0 , αi, β)

)

,

and thus V + is concave on q (because q 7→ ∑

j∈J qj supβ∈Br

∑

i∈I piEαi,βj

(

J(xi,j
0 , αi, βj)

)

is
linear, thus concave, on q).

Secondly, let us prove that p 7→ V +(X0, p, q) is convex. We fix (X0, q). Let λ > 0 and
pλ = λp1 + (1− λ)p2 with p1, p2 ∈ ∆I. Without loss of generality, we suppose that pλi > 0
for any i ∈ I. For any ǫ > 0, let (ᾱǫ

i)i∈I ∈ AI
r and (α̃ǫ

i)i∈I ∈ AI
r be respectively ǫ-optimal

strategies for V +(X0, p
1, q) and V +(X0, p

2, q). Let us construct a new strategy (αǫ
i)i∈I ∈ AI

r

by defining:

Ωαǫ
i
= [0, 1]× Ωᾱǫ

i
× Ωα̃ǫ

i
;Fαǫ

i
= B([0, 1])⊗Fᾱǫ

i
⊗Fα̃ǫ

i
;Pαǫ

i
= L([0, 1])⊗ Pᾱǫ

i
⊗ Pα̃ǫ

i
,

and

for any v ∈ V , αǫ
i(ω1, ω2, ω3, v) =















ᾱǫ
i(ω2, v), if ω1 ∈ [0,

λp1i
pλi

);

α̃ǫ
i(ω3, v), if ω1 ∈ [

λp1i
pλi

, 1].

One can check that (αǫ
i)i∈I ∈ AI

r . Thus, we have:

∑

j∈J

qj sup
β∈Br

∑

i∈I

pλi Eαǫ
i ,β

(

J(xi,j
0 , αǫ

i , β)
)

=
∑

j∈J

qj sup
β∈Br

∑

i∈I

pλi
{λp1i
pλi

Eᾱǫ
i ,β

(

J(xi,j
0 , ᾱǫ

i , β)
)

+
(1− λ)p2i

pλi
Eα̃ǫ

i ,β

(

J(xi,j
0 , α̃ǫ

i , β)
)}

=
∑

j∈J

qj sup
β∈Br

∑

i∈I

{

λp1iEᾱǫ
i ,β

(

J(xi,j
0 , ᾱǫ

i , β)
)

+ (1− λ)p2iEα̃ǫ
i ,β

(

J(xi,j
0 , α̃ǫ

i , β)
)}

≤λ
∑

j∈J

qj sup
β∈Br

∑

i∈I

p1iEᾱǫ
i ,β

(

J(xi,j
0 , ᾱǫ

i , β)
)

+ (1− λ)
∑

j∈J

qj sup
β∈Br

∑

i∈I

p2iEα̃ǫ
i ,β

(

J(xi,j
0 , α̃ǫ

i , β)
)

≤λV +(X0, p
1, q) + (1− λ)V +(X0, p

2, q) + ǫ.

Since ǫ > 0 is arbitrary, taking the infimum of both sides in the above inequality of AI
r , we

obtain:

V +(X0, p
λ, q) ≤ λV +(X0, p

1, q) + (1− λ)V +(X0, p
2, q).

Thus V + is convex on p. The proof is complete.
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Let us extend p 7→ V −(X0, p, q) to R
J by +∞ outside of ∆, i.e. we define:

V −(X0, ζ, q) :=

{

V −(X0, ζ, q), if ζ ∈ ∆(I);

+∞, else.

Similarly, we extend q 7→ V +(X0, p, q) to R
I by −∞ outside of ∆(J). We have, by the above

two lemmas, that after such extensions, V − is still convex and lower semi-continuous with
respect to p and V + is still concave and upper semi-continuous with respect to q. From now
on, we do not distinguish the value functions from their extended versions.

We recall the definition of the Fenchel convex and concave conjugate of V + and V +

respectively.

V −,∗(X0, ξ, q) := sup
p∈∆(I)

〈p, ξ〉 − V −(X0, p, q), for any ξ ∈ R
I ;

V +,#(X0, p, q̂) := inf
q∈∆(J)

〈q, q̂〉 − V +(X0, p, q), for any q̂ ∈ R
J .

The following technical result provides a reformation of V −,∗ (cf. [65]).

Lemma 4.3.10. We have, for any (X0, ξ, q) ∈ (Rn)I×J × R
I ×∆(J):

V −,∗(X0, ξ, q) = inf(βj)j∈J
supα∈Ar

maxi∈I

{

ξi −
∑

j∈J qjEα,βj

(

J(xi,j
0 , α, βj)

)

}

Proof. Let z(ξ) denote the right hand side of the inequality. By definition, z is Lipschitz
continuous (cf. Lemma 4.3.8). Let us prove that z is convex. As in the proof of Lemma
4.3.9, we use a “splitting procedure”. For ξλ = λξ1+(1−λ)ξ2 with ξ1, ξ2 ∈ R

I and ǫ > 0, let
(β1

j )j∈J and (β2
j )j∈J be respectively ǫ-optimal strategies for z(ξ1) and z(ξ2). We construct a

new strategy (βλ)j)j∈J ∈ BJ
r by defining:

Ωβλ
j
= [0, 1]× Ωβ1

j
× Ωβ2

j
;Fβλ

j
= B([0, 1])⊗Fβ1

j
⊗Fβ2

j
;Pβλ

j
= L([0, 1])⊗ Pβ1

j
⊗ Pβ2

j
,

and

for any u ∈ U , βλ
j (ω1, ω2, ω3, u) =

{

β1
j (ω2, u), if ω1 ∈ [0, λ);

β2
j (ω3, u), if ω1 ∈ [λ, 1].

One can check that (βλ
j )j∈J ∈ BJ

r . Thus, we have:

sup
α∈Ar

max
i∈I

{

ξλi −
∑

j∈J

qjEα,βλ
j

(

J(xi,j
0 , α, βλ

j )
)

}

= sup
α∈Ar

max
i∈I

{

λ
(

ξ1i −
∑

j∈J

qjEα,β1
j

(

J(xi,j
0 , α, β1

j )
)

)

+ (1− λ)
(

ξ2i −
∑

j∈J

qjEα,β2
j

(

J(xi,j
0 , α, β2

j )
)

)}

≤λz(ξ1) + (1− λ)z(ξ2) + ǫ.
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Since ǫ > 0 is arbitrary, we obtain the convexity of z(ξ). By definition, we have furthermore:

z∗(p) = sup
ξ∈RI

〈p, ξ〉 − z(ξ)

= sup
ξ∈RI

{

〈p, ξ〉 − inf
(βj)j∈J

sup
α∈Ar

max
i∈I

{

ξi −
∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

}}

= sup
ξ∈RI

sup
(βj)j∈J

{

〈p, ξ〉 −max
i∈I

sup
α∈Ar

{

ξi −
∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

}}

= sup
(βj)j∈J

sup
ξ∈RI

{

〈p, ξ〉 −max
i∈I

sup
α∈Ar

{

ξi −
∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

}}

= sup
(βj)j∈J

∑

i∈I

pi inf
α∈Ar

∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

= sup
(βj)j∈J

inf
(αi)i∈I

∑

i∈I

pi
∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

= V −(X0, p, q).

Thus z∗(p) = V −(X0, p, q). By the Fenchel-Moreau theorem, V −,∗(X0, ξ, q) = z∗∗(ξ) = z(ξ)
and our wished result follows. The proof is complete.

4.4 Dynamic Programming and Hamilton-Jacobi-Isaacs

Equation

In this section, we prove that V + and V − are respectively viscosity sub- and super-solution
of a Hamilton-Jacobi-Isaacs equation. To achieve this goal, let us first prove a sub-dynamic
programming principle for the convex conjugate of V −.

Proposition 4.4.1 (Sub-dynamic Programming Principle for V −,∗). For any h > 0 small
enough, we have:

V −,∗(X0, ξ, q) ≤ e−λh inf
β∈Bd

sup
α∈Ad

V −,∗
(

(X
xi,j
0 ,α,β

h )i,j, ξ(h, α, β), q
)

, (4.4.1)

where ξ(h, α, β) = eλh
(

ξi −
∑

j∈J qj
∫ h

0
e−λtℓ(X

xi,j
0 ,α,β

t , α, β)dt
)

i∈I
.

Proof. Let us point out that:

V −,∗(X0, ξ, q) = inf
(βj)j∈J

sup
α∈Ad

max
i∈I

{

ξi −
∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

}

.

As in Lemma 4.3.8, one can prove that V −,∗(X0, ξ, q) is Hölder continuous on X0 and
Lipschitz continuous on (ξ, q). For any (X, p̄) ∈ (Rn)I×J × R

I , let (βX,p̄
j )j∈J ∈ BJ

r be a ǫ-
optimal strategy for V −,∗(X, p̄, q). By the regularity of V −,∗, there exists δX,p̄ > 0 such that
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for any (Y, p̄′) ∈ B
(

(X, p̄); δX,p̄

)

, (βX,p̄
j )j∈J is still a 2ǫ-optimal strategy for V −,∗(Y, p̄′, q).

Let ∪1≤k≤mEk = B
(

(X0, ξ); ‖f‖∞ + 1
)

be a finite Borel partition such that for any 1 ≤
k ≤ m, there exists (Yk, ξ

k) with Ek ⊂ B
(

(Yk, ξ
k);

δ
Yk,ξk

2

)

. For future convenience, for any

1 ≤ k ≤ m, we denote by (βk
j )j∈J the strategy (βYk,ξ

k

j )j∈J and let τ > 0 be a common

delay of (βk
j )j∈J , for any 1 ≤ k ≤ m. Without loss of generality, we suppose that for any

1 ≤ k ≤ m, τ ≤ δ
Yk,ξk

2
. Let h > 0 be small enough. For any β ∈ Bd, let us construct a new

strategy (βj)j∈J ∈ BJ
r by setting:

Ωβj
= Πm

k=1Ωβk
j
;Fβj

= ⊗m
k=1Fβk

j
;Pβj

= ⊗m
k=1Pβk

j
;

and for any ω = (ωk)1≤k≤m ∈ Ωβj
, u ∈ U , and t ≥ 0:

βj(ω, u)(t) =

{

β(u)(t), if t ≤ h;

βk
j (ωk, u(·+ h))(t− h), if t > h and

(

(X
xi,j
0 ,u,β(u)

h−τ )i,j, ξ(h, u, β)
)

∈ Ek.

One can easily check that (βj)j∈J ∈ BJ
r . For any α ∈ Ad, we define the strategy ᾱ ∈ Ad as

follows. For any v ∈ V , ᾱ(v) = α(ṽ)(·+ h) with

ṽ(t) =

{

vα,β(t), if t ∈ [0, h];

v(t− h), if t > h.

Then we have:

sup
α∈Ad

max
i∈I

{

ξi −
∑

j∈J

qjEα,βj

(

J(xi,j
0 , α, βj)

)

}

= sup
α∈Ad

max
i∈I

{

ξi −
∑

j∈J

qjEβj

(

∫ +∞

0

e−λtℓ
(

X
xi,j
0 ,α,βj

t , α, βj

)

dt
)

}

= sup
α∈Ad

max
i∈I

{

(

ξi −
∑

j∈J

qj

∫ h

0

e−λtℓ
(

X
xi,j
0 ,α,β

t , α, β
)

dt
)

−

∑

j∈J

qjEβj

(

∫ +∞

h

e−λtℓ
(

X
xi,j
0 ,α,βj

t , α, βj

)

dt
)

}

=e−λh sup
α∈Ad

max
i∈I

∑

1≤k≤m

{

ξ(α, β, h)i −
∑

j∈J

qjEβk
j

(

∫ +∞

0

e−λtℓ
(

X
X

x
i,j
0 ,α,β

h
,ᾱ,βk

j

t , ᾱ, βk
j

)

dt
)

}

1Ek

≤e−λh sup
α∈Ad

V −,∗
(

(X
xi,j
0 ,α,β

h )i,j, ξ(h, α, β), q
)

+ 2ǫ.

Since ǫ > 0 is arbitrary, letting ǫ → 0+ and taking the infimum of β ∈ Bd on both sides of
the above inequality, we obtain (4.4.1) and the proof is thus complete.
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Let S(I) and S(J) be respectively the sets of all I × I symmetric real matrix and that
of all J × J symmetric real matrix. Let us set, for any (A, p) ∈ S(I)×∆(I):

λmin(A, p) := min{〈Az, z〉 | z ∈ T∆(I)(p), ‖z‖ = 1};
λmax(A, p) := max{〈Az, z〉 | z ∈ T∆(I)(p), ‖z‖ = 1},

where:

T∆(I)(p) = {z ∈ R
I |

∑

i∈I

zi = 0 and ∀i ∈ I, zi < 0 ⇒ pi > 0}.

Similarly, we set, for any (B, q) ∈ S(J)×∆(J):

λmin(B, q) := min{〈Bz, z〉 | z ∈ T∆(J)(q), ‖z‖ = 1};
λmax(B, q) := max{〈Bz, z〉 | z ∈ T∆(J)(q), ‖z‖ = 1}.

In this section, we will need the following technical result, of which a detailed proof can
be found in, for instance [74].

Lemma 4.4.2. Let W (x, p) be a continuous function on R
m × ∆(I) which is convex with

respect to p. Let ϕ ∈ C2(Rm×∆(I)) be a test function such that W −ϕ has a local minimum
on R

m ×∆(I) at some point (x0, p0). If:

λmin(D
2
ppϕ(x0, p0), p0) > 0, (4.4.2)

then there exists some δ, η > 0 such that:

W (x, p) ≥ ϕ(x, p0) +W (x0, p0)− ϕ(x0, p0) + 〈Dpϕ(x, p0), p− p0〉+
η

2
‖p− p0‖2,

for any x ∈ B(x0; δ) and p ∈ ∆(I).

Let us define the Hamiltonians: for any (W,X0, p, q, ζ) ∈ R× (Rn)I×J ×∆(I)×∆(J)×
(Rn)I×J , we set:

H−(W,X0, p, q, ζ) := −λW + sup
v∈V

inf
u∈U

{

〈ζ,
(

f(xi,j
0 , u, v)

)

i,j∈I×J
〉+

∑

i,j

piqjℓ
(

xi,j
0 , u, v

)

}

;

H+(W,X0, p, q, ζ) := −λW + inf
u∈U

sup
v∈V

{

〈ζ,
(

f(xi,j
0 , u, v)

)

i,j∈I×J
〉+

∑

i,j

piqjℓ
(

xi,j
0 , u, v

)

}

.

By dividing both sides of the sub-dynamic programming principle of V −,∗ by h and passing
h → 0+, we obtain the following:
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Proposition 4.4.3. For any q0 ∈ ∆(J) fixed, V −(·, q0) satisfies:

min
{

λmin

(

D2
ppV

−(X, p, q0), p
)

, H−
(

V −(X, p, q0), X, p, q0, DXV
−(X, p, q0)

)

}

≤ 0

in the viscosity sense with state constraint in (Rn)I×J ×∆(I). More precisely, for any test
function ϕ ∈ C2

(

(Rn)I×J ×∆(I)
)

such that V −(X, p, q0)− ϕ(X, p) has a local minimum at
(X0, p0) ∈ (Rn)I×J ×∆(I), one has:

min
{

λmin

(

D2
ppϕ(X0, p0), p0

)

, H−
(

V −(X0, p0, q0), X0, p0, q0, DXϕ(X0, p0)
)

}

≤ 0.

Proof. Let ϕ ∈ C2
(

(Rn)I×J ×∆(I)
)

be a test function such that V −(X, p, q)− ϕ(X, p) has
a local minimum at (X0, p0). Without loss of generality, let us suppose that:

λmin(D
2
ppϕ(X0, p0), p0) > 0.

Then by Lemma 4.4.2, we have: there exists δ, η > 0 such that:

V −(X, p, q) ≥ϕ(X, p0) + V −(X0, p0, q)− ϕ(X0, p0) + 〈Dpϕ(X, p0), p− p0〉+
η

2
‖p− p0‖2,

(4.4.3)

for any X ∈ B(X0; δ) and p ∈ ∆(I). The above inequality yields: for any ξ ∈ R
I ,

〈ξ, p〉 − V −(X, p, q) ≤− ϕ(X, p0)− V −(X0, p0, q) + ϕ(X0, p0)− 〈Dpϕ(X, p0)− ξ, p− p0〉
− η

2
‖p− p0‖2 + 〈ξ, p0〉.

By taking the supremum of p ∈ ∆(I) on both sides of the above inequality, we obtain:

V −,∗(X, ξ, q) ≤ sup
p∈∆(I)

{

− 〈Dpϕ(X, p0)− ξ, p− p0〉 −
η

2
‖p− p0‖2

}

− ϕ(X, p0)−

V −(X0, p0, q) + ϕ(X0, p0) + 〈ξ, p0〉

≤ − ϕ(X, p0)− V −(X0, p0, q) + ϕ(X0, p0) + 〈ξ, p0〉+
1

2η
‖Dpϕ(X, p0)− ξ‖2.

By the sub-dynamic principle for V −,∗, we have, for h > 0 small enough:

V −,∗(X0, ξ, q) ≤ e−λh inf
β∈Bd

sup
α∈Ad

V −,∗
(

(X
xi,j
0 ,α,β

h )i,j, ξ(h, α, β), q
)

,

with ξ(h, α, β) = eλh
(

ξi−
∑

j∈J qj
∫ h

0
e−λtℓ(X

xi,j
0 ,α,β

t , α, β)dt
)

i∈I
. Combining these above two

inequality, we have that for h > 0 small enough (such that (X
xi,j
0 ,α,β

h )i,j ∈ B(X0, δ)):

V −,∗(X0, ξ, q) ≤ e−λh inf
β∈Bd

sup
α∈Ad

V −,∗
(

(X
xi,j
0 ,α,β

h )i,j, ξ(h, α, β), q
)

≤e−λh inf
β∈Bd

sup
α∈Ad

{

− ϕ
(

(X
xi,j
0 ,α,β

h )i,j, p0
)

− V −(X0, p0, q) + ϕ(X0, p0)+

〈ξ(h, α, β), p0〉+
1

2η
‖Dpϕ

(

(X
xi,j
0 ,α,β

h )i,j, p0
)

− ξ(h, α, β)‖2
}

.

(4.4.4)
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In addition, by taking X = X0 in (4.4.3) and ξ̄ = Dpϕ(X0, p0), we have ξ̄ ∈ ∂−
p V

−(X0, p0, q),
which implies:

V −,∗(X0, ξ̄, q) = 〈ξ̄, p0〉 − V −(X0, p0, q).

Combining the above equality with (4.4.4), we obtain:

(1− e−λh)V −(X0, p0, q)

≥ sup
β∈Bd

inf
α∈Ad

{

e−λh
(

ϕ
(

(X
xi,j
0 ,α,β

h )i,j, p0
)

− ϕ(X0, p0)
)

+ 〈p0, ξ̄ − e−λhξ̄(h, α, β)〉−

e−λh

2η
‖Dpϕ

(

(X
xi,j
0 ,α,β

h )i,j, p0
)

− ξ̄(h, α, β)‖2
}

.

(4.4.5)

For ǫ > 0, let v̄ ∈ V be a constant control and αǫh ∈ Ad be an ǫh-optimal strategy for the
right-hand side of the above inequality against v̄. (4.4.5) yields:

ǫh ≥e−λh
(

ϕ
(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

− ϕ(X0, p0)
)

+ 〈p0, ξ̄ − e−λhξ̄(h, αǫh, v̄)〉−
2e−λh

η
‖Dpϕ

(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

− ξ̄(h, αǫh, v̄)‖2 + (e−λh − 1)V −(X0, p0, q).
(4.4.6)

Let us do some estimations of the terms in the right-hand side of (4.4.6). First of all, we
have:

(e−λh − 1)V −(X0, p0, q) = −λhV −(X0, p0, q) + o(h). (4.4.7)

Secondly,

〈p0, ξ̄ − e−λhξ̄(h, αǫh, v̄)〉 =
∑

i,j

p0,iqj

∫ h

0

e−λtℓ
(

X
xi,j
0 ,αǫh(v̄),v̄

t , αǫh(v̄)(t), v̄
)

dt

=o(h) +
∑

i,j

p0,iqj

∫ h

0

e−λtℓ
(

xi,j
0 , αǫh(v̄)(t), v̄

)

dt

=o(h) +
∑

i,j

p0,iqj

∫ h

0

ℓ
(

xi,j
0 , αǫh(v̄)(t), v̄

)

dt.

(4.4.8)

Thirdly,

‖Dpϕ
(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

− ξ̄(h, αǫh, v̄)‖2 = ‖Dpϕ
(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

−

eλh
(

Dpϕ(X0, p0)i −
∑

j∈J

qj

∫ h

0

e−λtℓ(X
xi,j
0 ,αǫh,v̄

t , αǫh(v̄)(t), v̄)dt
)

i∈I
‖2

≤‖Dpϕ
(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

− eλhDpϕ(X0, p0)‖2 + o(h)

≤‖Dpϕ
(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

−Dpϕ(X0, p0)‖2 + o(h) = o(h).

(4.4.9)
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Finally, we have:

ϕ
(

(X
xi,j
0 ,αǫh,v̄

h )i,j, p0
)

− ϕ(X0, p0)

=

∫ h

0

〈DXϕ
(

(X
xi,j
0 ,αǫh,v̄

t )i,j, p0
)

,
(

f(X
xi,j
0 ,αǫh,v̄

t , αǫh(v̄)(t), v̄)
)

i,j∈I×J
〉dt

=o(h) +

∫ h

0

〈DXϕ(X0, p0),
(

f(X
xi,j
0 ,αǫh,v̄

t , αǫh(v̄)(t), v̄)
)

i,j∈I×J
〉dt

=o(h) +

∫ h

0

〈DXϕ(X0, p0),
(

f(xi,j
0 , αǫh(v̄)(t), v̄)

)

i,j∈I×J
〉dt

(4.4.10)

Combining (4.4.6) with the estimations (4.4.7)-(4.4.10), we obtain:

ǫh+ o(h) ≥ −λhV −(X0, p0, q) + e−λh

∫ h

0

{

〈DXϕ(X0, p0),
(

f(xi,j
0 , αǫh(v̄)(t), v̄)

)

i,j∈I×J
〉+

∑

i,j

p0,iqjℓ
(

xi,j
0 , αǫh(v̄)(t), v̄

)

}

dt ≥ he−λh inf
u∈U

{

〈DXϕ(X0, p0),
(

f(xi,j
0 , u, v̄)

)

i,j∈I×J
〉+

∑

i,j

p0,iqjℓ
(

xi,j
0 , u, v̄

)

}

− λhV −(X0, p0, q)

Since v̄ is arbitrary, this implies:

ǫh+ o(h) ≥ −λhV −(X0, p0, q) + he−λh sup
v∈V

inf
u∈U

{

〈DXϕ(X0, p0),
(

f(xi,j
0 , u, v)

)

i,j∈I×J
〉+

∑

i,j

p0,iqjℓ
(

xi,j
0 , u, v

)

}

Dividing both sides of the above inequality by h and passing h → 0+ yields:

ǫ ≥ −λV −(X0, p0, q) + sup
v∈V

inf
u∈U

{

〈DXϕ(X0, p0),
(

f(xi,j
0 , u, v)

)

i,j∈I×J
〉+

∑

i,j

p0,iqjℓ
(

xi,j
0 , u, v

)

}

.

But ǫ > 0 is arbitrary, thus we have obtained the wished result. The proof is complete.

Before we prove a similar result for V +, let us first state a technical lemma.

Lemma 4.4.4. For any q0 ∈ ∆(J) fixed, if a function (X, p) 7→ W (X, p, q0) satisfies:

min
{

λmin

(

D2
ppW (X, p, q0), p

)

, H−
(

W (X, p, q0), X, p, q0, DXW
−(X, p, q0)

)

}

≤ 0

in the viscosity sense with state constraint in (Rn)I×J×∆(I). Then for any q0 ∈ ∆(J) fixed,
(X, p) 7→ −W (X, p, q0) satisfies:

max
{

λmax

(

D2
pp(−W )(X, p, q0), p

)

, H−
∗

(

−W (X, p, q0), X, p, q0, DX(−W )−(X, p, q0)
)

}

≥ 0

in the viscosity sense with state constraint in (Rn)I×J ×∆(I) and with H−
∗ (W,X, p, q, ζ) :=

−H−(−W,X, p, q,−ζ).
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Proof. Let ϕ ∈ C2
(

(Rn)I×J ×∆(I)
)

be a test function such that −W (X, p, q0)−ϕ(X, p) has
a local maximum at (X0, p0) ∈ (Rn)I×J ×∆(I). Then W (X, p, q0)−

(

−ϕ(X, p)
)

has a local
minimum at (X0, p0). Thus one has:

min
{

λmin

(

D2
pp(−ϕ)(X0, p0), p0

)

, H−
(

W (X0, p0, q0), X0, p0, q0, DX(−ϕ)(X0, p0)
)

}

≤ 0.

The above inequality yields:

min
{

− λmax

(

D2
pp(ϕ)(X0, p0), p0

)

, H−
(

W (X0, p0, q0), X0, p0, q0,−DXϕ(X0, p0)
)

}

≤ 0,

and thus:

max
{

λmax

(

D2
pp(ϕ)(X0, p0), p0

)

,−H−
(

W (X0, p0, q0), X0, p0, q0,−DXϕ(X0, p0)
)

}

≥ 0.

This is exactly our wished inequality. The proof is complete.

The above lemma, combined with Proposition 4.4.3, allows us to associate the upper-
value function of the game to another Hamilton-Jacobi-Isaacs equation as its viscosity sub-
solution.

Corollary 4.4.5. For any p0 ∈ ∆(I) fixed, V +(·, p0) satisfies:

max
{

λmax

(

D2
qqV

+(X, p0, q), q
)

, H+
(

V +(X, p0, q), X, p0, q,DXV
+(X, p0, q)

)

}

≥ 0

in the viscosity sense with state constraint in (Rn)I×J ×∆(J). More precisely, for any test
function ϕ ∈ C2

(

(Rn)I×J ×∆(J)
)

such that V +(X, p0, q)− ϕ(X, q) has a local maximum at
(X0, q0) ∈ (Rn)I×J ×∆(J), one has:

max
{

λmax

(

D2
qqϕ(X0, q0), q0

)

, H+
(

V +(X0, p0, q0), X0, p0, q0, DXϕ(X0, q0)
)

}

≥ 0.

Proof. By Remark 4.3.7 and Proposition 4.4.3, we have, for any p0 ∈ ∆(I) fixed, −V +(·, p0)
satisfies:

min
{

λmin

(

D2
qq(−V )+(X, p0, q), q

)

,−H+
(

V +(X, p0, q), X, p0, q,−DXV
+(X, p0, q)

)

}

≤ 0

in the viscosity sense with state constraint in (Rn)I×J×∆(J). By Lemma 4.4.4, this implies:
for any p0 ∈ ∆(I) fixed, (X, q) 7→ −W (X, p0, q) satisfies:

max
{

λmax

(

D2
qqV

+(X, p0, q), p
)

, H+
(

V +(X, p0, q), X, p0, q,DXV
+(X, p0, q)

)

}

≥ 0

in the viscosity sense with state constraint in (Rn)I×J ×∆(J).
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4.5 Existence of a Value

Before we state the main result of this chapter, let us first introduce a second order double-
obstacle Hamilton-Jacobi equation and the corresponding notion of viscosity solutions. Let
us consider a Hamiltonian H̄ ∈ C0(R× R

m ×∆(I)×∆(J)× R
m). We define the following

second order double-obstacle Hamilton-Jacobi-Isaacs equation:







min
{

λmin

(

D2
ppW, p

)

,max
{

λmax

(

D2
qqW, q

)

, H̄(W,x, p, q,DxW )
}}

= 0;

max
{

λmax

(

D2
qqW, q

)

,min
{

λmin

(

D2
ppW, p

)

, H̄(W,x, p, q,DxW )
}}

= 0.
(4.5.1)

The notion of viscosity solutions of partial differential equations was first introduced by
Crandall and Lions [30, 29]. Let us recall the definition of viscosity super- and sub-solutions
for the above Hamilton-Jacobi-Isaacs equation.

Definition 4.5.1. A function W : Rm ×∆(I)×∆(J) → R is:

• a viscosity super-solution of (4.5.1) if it is lower semi-continuous and convex on ∆(I),
and if for any fixed q̄ ∈ ∆(J), W (·, q̄) satisfies, in the viscosity sense:

min
{

λmin

(

D2
ppW (x, p, q̄), p

)

, H̄(W (x, p, q̄), x, p, q̄, DxW (x, p, q̄))
}

≤ 0;

• a viscosity sub-solution of (4.5.1) if it is upper semi-continuous and concave on ∆(J),
and if for any fixed p̄ ∈ ∆(I), W (·, p̄) satisfies, in the viscosity sense:

max
{

λmax

(

D2
qqW (x, p̄, q), q

)

, H̄(W (x, p̄, q), x, p̄, q,DxW (x, p̄, q))
}

≥ 0;

• a viscosity solution of (4.5.1) if it is both a viscosity super-solution and a viscosity
sub-solution of (4.5.1).

Let us state a comparison principle for viscosity solutions of the Hamilton-Jacobi-Isaacs
equation (4.5.1).

Proposition 4.5.2 (Comparison Principle). Let W1 and W2 be respectively a bounded con-
tinuous viscosity sub-solution and a bounded continuous viscosity super-solution of (4.5.1).
Then we have W1 ≤ W2 if they are both Lipschitz continuous with respect to (p, q) and if
there exists C > 0 and γ > 0 such that the following conditions are satisfied:

(C1) for any (x, p, q, ζ) ∈ R
m ×∆(I)×∆(J)× R

m and s1 ≥ s2:

H(s1, x, p, q, ζ)−H(s2, x, p, q, ζ) ≤ −γ(s1 − s2);
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(C2) for any (s, p, q, ζ) ∈ R×∆(I)×∆(J)× R
m and x1, x2 ∈ R

m:

|H(s, x1, p, q, ζ)−H(s, x2, p, q, ζ)| ≤ C(1 + ‖ζ‖)‖x1 − x2‖;

(C3) for any (s, x, p, q) ∈ R× R
m ×∆(I)×∆(J) and ζ1, ζ2 ∈ R

m:

|H(s, x, p, q, ζ1)−H(s, x, p, q, ζ2)| ≤ C‖ζ1 − ζ2‖.

Proof. Let us prove the proposition by contradiction. We suppose that:

N := sup
(x,p,q)

W1(x, p, q)−W2(x, p, q) > 0.

Then for a > 0 small enough, we have:

Na := sup
(x,p,q)

W1(x, p, q)−W2(x, p, q)− a‖x‖2 + a‖p‖2 + a‖q‖2 > 0,

and consequently lima→0+ Na = N . We employ the double-variable technique by defining,
for any ǫ > 0:

Wa,ǫ(x, y, p, q) :=W1(x, p, q)−W2(y, p, q)−
‖x− y‖2

ǫ
− a

2
(‖x‖2 + ‖y‖2)+

a(‖p‖2 + ‖q‖2).

Since Na = sup(x,p,q) Wa,ǫ(x, x, p, q), by defining: Na,ǫ := sup(x,y,p,q) Wa,ǫ(x, y, p, q), we have:

Na,ǫ ≥ Na > 0.

Because W1 is upper semi-continuous and W2 is lower semi-continuous by the definition of
viscosity sub-solution and viscosity super-solution of (4.5.1), we have that Wa,ǫ is upper
semi-continuous and coercive. Thus Na,ǫ = max(x,y,p,q) Wa,ǫ(x, y, p, q). Let us set, for any
a > 0 and ǫ > 0:

(xa,ǫ, ya,ǫ, pa,ǫ, qa,ǫ) := argmax
(x,y,p,q)

Wa,ǫ(x, y, p, q).

Since (xa,ǫ, qa,ǫ) is a global maximiser of (x, q) 7→ Wa,ǫ(x, ya,ǫ, pa,ǫ, q), we obtain:

W1(x, pa,ǫ, q)−W2(ya,ǫ, pa,ǫ, q)−
‖x− ya,ǫ‖2

ǫ
− a

2
(‖x‖2 + ‖ya,ǫ‖2) + a(‖pa,ǫ‖2 + ‖q‖2)

≤W1(xa,ǫ, pa,ǫ, qa,ǫ)−W2(ya,ǫ, pa,ǫ, qa,ǫ)−
‖xa,ǫ − ya,ǫ‖2

ǫ
− a

2
(‖xa,ǫ‖2 + ‖ya,ǫ‖2)+

a(‖pa,ǫ‖2 + ‖qa,ǫ‖2),
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which yields:

W1(x, pa,ǫ, q) ≤ W1(xa,ǫ, pa,ǫ, qa,ǫ)−W2(ya,ǫ, pa,ǫ, qa,ǫ) +W2(ya,ǫ, pa,ǫ, q)+

‖x− ya,ǫ‖2 − ‖xa,ǫ − ya,ǫ‖2
ǫ

+
a

2
(‖x‖2 − ‖xa,ǫ‖2) + a(‖qa,ǫ‖2 − ‖q‖2).

Since W2 is Lipschitz continuous and concave with respect to q, ∂+
q W2(ya,ǫ, pa,ǫ, qa,ǫ) 6= ∅.

Let ξ̂a,ǫ ∈ ∂+
q W2(ya,ǫ, pa,ǫ, qa,ǫ) and we obtain:

W1(x, pa,ǫ, q) ≤W1(xa,ǫ, pa,ǫ, qa,ǫ) + 〈ξ̂a,ǫ, q − qa,ǫ〉+
‖x− ya,ǫ‖2 − ‖xa,ǫ − ya,ǫ‖2

ǫ
+

a

2
(‖x‖2 − ‖xa,ǫ‖2) + a(‖qa,ǫ‖2 − ‖q‖2).

By denoting by φ(x, q) the right-hand side of the above inequality, we have φ(x, q) ∈ C2(Rm×
∆(J)) and W1 − φ has a global maximum at (xa,ǫ, qa,ǫ). But W1 is a viscosity sub-solution
of (4.5.1) and D2

qqφ(xa,ǫ, qa,ǫ) = −2aIdJ is negative-definite, we have:

H̄
(

W1(xa,ǫ, pa,ǫ, qa,ǫ), xa,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ) + axa,ǫ

)

≥ 0. (4.5.2)

Similarly, since (ya,ǫ, pa,ǫ) is a global maximiser of (y, p) 7→ Wa,ǫ(xa,ǫ, y, p, qa,ǫ), we obtain:

W1(xa,ǫ, p, qa,ǫ)−W2(y, p, qa,ǫ)−
‖xa,ǫ − y‖2

ǫ
− a

2
(‖xa,ǫ‖2 + ‖y‖2) + a(‖p‖2 + ‖qa,ǫ‖2)

≤W1(xa,ǫ, pa,ǫ, qa,ǫ)−W2(ya,ǫ, pa,ǫ, qa,ǫ)−
‖xa,ǫ − ya,ǫ‖2

ǫ
− a

2
(‖xa,ǫ‖2 + ‖ya,ǫ‖2)+

a(‖pa,ǫ‖2 + ‖qa,ǫ‖2),

which yields:

W2(y, p, qa,ǫ) ≥ W1(xa,ǫ, p, qa,ǫ)−W1(xa,ǫ, pa,ǫ, qa,ǫ) +W2(ya,ǫ, pa,ǫ, qa,ǫ)+

‖xa,ǫ − ya,ǫ‖2 − ‖xa,ǫ − y‖2
ǫ

+
a

2
(‖ya,ǫ‖2 − ‖y‖2) + a(‖p‖2 − ‖pa,ǫ‖2).

Since W1 is Lipschitz continuous and convex with respect to p, ∂−
p W1(xa,ǫ, pa,ǫ, qa,ǫ) 6= ∅. Let

ζ̂a,ǫ ∈ ∂−
p W1(xa,ǫ, pa,ǫ, qa,ǫ) and we obtain:

W2(y, p, qa,ǫ) ≥W2(ya,ǫ, pa,ǫ, qa,ǫ) + 〈ζ̂a,ǫ, p− pa,ǫ〉+
‖xa,ǫ − ya,ǫ‖2 − ‖xa,ǫ − y‖2

ǫ
+

a

2
(‖ya,ǫ‖2 − ‖y‖2) + a(‖p‖2 − ‖pa,ǫ‖2)).
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By denoting by ϕ(y, p) the right-hand side of the above inequality, we have ϕ(y, p) ∈ C2(Rm×
∆(I)) and W2 −ϕ has a global minimum at (ya,ǫ, pa,ǫ). But W2 is a viscosity super-solution
of (4.5.1) and D2

ppϕ(ya,ǫ, pa,ǫ) = 2aIdI is positive-definite, we have:

H̄
(

W2(ya,ǫ, pa,ǫ, qa,ǫ), ya,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ)− aya,ǫ

)

≤ 0.

Combining the above inequality with (4.5.2), one has:

0 ≤H̄
(

W1(xa,ǫ, pa,ǫ, qa,ǫ), xa,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ) + axa,ǫ

)

−

H̄
(

W2(ya,ǫ, pa,ǫ, qa,ǫ), ya,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ)− aya,ǫ

)

.

Applying condition (C3), this implies:

0 ≤H̄
(

W1(xa,ǫ, pa,ǫ, qa,ǫ), xa,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ)

)

−

H̄
(

W2(ya,ǫ, pa,ǫ, qa,ǫ), ya,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ)

)

+ Ca(‖xa,ǫ‖+ ‖ya,ǫ‖).

By condition (C1), the above inequality yields:

0 ≤H̄
(

W2(ya,ǫ, pa,ǫ, qa,ǫ), xa,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ)

)

−

H̄
(

W2(ya,ǫ, pa,ǫ, qa,ǫ), ya,ǫ, pa,ǫ, qa,ǫ,
2

ǫ
(xa,ǫ − ya,ǫ)

)

+ Ca(‖xa,ǫ‖+ ‖ya,ǫ‖)−
γ(W1(xa,ǫ, pa,ǫ, qa,ǫ)−W2(ya,ǫ, pa,ǫ, qa,ǫ)).

Finally, we apply condition (C2) in the above inequality and obtain:

0 ≤C(1 +
2

ǫ
‖xa,ǫ − ya,ǫ‖)‖xa,ǫ − ya,ǫ‖+ Ca(‖xa,ǫ‖+ ‖ya,ǫ‖)− γ(Na,ǫ − 2a). (4.5.3)

To finish the proof, we claim the following technical lemma whose proof is postponed.

Lemma 4.5.3. (a) limǫ→0+ Na,ǫ = Na;

(b) For any a > 0 small enough, limǫ→0+
1
ǫ
(‖xa,ǫ − ya,ǫ‖2) = 0;

(c) There exists a constant C ′ > 0 such that a(‖xa,ǫ‖+ ‖ya,ǫ‖) ≤ C ′
√
a.

By the above lemma, passing to the limit ǫ → 0+ in (4.5.3) yields:

0 ≤ CC ′
√
a− γNa + 2γa.

Letting a → 0+ in the above inequality, we have:

0 ≤ −γN,

which is a contradiction. The proof is complete.
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Let us prove the technical lemma:

Proof of Lemma 4.5.3. Let K > 0 be a common upper bound of |W1| and |W2|. We have,
by definition:

0 <Na ≤ Na,ǫ = W1(xa,ǫ, pa,ǫ, qa,ǫ)−W2(ya,ǫ, pa,ǫ, qa,ǫ)−
‖xa,ǫ − ya,ǫ‖2

ǫ
−

a

2
(‖xa,ǫ‖2 + ‖ya,ǫ‖2) + a(‖pa,ǫ‖2 + ‖qa,ǫ‖2) ≤ 2K + 2a− ‖xa,ǫ − ya,ǫ‖2

ǫ
−

a

2
(‖xa,ǫ‖2 + ‖ya,ǫ‖2).

This proves that (c) holds for a > 0 small enough and (for any a ≤ 1) ‖xa,ǫ−ya,ǫ‖2

ǫ
≤ 2K + 2.

In addition, we have that ‖xa,ǫ − ya,ǫ‖ tends to 0, as ǫ → 0+. Since (xa,ǫ, pa,ǫ, qa,ǫ)ǫ>0 is
bounded for a > 0 fixed and small enough, let (xa, pa, qa) be one of its cluster point as
ǫ → 0+ and let (ǫn)n∈N∗

be a sequence of positive numbers such that limn→+∞ ǫn = 0 and
limn→+∞(xa,ǫn , pa,ǫn , qa,ǫn) = limn→+∞(ya,ǫn , pa,ǫn , qa,ǫn) = (xa, pa, qa). Then we have:

Na ≤ lim inf
n→+∞

Na,ǫn

≤ lim inf
n→+∞

{

W1(xa,ǫn , pa,ǫn , qa,ǫn)−W2(ya,ǫn , pa,ǫn , qa,ǫn)−
a

2
(‖xa,ǫn‖2 + ‖ya,ǫn‖2)+

a(‖pa,ǫn‖2 + ‖qa,ǫn‖2)
}

≤ lim sup
n→+∞

{

W1(xa,ǫn , pa,ǫn , qa,ǫn)−W2(ya,ǫn , pa,ǫn , qa,ǫn)−
a

2
(‖xa,ǫn‖2 + ‖ya,ǫn‖2)+

a(‖pa,ǫn‖2 + ‖qa,ǫn‖2)
}

≤W1(xa, pa, qa)−W2(xa, pa, qa)− a‖xa‖2 + a(‖pa‖+ ‖qa‖2) ≤ Na.

These above inequalities yields:

Na = lim
n→+∞

{

W1(xa,ǫn , pa,ǫn , qa,ǫn)−W2(ya,ǫn , pa,ǫn , qa,ǫn)−
a

2
(‖xa,ǫn‖2 + ‖ya,ǫn‖2)+

a(‖pa,ǫn‖2 + ‖qa,ǫn‖2)
}

,

and thus Na ≤ lim infn→+∞ Na,ǫn ≤ lim supn→+∞ Na,ǫn ≤ Na, which implies

lim
n→+∞

Na,ǫn = Na.
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But we have in addition:

0 =Na −Na

= lim
n→+∞

{

W1(xa,ǫn , pa,ǫn , qa,ǫn)−W2(ya,ǫn , pa,ǫn , qa,ǫn)−
a

2
(‖xa,ǫn‖2 + ‖ya,ǫn‖2)+

a(‖pa,ǫn‖2 + ‖qa,ǫn‖2)
}

− lim
n→+∞

Na,ǫn

= lim
n→+∞

(
‖xa,ǫn − ya,ǫn‖2

ǫ
).

Because the above calculation is true for any converging (xa,ǫn , ya,ǫn , pa,ǫn , qa,ǫn)n∈N∗
with

limn→+∞ ǫn = 0, by a compactness argument, we have (a) and (b) hold. The proof is
complete.

We suppose the following Isaacs condition:

H− = H+. (IC)

Let us set H := H+ and let us consider the Hamilton-Jacobi-Isaacs equation below:







min
{

λmin

(

D2
ppW, p

)

,max
{

λmax

(

D2
qqW, q

)

, H(W,X, p, q,DxW )
}}

= 0;

max
{

λmax

(

D2
qqW, q

)

,min
{

λmin

(

D2
ppW, p

)

, H(W,X, p, q,DxW )
}}

= 0.
(4.5.4)

The main result of this chapter is the following:

Theorem 4.5.4. Under Isaacs’ condition (IC), the game G(X0, p, q) has a value. Moreover,
its value function is the unique bounded and Lipschitz continuous viscosity solution of HJ
equation (4.5.4).

Proof. Since we already know that V − ≤ V +, we only need to prove the converse inequality.
Under Isaacs’ condition (IC), with Proposition 4.4.3 and Corollary 4.4.5, we have that
V − and V + are respectively bounded, continuous viscosity super-solution and bounded,
continuous viscosity sub-solution of equation (4.5.4). In addition, one can verify that the
Hamiltonian H satisfies conditions (C1)-(C3) in Proposition 4.5.2, thus the comparison
principle yields that V + ≤ V − and the game has a value. The proof is complete.

4.6 Conclusion and Perspectives

In this paper, we have proved the existence of value under the Isaacs condition for an
infinite horizon differential game with asymmetric information G(X0, p, q) and we have given
a characterization of its value function as the unique bounded Lipschitz continuous viscosity
solution of a new second-order Hamilton-Jacobi-Isaacs equation (4.5.4).
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There are a few open problems related to this game model. The first one is to prove the
existence of value for the game without Isaacs’ condition. Although finite horizon differential
games with asymmetric information have already been studied in [12], the infinite horizon
case remain a challenging problem. The second one is to determine optimal strategies for
the players in game G(X0, p, q). The third one is to investigate infinite horizon differential
games with incomplete information in which players observe a signal function during the
game (for example, as in [6], both players observe at each moment part of the coordinates
of the current state of the dynamical system).
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