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Modèle D’avis De Consensus Dans Les Réseaux Sociaux En
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Abstract
Online Social Networks are increasing and piercing our lives such that almost every person
in the world has a membership at least in one of them. Among famous social networks, there
are online shopping websites such as Amazon, eBay and other ones which have members
and the concepts of social networks apply to them. This thesis is particularly interested in
the online shopping websites and their networks. According to the statistics, the attention
of people to use these websites are growing due to their reliability. The consumers refer to
these websites for their need (which could be a product, a place to stay, or home appliances)
and become their customers. One of the challenging issues is providing useful information
to help the customers in their shopping. Thus, an underlying question the thesis seeks to
answer is how to provide a comprehensive information to the customers in order to help
them in their shopping. This is important for the online shopping websites as it satisfies
the customers by this useful information and as a result increases their customers and the
benefits of both sides.

To overcome the problem, three specific connected studies are considered: (1) Finding
the influential users, (2) Opinion Propagation and (3) Opinion Aggregation. In the first
part, the thesis proposes a methodology to find the influential users in the network who
are essential for an accurate opinion propagation. To do so, the users are ranked based on
two scores namely optimist and pessimist. In the second part, a novel opinion propaga-
tion methodology is presented to reach an agreement and maintain the consistency among
users which subsequently, makes the aggregation feasible. The propagation is conducted
considering the impacts of the influential users and the neighbors. Ultimately, in the third
part, the opinion aggregation is proposed to gather the existing opinions and present it as
the valuable information to the customers regarding each product of the online shopping
website. To this end, the weighted averaging operator and fuzzy techniques are used.

The thesis presents a consensus opinion model in signed and unsigned networks. This
solution can be applied to any group who needs to find a plenary opinion among the
opinions of its members. Consequently, the proposed model in the thesis provides an
accurate and appropriate rate for each product of the online shopping websites that gives a
precious information to their customers and helps them to have a better insight regarding
the products.

Keywords

Online Social Networks, Influential Users, Opinion Propagation, Opinion Aggregation, Con-
sensus Opinion Model, Optimist and Pessimist users, Fuzzy Majority Opinion, Link Anal-
ysis, Shopping Websites
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Résumé
Cette thèse s’intéresse particulièrement aux sites de vente en ligne et à leurs réseaux sociaux.
La propention des utilisteurs utiliser ces sites Web tels qu’eBay et Amazon est de plus en
plus importante en raison de leur fiabilité. Les consommateurs se réfèrent à ces sites Web
pour leurs besoins et en deviennent clients. L’un des défis à relever est de fournir les
informations utiles pour aider les clients dans leurs achats. Ainsi, une question sous-jacente
à la thèse cherche à répondre est de savoir comment fournir une information complète aux
clients afin de les aider dans leurs achats. C’est important pour les sites d’achats en ligne
car cela satisfait les clients par ces informations utiles.

Pour surmonter ce problème, trois études spécifiques ont été réalisées : (1) Trouver les
utilisateurs influents, (2) Comprendre la propagation d’opinion et (3) Agréger les opinions.
Dans la première partie, la thèse propose une méthodologie pour trouver les utilisateurs
influents du réseau qui sont essentiels pour une propagation précise de l’opinion. Pour ce
faire, les utilisateurs sont classés en fonction de deux scores : optimiste et pessimiste. Dans
la deuxième partie, une nouvelle méthodologie de propagation de l’opinion est présentée
pour parvenir à un accord et maintenir la cohérence entre les utilisateurs, ce qui rend
l’agrégation possible. La propagation se fait en tenant compte des impacts des utilisateurs
influents et des voisins. Enfin, dans la troisième partie, l’agrégation des avis est proposée
pour rassembler les avis existants et les présenter comme des informations utiles pour les
clients concernant chaque produit du site de vente en ligne. Pour ce faire, l’opérateur de
calcul de la moyenne pondérée et les techniques floues sont utilisées.

La thèse présente un modèle d’opinion consensuelle dans les réseaux. Les travaux
peuvent s’appliquer à tout groupe qui a besoin de trouver un avis parmi les avis de ses
membres. Par conséquent, le modèle proposé dans la thèse fournit un taux précis et appro-
prié pour chaque produit des sites d’achat en ligne.

Mots-clés

Réseaux Sociaux En Ligne, Utilisateurs Influents, Propagation D’avis, Agrégation D’avis,
Modèle D’avis De Consensus, Utilisateurs Optimistes Et Pessimistes, Avis De La Majorité
Fuzzy, Analyse De Liens, Sites D’achat En Ligne
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Chapter 1
Introduction

Contents

1.1 Motivation and Research Problems . . . . . . . . . . . . . . . . 17

1.2 Proposed Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.3 Contributions of the Thesis . . . . . . . . . . . . . . . . . . . . . 25

1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.1 Motivation and Research Problems

Online Social Networks (OSN) are increasing and piercing our lives such that almost every

person in the world has a membership at least in one of them. Among famous social

networks such as Facebook and Tweeter, there are other networks like Amazon, eBay and

also small online shopping websites which have members and communities and the concepts

of social networks applies to them. A user may refer to these websites to get information

about TV, songs, movie tickets, jobs, or even mates. As these decisions and the fundamental

financial processes move to the web, there is growing economic inspiration to propagate

opinion through the web. Hence, these people take a lot of decisions toward such networks.

In particular, the networks that we are talking about are online shopping centers that

have their own users and the network of them. In recent years the demand of people for

online shopping increased and it is predicted that this increment will continue. Because of

the numerous advantages and benefits, more and more people prefer online shopping over

conventional shopping these days. The reasons for this attraction are introduced by some

factors such as shopping in their pajamas to convenience for the elderly and disabled. Also

because of the wider choice, not subject to up-selling or impulse buying, better prices, good

17



18 1.1. MOTIVATION AND RESEARCH PROBLEMS

for the environment, and more. In general, the reasons for online shopping are:

1) Convenience: The customers don’t have to wait in a line or wait till the shop assistant

helps her with her purchases. She can do her shopping in minutes even if she is busy, apart

from saving time and avoiding crowds. Online shops give us the opportunity to shop 24x7

and also reward us with ’no pollution’ shopping.

2) Better Prices: People get cheap deals and better prices from online stores because

products come to them directly from the manufacturer or seller without middlemen in-

volved. Also, many online shops offer discount coupons and rebates.

3) Variety: One can get several brands and products from different sellers at one place.

The consumers can get in on the latest international trends without spending money on

travel; they can shop from retailers in other parts of the country or even the world without

being limited by geographic area. These stores offer a far greater selection of colors and

sizes than they will find locally.

4) Fewer Expenses: Many times when people opt for conventional shopping they tend to

spend a lot more than the required shopping expenses, on things like eating out, traveling,

impulsive shopping etc.

5) Comparison of Prices: Online shops make comparison and research of products and

prices possible. Online stores also give the consumers the ability to share information and

reviews with other shoppers who have firsthand experience with a product or retailer.

6) Crowds: People like to avoid the crowds when they do the shopping. Crowds force

them to do a hurried shopping most of the time. Crowds also create a problem when it

comes to finding a parking place nearby where they want to shop and going back to their

vehicle later loaded with shopping bags.

7) Compulsive Shopping: Many times when people go out shopping they end up buying

things which they do not require because of the shopkeepers’ up-selling skills or they will

compromise on their choices because of the lack of choices in those shops.

8) Discreet Purchases: Some things are better done in privacy. Online Shops enable the

consumers to purchase undergarments and lingerie or adult toys without the embarrassment

that there are several people watching them and their choices.

Furthermore, the statistics show the demands of people in shopping online are increas-

ing. Figure 1.1 gives information on retail e-commerce sales worldwide from 2014 to 2021.

In 2017, retail e-commerce sales worldwide amounted to 2.3 trillion US dollars and e-retail

revenues are projected to grow to 4.88 trillion US dollars in 2021.

In order to recommend a product or prepare some information to a user who wants to

buy a product, these websites gather the opinions of other users who already purchased

the current product and at the end provide a rate or some information as an aggregated

opinion of other users for that. This process which is named group decision making, recom-
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Figure 1.1 – Statistics of online demands in each year (* are predicted)

mendation system, opinion mining and etc. in other articles got a lot of attention in recent

years. However, it is still difficult to determine the extent to which such users affect the

opinions of the others. We claim that each user has a different impact on others which affect

their general opinions and can be reflected in other links she may initiate. It is in this way

that opinion propagates through a network. Of particular interest, and the focus of this

study is to investigate an opinion consensus model in a networked social group based on

link analysis. For example, in online shopping centers such as Amazon, eBay, Alibaba and

etc. the most important issue is satisfying the customers (to have a better and successful

company). These websites have products and also the networks of their users in which each

user can review the products. While a user reviews the products, one of the most situations

regarding these websites is when she wants to decide about buying a product and she has

an inquiry about it. The websites usually put the aggregated rate and other users reviews.

This aggregated rate gives a valuable information to the current user and can effectively

form or change her opinion. In other words, the shopping websites provide a comprehensive

opinion for each of their products and help their customers to decide about them (in their

shopping), but how this rate can be aggregated in an accurate way so that the customers

can be assured about the provided rate? The main problems in aggregating are reaching

the agreement among the users to omit the inconsistency (see section 5.1) and dealing with

incomplete information (it means that in some situations such as when a new user comes to
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the network, we don’t know what is her opinion and cannot participate her in aggregation).

Both situations can be solved by propagating the opinion towards the network. Thus, these

websites can spread the effective opinions through their users. In addition, in the propaga-

tion process, the users will affect and consequently change each others’ opinions. However,

as long as the impact of users is not equal to each other, to perform a good and precise

propagation, it is needed to know which users have more impact. Hence, by finding these

special users, the propagation can be performed perfectly and as a result, the accurate

aggregation will be feasible. This rate will help the customers to choose the best decision

in their shopping. Furthermore, if the online shopping websites know which users have the

better effect on the current user, they can recommend and highlight these specific users’

opinions who they know their opinions have a positive and constructive impact. Together

with providing more accurate information through these websites, the more satisfaction will

be reached among the customers and therefore, more benefits will be attained. This benefit

includes both sides (customers and online websites) as it helps the customers to have better

insight about the products and choose the right one and also the shopping websites to have

more customer and more sells. It is worth mentioning that with propagating the opinions,

these websites can predict and realize the current and future opinions of their customers

regarding each product and adapt their products based on that.

Generally, in a network, the users’ opinions are based on the information they have and

the ones shared by others. For instance, which city to travel to?, what kind of medicine

may help? which candidate to vote for? and etc. which is characterized by users’ and

others opinion. In recent years, opinion formation in online social networks has become a

widespread phenomenon that indicates its importance. It can be even said that almost all

social interactions are shaped by users beliefs and opinions [1]. Thus it is of high value to

study opinion dynamics, and up to now, many researchers with different background have

proposed various models to analyze the evolution of the opinion dynamics, propagation,

and aggregation from various aspects [2–4].

Given a product, a user or a group (social network is full of groups) such as a company

wants to make a decision about purchasing it. Considering the network of users, each

of them implies their decision - which we call opinion - by prior knowledge, experts or

influential users’ knowledge and her friends’ knowledge toward the products. The user may

review the other users’ opinions and negotiate with them and therefore, get affected by

their opinions. In this way, the product opinions will propagate through the users of the

network. Finally, after this propagation, these opinions should be aggregated and presented

as the comprehensive opinion of the users toward the product (1.2) to provide a helpful

information for the current user who wants to decide about purchasing it. This user can be

a manager of a company who needs to take the decision about the product or simply she
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Figure 1.2 – Problem definition and propagating the opinion

is a user of an online shopping center who wants to buy the product. The user’s opinion

can be changed by the other users’ opinions through the connections and the links she has.

The aggregated opinion will be presented to the current user as the final rate or opinion of

others who already rated this product (and in case of a company, it will be presented as the

final decision of the members toward the product). This comprehensive rate will help the

current users in her decision. In figure 1.2, the red circles show the users who have more

information and can affect others more than usual users (see 3). These users who we call

them influential users are not considered in current related studies. Considering them and

the links of the users, we propagate the opinions in the network and then aggregate these

opinions to provide the ultimate rate for each product. In another scenario, consider an

officer who wants to take a decision regarding an attack. There is some information from

the different sources regarding the enemy but which one is more important and how can

he aggregate this information and adopt his decision? He needs to know which source is

more important and how to connect this information and finally decide based on all of the

provided information.

Social shopping is expanding significantly in internet business because of the advance-

ment of social media applications. Consequently, website managers face numerous chal-

lenges in delivering their quality website experience in order to fulfill clients’ needs and in
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creating connections among members, and network. In brief, it is very important to offer

a great quality website experience to support online clients. Hence, it is important to give

hypothetical conceptualizations just as fundamental empirical proof for such phenomena in

which social shopping is supported. The empirical results demonstrate that the apparent

framework and administration quality are vital precursors of client fulfillment, but not for

the impact of perceived information quality on him. Besides, it demonstrates that client

fulfillment essentially impacts engagement, trust, and buy expectation, and trust in its turn

fundamentally impacts engagement [5].

While investigation the affiliations that exist among clients and businesses, we find

that the quality of relationships assumes a noteworthy role. Searching information about

an item before purchasing it then sharing personal online after its use is a need that is

satisfied by combining shopping with social networking. Here are some examples of social

sites, blogs, and communities for shopping, exchanging and sharing opinions on products

and recommending their favorites. These recommendations and opinions help clients to

get interesting information about products and guide them to make decisions about their

shopping. The relationship between the business and the client can be built or devastated

depending to relationship quality before, during and after transactions. Therefore, to

ensure that researchers and practitioners may better comprehend and hold connections

even more proficiently, it is imperative to build up a proportion of relationship quality

in social shopping context. In addition, e-Marketer reported that individuals are tend

to trust information and recommendation provided by other clients more than that given

by companies. Therefore, shopping sites may improve their business volume by means of

purchasers’ trust through the opinions or suggestions shared by other known or obscure

customers. Albeit sees trust of online shopping is basic to help online buyers, it is essential

to provide empirical proof for such phenomena in which social shopping is enabled.

Social shopping sites such as Kaboodle, ThisNext, Crowdstorm, Stylehive, Rakuten

Ichiba Taiwan, LuxJoy, WooGii, and Pinkoi provide blogs or virtual communities for con-

sumers to share shopping thoughts, exchange opinions on specific merchandises, and rec-

ommend their favorites. Therefore, influencing potential consumers through information

sharing and interactions of the provided blogs or virtual communities is a significant ben-

efit of social shopping sites. In addition, these websites employ a lot of data scientists

to verify the data they have and provide it as a helpful information to their customers 1.

Website managers are developing social shopping functions or launching social shopping

networks on their websites due to the increase in social shopping and online shops/auction.

In a social shopping context, the firms often cooperate with social networking sites such as

Facebook and Twitter to encourage their transactions and in contrast, consumers are able

1https://www.simplilearn.com/why-and-how-data-science-matters-to-business-article
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to help sellers’ products and services spontaneously through social networking sites [6].

Today, there are several websites providing such information to online shopping web-

sites. For example, Crazy egg is a website, which provides optimization tools for social

shopping shops such as Etsy, Zendesk, Dell etc. to improve the user experience (they be-

lieve happier customers make higher revenue!). In general, they record the entire users’

sessions and following that make the network of users and record their activities such as

buying the products and commenting them. Later, this information will be provided to the

social shopping websites to help them to maximize the users’ registrations, increasing the

subscription and selling more products. On the other hand, the social shopping websites

use this information to provide more insights for their customers. For instance, Wanelo,

Etsy, Fancy etc. use the users’ rates to compute the products’ general reviews and provide

them to other users. Charles schwab is another websites, which uses tweeter platform to

help customers. They help their customers to have insights where to invest, how to manage

money, how to use it etc. by providing useful information gathered from the experience of

other users (consensus experience).

On the plus side of things, social networking is helping online enterprises become more

focused on their customers than ever before. Businesses are finding out what people want

and delivering those things much more quickly. Company executives believe they have more

control over their businesses’ reputations on the Internet because they can influence peo-

ple’s perceptions in cyberspace. This also applies to how an online company is viewed by

suppliers and as a competitor to other companies. Social networking technology can help

online businesses learn more about what their competition is doing and respond rapidly. In

addition, there are three main factors in content marketing: 1) attracting the customers by

putting influential users comments and the other users’ reviews, 2) providing information

such as consensus opinion method to help the users to decide, and 3) keeping the customers

by recommending them what to buy, where to search, how to work with current product,

customer service etc. which improve their satisfaction. In short, information quality, com-

munication between users and sellers, and word of mouth (WOM) communication play

crucial roles in the development of trustworthy social shopping sites [5].

The research questions regarding the above problem are:

1) How can we distinguish the influential users in a network? 2) How the opinion of

influential users propagate in a network and affect others? 3) How can we present the final

decision of a group as a consensus opinion toward the product?
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1.2 Proposed Solutions

The solution of the above problem is proposing a methodology which helps to aggregate

the opinions in a correct way and as a result provides the comprehensive opinion for each

product. In order to be able to aggregate the opinions, we need to reach an agreement

among the users. Some of the users have a different background which prevents us to

simply average the opinions. To reach this agreement, the propagation method is proposed.

With the propagation, the inconsistency problem will be dropped away and the aggregation

will be feasible. Current studies on opinion dynamic are based on the links a user has in

the network which means the users’ opinion is affected by the opinion of her connections

(neighbors). However, the impact of neighbors are different, i.e. some of them have a

greater impact. We consider such neighbors as influential users who are more popular

or trusted among others. To the best of our knowledge, there is no prior study which

considers the impact of influential users in opinion formation. Current studies assume

that the experts of the network are specified before and they just need to aggregate their

opinions. However, in most situations, they are not defined.

The aim of this study is to present an accurate rate for each product which gives a valu-

able information to the customers. To do so, considering a product, we need to aggregate

the rates of other users who rated this product. In addition, to aggregate the opinions, we

need to propagate the opinions to omit the inconsistency and solve the incomplete infor-

mation. Finally, the proper propagation can be achieved if we know which user can affect

the opinion of others (influential users). In other words, we divided the solution to three

main parts. Consider an online shopping website in which its users have some opinions

toward some products. First, we find the influential users and then propagate their opinion

in the network and later aggregate their opinion as final rate for the product. Hence, our

proposed solution has three main phases:

1) Finding the Influential users in the online social networks. 2) Opinion Propagation

in Online Social Networks considering the impact of influential users 3) Aggregate the

opinions and present it as the consensus opinion for the product (opinion consensus model)

In this study, we present a consensus opinion model based on the impact of influential

users in signed and unsigned networks in the context of link analysis. The links of a social

network show the connection between users. In signed networks, the link between users

has positive or negative values. These signs present trust/distrust relation between users.

Consider a shopping center website that has its products and the network of its users. These

users are partially connected with each other (the network of users) and rated some of the

products as their opinions (each user has some opinions for a limited number of products).

Thus, there are two kinds of links, the first one is the link between users and the second
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Figure 1.3 – simple network of users and products

one is the rates or opinions of users toward the products. Two users are neighbors if there

is a link between them. In signed networks, the links have positive and negative values and

in directed networks the links have direction. Here, we say U1 is neighbor of U2 if there is

a link from U2 to U1. Figure 1.3 shows our network of users and products. In this figure,

there are two products P1 and P2 and four users. There is an opinion from U4 toward P2

but U1 has opinion for both P1 and P2. Also, U1 and U4 are the neighbors of U2.

We address the problem of consensus opinion formation by considering today online

shopping centers. We considered four websites (Epinion, Amazon, Booking, and eBay)

and assumed their network and users opinion adoption as our base for the model. In

reality, the neighbors of a user have a direct effect on her opinion. Thus, the neighbors

can convince her to take the same opinion as they have regarding a product and in this

way, they propagate their opinions in the network. As described before, the user opinion is

influenced by the opinion of neighbors, influential users and the current users’ knowledge.

The impact of neighbors and influential users can be considered through the link analysis

and the users’ knowledge can be determined by analyzing the profile of her. Here, we

utilize the link analysis and considering the neighbors, we propose a model for consensus

opinion formation based on the impact of influential users through the signed and unsigned

networks.

1.3 Contributions of the Thesis

The main contributions of this study can be summarized as follows: (1) Introducing a

ranking method to distinguish the influential users and their importance in signed and

unsigned networks as well as their opinion propagation impact. (2) Introducing influential

user as a new feature for opinion propagation and propose an opinion propagation model

based on the impact of this feature. (3) Investigating different aggregation methods and

introducing the fuzzy aggregating model to provide the consensus opinion or rating score

of products based on users’ opinion.



26 1.4. THESIS ORGANIZATION

1.4 Thesis Organization

A brief synopsis of each of the chapters of this thesis is included below: Chapter 2 presents

the background and state-of-the-art of current studies. In this chapter, we describe stud-

ies regarding our solution (for each of the main phases). In chapter 3, we propose our

method to find the influential users in the network which is based on the ranking of the

users. We also investigate different ranking algorithm as our methodology and describe the

personality feature used for influential users identification. Furthermore, we introduce the

credibility as a measure to analyze our ranking. Chapter 4 discusses the opinion propaga-

tion in OSNs based on the impact of influential users. This chapter includes the detailed

discussion on opinion propagation. Moreover, the fuzzy majority opinion is presented for

the evaluating the proposed propagation model. Chapter 5 provides the consensus opinion

model introducing the fuzzy aggregating method. Chapter 6 presents the conclusion and

future work toward this study. Finally, chapter 7 presents the other research parallel to

this study.
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Background and State-of-the-Art
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2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.1 Introduction

In the following chapter, we will describe the state-of-the-art for the main problem and the

described phases. The online shopping portals (websites) are a great place to buy products

for everybody. The products in online shopping websites can be a dress, a car, an electric

device, home appliances, or searching for hotels or place to stay for a short/long period and

etc. and as described in the previous chapter, due to their reliabilities, who does not like

to benefit from them. The organization of this chapter is as follows: First, we discuss the

basics of online shopping websites and the way they provide information to their customers.

Then the state-of-the-art for each phase will be presented and finally, this chapter will be

summarized in the last section.

28
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2.2 Basics of Online shopping websites

There are two main data in the online shopping websites. The first one is the products

and the second one is the users of the website. These portals usually put their products in

which the users can see them and their descriptions. One of the most important description

regarding each product is the overall rating of that based on the reviews of other users.

The websites simply ask the other users who used the current product to rate it and then

aggregate these rates to present it as a valuable information to other users. This rate has

a great influence on the decision of the current user who needs to decide about buying this

product. In this way, the websites give a great information to their customers and as a

consequence, satisfy them. There are several studies tried to find a consensus opinion (see

section 2.5). Our solution has three phases: 1) finding the influential users, 2) propagating

the opinions in the network and 3) aggregating the opinions and presenting the consensus

opinion. Below are the current studies for each of these phases.

2.3 Influential Users

In general, the researches for the problem of expert finding can be categorized into two main

groups, (i) Authority ranking approaches [7–14] and (ii) non-authority ranking approaches

[15–22].

The authority ranking approaches are based on link analysis for finding the influential

users. These techniques which are based on web page rankings, evaluate the connections

and relationships between users of a network and it is used in a situation in which there

is no access to the profile of users. For example, Kardan et al. in [23] find the experts to

solve the problem regarding whose knowledge in social networks should be shared, which

is based on the PageRank method. Later in [24] they extend the experts detection in

online communities. S. Chen et al. proposed an integrated PageRank method in [7] for the

maximization problem to select the seeds in signed networks. Jurczyk et al. in [13] discover

the users’ authorities in question answer communities by adjusting the HITS method [25].

X. Kong et al. in [8] tried to calculate the authors’ impacts on the author-paper network

by a new algorithm based on PageRank scores. H. Zhu et al. in [9] proposed an expert

finding framework using Topical Random Surfer (TRS) which is originally used for web page

ranking. Bouguessa et al. [12] identify the experts in question-answering forums by ranking

the users regarding the validity of their answers. On the other hand, the non-authority

ranking approaches are based on information retrieval from the activity and profile of

the users. This class of ranking methods aims to find the experts using the information

included in the profile of the users as well as analyzing their activities and posts in a given

social network. For example, H. Deng et al. in [18] tried to develop weighted language,
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topical and hybrid model based on them for expert finding in DBLP bibliography and

Google scholar dataset. Chen et al. [19] proposed a model for expert detection using the

user activity analysis in rating the comments in question answering systems. D. mimno et

al. [21] created a user model in order to determine the expertise level of reviewers based on

papers. Also, J. Went et al. in [22] tried to find the influential users in Tweeter using the

topical similarity among users. In addition, there are methods which utilizing both link and

profile information to increase the accuracy of the detection task. For instance, J. Zhang et

al. in [17] proposed a propagation based approach that takes into consideration both the

person local information and the network information (e.g. relationships between persons).

Zhiqiang et al. in [26] proposed a method to find the experts based on the gating method

that dynamically combines structure aspect and text aspect representations in question

answering networks. Their method combines the two users’ features namely structure and

text and based on that find the experts in a given network. Z. Zhao et al in [15] declared

that some parts of the available information in question answering systems are missing and

then they find the experts using matrix completion technique and users similarity to fill

the gap. Balog et al. [27] introduced a probability model for expert identification based

on users topical profile in multilingual systems. Guo et al. [20] presented a method to

find the best related user regarding a specific question by constructing the user’s profile by

discovering latent topics and interests of users. Lu et al. in [28] used the question sessions

and user profiles to build the network graph. Then using this graph, they proposed two

expert detection method based on semantic propagation and semantic language model.

Shahriari et al. In [16] proposed a new method to identify the experts using overlapping

community detection. The presented personality feature that is used in ranking algorithms

falls in the first category (link analysis).

In [29], the authors proposed a system which includes a memory storing a dataset

representing a community of users of a social networking service.It also includes a processor

coupled to the memory, the processor configured to determine a ranking of the service users

in the dataset based on an initial influence score for at least one of the users. Then, The

ranking is revised based at least in part on the calculated influence score, and information

is rendered to a target user based on the revised ranking. In [30], a novel algorithm for

discovering the most influential nodes based on neighborhood diversity was presented. They

introduce two new influential node ranking algorithms that use diversity of the neighbors

of each node in order to obtain its ranking value. In [31], the authors propose a node

ranking method based on the social conformity theory and community feature based on

VoteRank. Their proposed method calculates the node influence capability from two points

of view, one is the individual, the other is the group. Also, in order to improve VoteRank,

they combined node attractive power, initiating power and the node selection strategy.
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The article [32] proposes a new method to identify influential users in a social network by

considering those interactions that exist among the users. Since users tend to act within

the frame of communities, the network is initially divided into different communities. Then

the amount of interaction among users is used as a parameter to set the weight of relations

existing within the network. Afterward, by determining the neighbors
’
Äô role for each user,

a two-level method is proposed for both detecting users’ influence and also ranking them.

The proposed LAR methods use the links between users to rank them. However, each user

has her own characteristic of making links that affect link analysis. Hence, this feature has

a direct impact on the ranking which is not considered. In this thesis, we will take into the

account the impact of users personality (based on their opinions) and try to rank them in

order to identify the most influential ones among them.

2.4 Opinion Propagation

Social network analysis [33] studies the relationships between social entities like members of

a group. Thus, it enables us to inspect their structural properties such as links, neighbors,

centrality and etc. In recent years, opinion propagation in online social networks has

become a widespread phenomenon that indicates its importance. It can be even said that

almost all social interactions are shaped by users beliefs and opinions [1]. Thus it is of high

value to study opinion dynamics, and up to now, many researchers have proposed various

models to analyze the evolution of the opinion dynamics and propagation from various

aspects [2–4]. Current studies on opinion propagation are based on the links a user has

in the network which means the users’ opinion is affected by the opinion of her neighbors.

However, the impact of neighbors are different, i.e. some of them have a greater impact.

We consider such neighbors as influential users who are more popular or trusted among

others.

Kou et al. [34] studied the opinion dynamics with multilevel confidences in Hegsel-

man and Krause (HK) model by defining three clusters for the users namely, close-mind,

moderate-mind and open-mind based on social differentiation theory. They divided the

network into three sub-group but they did not consider the impact of each user. In another

work, Liang et al. [35] considered the impact of both the bounded confidence and influence

radius of agents on the opinion dynamics and they found that heterogeneity did not always

promote consensus and there is an optimal heterogeneity under which the relative size of

the largest opinion cluster reaches its peak point. Zhang et al. in [36] focused on mining

features namely double propagation. They used two improvements based on part-whole

and ’no’ patterns to increase the recall. They applied feature ranking to the extracted fea-

ture candidates to improve the precision of the top-ranked candidates. Yang et al. in [37]
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developed a linear influence model where rather than requiring the knowledge of the social

network and then modeling the diffusion by predicting which user will influence other users

of the network, they focused on modeling the global influence of a user based on the rate of

diffusion through the network. Ximeng et al. in [38] propose a mixed diffusion-based rec-

ommendation model to enhance the performance of recommendation by using and mixing

the similarity of explicit and implicit feedback. They took into the account the users feed-

back, however, the personality and impact of each user which plays a crucial in diffusion,

are not considered. Cha et al. in [39] analyzed the information diffusion in the Flickr social

network. they found that even popular photos do not spread widely throughout the net-

work. Also, they implied that the information exchanged between friends is likely counted

for some of the favorite markings but with a remarkable delay at each hop. Shang et al.

in [40] proposed an opinion formation model under bounded confidence over multiplex net-

works, consisting of edges at different topological and temporal scales. They found that the

existence of multiplexity prevents the convergence and that working with the aggregated

or summarized simplex network is inaccurate since it misses vital information. Durret et

al. in [41] considered a simplified model of a social network in which individuals have one

of two opinions (called 0 and 1) and their opinions and the network connections co-evolve.

They concluded that there is a discontinuous transition in the rewire to the same model

so a small change in the dynamics of the model results in a large change in the qualitative

behavior. In [42], a trust based recommendation mechanism is developed to generate ad-

vices according to individual trust relationship, making recommendations more likeable to

be implemented by the inconsistent experts to achieve higher levels of consensus. In [43],

the authors propose a method which comprises calculating a first feature vector for a first

user, calculating a second feature for a second user and comparing the first feature vector

with the second feature vector to calculate a similarity value. Then, a determination is

made as to whether the similarity value falls within a threshold. If the similarity value

falls within the threshold, a relationship is recorded between the first user and the second

user in a first user profile and a second user profile. In [44] a novel trust-based approach

for recommendation in social networks is proposed. In particular, the authors attempt to

leverage deep learning to determinate the initialization in Matrix Factorization for trust-

aware social recommendations and to differentiate the community effect in user’s trusted

friendships. A two-phase recommendation process is proposed to utilize deep learning in

initialization and to synthesize the users’ interests and their trusted friends’ interests to-

gether with the impact of community effect for recommendations. Yucheng et al. in [45]

proposed a strategy to reach the consensus opinion based on the leadership users. They

implied that the consensus opinion is a linear combination of the opinions of the leadership.

This confirms the importance of the influential users, however, we need a way to find these
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users as they are not defined in most situations.

These studies focused on different consensus opinion formation models in the network

regardless of the impact of the users who make the opinions and propagation. A user

may have a tough personality and thus won’t change her opinion easily or may have an

unsophisticated personality so adapt her opinion quickly. On the other hand, in real life, the

users make their opinions based on their links in networks (neighbors). The above studies,

as well as HK model, used the current users’ links to her neighbors for users’ opinion

propagation. However, the neighbors may have a different impression. As mentioned

above in [34] the users divided into three clusters and the proposed propagation model

based on each cluster manipulated. Nevertheless, each of the users of these groups may

have a different impact on propagation. In this thesis, the opinion propagation is proposed

considering the influence and impact of each user in the network.

2.5 Aggregation and Consensus Opinion

A consensus opinion problem is characterized by a group of users or experts who have their

own knowledge, ideas, experience and motivation, and express their preferences on a finite

set of alternatives on a happened problem to achieve a common solution. One of the main

problem in reaching the common solution in dealing with incomplete information. In other

words, there are some situations (such as when a new user comes to the network or we

don’t have the user’s information) that we don’t know what is the opinion of a current

user. In this situation, considering the user’s connection in the network, we can estimate

her opinion by propagating the opinion of others toward her. Then the aggregation part

comes to present the consensus opinion of the group. The other problem is inconsistency

meaning that due to the different backgrounds and knowledge of the users, their opinion

cannot be simply aggregated. Some of them who are the experts should have more impact

on aggregation. As a result, we find the influential users, then propagate the opinions and

finally aggregate the opinions to present the consensus opinion.

In [46], the authors propose a new aggregation strategy on the basis of the standard col-

laborative filtering. They then present an heuristic algorithm based on learning automata,

called DLATrust, for discovering reliable paths between two users and inferring the value

of trust using the proposed aggregation strategy. In [47], a new crowd opinion aggrega-

tion model is proposed, namely CrowdIQ, that has a differential weighting mechanism and

accounts for individual dependence. In [48], the authors introduce a novel weighted rank

aggregation method considering position based score, while ranking is done depending on

various features like specificity, accuracy, sensitivity, etc. In [49] the visual trust relation-

ship is constructed, a trust induced recommendation mechanism is investigated and an
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interval-valued trust decision making space is developed to model uncertainty.

Jian et al. in [50] proposed a visual consensus aggregation model for multiple criteria

group decision making with incomplete linguistic information. They propagate the trust

between the users to estimate the opinion or trust of each of them and then aggregate their

trust scores by induced order weighted averaging. In their methodology, they assumed that

the experts are defined by the network. Nicola et al. in [51] tried to find an aggregated

opinion among the experts considering the social impact of them on each other. In their

model the concept of social influence is strictly interconnected with that of interpersonal

trust according to the intuition that the more an expert trusts in the capability of another

expert, the more his opinion is influenced by the trusted expert, especially in presence of

incomplete information i.e. when experts are unable to express an opinion on any of the

alternatives. Again in this work, the authors assumed that the influential users are defined

by the network. Hengjie et al. in [52] investigated the heterogeneous large-scale GDM

problem with the individual concerns and satisfaction in consensus reaching process, and

proposed its consensus reaching model. In this model, the inconsistency of the users is not

considered. Moreover, the authors focused on the personality of the users which makes a

more accurate consensus model, however, the consistency is another problem which needs

to be solved in any network for consensus problem. Maria et al. in [53,54] did a comparative

study on consensus measures in a group of users. They analyzed how the use of different

OWA operators (maximum, minimum and average) affects the level of consensus achieved

through five of the most commonly used distance functions, Manhattan, Euclidean, Cosine,

Dice, and Jaccard, once the number of experts of the users’ network has been established.

They found that the consensus degrees are deduced at the level of the relation and according

to the number of experts considered, the aggregation operators and distance functions

produce significantly different results in most of the GDM problems carried out. Yucheng

et al. in [55] developed a method for consensus reaching process considering two paradigms

namely trust relationships and opinion evolution. The first one analyzes the impact of

the trust relationships in the different aspects (incomplete preference values estimation,

aggregation, and feedback mechanism) while the second one which is based on opinion

evolution involves two key elements (opinion evolution and opinion management).

The above two main problems in aggregating are usually solved with propagation.

Nevertheless, most of the current works did not consider the impact of influential users and

some of them assumed that these users are defined by default. Furthermore, some of the

current studies did not propagate the information to remove the inconsistency problem.

In our study, we consider both the impact of influential users and the inconsistency and

incomplete user information problem which is solved by propagating the opinion in the

network.
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2.6 Summary

In order to solve the discussed consensus opinion problem, we proposed a methodology

with three phases. This chapter presented the current studies for each one of the phases.

Each phase is related to the previous phase which ends by presenting a model for the

problem. The aim of the thesis is presenting a consensus opinion for the online shopping

products. The consensus model is usually a score which is aggregated among the users. This

aggregation cannot be reached unless the opinions are propagated in the network. However,

a good propagation needs to know which users have more effect on others in which the

influential users’ impact are employed. In the current studies, the impact of influential users

is not considered in propagation which consequently ended up with inaccurate aggregation

for consensus problem. We proposed a method to present a more accurate consensus

opinion by propagating the opinion in networks and considering the impact of influential

users based on the link analysis.
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3.1 Introduction

In the following chapter, we will describe the method used to find the influential users in

the network using link analysis. As the first solution to the main problem, we need to find

the influential users in the network.

In this era of the digital world, lots of people are registered in different social networks

and take tremendous decisions based on their knowledge and information such as buying a

product from online shopping websites or booking a hotel or restaurant. However, there is

a tremendous amount of shared information and there is no mechanism yet to distinguish

the validity of them in an accurate way. Thus, the knowledge shared by users on social

networks could not be fully trusted. Recently, with the popularity of knowledge sharing

in the social networks, this problem attracted lots of attention. One of the main direction

in this domain is identifying influential users or experts and rely more on their opinion.

By identifying the influential or expert users in social networks and determining their level

of knowledge, the reliability of their provided information could be identified. Also in

recommending systems, finding these users is important due to the fact that the preferable

choices of them can be recommended to other users. The expert finding is one of the most

important subjects for mining from (web-based) social networks. The task of expert finding

is aimed at detecting the most influential and useful users in a network. These influential

users defined as users who are more popular and more trusted among others. The problem

of expert finding emerged many years ago to achieve reduced processing by selecting only

influential users, achieve fast marketing query results, to address these users directly by

’targeted advertising’ (so as to create public opinions or market awareness quickly and

efficiently while spending much less on ineffective general advertising approach) and to

improve the accuracy of the statistical results by avoiding the outliers and odd opinions

contaminating the aggregated totals.

There are two approaches to find the influential users in the social networks. The first

approach is analyzing the users’ profile and the second one is users’ link analysis. The links

show the connection of users and the profiles show their personal information such as age,

city, gender, the area of interests and etc. Most of the social networks include both link and

profile information but with limitation to access them publicly. Link analysis is one of the

common methods to analyze the users’ connections and extract the needed information.

Link analysis ranking (LAR) [56] is a method which ranks objects based on their links and

the sign of links with each other. There are many studies which aim to rank the users

considering their links and neighbors [25, 56–59]. However, to the best of our knowledge

they don’t consider the personality of the neighbors and most of them focused on unsigned

networks and there are few studies on signed networks with positive and negative links
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which are important to study the interactions in social media because the richness of a

social network in most cases generally consists of a mixture of both positive and negative

ones. The users are ranked based on their neighbors but how can we distinguish which

neighbor link has more strength in current user ranking. Moreover, in signed networks,

the link between users has positive or negative values. These signs present trust/distrust

relation between users. The personality of each user has a direct impact on creating the

signs of the links which affect the ranking calculations. In other words, the task of influential

user detection by LAR method may greatly be affected by the personality of each user.

Here, considering the signs of the link, we first review most of the link ranking methods

and then try to use the users’ personality in ranking to find the most influential users.

There are tremendous types of personalities in social science [60] which we use two main

ones, namely optimism and pessimism (as user personality metrics) which can be calcu-

lated based on users propensity in relations (links) [61]. The optimism of a user shows how

optimistic she thinks and in contrast, pessimism shows how pessimistic she thinks about

the environment [62]. This personality feature is applicable to different ranking algorithms

and we use these features in a sample ranking algorithm (PageRank) in order to verify the

impact of them in ranking users and identifying the most influential ones. We call the new

extended ranking algorithm as POPRank (Personality based on Optimist and Pessimist

as a new feature for the ranking algorithm). In order to evaluate the rankings, we used

the credibility criterion which relies upon the fact that better rankings should have more

credibility values. The results showed that the added personality feature can effectively

improve the ranking scores and has a meaningful impact on detecting the influential users.

As described before, the researches for the problem of influential detection can be cat-

egorized into two main groups, (i) Authority ranking approaches and (ii) non-authority

ranking approaches.

3.2 Ranking Algorithms

In social networks, there are two main approaches regarding the influential user detection

problem as mentioned above. We introduce two measures as the personality of each user

that can be added to any ranking algorithm in order to improve the performance of the

ranking. First, we review most of the existing algorithms of ranking users including their

shortcoming and then we will try to apply and utilize the personality measures on them.

To this end, we take into account the sign of the links in signed networks and used Optimist

and Pessimist scores of each user as their personality.
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3.2.1 Existing Ranking Algorithms

According to the link analysis in social network, we first describe the baselines approaches

and algorithms for the link analysis which rank the users in order to find the influential ones

and then we will describe the proposed method that can be applied to ranking algorithm

and effectively rank the users in order to identify the most influential ones.

1) In degree : The most common and simple way to find the influential users is veri-

fying the number of coming links in a particular domain network and label the users with

the most in-degree as expert [25]. More positive links in a trust\distrust relations mean

more expertise a user has on that network. This method is used when there is only the in-

formation about the connection between users. However, this method is not very accurate

because it only considers the positive in-links without considering the users who made the

links.

2) Popularity or Prestige : This method is based on positive and negative links

received by a user [63]. The main idea of Prestige is that the users who have received plenty

of positive links should be ranked high and the ones who have received many negative links

should be ranked low.

popularityi =
|IN (+)

i | − |IN
(−)
i |

|IN (+)
i |+ |IN

(−)
i |

(3.1)

where IN
(+)
i and IN

(−)
i are positive and negative links received by user i respectively.

Considering the signs of the links is a positive point of this method, yet it lacks utilizing

the personality of the users who make the links in order to define a weight for links which

indicate the importance of user’s votes toward others.

3) Exponential ranking : In this probabilistic algorithm, the negative links are taken

into consideration [64]. The idea behind this ranking algorithm is to decrease the rank of

the users if they receive negative links. Also, it relies on that the user links should not

be distrusted if she has a negative reputation and in fact, they just need to be trusted

less. Particularly, the users with negative reputation should not be assumed completely

trust-less (as if she point negative to another user, we assume it as positive) instead, her

judgment should be considered less. The expected reputation is calculated as a = ATP

where a is a pillar vector, A is adjacency matrix, P is a positive definite pillar probability

vector with |P |1 = 1 which is calculated recursively as follows:

P (t+ 1) =
exp( 1

µA
TP (t))

|exp( 1
µA

TP (t))|
(3.2)

where µ specifies the amount of noise in selecting the highest reputable judge. This

algorithm emphasizes the importance of negative links and the fact that the enemy of a

user enemy should not be considered as a friend. Indeed, their assumption which is based
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on social balance theory does not consider the importance of both positive and negative

labeled users who make the links.

4) HITS : The HITS algorithm mainly relies on the fact that the way the links go

has more information than just shared content [25]. This algorithm has two update rules

namely authority and hub to rank the web pages. It assumes that each user has its own

hub and authority value. Hubs are users which links to other users and authorities receive

incoming links. First, an initial weight is assigned to hub and authority. Then in a specified

repetitive iteration, the authority and hub will be updated until they converge as follows:

hub(i) =
∑
j∈Eji

authority(j) (3.3)

authority(i) =
∑
j∈Eij

hub(j) (3.4)

At the end of each iteration, weights are normalized under a norm such as In-degree,

Salsa, Max-norm and etc. However, if a page makes several links to many good authorities,

the hub score of it will be enhanced (so it will be ranked high).

Furthermore, it is worth mentioning that the HITS algorithm has two properties. It is

symmetric, in the sense that both hub and authority weights are defined in the same way.

Secondly, it is egalitarian, in the sense that when computing the authority weight of some

page p, the hub weights of the pages that point to page p are all treated equally (same

with computing the hubs weights). However, these two properties may sometimes lead to

non-intuitive results. If the number of white authorities is larger than the number of black

hubs, the HITS algorithm will allocate all authority weight to the white authorities, while

giving little weight to the black authority and easily cause topic drift. However, intuition

suggests that the black authority is better than the white authorities and should be ranked

higher. Similarly, after computing, the middle black authority will have higher authority

weight than the white authority, but actually, they should be equally good. Therefore, its

method should seek to change the symmetric and the egalitarian of the HITS algorithm,

and aim at treating links differently.

5) Bias and Deserve : In this algorithm which is similar to HITS, the bias of a user

is its tendency to trust/distrust other users and deserve of a user reflects the true trust a

user deserves [65]. A user is biased if her tendency of making trust/distrust connection to

other users is high. The algorithm can work for both signed and unsigned networks. The

update rules of the Deserve and Bias are as follows respectively:

Deservei(t+ 1) =
1

|din(i)|
∑

k∈din(i)

[wki(1−Xki(t))] (3.5)
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Biasi(t+ 1) =
1

2|dout(i)|
∑

k∈dout(i)

[wki −Deservek(k)] (3.6)

where din(i) is the set of all receiving links by user i and dout(i) is the set of all outgoing

links from user i, wki is the trust score from user k to user i (the weight of the links

between users which is 1 for positive links and -1 for negative links). Xki(t) represents

the effect of bias of user k on its outgoing link to user i at time t and is computed as

Xki(t) = max {0, Biask × wki}. This method suffers the same problem as HITS that is a

user can show herself trustful if she rate users that deserve high positive values negatively

and users that deserve high negative values positively which make her bias almost zero

(trusted user).

6) PageRank : The PageRank algorithm performs a random walk in a given network

to rank the nodes based on their connections [57]. The PageRank algorithm was proposed

in order to rank the web pages regarding their hyperlinks to each other. Consider we have

Pi, P2, ..., PN pages that should be ranked. The update rule of the algorithm is as follows:

PR(Pi) = α
∑

Pj∈M(Pi)

PR(Pj)

L(Pj)
+ (1− α)

1

N
(3.7)

Where M(Pi) is the set of pages that link to Pi, L(Pj) is the number of outgoing links

from page Pj , N is the total number of pages and α is a damping factor. α is added as a

coefficient to the formula to guarantee that the algorithm does not accidentally end up with

an infinite series of PageRanks. For implementation, an initial ranking will perform to the

nodes and then they will be updated until convergence. The original PageRank algorithm

does not consider the negative links and in fact, it is created for unsigned networks ranking.

Also, nature (personality) of the nodes are not considered which can effectively change the

ranking scores.

7) PageTrust : PageTrust is an extension of the PageRank algorithm which considers

both positive and negative links. The idea behind this algorithm is to decrease the random

walk encounters to the pages which have negative incoming links [66].

PageTrusti(t+ 1) = (1− Zii(t))

.[α
∑

j,(j.i)∈G+

PageTrustj(t)

|d(+)
j |

+ (1− α)
1

N
] (3.8)

where α is damping factor as PageRank, G+ is sub-graph of positive links, d
(+)
j is

outgoing links in positive sub-graph from node j and Z is a matrix which is calculated as

Z(t+ 1) = T (t)P (t), where T is the transition matrix at time t which is calculated as the

row-normalized version of the sub-graph with positive links. P is the distrust matrix that
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considering the negative links is calculated iteratively as follows:

Pij(t+ 1) =

{ 1 if(i 6= j; (i, j) ∈ G−
0 if(i = j; (i, j) ∈ G−
Zij(t+ 1) otherwise

(3.9)

where G− is sub-graph with negative links. The algorithm is promised to improve the

PageRank accuracy by enabling it for both signed and unsigned networks yet it sustains

the problem of PageRank to involve the personality of users.

8) Distance Algorithm : This simple algorithm ranks the web pages based on their

shortest logarithmic distance from each other [67]. The distance algorithm between two

pages i and j is Distanceij = −log
∏
S∈path(i,j)

1
O(S) where O(S) refers to out degree of user

S. Then the ranking score of page j is equal to Rankj =
∑

i=1Distanceij
N . This algorithm

is as simple as in-degree which ranks the web pages based on their distance (number of

edges between them). It can be used to rank the users based on their distance as well, yet

it suffers the same problems as the in-degree method.

9) Ontology Ranking Algorithms: This is the other branches of the ranking algo-

rithm which is usually used in semantic web and tries to decrease the amount of overloaded

data [68]. The main idea behind this algorithm is providing relevant information regard-

ing a user query and rank the related information as high as possible so the searcher can

easily access it. The problem of these algorithms is satisfactory of the users which are not

guaranteed.

Considering all of the mentioned ranking algorithms, we noticed that the PageRank is

the most common algorithm for ranking the users and observed that many existing ranking

methods used this algorithm as their baseline for comparison. Hence, in this study, we

consider PageRank as the base ranking algorithm and add the personality feature to it to

verify its effect. As long as the Optimist and Pessimist score of each user is defined based

on their in and out links, we consider the Prestige algorithm as another evaluation ranking

algorithm which uses the in-links for the ranking calculation.

3.3 Personality as a ranking feature

We add personality as a new feature to the PageRank algorithm and propose a new ranking

namely POPRank, in order to see how much this feature can improve the ranking. The

PageRank has been originally proposed for networks with only positive links which is unable

to be used directly for signed networks. We modified it to perform better and also can be

used for signed networks. The added personality is consist of two social science features,

namely Optimism and Pessimism which are added to the algorithm in order to improve
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the ranking accuracy. In order to predict the links between users, we used Optimism and

Pessimism concepts from social science.

3.4 Optimism and Pessimism

Optimist users are those who think positive about everything around them and make more

positive (trust) links to other users. This personality makes the other users establish

positive links to her as well. Therefore, an optimist user usually has both trust links to

others and trusted links from others. In contrast, pessimist users are those who think

negative about their environment and make more negative (distrust) links. We say that a

pessimist user usually has both distrust links to others and distrusted links from others.

We try to calculate the optimism and pessimism scores of the users from their rates (votes)

toward external items (e.g. Epinion dataset). The optimist and pessimist scores of the users

are defined and calculated in [69] which are used to rank the users in the sign prediction

problem. We will use this definition and add them as a feature in the ranking algorithms

(in the case of this study to the PageRank) to verify its impact on link ranking methods

and influential user detection. The optimist and pessimist scores are defined as follows:

Consider there are N items I1, I2, ..., IN , the set of items with low average rating scores

rated by user ui are:

OptLowi =

{
Ik|rik 6= 0 ∧ r̄k ≤

(1 + z)

2

}
(3.10)

where rik indicates the rating score from user ui to item Ik and r̄k denotes the users

average rating score toward Ik. If the rates are in the range of [1, z], we consider scores in

[1, (1 + z)/2] as low and [((1 + z)/2) + 1, z] as high scores. The set of items which have low

average scores and are scored high by user ui are as follows:

OptHighi =

{
Ik|Ik ∈ OptLowi ∧ rik >

(1 + z)

2

}
(3.11)

Likewise, the set of items with high average rating scores rated by user ui are:

PessHighi =

{
Ik|rik 6= 0 ∧ r̄k >

(1 + z)

2

}
(3.12)

And the set of items which have high average scores and are scored low by user ui are as

follows:

PessLowi =

{
Ik|Ik ∈ PessHighi ∧ rik ≤

(1 + z)

2

}
(3.13)

If the user ui has rated above the average then she is more optimistic. Hence, the

optimism score of user ui is Optimismi = |OptHighi|
|OptLowi| . Accordingly, the pessimism score of
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user ui is Pessimismi = |PessLowi|
|PessHighi| . These two quantities will be used as a coefficient in

ranking algorithms, therefore they will be normalized to the range of [0,1] in order to adjust

the values and prevent diverge.

3.5 POPRank

The original PageRank algorithm is a vote by all the other pages to show how important

a page is (a link to a page counts as a vote). In fact, it does not consider the users who

make the connections. Using this algorithm, we consider each page as a user and take into

account the validity of users who make a connection with a specific user. In other words,

to calculate the rank score of a user, we consider the coming links (same as PageRank) and

the personality of users making them in the POPRank algorithm. As mentioned above,

optimism and pessimism are two quantities that provide us the possibility to measure the

personality. The idea of using personality is that when an optimist user makes a positive

link, her vote should be considered less (we will decrease her vote impact) and in contrast

when she makes a negative link, her vote should be considered more (we will increase her

vote impact). A similar theory is used for the pessimist user, meaning that, her negative

votes will be decreased and her positive ones will be increased. In this ranking, we will apply

PageRank separately on sub-graph with positive links G+ and sub-graph with negative links

G−. The update rules of POPRank are as follows:

POPRank+(Pi) = (1− α)
1

N
+ α

∑
Pj∈M(Pi)

PR+(Pj)

L+(Pj)
× Perj (3.14)

POPRank−(Pi) = (1− α)
1

N
+ α

∑
Pj∈M(Pi)

PR−(Pj)

L−(Pj)
× Perj (3.15)

where L+(Pj) and L−(Pj) are the number of positive and negative outgoing links from

node j, respectively. Similar to PageRank algorithm, it starts with some initial condition

for both positive and negative PageRanks vectors and after enough iterations, it converges

to the final rank vectors. In social science, a person can be an optimist or a pessimist.

Taken this into account, we consider personality as follows:

Perj = max {Optimismj , P essimismj} (3.16)

where the Optimismj and Pessimismj are the optimism and pessimism scores of the

user uj and are calculated as mentioned above. The final rank vector POPRank is calculated

by:

POPRank(Pi) = POPRank+(Pi)− POPRank−(Pi) (3.17)
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The convergence of this algorithm is assured since it is the same as the standard PageR-

ank algorithm with the same computational complexity.

3.6 Credibility as a measure to analyze ranking

The previous studies [70] indicate that the trust can emerge among users with two main

factors: the first one is familiarity and the second one is the similarity. That is when the

users know (familiarity) or resemble (similarity) each other, they trust each other more.

Hence, these two measures can calculate the trust score toward the users in social networks

which shows the credibility of them.In simple words, the credibility is the quality of being

trusted and believed in by others. Credibility of the user in a network is more like a linear

scale on which other users of the network give her a rating. It is a perceived quality that

the users assign to her based on their interaction with her. It can be said that the credible

users are someones who are more believable than the other ones. In addition, it is a measure

that creates the definition of users’ reputation. By comprehending its definition, we can

understand how are the opinion leaders created, and why are role model adopted. The

scientists found that there is a high similarity between the belief of the credibility and

properties of the users’ most admired leaders [71]. Hence, we can say that the credibility

is trust value, or reputation of the users in the network which shows their leaderships. In

the social networks, the credibility of a user is defined by familiarity and similarity.

Credibility = trust value = leadership = familiarity or similarity in social networks

(3.18)

In this study, we use similarity to calculate the credibility. W. hu et al. in [72, 73] used

the similarity of neighbors to calculate the credibility and concluded that popular ranked

users have more credibility. They also showed that users credibility of a network has a

direct relationship with its ranking so it can be used to compare the rankings. We will use

the credibility of users as the evaluation criteria which can confirm and verify the ranking

outcomes. The credibility indicates the votes of a user’s neighbor towards her. In other

words, the credibility of a user reflects her expected trust value in the network. The value

of the credibility does not consider only the number of coming links instead, it depends on

their quality. The credibility of user ui is calculated as follows:

Credibility(ui) =
1

|M i(ui)|
∑

up∈M i(ui)

Wupui

.Sim(up, ui).Credibility(up)

(3.19)

where M i(ui) denotes the set of all incoming links to node ui and Wupui presents the link

weight from user up to user ui. There are several methods such as the correlation coefficient,
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the cosine similarity measure, and the euclidean distance that can be used to calculate the

distance of two endpoints and return a quantitative value to represent the similarity between

users. In the trust network, a user’s similarity depends on its neighbors [74], while user

tends to trust similar users like her. According to this, in this context, we use the Jaccard

Distance to model the similarity between up and ui, which is Sim(up, ui) =
|Fp∩Fi|
|Fp∪Fi| . Fp∩Fi

is the set of two users common neighbors and Fp∪Fi is the set of two users total neighbors.

Note that in signed networks, the weights Wupui are -1 or +1 and the credibility value lies

in the range of [-1,1] for such networks.

In order to calculate the credibility for a signed network, we divide the network to

positive and negative sub-graphs, then we calculate the credibility for each of them and at

the end, we subtract them to reach the credibility of each node of the network:

credibility(ui) = credibility(ui)
+ − credibility(ui)

− (3.20)

The original PageRank algorithm presents non-convergence issues for some topologies.

For example, consider there are two nodes a and b that point to each other but not to other

nodes, and there is a third node c which points to one of them. This loop will accumulate

rank, but never distribute any rank to the first two nodes, as there are no outgoing links.

The loop will form a sort of trap, also known as ’rank sink’. To handle this problem, we

approximate the Weighted PageRank value wpr(b) for a node b ∈ V via an iterative process.

The computation of wpr(b) requires several iterations to adjust the approximation to the

theoretical true value. In each iteration, the wpr(b) value of each node b ∈ V is computed

as follows:

wpr(b) = (1− α) + α
∑
a∈R(b)

wpr(a)win<a,b>w
out
<a,b> (3.21)

win<a,b> =
ib∑
c∈Ra

ic
(3.22)

wout<a,b> =
ob∑
c∈Ra

oc
(3.23)

where α is a damping factor that is usually set to 0.85 [57], ib is the number of incoming

links of node b, ic the number of incoming links of node c and Ra is the reference node set

of node a. Accordingly, ob is the number of outgoing links of node b and oc is the number

of outgoing links of node c. In each iteration, the wpr values for all nodes are reduced.

Following the implementation of Gephi, a widely used toolbox for graphs, the iterative

process stops when the following convergence criterion is satisfied for all nodes b ∈ V :

wpr(b)iter−1 − wpr(b)iter
wpr(b)iter

≤ ξ (3.24)
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Figure 3.1 – The probability mass function of credibility in Epinions data-set

where the fraction is the normalized difference between the previous and the current

iteration, and ξ is a predefined convergence threshold. Finally, after the algorithm con-

verges, when ∀b ∈ V above equation holds true, the p nodes with the highest wpr values

are selected.

3.6.1 Credibility Mass Function

In order to generalize the proposed method, we also added the probability mass function

(PMF) of the data-set. Figure 3.1 shows the PMF of the Epinions data-set. Note that

here we depicted the PMF for 2000 users as they are influential (these users include the

influential users who are introduced by the proposed method). We can see that the more

influential users have better PMF (credibility). The slope of the PMF is steep at the

beginning, which means that the first ranked users have a higher level of credibility and

they are different from other users. Then, the slope becomes gentle for lower ranked users,

which means that their ranks are same (there is still differences between their credibilities

but they are not that important as the high ranked users). In other words, the differences

between the credibility of first and 5th users are more than the one between 200th and

205th, because the differences of 200th and 205th users to be influential is not sensible

compared with the 1st and 5th ones.
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3.6.2 Real world data-sets

Our experiments are conducted in real world data-set. Consider that in these experiments,

we used the data from actual real shopping website environments namely Epinions data-set

(and later in section 4.4 Etsy data-set), however, it does not have a property to indicate

the influential users. Therefore, we used the credibility to measure the validity of the found

influential users by the algorithm. Our next experiment is gathering another data-set from

online shopping websites which has the ground truth for influential users in which the

network of users and products are accessible. Note that in these data-sets the nodes are

actual customers of the real shopping environment. These users made the connection to

other users of this online shopping website and there for build the network of the users.

In addition these users rated the products and built the other network (network of users

product). In the following section we will explain in details what are these networks and

how we can conduct our experiments from each of them.

3.7 Experimental Results

In this section, we evaluate the proposed algorithm by using a real-world signed network

in the context of influential user detection using a ranking algorithm involving each nodes

personality. We also used personality (optimist and pessimist) of each node which is appli-

cation dependent meaning that the definition and calculation of it can be varied in different

data-sets. The evaluations have two parts. The aim of the first one is to show that the

algorithm works correctly. In other words, the aim of first evaluation is not showing that

our algorithm always, or in most of the cases, produces better rankings when compared

to the baselines. Instead, we demonstrate that our algorithm produces such rankings that

are useful in the sense that they produce rankings that are distinct and competitive with

the ones produced by baseline and high quality of link analysis. The second evaluation

compares the performance of the proposed algorithm with baseline ones using credibility.

As we discussed, credibility is a criterion which can verify and show the validity of rankings.

3.7.1 Data-set

As we discussed, to evaluate our work we used Epinions data-set gathered from Stanford

Large Network dataset Collection (SNAP)1. The Epinions website is a general consumer

review site and its data-set consists of two types of ratings, trust relationship among users

(members of the site can decide whether to trust each other or not) and users rating on

items (the rate of users regarding the items of the website). This data-set includes 131,828

1https://snap.stanford.edu/data/
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Table 3.1 – The main characteristic of the Epinion data-set

Total number of users 131,828
Total trust ratings 841,372
Number of filtered users 49,289
Trust ratings 507,592
Positive trust ratings 434,694
Negative trust ratings 72,898
Number of Items 139,738
Number of Items’ ratings 664,824

users and 841,372 trust ratings. The main characteristic of the data-set is presented in

table 3.1. In our evaluations, we did a filtering step and omitted who has no links and only

considered 49,289 users with links with 507,592 trust ratings as links for the input of each

algorithm (table 3.1).

Furthermore, please note that we evaluate our approach on two different kinds of real

data. The first one is signed data-set (Epinions) and we discussed it in this chapter and the

second one is unsigned data-set (Etsy) which we will present and conduct the experiments

on the next chapter (please see 4.4.1). In addition, we tried to cover the real existing data-

sets and the corresponding connection exist among their users in social shopping websites.

Today, most of the online shopping websites such as Wanelo, Etsy, Fancy and etc. are

unsigned and undirected meaning that the connection between users does not have a value

nor direction. In fact, these connections shows a link between users and implies that these

two users know each other. That is the reason why we added the Etsy data-set to our

evaluations. In this section we try to depict and discuss the results toward the Epinions

deta-set and later in 5.4 we present the experiment and result of the method on Etsy data-

set (we will find the influential users of it) and present and discuss about the credibility of

Etsy found influential users.

3.7.2 Evaluation

For the first part of the evaluation, we implemented the PageRank and Prestige algorithms

to obtain our performance benchmark. We used 664,824 item rating by users in order to

calculate the optimist and pessimist score of each user. In order to compare POPRank with

PageRank and Prestige we use Spearman’s rank correlation which measures the similarity

of two rankings:

Similarity =

∑
i(xi − x̄)(yi − ȳ)√∑

i(xi − x̄)2
∑

i(yi − ȳ)2
(3.25)

Here, x and y are rankings by two algorithms and x̄ and ȳ are average ranks. We

compare the effectiveness of our proposed rank algorithm with the benchmark algorithms.
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Figure 3.2 – Similarity of POPRank with each approach in found influential users. X
axis represents different percentages of top found influential users and Y axis shows the
similarity with POPRank

To compute the rank coefficient, a portion of the highest ranked nodes in the merged graph

according to x are considered. As a default, we considered 10% highest ranked nodes but

we also varied the target percentage (5%, 10%, 25%, 50%, and 75%) to observe how the

accuracy varies with result size. For damping factor, we used α = 0.85 as a parameter

of the ranking algorithm. Also, it is worth mentioning that the runtime of the PageRank

algorithm is O(m + n) in which n is the number of nodes and m is the number of edges.

POPRank has similar complexity to calculate the users’ ranks. In particular, the proposed

algorithm has more complexity to calculate the personality which is O(m+n+k) in which

k is the number of item ratings.

Figure 3.2 compares POPRank with PageRank and Prestige in different percentages of

top found influential users. To compare the algorithms we ignored the users which have no

links to others and the ones whom item rating is not available because they have no impact

on ranking algorithms. This Figure presents the percentage of common found influential

users in different percentages of data between POPRank and the other two algorithms.

The result is shown in table 3.2. This, confirms that POPRank performance is near to

PageRank but far from Prestige. The similarity of POPRank and PageRank is maintained

with different percentages of data.

We expect that the commonly found users should be increased if we consider more

and larger percentage of data. In the Figure 3.2 the similarity of POPRank and Prestige



52 3.7. EXPERIMENTAL RESULTS

Table 3.2 – Common Found Influential users with POPRank
Top-K% 5% 10% 25% 50% 75%
PageRank 72.05 74.72 71.44 77.81 80.89
Prestige 1.60 04.14 13.18 35.79 65.91

increased when we added more data. However, in top-25% the similarity between POPRank

and PageRank decreased. This can happen if we are comparing the similarity in the

beginning or middle of the x-axis of this figure because for each next step of comparison

(top-N%) the newfound users could be different, but it can not happen at the end of the

x-axis because the users who are added are same. This decrement, indicate that the users

found by POPRank and PageRank are different in top-25% of the found users.

The other perception of this experiment was the difference between POPRank and

Prestige. Prestige is based on coming positive and negative links and the personality is

based on the user votes (links) to the items. Nevertheless, the similarity of these two

concepts did not affect the POPRank ranking. Particularly, the personality of the users

involved in POPRank will not force it to be dependent only on the received links.

For the second experiment, we verify the ranking of nodes by all the three algorithms

using the credibility values. The credibility of nodes is used as the criterion to evaluate and

analyze the performance of algorithms. We say that nodes with more credibility should

be ranked higher than those with less one. Taking it into account, we compare the top

found nodes in different algorithms with nodes with more credibility. The evaluation was

conducted with different percentages of top found nodes. We partitioned the result of each

ranking algorithm in different percentages. For each percentage of found nodes, we sum up

their credibility and compare it with different algorithms. Figure 3.3 shows the normalized

credibility values of each algorithm for different percentages of top found influential users.

The Prestige algorithm is based on positive and negative links received by a user and

PageRank is based on a random walk to rank the nodes based on their connections while

POPRank considers the personality of each user as an added value to rank them. As

is shown, the nodes that identified and ranked high by POPRank have more credibility

for top-5% and top-10% in comparison to the others. In contrast for top-25% and rest,

the PageRank has better credibility. This shows that for more influential users (top-5%

and top-10%) POPRank has better performance. Also, as we observed in Figure 3.2, the

similarity of POPRank and PageRank decreased in top-25% so we expect a meaningful

difference in the credibility of them. The credibility increment of the PageRank in top-25%

is beheld in Figure 3.3 (as we expected), showing that there is a meaningful difference

between the found users by these algorithms here. The POPRank algorithm found the

most influential users based on credibility in top-25% of its ranking whereas PageRank and
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Figure 3.3 – Normalized Credibility of each ranking algorithm regarding different percent-
ages of found influential users in Epinions. X axis represents different percentages of top
found users and Y axis shows the normalized credibility value of found users

Table 3.3 – Comparison of PageRank and POPRank
Top-N 10 20 50 100 500
Common found 0 3 8 23 304
PageRank Credibility 0.017 0.024 0.028 0.031 0.035
POPRank Credibility 0.066 0.069 0.070 0.068 0.048

Prestige found it in top-50% and top-75% respectively. Overall, the POPRank algorithm

has better performance in identifying the influential users within top-5% and top-10% and

can find the most influential users within top-25% which is better than other algorithms.

In other words, POPRank outperformed the baseline ranking algorithms such as PageRank

and Prestige.

We noticed that the percentage of found influential users in POPRank have more cred-

ibility in comparison with PageRank and Prestige. This shows that leveraging the power

of personality of each node can further improve the performance of expert finding. We

also verified the Spearman correlation of more credible nodes with all algorithms. We

found that the correlation for Prestige, Pagerank, and POPRank are 5.73%, 16.09%, and

19.50% respectively. This again confirms that the users found by POPRank algorithm have

more credibility in comparison with others. Furthermore, in Table 3.3, we compared the

performance of PageRank and POPRank in terms of the top ranked users.

In addition, although the similarity of them is high (72.05%) for top-5% of the ranked
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users, it is different for the most top found ones. As we can see in this table, the number

of commonly found users are quite low which indicates that POPRank makes a distinct

ranking. To have a better understanding, Table 3.3 presents the normalized credibility of

PageRank and POPRank as well. The comparison of the credibility values demonstrates

that POPRank rankings always have higher credibility which indicates that it provides a

better ranking. In the nutshell, the results show the positive impact of users personality in

the rankings algorithm in order to find the influential users.

3.8 Conclusion

There are a huge amount of information and opinion on different topics and products shared

on different social networks. However, one way to find the useful and trustful ones in relying

on the influential users or experts whom can provide valuable shared knowledge. Toward

this end, we first need to identify this set of influential users and to this end, the links

between users and their profiles can be used. In this research, we used two features from

social science namely Optimism and Pessimism to add the personality of each user in the

ranking algorithms. We applied the user’s personality to PageRank algorithm and created

a new ranking POPRank for signed networks. Next, we compared the influential users

found by POPRank with two baseline approaches of ranking. The result demonstrates the

efficiency of the proposed algorithm.

3.9 Improving the method

This chapter proposed an algorithm for detecting influential users in signed networks. Two

future directions can be taken into account: (i) Trust propagation: In the application of

group decision making, when a problem occurs the group will discuss to find the solution.

The fact is that the influential users are more trusted and has more effect on the final

decision. We plan to investigate how a decision is made in a group by identifying the expert

users related to the problem and propagating their information based on their trusted links.

(ii) Using profile information: As a future guideline, we plan to use the profile of users in

addition to their connections. In other words, the link analysis can identify the expert

users but we plan to investigate the effect of each user profile on the accuracy of expert

detection.
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4.1 Introduction

In the following chapter, we will present our opinion propagation model which considers the

impact of influential users. Following the second phase, we will investigate the propagation

of the opinions considering the impact of influential users.

The web increasingly impacts the processes used by individuals to access preferences

across items. A user may refer to the web to get information about TV, songs, movie tickets,

jobs, or even mates. As these decisions and the fundamental financial processes move to the

web, there is growing economic inspiration to propagate the information through the web.

Open standards and a low barrier to publication demand novel mechanisms for validating

information. Thus, we see unscrupulous exploitations of the holes in the social fabric of the

web: successful manipulation of stocks by teenagers posting on investment boards under

assumed personas; posts by product marketers pretending to be customers extolling the

virtues of their product; online relationships that turn sour when one partner uncovers

dramatic misinformation with respect to age or gender; link spamming of search engines

to simulate popularity; and so forth.

Social networking websites have facilitated a new style of communication and informa-

tion propagation through the links between their users. Today, millions of users participate

in different social networks such as Facebook, Twitter, Amazon etc. and make a lot of so-

cial links with other users of that network. However, it is still difficult to determine the

extent to which such users affect the opinions of the others. We claim that each user has

a different impact on others which affect a given users’ general opinion and be reflected

in other links she may initiate. For example, in online shopping centers such as Amazon,

eBay, Alibaba and etc. the most important issue is satisfying the customers to have a

better and successful company. These websites have products and also the networks of

their users in which each user can review them. While a user reviews the products, one of

the most situations regarding these websites is when she wants to buy a product and she

has an inquiry about it. The websites usually put the other users’ reviews and opinions

for the products to help the current user to decide. Thus, these websites can spread the

effective opinions through their users. However, in order to convince the current user by

others opinion, they should know which opinions have the better effect in order to assure

her decision in shopping. In this case, these websites can recommend and highlight the spe-

cific users’ opinions who they know their opinions have a positive and constructive impact

on the products reviewers which will persuade the users to choose the product. In other

words, the online shopping centers need to propagate the effective and positive opinions

through the network of their users to have more benefit. Furthermore, with propagating

the opinion, these websites can predict and realize the current and future opinions of their
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customers regarding each product and adapt their products based on that.

4.2 Problem Definition and Solution

Consider an online shopping website and its users. A person may turn to these websites to

buy a product. She will review the other users’ opinions and take her decision regarding

that product. In other words, the opinion of the user is based on other opinions and this will

propagate and spread the other opinions in the network. However, the impact of influential

users is not considered in propagation. Current studies on opinion propagation are based

on the links of the user and her neighbors so that each users opinion will change based on

the opinion of her neighbors. However, as we discussed before, the impact of neighbors are

not the same, which means some of them have less impact while others have more impact

on opinion propagation. We considered those users as influential users who have more effect

on the opinion and decision of other users. Most of the current studies assumed that the

experts are defined by the network and did not consider the impact of influential users in

opinion propagation. Moreover, the links of a social network show the connection between

users. In signed networks, the link between users has positive or negative values. These

signs present trust/distrust relation between users.

In this chapter, we present an opinion propagation model based on the impact of in-

fluential users for signed and unsigned networks. Consider a shopping website that has

products and users. These users are partially connected with each other (the network of

users) and rated some of the products as their opinions. Thus, there are two kinds of links:

1) the link between users and 2) the rates or opinions of users toward the products. Two

users are neighbors if there is a link between them. In signed networks, the links have

positive and negative values and in directed networks the links have direction. In reality,

the user decision is influenced by the opinion of neighbors, influential users and current

users’ knowledge. The first two can be considered through the link analysis and the third

one can be determined by analyzing user’ profiles. Here, we utilize the link analysis and

considering the neighbors, we propose a model for opinion propagation based on the impact

of influential users.

4.3 Propagation Methodology

This section consists of two distinct parts. In the first part, we review the base propagation

model which leads us to a model appropriate for our case and in the second part we describe

the proposed model.
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4.3.1 Opinion Propagation Method

Opinion propagation is consist of several methods. There are several models and among

them, the Voter model [75,76] is one of the promising ones which attracted a lot of attention.

The Voter model is a stochastic process and assumes that there is an interaction between a

pair of voters (users). The opinions of any given user on the same issue change at random

times under the influence of the opinions of her neighbors. The model starts with an initial

set of active users and for each user at time step t, one of her neighbors will be chosen at

random and the user will assume the opinion of that neighbor. There are three opinion

formation methods for Voter model:

Sznajd (S): It is used for discrete opinions, e.g. +1 and −1. In each time step t, two

randomly selected users transfer their opinion to their neighbors if and only if they share

the same opinion.

Deffuant (D): It is used for continuous opinions, e.g. in the range of [0, 1]. In each time

step, one neighbor of the current user will be met and these two interact. The interaction

will update the two users’ opinions if the differences of their opinions are near to each other

(confidence bound).

Karause and Hegselman (KH): The KH is used for continuous opinions. In each

time step, one user is chose randomly and changes her opinion into the arithmetic average

of her neighbor’s opinions who are within her confidence bound. The user Ui will update

her opinion xi as follows

xi(n+ 1) = xi(n) +
µ

Ni

∑
[xj(n)− xi(n)] (4.1)

where µ is convergence parameter and is in the interval of [0, 1] and Ni is the set of user

Ui’s neighbors.

Algorithm 1 is the pseudo code of the whole process of proposed opinion propagation.

It has three main processes. First, we find the influential user’s scores (ranks). Then, we

propagate the opinions of users considering the impact and rank of users and at the end,

we analyze the propagation with the Fuzzy Majority Opinion.

In this section, we will propose our opinion propagation model inspired by Voter model.

The proposed model is based on link analysis which considers the connection of users in a

network. Furthermore, the networks of interest are both signed (with positive and negative

links) and unsigned ones. These properties convinced us to use Voter model as our baseline

for opinion propagation since it uses the links between users and their neighbors. Moreover,

we will use the results of Voter model in order to compare the performance of the proposed

model.
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Algorithm 1 Opinion propagation model based on influential users

1: Finding influential users in the network
2: Personality definition
3: Rank the users using SPRank
4: Using Credibility to rank and find the influential users
5: Propagating the opinion
6: for each user i [Ui] do
7: Consider all the neighborsi and their ranks
8: Set the neighbors whose opinions are in confidence bound Ui

9: Updating the Ui opinion based on these neighbors
10: pt+1

i = pti + 1
|Nt

i |
∑
µ

SPj

SPi+SPj
[ptj − pti]

11: end for
12: Analyzing the propagation using Fuzzy Majority Opinion
13: for each product Pi do
14: Let A = a1, .., an as the users’ opinions toward Pi

15: Let E as all the subsets of A
16: for each subset Ei do
17: Compute the Fuzzy Majority Opinion (FMO)
18: end for
19: Assign the dominant opinion as the opinion of Pi

20: end for
21: for each user Ui do
22: for each opinion of Ui that changed do
23: Consider the product Pj that Ui has opinion
24: Consider the FMO of Pj

25: Compare the new opinions with the FMO
26: end for
27: end for

4.3.2 Opinion propagation using influential users

Usually the users’ opinion changes by her prior opinion (initial opinion), the opinion of

experts and friends (neighbors in the network). In our case, because the initial opinion

is hard to access, we just consider the links and connections of the user to propagate the

opinion. The problem of current propagation methods is that they don’t consider the

impact of influential users and the impact of neighbors (some of them have more and some

have less impact on users’ opinion formation). In OPIU, we consider the influential users

and update the users’ opinion with the fact that each neighbor has a different influence

on current user final opinion in the network. First, we discuss about the social influence

then we introduce the method of finding influential users in the network and at the end, we

present the proposed model (OPIU). It is worth mentioning that, one way to enhance the

influential users finding, is using the users’ profiles. It is possible that users put some of

their information and expertise in their profiles. This information can give us an additional

value to find the influential users. For instance, in Facebook, the users put their favorites,
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expertise, occupation and etc. and from this information the profile of the users will be

created. Accordingly, a user who is working in the communities related to homes and

buildings has more potential to be influential in hotels.com online accommodation website.

Here we are not using them, and instead we use the links between users to build and find

the influential users. The reason of considering just the links is that first, as mentioned

before the link approach and the dynamics of networks based on the links attracted a lots

of attention and second, today most of the introduced online shopping sites such as Wanelo,

Etsy and etc. have the network of their users (the users’ connections and links) but not

their profiles. Hence, this encouraged us to use the link approach to find the influential

users. Furthermore, we predict that the profile of the users will be added to online shopping

websites and following that, we introduce their usage as the future work of this study. There

are two approaches for using the users’ profile: 1) using the already existed profiles by the

users, 2) create the users profiles based on their activities and then use it. The first one will

add another value which needs to be considered and computed based on its impact, and the

second one needs to reviewing the users activities (if it exist) and based on that make an

appropriate profile which can be used for the model. For instance, there are some studies

as [77] in question answering websites such as Yahoo answers that use the statistical models

based on topic analysis to create the profile of the users and find the most influential ones

regarding a proposed question. This study is in the domain of information retrieve and far

from what we are doing here, yet its method can be used in future study of this manuscript.

4.3.3 Social influence opinion propagation

Social influence is the process that users adjust/modify their opinions or change them

because of their social interactions with others [78]. A simple process model acquired from

the observations implied how opinions in a group of interacting users can shape or spread

over repeated interactions. In particular, the studies in this domain identified two major

attractors of opinion: (i) the influential user’s effect, derived from the presence of highly

confident users in the network, and (ii) the majority effect, induced by the presence of a

group of users sharing homological opinions.

Indeed, it is difficult to measure how opinions alter under experimental situations, as

it depends on many social factors such as the personality of the users, their bounded

confidence level, their social status, their credibility, or their social power [79]. The present

work draws upon experimental methods motivated by the concepts of opinion propagation

in sociology and psychology. In the proposed model, we utilize the first major opinion

attractor namely influential users as an effective factor on propagation. Also, we use the

second one as a criterion for evaluating the opinion propagation (see section 4.3.6).
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4.3.4 Influence impact on opinion propagation

Based on social influence studies, the people who are connected can change each other’s

opinion if their opinions are close enough. For example, the studies showed that the people

sharing similar opinions have a strong tendency to amplify their confidence after interacting

with each other [80]. Therefore, in our proposed model, for each user Ui we considered a set

of neighbors whose opinions are not more than a certain confidence and then update the

current users’ opinion based on these neighbors. In reality, not all the users have the same

influence on each other and some have social power e.g. have greater influence. One way to

calculate the users’ social power is their rank 3. The OPIU model comes from the previous

chapter in which we employed the ranking of each user as their social power. This means

that the users with more ranks have more social power and effect on others (we called them

influential users). Here, for a signed network we employ that ranking algorithm (which is

based on PageRank) to compute the ranking of the users based on their links:

Rank+(Ui) = (1− α)
1

N
+ α

∑
Uj∈M(Ui)

PR+(Uj)

L+(Uj)
× Perj (4.2)

where L+(Uj) is the number of user j’s positive outgoing links (similar equation is used for

Rank−(Ui) 3.5). Similarly, the ranking of the users in an unsigned network is:

Rank(Ui) = (1− α)
1

N
+ α

∑
Uj∈M(Ui)

PR(Uj)

L(Uj)
× Perj (4.3)

The ranking algorithm starts with some initial conditions and it converges to the final rank

vectors after enough iterations. In the formula, the Perj is the personality of user uj based

on optimist and pessimist scores of the users defined in [69, 81]. The final social power

rank vector (SPRank) for the signed network is computed as SPRank(Pi) = Rank+(Ui)−
Rank−(Ui) and for unsigned networks is as SPRank(Pi) = Rank(Ui). These formulas

compute the social power score (rank) of each user of the network. The users who have

higher scores are more influential in the network.

4.3.5 OPIU model

We gave a score to each user of the network using their links (which is used to detect the

influential users). Now we formulate the OPIU as follows:

Given a directed network G, we observe the decision of users toward a particular product

over it. The user U ’s decision toward the product P isDecisionU→P = Function{PK,C,R}
which PK is U ’s prior knowledge, C is the U ’s connection in the network and R is the

review of others toward the product. There are two approaches to formulate a propagation



CHAPTER 4. OPINION PROPAGATION IN ONLINE SOCIAL NETWORKS 63

model through a network: 1) information effects [82], 2) direct-benefit effects [83]. Net-

work models based on direct-benefit effects involve the following significant consideration:

The user has certain social network neighbors and her benefits in adopting a new opinion

increase when more and more of these neighbors pursue it. We consider this on the users’

decision which consists of the users’ connection. The connections consist of two kinds of

impacts: 1) the impact of neighbors and 2) the impact of influential users.

Consider a weighted graph G = (V,E,A) where V is the set of vertices with n users,

E is the set of directed links, and A is the adjacency matrix. A neighborhood matrix Gt

is used to represent the social relationships on A at time t. For all i, j ∈ A, Gtij ∈ {0, 1}
shows if there is a directed link from user i to j at time t. So the nxn matrix Gt is specified

as:

Gtij =
{ 1 if i pays its attention to j

0 otherwise
(4.4)

where Gtij = 1 denotes user i can receive an opinion from a supplier user j. In fact, we

assume that each user is always connected with itself, i.e. Gtij = 1, for all i ∈ A, all t.

Gt is asymmetric to describe a directed network, so that Gtij 6= Gtji, for some i, j. A user

i ∈ A only observes herself and her neighbors, including the users in the set of j|Gtij = 1

for all j, at time t. The opinions of n users at time t are appeared by an 1 × n vector

P t = (pt1, p
t
2, ..., p

t
n), where pti is the user i’s opinion at time t, pti ∈ (0, 1), i ∈ A. We define

dif tij as the difference between opinion pti and ptj : dif
t
ij = |pti − ptj | where |pti − ptj | is the

absolute value of pti − ptj . Obviously, we have dif tii = 0 and dif tij = dif tji. Furthermore, we

define wtij as the weight of the influence of j on i.

W t
ij =

{ 1 if dif tij ≤ εandGtij = 1

0 otherwise
(4.5)

where ε is the confidence level (CL) and wtii = 1 for ε ≥ 0 for all t and i. Each user will

update her opinion by taking the average of all opinions which lie in her CL including her

opinion at each time step t. The element pt+1
i of new opinion vector P t+1 is calculated as:

P t+1
i =

n∑
j=1

wtij∑
a∈Aw

t
ia

ptj (4.6)

The P vector will keep updating until it converges. The convergence criteria is

n∑
i=1

(pt+1
i − pti)2 ≤ ξ (4.7)

where ξ is a very small positive number (e.g. 10−4). Also, the influential users have

great influence on other individuals in the society but, their opinions are hardly influenced.
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Let us suppose that there are M users and K of them are influential ones. We consider

social power scores so the update rules for user i with pi opinion will be:

pt+1
i =

{ pti + 1
|Nt

i |
∑
µ

SPj

SPi+SPj
[ptj − pti], N t

i 6= 0

pti, Otherwise
(4.8)

Where N t
i = j||pti − ptj | ≤ εi is the opinion neighbor set of user i at time t and |N t

i | is the

cardinality of N t
i . The other consideration regarding the impact of neighbors is that we

should consider only the neighbors who have greater weight in the connection because in

real life, a user will be impacted by close friends.

4.3.6 Fuzzy Majority Opinion

In order to evaluate our experiments, we used the concept of the majority opinion (section

4.4.3). First, we indicate to some extent the Fuzzy Majority Opinion can be computed and

then we present its use to evaluate the opinion propagation.

There are two common ways to compute majority opinion [84], namely aggregation

operators and fuzzy method. Here we used the fuzzy method which provides in addition

to a value for the majority opinion a sign of the strength of that value as a delegate of the

majority opinion. To do so, consider A = a1, ..., an be a set of values which establish the

opinions of the users.Let E be a crisp subset of A. The first step is to specify the degree

to which this is a subset carrying a majority opinion. A subset E holds a majority opinion

if all the elements in E are similar and the cardinality of E satisfies the idea of being a

majority of elements from A. Let MOP (E) implies the degree to which the elements in

E, form a majority opinion, are a majority of elements from A with similar values. Thus,

MOP (E) = Q( |E|n ) ∧ Sim(E) where ∧ shows the min operator and Sim(E) is equal to

Minai,aj∈E [Sim(ai, aj)]. Then, Opi(E) = Average(E) =

∑
ai∈E ai

|E| is the opinion of the

elements in E which is the mean value of the elements involved in E. Using the above

concepts, the fuzzy majority opinion FMO indicating the majority opinion of the set of

elements in A is defined as:

FMO =
⋃
E⊆A

{
MOP (E)

Opi(E)

}
(4.9)

So for each subset E, the value MOP (E) indicates the degree to which the quantity Opi(E)

is a majority opinion. Also, following similarity relation is assumed:

Sim(ai, aj) =

{ 1 if |ai − aj | < σ
2σ−|ai−aj |

σ ifσ < |ai − aj | < 2σ
0 otherwise

(4.10)
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where σ is the standard deviation of a1, ..., an. Furthermore, for the formal definition of the

quantity (Q), a definition of a majority in terms of a fuzzy subset Q is defined on the unit

interval. In particular, Q : [0, 1]→ [0, 1] such that Q(0) = 0, Q(1) = 1 and Q(x) ≥ Q(y) if

x > y. Q(x) is defined as below:

Q(x) =

{ 0 ifx ≤ 0.4
5(x− 0.4) if0.4 < x ≤ 0.6
1 otherwise

(4.11)

4.4 Experimental and Results

In this section, we evaluate the OPIU using real-world networks within opinion propagation.

The evaluation consists of two main parts. First, we present the details of the datasets and

discuss our observation on OPIU and then we evaluate the OPIU performance using FMO.
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Figure 4.1 – CDF of Epinions dataset

4.4.1 Data-sets

To evaluate our work we used two directed datasets namely Epinions (signed) and ETSY

(unsigned). The first one is the same dataset used in Stanford collection 1 and the second

dataset is crawled by our crawler.

Etsy Data-set: In addition to the Epinions, we use the Etsy for our experiments. Etsy

is a peer-to-peer e-commerce website covering a wide range of products on handmade

or vintage items and supplies, as well as unique factory-manufactured items. Etsy’s top

three competitors according to Hoovers Online are Amazon Handmade, Craigslist, and

1https://snap.stanford.edu/data/
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Figure 4.2 – Actual rates, round-up and round-down rates in Epinion Dataset
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Figure 4.3 – Users rates changed to other rates (rounded) in Epinion Dataset

eBay. This website includes the network of users (unsigned links between users) and

the user’s opinions toward the products. Same as Epinions, the users’ opinions toward

the products contains the integer values between 1 and 5. This dataset is crawled from

”https://www.Etsy.com”. In general, Etsy has six main categories and due to the huge
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Figure 4.4 – CDF of Etsy dataset

number of users, we selected one category (namely Home) for our experiments. The crawler

is programmed in C# which goes to the product pages one by one and collect the user’s

opinions for them. Then, for each user of the product, it collects the followers (who have a

link to the current user) and following (who the current user has a link to them) in order to

establish the network of the users. The most challenging part was the time consumed for

crawling the users due to the fact that there is a huge number of links which took a month

with a core i7 CPU and 16GB RAM computer. We crawled 239,237 users with 4,618,783

links. Same as Epinions, we did a filtering step to omit the users who had a few numbers

of links. The main characteristic of Etsy and Epinions data-sets are presented in table 4.1.

Table 4.1 – Epinions [85] and Etsy Data-sets Characteristics

Characteristics Epinions Etsy
Total number of users (crawled) 131,828 239,237
Total links (edges) 841,372 4,618,783
Number of filtered users 49,289 72,528
Filtered links 507,592 1,914,852
Positive links 434,694 -
Negative links 72,898 -
Number of Products 139,738 24,362
Number of Products’ ratings 664,824 200,148

4.4.2 Observations

We evaluated the proposed method from three different levels, namely opinions, users and

products. In case of the opinions, we consider each opinion from users toward the products
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Figure 4.5 – Actual rates, round-up and round-down rates in Etsy Dataset
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Figure 4.6 – Users rates changed to other rates (rounded) in Etsy Dataset

and analyze the differences between actual and estimated ones. In the case of the users, we

analyze the users and their opinion changes. And, in the case of the products, we analyze

the rates of products which changed significant and also analyze the users who made this

changes. These levels provide us the different visions and understanding of the impact of
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influential users on the opinion propagation.

In the formula, when µ = 0, it means user i will never consider other users’ opinions (we

can treat it as a leader). Without loss of generality, we assume µ = 0.5 in our experiments

and in order to find the neighbors of a user, we considered the outgoing links of her (those

users who have a link from the current user are the neighbors of her).

4.4.2.1 In the level of rates

The rates of users are the users’ opinion toward the products. The number of rates from

users to products has the mean value of 13.49 in Epinions and 19.53 in Etsy. We observed

from Epinions that 2% of users have no rate, 3.5% have 1 rate, 65% have 1 to 10 rates and

97% have 1 to 100 rates toward the products. Also, for Etsy dataset 5% of users have no

rate, 11% have 1 rate, 45% have 1 to 10 rates and 91% have 1 to 100 rates.

In our experiments, some of the opinions changed with OPIU while others remained

unchanged (OPIU succeed to change 25.57% of the Epinions and 21.43% of Etsy rates).

The rates whether increased or decreased. Hence, we separated the rates into two subgroups

i.e. increased and decreased rates to analyze them. Figures 4.1a, 4.1b, 4.4a and 4.4b show

the increased and decreased rates to compare the actual and estimated rates for datasets.

These figures indicate that the users who gave low and high rates to the product tend to

make their rates lower and higher respectively.

Figures 4.2 and 4.5 illustrate how much percentage of users have different rates toward

the products. Note that the rates are in the range of 1 to 5 and we compared the actual

rates with estimated rounded ones. We observed that the changes are mostly ascending

i.e. from lower rates to upper ones and it means that users often tend to be positive rather

than negative.

Figures 4.3 and 4.6 illustrate how many rates of users are changed to other rates (con-

sidering that we examined this with rounded estimated rates). These figures show the

changes in the rates are normally smooth (and not a big jump). Generally, these figures

convey that it is hard for users to change their opinions to other ones which are very far

from theirs.

Figures 4.7 and 4.10 show the spread of estimated rates of users in comparison to actual

ones. Note that the red circles are the average rate of each estimated column. These figures

show that our model significantly changed the user’s opinion.

4.4.2.2 In the level of Users

In order to count the neighbors of a specific user, we considered the links from the current

user to her neighbors (the user out-going links). In case of the Epinions dataset, if the link is

negative, we consider the neighbor as a negative neighbor and otherwise positive neighbor.
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Figure 4.7 – Epinions dataset - The spread of different rates of users. The red circle is the
average of estimated rates
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Figure 4.8 – Epinions dataset - The spread of different average rates of each user.
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Figure 4.9 – Epinions dataset - The spread of different average rates of products.
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Figure 4.10 – Etsy dataset - The spread of different rates of users. The red circle is the
average of estimated rates
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Figure 4.11 – Etsy dataset - The spread of different average rates of each user.
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Figure 4.12 – Etsy dataset - The spread of different average rates of products.

The average number of neighbors for each user is 10.29 (with 8.81 positive neighbors and
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1.48 negative neighbors) in Epinions and 27.87 for Etsy. Figures 4.8 and 4.11 show the

spread of average rates of users in their networks. These figures indicate how the average

rates of users changed. As we can see, most of the changes are near to the actual rates

which means that the average rates of user change around the actual rates.

4.4.2.3 In the level of Products

Figures 4.9 and 4.12 show the spread of average rates of products in the network and

indicate how average rates of products changed. The changes are mostly near to the actual

rates with a small fraction of users who made big changes. One interesting observation

is analyzing the products which their average opinions changed significantly. Among the

Epinions products, we found 22.68% of them have big jumps (significant difference between

estimated and actual average opinions). This percentage is 26.59% for Etsy. Moreover, we

investigate the products which have the most significant changes (top 2% of them) in order

to evaluate their opinions and the users who rated them. We observed that the users rated

these products have some neighbors who have high scores in the network which we tagged

them as influential users in section 4.3.4 (the scores of the neighbors are in the range of

top 5% ranks of users). This observation implies to the fact that influential users are

involved in changing the average opinion of the products and indicates the impact of them

in propagating the opinions.

4.4.3 FMO Evaluation

According to the third main part of the algorithm, we use Fuzzy Majority Opinion char-

acterized in section 4.3.6 to evaluate our methodology. The opinion of group members will

lead to the majority opinion [78]. In this study, they showed that the opinion of users will

change to the opinion which is the majority opinion of the network users. We use this as a

criterion for evaluating the estimated opinion propagated by OPIU model. In other words,

if the estimated opinions lead to the majority opinion (getting near to it), the model is

working properly. We compare the Voter model and the proposed OPIU model consider-

ing the Fuzzy Majority Opinion. To do so, we first assign the dominant opinion for each

product and then compare the OPIU computed opinions of users toward products with

the FMO of each of them as algorithm 1. Note that here we used two similarity relation

function (Sim). The first function (Maj Op1) is described in equation 4.10 [86] and the

second one (Maj Op2) is defined as follows [84]:

Sim(ai, aj) =

{ 1 if |ai − aj | < 2
1
2(4− |ai − aj |) if2 < |ai − aj | < 4
0 otherwise

(4.12)
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Table 4.2 – MSE of OPIU and Voter opinions with normal and Fuzzy Majority Opinion

Dataset Model Maj Op1 Maj Op2 Mode

Epinions

OPIU 0.77 0.71 1.23
Sznajd 2.21 2.09 2.98
Modified Sznajd 1.97 2.07 2.65
Deffuant 1.39 1.32 1.73
Voter Model 1.19 1.13 1.66

Etsy

OPIU 0.89 0.86 1.19
Sznajd 2.54 2.41 3.19
Modified Sznajd 2.31 2.25 2.55
Deffuant 1.48 1.53 1.69
Voter Model 1.36 1.29 1.44

Table 4.2 shows the mean square error (MSE) of OPIU and voter model with Fuzzy

Majority Opinion for both data-sets. Note that this computation is done towards the users’

opinions which are changed (there are some opinions which remain unchanged after applying

the method). In addition to the baseline method (Voter model), two other methods namely

Sznajd and Deffuant are implemented to compare their results with the proposed method’s

(OPIU). In Sznajd, two users will be selected randomly, and if their opinions are same their

neighbors will have that opinion. In addition to the Sznajd method, we used a modified

Sznajd and put a threshold (THR = 1) to check the opinion similarity of the selected users.

If the Ui has the opinion opi and Uj has the opinion opj then:

Opinion(Ni) = Opinion(Nj) = opi if(opi == opj) (4.13)

where Ni contains the neighbors of Ui. and in modified Sznajd

Opinion(Ni) = Opinion(Nj) = max(opi, opj) if(|opi − opj | <= THR) (4.14)

Note that, in modified Sznajd, if the opinions of the selected users are not equal but

their difference is less than the threshold, we choose the maximum opinion between opi and

opj to propagate it towards their neighbors. The reason is that we observed that the users

usually tend to be positive rather than negative, and hence their opinions will change to

the greater opinions (we discussed it above in section 4.4.2.1). The Deffuant model is one

of the most studied in socio-physics. It has been used in various communication topologies,

starting from fully connected network, where any agent may communicate with any other

grid models with limited range of interactions and complex social networks [87]. The

bounded confidence approach forms a special class of opinion change models, characterized

by continuous distribution of possible opinions within a given range and a simple, intuitive

mechanism for individual opinion changes. In Deffuant, for each user a random neighbor
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will be chosen and if the difference of their opinions is too big, the communication process is

impossible, and there is no change in the respective opinions as the effect of the interaction.

On the other hand, the model postulates that if the initial opinions are close enough, the

interaction between the agents brings them even closer. In other words, if their opinions

are in the bounded confidence (near enough to change each other opinions) these two will

interact based on their actual opinions.

x(i) = x(i) + µ[x(i)− x(j)]x(j) = x(j) + µ[x(i)− x(j)] (4.15)

where x(i) and x(j) are the opinions of Ui and Uj , respectively. The µ can be in the interval

of [0, 1] and determines the speed of convergence of the opinions and here we assumed it

as 0.5. We can see that for Epinions and Etsy, the modified Sznajd has better MSE rather

than Sznajd, which means that the opinions of the users are changed in the correct way.

Considering that we computed the modified Sznajd by using the maximum opinion, this

confirms that the users tend to be positive. The Deffuant method in general is performing

better than the Sznajd and modified Sznajd. However, The OPIU and Voter are performing

better than Deffuant. This result shows that the estimated users’ opinions are leading to

the Majority Opinions and the MSE of OPIU is better than other methods for both data-

sets. This confirms that the performance of OPIU is better than baseline propagation Voter

model.

4.5 Conclusion and Future Works

Today people take lots of decisions in their lives such as shopping, where to go for a trip,

renting a hotel and etc. Some of these decisions are made online and as the statistic shows,

the tendency of people for online shopping is growing day by day. Users of a website

usually take the decision about its products based on the current information they have,

the opinion of their neighbors and influential users of that website. There are a lot of studies

paid attention to the dynamics of opinion which shows the importance of the subject. In

this chapter, we have proposed an opinion propagation model (OPIU), where the impact

of influential users was considered as a crucial factor on propagation in both signed and

unsigned networks. The OPIU is based on the link analysis approach inspired by baseline

propagation method (Voter). For each user, OPIU considers her neighbors and the degree

of their expertise in the network and based on that propagate their opinion toward the

current user. In this case, we consider the impact of influential users of the network.

Furthermore, in order to analyze the performance of the proposed model, we introduced a

method namely Fuzzy Majority Opinion. We found that users usually tend to improve their

opinions rather than decreasing it e.g. diminish the rates. In addition, users rarely make a
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lot of changes in their opinions. Furthermore, the empirical experiments with the Epinions

and Etsy datasets show that our approach outperforms baseline method significantly and

the fact that identifying the expertise of neighbors (influential users) have a crucial impact

on opinion propagation.

The future works regarding this chapter are: 1) Considering the influence of friends

with a different opinion: In our computations, we used the impact of neighbors who are in

the bounded confidence. However, there might be a close friend who is not in the bounded

confidence but she can effectively change the current user’s opinion. Detecting such users

and taking in to account their impacts can make the opinion propagation more precise.

2) Using the profile of the users as prior knowledge for their decisions: The other future

work is considering the prior knowledge of the users for propagation. If a user has her own

information regarding a product or even has her own experience in using a product, that

can considerably affect her opinion. This prior knowledge can be achieved by reviewing

and investigating the users’ profiles. A user may put a note that she used a product or a

picture showing a product with the user and etc.
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5.1 Introduction

The following chapter provides the opinion aggregation method used for presenting the

consensus opinion toward the product or problem.

Today there are numerous groups of people in different categories such as the smallest

(but powerful) one like family or the biggest ones like Walmart company. We believe

almost every person in the world is within one of the groups. For instance, the groups of

scientists, judges, family, drivers, fighters, markets, and thousand other existing groups.

The groups have a lot of responsibilities, such as making food, fixing a problem, providing

information, getting a decision and so on. Getting a decision regarding a problem is one

78
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the most important responsibilities of each group. Wrong decisions have a bad influence

on the future and in some cases, they can make a disaster. In contrast, good choices lead

to a better life, hence the decision is important. In of In our case, we want to know how

can we make a consensus opinion for a group to help them take an appropriate decision.

Consensus means a general opinion shared by all the people in a group. Unlike the precise

mathematical formulas used in technical analysis, we cannot easily reduce human behavior

to a mathematical equation that can be plotted on a graph as a trend-line or as a series of

variables that we can examine in detail, throughout history.

That said, much of the current research in social sciences is attempting to bring psychol-

ogy more in line with mathematics for the precision that it gives to experimental methods.

Mathematical methods are applied to behavioral science for the purpose of observing and

comparing human behavior, according to a set of strict numerical criteria, the only stable

benchmarks that allow comparison of behavior from person to person and from time to

time. In relation to trading and investing, we can consider two very different approaches to

psychology in the markets: individual psychology and group psychology. Individual psy-

chology obviously only looks at the behaviors of the single individual trader. Attempting to

draw conclusions based on the actions of the herd, mass psychology (or group psychology

or crowd behavior) examines how the behavior of all investors exerts an effect on a stock

price (or option price or currency value).

In online markets, a lot of online shopping centers such as Wanelo, Etsy, Fancy, Pin-

terest, Fab, Shoptagr, Hotels etc. exist which provides several products to the customers.

In these online shopping websites, it is needed to construct preference relations of users

by comparing a finite set of opinions and aggregate them to a collective one to derive a

common rate (opinion) or solution [88, 89]. However, the group of users usually have the

inconsistency problems due to different backgrounds and knowledge on the decision making

problem faced [90–96]. It is preferable that the users reach consensus (agreement) before

applying aggregation procedure. This topic has attracted the interest of a large number of

researchers in this field and group decisions [97–101]. The group interaction consensus has

been proved to be an effective method to reduce or eliminate inconsistency [102–106].

5.2 Problem Definition

The online shopping centers rate their products (assign a score to the products based on

their quality reported by users). This score is based on the rate of other users who have

bought or used the current product. Later, the other consumers will decide and get their

decisions based on these rates toward the products. We called these rates as opinions

which has a crucial effect and impact on users decision. These websites should aggregate
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the users’ opinions to a collective one to drive a common opinion and present it to their

consumers. However, the group of users usually have the inconsistency problems due to

different backgrounds and knowledge on the decision making problem faced. To overcome

this problem, we need to reach an agreement between the users and then aggregate their

opinions. One way to reach the agreement among the users of a group is to let them

negotiate with each other. In our case, we propagate the opinions in the network to reach

the agreement e.g. users will talk and change their opinion considering their own opinion

and others ones. Furthermore, the true agreement cannot be reached if we don’t consider

the impact of each user. In other words, some users have a greater impact on changing

the opinions of others. We called them influential users and we taking it to the account,

propagated the opinions to reach the agreement.

Therefore, in the case of online shopping websites, there are a number of products and

the customers of these websites. The customers want to decide regarding the products and

the task is providing an appropriate rate for each product and help the customers to have

better decisions. This solution can be applied to any group who need to find a convenient

decision regarding the encountered problem.

5.2.1 Different network types and robustness of the method

There are several types of social networks and in the domain of business, there are three

distinct ones, and an integrated social business strategy uses all three to improve commu-

nications with different groups of people 1:

1. Public social networks like Facebook and Twitter - good for making contact with

customers and prospects.

2. Social extra nets including customer communities, for deeper communication and

collaboration with customers, and private business-to-business networks for commu-

nication with partners and B2B customers.

3. Employee networks for internal company communication

The focus of this study is the social networks which are in the first category. Among

these networks, there are other properties as below:

• Bipartile networks: a bipartite network is a network whose nodes can be divided

into two disjoint and independent sets U and V such that every link connects a vertex

in to one in V. Vertex sets U and V are usually called the parts of the network. As

an example, we can mention the dating online websites which matches the men and

women.
1https://www.business2community.com/social-business/three-types-social-network-0606551
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• Complete networks: a complete network is a simple undirected network in which

every pair of distinct vertices is connected by a unique link. A complete di-network

is a directed network in which every pair of distinct vertices is connected by a pair of

unique links (one in each direction).

• Directed Network: a directed network is a network that is made up of a set of

vertices connected by links, where the links have a direction associated with them.

• Hyper Network: a hyper network is a generalization of a network in which a link

can join any number of vertices. Formally, a hyper network H is a pair H = (X,E)

where X is a set of elements called nodes or vertices, and E is a set of non-empty

subsets of X called hyper links or edges.

• Multi Network: a multi network (in contrast to a simple network) is a network

which is permitted to have multiple edges (also called parallel edges), that is, edges

that have the same end nodes. Thus, two vertices may be connected by more than

one edge. There are two distinct notions of multiple edges: 1) Edges without own

identity: The identity of an edge is defined solely by the two nodes it connects. In this

case, the term ”multiple edges” means that the same edge can occur several times

between these two nodes, 2) Edges with own identity: Edges are primitive entities

just like nodes. When multiple edges connect two nodes, these are different edges. A

multi-network is different from a hyper network, which is a network in which an edge

can connect any number of nodes, not just two.

• Random Network: The random network is the general term to refer to proba-

bility distributions over networks. Random networks may be described simply by a

probability distribution, or by a random process which generates them. The theory

of random networks lies at the intersection between graph theory and probability

theory. From a mathematical perspective, random networks are used to answer ques-

tions about the properties of typical graphs. Its practical applications are found in

all areas in which complex networks need to be modeled - a large number of random

network models are thus known, mirroring the diverse types of complex networks

encountered in different areas. In a mathematical context, random network refers

almost exclusively to the Erdo-Renyi random network model. In other contexts, any

network model may be referred to as a random network.

• Weighted Networks: A weighted network is a network where the ties among nodes

have weights assigned to them. A network is a system whose elements are somehow

connected. The elements of a system are represented as nodes (also known as ac-

tors or vertices) and the connections among interacting elements are known as ties,
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edges, arcs, or links. The nodes might be neurons, individuals, groups, organizations,

airports, or even countries, whereas ties can take the form of friendship, communica-

tion, collaboration, alliance, flow, or trade, to name a few. In a number of real-world

networks, not all ties in a network have the same capacity. In fact, ties are often

associated with weights that differentiate them in terms of their strength, intensity,

or capacity. On the one hand, the strength of social relationships in social networks is

a function of their duration, emotional intensity, intimacy, and exchange of services.

On the other, for non-social networks, weights often refer to the function performed

by ties, e.g., the carbon flow between species in food webs, the number of synapses

and gap junctions in neural networks, or the amount of traffic flowing along con-

nections in transportation networks. By recording the strength of ties, a weighted

network can be created (also known as a valued network).

• Signed Networks: In addition to the weighted networks, there are some networks

that the weights are limited to +1 and -1. These networks can be used to illustrate

good and bad relationships between humans. A positive link between two nodes de-

notes a positive relationship (friendship, alliance, dating) and a negative link between

two nodes denotes a negative relationship (hatred, anger).

In this manuscript, we focused on the real networks and based on that devised a solution

for the explained problem. Current online shopping shops are usually non-bipartile, simple,

non-hyper, undirected and unsigned networks. It is worth mentioning that randomness and

completeness will not affect the proposed method as the OPIU will consider the links and

the number of links has no effect on the method. Considering that the most of today

real world online shopping sites (networks) fall in the group of unsigned directed ones, the

experiments are implemented based on two different types namely, Epinion (signed and

directed) and Etsy (unsigned and directed) networks. Table 5.1 shows the impact of these

networks on the proposed model and its robustness:

5.2.2 Using the bounded confidence for propagation

In order to propagate the opinions in proposed OPIU model in previous section, for each

user, we considered the neighbors who are in her bounded confidence (whose opinions are

close to the current user) and according to their opinions, we update her opinion. This

process will continue for all of the users, until the change in the users’ opinions are not

sensible (the difference of new opinions and previous ones are less than ε). The reason for

considering these neighbors is related to the convergence issues. It is proven that using the

bounded confidence will converge after a finite steps [35, 107, 108]. In fact, the proposed

method runs for some steps and in each step, updates the users’ opinions. The problem of
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Table 5.1 – Different networks and their impact on the proposed method

Network Type Can impact Description
Bipartile Yes There is two groups of users and therefore, it needs

to reconsider the propagation based on different
groups

Complete No It is already considered and it does not influence
the method

Directed No The directions of the links are considered in the
method

Hyper Yes As the link can join any number of users, the com-
putation of new opinions needs to be redefined

Multi Yes There are several links and thus, it needs to re-
consider the connection between users

Random No It is already considered and it does not influence
the method

Weighted Yes We considered the +1 and -1 weights but not the
other values. However, the method can be devel-
oped to considet

Singed No The proposed mechanism considers the signed
network so, it does not influence the method

the process is the number of these steps and the convergence of the users’ opinions. Hence,

it order to satisfy the convergence of the opinions in proposed method, we use the neighbors

who are in the bounded confidence. In this way, the method and its updating will finish

after finite steps. In addition, as a future work of this manuscript we propose finding the

impact of those neighbors who are not in bounded confidence but are important to the

current user. For instance, there may be a close friend who has a great influence on the

current user’s opinion, but his opinion is far from her. This situation cannot happen a lot

as close friends usually think like each other who have same (or close) opinions. However,

it is possible that for a product, they have completely different opinions. In order to find

these rare neighbors, we suggest using the Jaccard distance. In other words, we consider

two users as close friends when the portion of their similar neighbors is high. Later, the

opinion of this close friend will be added to the bounded confidence of the current user if

her opinion is far from the user. There could be other evaluation and analysis such as the

threshold for begin close friend, the impact weight of close friend’s opinion and etc. that

can be considered for opinion propagation which we will discover in the future work of this

manuscript.
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5.2.3 The false positive values

We tried to find the influential users in the network based on optimism and pessimism

scores. One problem regarding the found influential users is false positive values. In other

words, is there any way to find the false positive influential users or not. One way to find

the false positive values is using a data-set with ground truth. In real world networks,

it is hard and costly to have such network as the online social networks managers may

refuse to diffuse their data. In addition, the two implemented networks does not have this

information. In order to solve this problem, we introduced a method (namely credibility

3.6) to measure of being the influential user. The credibility has a direct relation with

being influential and hence, it can be used as our ground truth. Hence, we compute the

users credibility and compare the most credible users with the found influential users by the

method. To prevent the false positive values, we can define a threshold for the credibility

of the influential users and put aside the found influential users whose credibility is less

than this threshold. The false positive influential users will influence the proposed method

as they have a direct impact on propagation. Hence, we verified the credibility of each of

the found influential users by proposed OPIU. We found that the introduced influential

users buy OPIU have high credibility in previous section and also the proposed method is

performing better than other methods 4.4.3. However, this verification should be done right

after the first phase (finding the influential users) to put aside the false positive influential

user.

5.3 Consensus Formation Method

In order to solve the above problem, we defined three distinct steps. First, we find the

influential users and then propagate their opinions to reach the agreement and at the end

aggregate the opinions. The first two steps, i.e. finding the influential users and propagating

the opinion are presented in chapters Chapters 3 and 4. Here, we apply the aggregation

methods. To do so, we introduce three methods namely, Lehner-Wanger, ordered weighted

averaging and Fuzzy majority. When users of a company or any group make judgments

or decisions, their members interact with each other: they exchange relevant information,

put forward arguments and deliberate the reasons for a particular position. Then, they

will act based on the decided opinion or pass the group decision to the manager and she

will act based on that. In an online shopping center, the users rated a product form a

group and their opinions toward the product will be aggregated and presented as the final

opinion. This opinion is the overall rate of users which helps the other consumer who

has an inquiry about the current product. Thomas et al. [109] compare three different

models: an independent model, where the group reliability is just the probability that each
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group member has solved the problem, a rational model, where the group makes a correct

judgment as soon as a single member is right, and a consensus model, which assumes the

groups’ inclination toward uniformity. Using an arithmetically simple, but conceptually

tricky mathematical problem, the authors find that the consensus model describes the

outcomes better than the other two.

We implied that to provide a consensus opinion within a group, we need the users

to negotiate and update their opinion based on their relations. This update is done by

the proposed opinion propagation method. The reason is that mutual respect among the

group members should prompt every group member to revise her initial opinion [110]. This

respect can be epistemically motivated (e.g., by realizing that the other group members

are no less competent than oneself), but also reflect degrees of care or relations of social

power, dependent on whether there is a matter of fact to the subject of disagreement.

Conditional on such mutual respect, blending one’s opinions with the opinions of the other

group members seems to be a requirement of rationality. This will assure the consistency

of the group. One justification for aggregation is consistency, since refusing to aggregate

is equivalent to assigning everyone else a weight of zero [111]. In other words, refusing to

blend one’s opinions would amount to unjustified dogmatism [112].

Algorithm 2 is the pseudo code of the whole process of consensus opinion model. It

has three main processes. First, we find the influential user’s scores (ranks). Then, we

propagate the opinions of users considering the impact and rank of users and at the end,

we aggregate the opinions to provide the consensus opinion of each product or group.

Algorithm 2 Consensus Opinion Model

1: Finding influential users in the network
2: Personality definition
3: Rank the users using POPRank
4: Using Credibility to evaluate the ranking
5: Propagating the opinion
6: for each user i [Ui] do
7: Consider all the neighborsi and their ranks
8: Set the neighbors whose opinions are in confidence bound Ui

9: Updating the Ui opinion based on these neighbors
10: pt+1

i = pti + 1
|Nt

i |
∑
µ

SPj

SPi+SPj
[ptj − pti]

11: end for
12: Using Fuzzy Majority Opinion to analyze the opinion propagation
13: Aggregating the opinions of the users for each product
14: for each product i [producti] do
15: Consider all the users who has opinion toward producti
16: Aggregate the users Opinion of current product
17: end for
18: Using influential users opinion to evaluate the provided consensus opinion
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5.3.1 Lehner-Wanger Aggregating method

Among models of opinion aggregation, the Lehrer-Wagner model is most prominent [112].

The model tries to estimate the quantity x, from the individual estimates vi of every

group member i. The x is normally thought of as objective and independent of the group

members’ cognitive states. The quantity x could be the opinions of the users toward a

product. Their central idea consists in ascribing the agents’ opinions about each others

expertise, or in other words, mutual assignments of respect. Then, the wij describe the

proportion to which j’s opinion on the subject matter in question affects i’s revised opinion.

These mutual respect assignments are used to revise the original estimates of the quantity

in question, and codified in an NxN matrix W (where N denotes the number of agents in

the group):

W =

( w11 w12 ... w1N

w21 w22 ... w2N

...
wN1 wN2 ... wNN

)
(5.1)

The values in each row are non-negative and normalized so as to sum to 1:
∑N

j=1wij = 1.

Thus, the wij represent relative weights which the agents ascribe to themselves and to others

when it comes to estimating the unknown value x. Then, W is multiplied with a vector v

that contains the agents’ individual estimates of x, obtaining a novel updated value for v:

W.v =

( w11v1 w12v2 ... w1NvN
w21v1 w22v2 ... w2NvN

...
wN1v1 wN2v2 ... wNNvN

)
(5.2)

In general, this procedure will not directly lead to consensus, since the entries of W.v

differ: (Wv)i 6= (Wv)j . However, later they showed that under very weak constraints,

the sequence (W k)k ∈ N converges to a matrix W∞ where all rows are identical, that is,

where all agents agree on their relative weights. That is, when the procedure of averaging

is repeated, the agents will finally achieve a consensus and not only agree on the factual

subject matter but also on the differential weight that each group member should obtain.

The method is similar to ordered average weighting (see next section).

5.3.2 Ordered Weighted Average (OWA)

The OWA is introduced in [113] to aggregate the group decision. The author introduced a

type of operator for aggregation called an ordered weighted aggregation (OWA) operator

and investigated the properties of this operator. The OWA’s performance is found to be
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between those obtained using the AND operator, which requires all criteria to be satisfied,

and the OR operator, which requires at least one criteria to be satisfied.

An OWA operator of dimension n is a mapping F : Rn → Rn that has an associated

weighting vector W of dimension n having the properties

n∑
j=1

wj = 1, wj ∈ [0, 1] (5.3)

and such that

F (a1, ..., an) =
n∑
j=1

wjbj (5.4)

where bj is the jth largest of the aj . Central to this operator is the reordering of the

arguments, based upon their values. That is, the weights rather than being associated with

a specific argument, as in the case of the usual weighted average, are associated with a

particular position in the ordering. We note this reordering introduces a non-linearity into

an otherwise linear process. If B is a vector corresponding to the ordered arguments, we

shall call this the ordered argument vector, and W T is the transpose of the weighing vector

then we can express the OWA aggregation in vector notation as

Fw(a1, ..., an) = W TB (5.5)

The OWA operator provides a very rich family of aggregation operators parametrized

by the weighting vector [114]. Among the operators included in this family are the average,

max, min, and median of the variables. The operator can be defined appropriately to the

situation. For instance, consider there is a war and some sources regarding the number of

enemy troops approaching. The officer should know how many enemy troops are coming

to stand against them, so he should combine the sources of the information. As long as

underestimating the enemies could be costly, it is better to use max operator.

5.3.3 Fuzzy Majority Aggregation

On one hand, as described above, the Lehner-Wanger will not always proceed to a consensus

opinion model and it needs a promising constraint. On the other hand, the aggregation

performed by the OWA operator depends upon the form of the weighting vector W which

can be simply the average of opinions (wj = ( 1
n)). The process of determining the weighting

vector is important. One method for obtaining the weighting vector is to associate the OWA

aggregation with a linguistic quantifier represented as a fuzzy subset Q on the unit interval.

Here, we use the described fuzzy majority in 4.3.6 which tries to find the majority opinion
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among the users as their aggregated one. Under this explication, the majority opinion is

no longer represented as a value, but as a fuzzy subset. This will provide in addition to

a value for the majority opinion a sign of the strength of that value as a delegate of the

majority opinion. In this approach, the weights associated with an aggregation of degree

are obtained as

wj = Q(
j

n
)−Q(

j − 1

n
) for j = 1, ..., n (5.6)

Here, for each product, we consider the users who have an opinion toward it (who rated

the current product). These users form a group. Then, we use the fuzzy majority opinion

to present the aggregated opinion of this group. In order to evaluate the model, we compare

the aggregated opinion with expert satisfaction [115, 116]. Using our method, each group

generate an aggregated score toward the product. In order to assess the performance of

this score, we compare the similarity between the aggregated opinion with the opinion of

the most prominent expert in that group (the expert should be ranked high in POPRank).

Ultimately, if the provided consensus opinion is changed in a way that gets near to the

expert opinion, that means that the aggregation method satisfies the expert.

5.4 Experiments

We used two methods for aggregating namely Ordered Weighted Average and Fuzzy Major-

ity Aggregation. In addition to the ranking in signed networks, we performed the influential

user detection (POPRank) in unsigned network Etsy. Figure 5.2 illustrates the credibility of

ranking method for Etsy data-set (in addition to the experiments we showed in chapter 3).

We observed that for Etsy data-set the percentage of found influential users in POPRank

have more credibility rather than other methods. This again implies the power of users’

personality in finding the influential users. It is worth mentioning that the Spearman cor-

relation of more credible nodes Prestige, Pagerank and POPRank are 3.68%, 10.51%, and

13.74% respectively. This shows that the users found by POPRank algorithm have more

credibility in comparison with others and as a consequent confirms the performance of

POPRank in finding the influential users.

Figure 5.1 shows the PMF of the Etsy data-set in addition to the presented PMF of

Epinions in 3.6.1. Again, we can see that the slope of the PMF is steep at the beginning,

which means that the first ranked users have a higher level of credibility and they are

different from other users (this difference is meaningful). Then, the slope becomes smooth

for lower ranked users, which means that their ranks are getting almost same as each other.

Please note that here (in the Etsy data-set), the network is sparser in comparison with the

Epinions data-set. Hence, there is more difference between the upper (first 100 users) found
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Figure 5.1 – The probability mass function of credibility in Etsy data-set

influential and the rest ones in comparison with Epinions.

As we discussed before, we used expert satisfaction to evaluate the aggregation meth-

ods. In order to verify the performance of the aggregation methods, for each product, we

compared the similarity between the aggregated opinion with the opinion of the two most

prominent influential users in each group. To do so, we performed two aggregations OWA

and FMO in both Etsy and Epinions datasets. For both datasets, we first chose the top

10% of influential users and then determined the products that they rated. Among these

products, we chose one hundred products to analyzed the aggregation performance. Each

product has a number of users who have the opinion towards them. Hence, for each prod-

uct, we found the two best influential users (IU1 and IU2) and compared their opinion

with the aggregated one. Figures 5.3 and 5.4 show the similarity of different aggregation

methods with the two chose influential users for Epinions and Etsy datasets respectively.

These figures show that for most of the products, the similarity value of aggregated

opinion and the opinion of the influential user who rated the current product is high. In

other words, the aggregated opinion is near to the opinion of the influential users. This

confirms the performance of aggregated methods. However, the performance of OWA and

FMO are different. Table 5.2 illustrates the MSE of FMO and OWA methods with two

influential users (IU1 and IU2) for both data-sets.

We observed that in general, the performance of FMO is better than OWA however,

it does not mean that FMO always makes better aggregation value. For example, the

MSE of the OWA method for IU1 in Etsy is slightly better than FMO which makes the

OWA better, however, from the results we can say FMO has better performance rather
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Figure 5.3 – Aggregation in Epinions dataset

Table 5.2 – MSE of different Aggregation methods

Dataset
OWA FMO

IU1 IU2 IU1 IU2
Epinions 0.89 1.09 0.79 0.64
Etsy 0.96 0.62 0.99 0.59
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Figure 5.4 – Aggregation in Etsy dataset

than OWA. As long as we used expert satisfaction to evaluate the aggregation, it is worth

mentioning that this model is not able to detect when the influential user is wrong or

inconsistent. This explains the low similarity of influential users and aggregated methods

in some products.

5.5 Conclusion and Future Work

We proposed a novel consensus opinion approach that has been specially designed to model

opinion formation in social groups such as online shopping centers. Assuming the social

power and different impact of each individual user in the network, we proposed a consensus

model. To do so, we first identified the influential users using personality of them in the

network by POPRank methodology. Then, in order to maintain the consistency, the users

need to negotiate their opinion in which we proposed a new method of opinion propagation

(OPIU) considering the impact of influential users. Ultimately, we aggregated the opinions

by OWA and Fuzzy methods to present the consensus opinion. We performed several ex-

periments in signed and unsigned networks namely Epinions and Etsy datasets. It is worth

mentioning that the proposed POPRank algorithm demonstrated that the personality fea-

tures can effectively improve the ranking and consequently, finding the influential users in

different social networks. Furthermore, in OPIU we observed that most of the users like to

increase their opinions rather than decreasing them during the propagation period. Finally,

in general, the fuzzy aggregation method performed better than OWA which proves that

FMO suits best to our context. On the other hand, we should point out that we can not

evaluate the performance of aggregation methods if the opinion of influential users is wrong.

As a potential future work, we investigate the incorporation of a mechanism to evaluate
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the performance of aggregation regardless of the opinion of the expert satisfaction.
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Today the online shopping websites got a lot of attention from the people. The tendency

of customers to use these websites for their shopping is increasing day by day due to their

reliable possibilities such as time-saving, better prices, fast comparison and etc. On the

other hand, one of the most important issues regarding the products of these websites is that

how can the online shopping portals provide a valuable information for their customers and

help them decide about their shopping. In other words, can they present an appropriate rate

for their products so that the customers obtain a proper knowledge regarding the quality of

them? This is very important as it helps the customers to find the right product they are

searching for which ends with their satisfaction and more shopping from the current website

(double satisfaction). The online shopping websites usually ask their customers to rate the

product after they buy and use it. Then, these opinions will be aggregated and presented as

the final rate of the products for other customers. However, a suitable aggregation cannot

be achieved by simply averaging the opinions. There are inconsistency and incomplete

problems that need to reach an agreement (consensus opinion) before aggregating the

opinions. To do so, the opinions are propagating through the users of the network. In

addition, the propagation methods consider the neighbors of the user to update her opinion.

However, some of these neighbors (such as the influential users) have more impact on

propagation. Hence, identifying the influential users is also needed before propagating the

opinions. The current thesis provides a comprehensive solution to the problem of opinion

94
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consensus in online shopping groups.

6.1 Summary of the Contributions

We divided the above problem into three sub-problems. The aggregation which needs the

propagation and the propagation which needs to detect the experts in the network. As the

solution and our contributions, the devised model for the opinion consensus is as follows

(three phases):

1) Finding the influential users in the network:

One way to find the trustful information is relying on the information provided by experts

or influential users. In a network, the influential users are those who have more effect on

others and their information can be trusted more than usual ones. These special users

can be found by analyzing their profile, background, and links they have in the network.

In real networks, the most available information regarding the users is their links and the

connection to each other. Therefore, in the current thesis, we used link analysis to find

them. To do so, we used the users’ personality to rank them in a given network and

consequently detect the influential users. The users’ personality consists of two features

namely Optimism and Pessimism. Finally, using these features, the POPRank algorithm

was proposed to rank the users and find the influential ones.

2) Propagating the opinion in the network:

People take a lot of decisions in their lives. The customers of an online shopping website

usually take the decision about its products based on the current information they have,

the opinion of their friends (neighbors in the network) and the influential users of that

website. Therefore, in this way, the users’ opinions will propagate in the network. This

propagation will help the network managers who want to aggregate their users’ opinions as

it maintains the consistency. In addition, the managers can predict and find the opinions of

their new customers based on the links they have. There are a lot of studies paid attention

to the dynamics of opinion and in this thesis, we proposed an opinion propagation model

namely OPIU. The OPIU considers the user’s neighbors and the degree of their expertise

in the network and based on that propagate their opinion toward the current user. As a

result, the OPIU presented a more precise opinion propagation.

3) Aggregating the opinions and providing the consensus opinion:

The online shopping websites, as well as the social groups, are increasing continuously.

Usually, the customers of online shopping websites who bought a product, put their opinions

as the rate of that product on these websites. Then, using these opinions, the websites

present an aggregated score of that product and present it to the other customers in order

to help them find the best product they are looking. This presents the consensus opinion for
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the products of the online shopping portals. In order to provide a precise consensus opinion

regarding a product, the first and second phases were employed to find the influential

users and propagate the opinion in the network. Ultimately, the Fuzzy majority opinion

and OWA aggregation methods were performed to reach the aim. The Fuzzy aggregation

method outperformed the OWA in our context.

For each phase, several experiments on two real datasets (Epinions and Etsy) were

performed and finally, we were able to provide the consensus opinion model. This solution

is essential for online shopping managers and helping the customers of them in shopping

which can be used in any group such as companies who needs to reach an agreement or

consensus opinion among their employees and users, however, in our case, we aimed the

online shopping websites.

6.2 Conclusion

In this study, we proposed a novel consensus opinion approach that has been specially

designed to model opinion formation in social groups. The aim of this study is presenting

a mechanism for online shopping centers (and any other social groups) to provide a com-

prehensive information for their users regarding each product of their websites. Assuming

the social power and different impact of each individual user in the network, we proposed a

consensus model. To do so, we divided the problem into three phases. First, we identified

the influential users using link analysis and the personality of the users of the network. In

other words, we used two features from social science namely Optimism and Pessimism to

add the personality of each user in the ranking algorithms. We applied the user’s personal-

ity to PageRank algorithm and created a new ranking POPRank for signed and unsigned

networks. Second, in order to maintain the consistency, the users need to negotiate their

opinion in which we proposed a new method of propagation OPIU considering the impact

of influential users as a crucial factor on propagation in different networks. The OPIU is

based on the link analysis approach inspired by baseline Voter propagation method. For

each user, OPIU considers her neighbors and the degree of their expertise in the network

and based on that propagate their opinion toward the current user. In this case, we con-

sider the impact of influential users of the network. In the end, we aggregated the opinion

by OWA and fuzzy methods to present the consensus opinion. We performed several ex-

periments in signed (Epinions) and unsigned (Etsy) networks. The performance of each

phase is verified with different methods. We used the concept of credibility to verify the

performance of our POPrank ranking. Furthermore, in order to analyze the performance

of the proposed OPIU model, we introduced a method namely Fuzzy Majority Opinion.

Ultimately, the expert satisfaction was utilized to confirm the aggregation performance. As
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some results of our experiments, we can mention that the proposed POPRank algorithm

demonstrated that the personality features can effectively improve the ranking and conse-

quently, finding the influential users in different social networks. Furthermore, in OPIU

we observed that most of the users like to increase their opinions rather than decreasing

them during the propagation period. In addition, users rarely make a lot of changes in

their opinions and most of the opinion changes are smooth. Finally, in general, the fuzzy

method performed better than OWA in the aggregation phase which proves that FMO

suit best to our context. We studied the need of customers in online shopping websites

which are getting a lot of attention during this era. Eventually, we presented a model to

help both customers and the owners and managers of these online social groups. In other

words, with the presented study, the online shopping websites can have more benefit by

providing a better information regarding their products and help their customers to decide

more precisely and choose the right product they are searching for.

6.3 Future Research

We conclude our thesis by mentioning some of the future research directions:

Using profile information We identified the influential users using link analysis. As a

future guideline, we plan to use the profile of the users in addition to their connections as

the users’ prior knowledge. In other words, the link analysis can identify the expert users

but we plan to investigate the effect of each user profile on the accuracy of expert detection.

Communities role in influential users detection Different communities have different

strategies. For instance, a user who is a member in accommodation community has more

weight for being an influential user in hotel.com. Taking the users communities into the

account can add an efficient value in finding the influential users.

Friends with opposite opinion in propagation In the propagation process, we updated the

opinion of users based on the opinion of their neighbors who are in the bounded confidence.

The close friends have a crucial impact on opinion propagation however, they are hard to

detect in link analysis. Finding a mechanism (such as the number of mutual friends between

two users) to find these friends and considering their influence in propagation is another

future work.

Evaluating the aggregation In our experiments, we used the expert satisfaction concept

to evaluate the aggregation methods. However, if the expert’s opinions are wrong the

evaluation can be ended in an incorrect realization. Hence, one of the future guidelines of

this study is to investigate a mechanism to evaluate the performance of the aggregation

regardless of the opinion of the experts (such as having the ground truth).
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7.1 Introduction

Online Social Networks (OSNs) plays an essential role in today’s human life that almost all

people use them as a daily basis. The OSNs are made of users, groups and their connections

and these individual users create tremendous amount of data in the form of texts, audio,
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videos and photos. Access and investigate these data reveal unique information regard-

ing individual users and their preferences and define paradigms for social research analysis

which result in many useful applications e.g. business and marketing, healthcare, educa-

tion, social and community engagement application and life stories. Meanwhile, mining

and analyzing such contents could help identifying one’s life significant times and events

such as Facebook Look Back and Google Awesome generates short video clips for users

to summarize and visualize their time-lines. Furthermore, detecting such moments could

be used for recommendation systems to suggest new items based on the new status of the

user. To this end, events and detection of them got a lot of attention from social networks.

Shared information by social media users could be used for different purposes. One

of the popular research subject regarding social media analysis is event detection. Event

detection is related with finding special events and incidents from streams of social media

updates. There is a growing body of literature that recognizes the importance of identifying

such events based on the social media [117–119]. In human life, there are two categories of

events: 1) personal life events 2) non-personal events. Personal life events are the incidents

such as birthdays, work and education changes, relationships and etc. which are directly

related to the life of the users. As talking and sharing about personal life events is a

frequent activity in social media, major social networks even provide specific attributes

in users’ profile for this sort of activity such as the snapshot of Figure 7.1 showing the

mentioned attributes in Facebook. On the other hand, non-personal ones are those on a

large and global scale which have international significance and take place in society e.g.

earthquake, traffic, attack and etc. Apart from the clearly mentioned events by users in

their profile, there are also bunch of events that is expressed in different type of activities

which identifying those events can be very interesting challenge. In this domain, most of

the researchers paid attention to non-personal events detection. Therefore, there are a few

studies focused on personal life events. For instance B. Di Eugenio et al. in [120] tried

to identify two personal life events from Tweeter text stream. In addition, most of the

previous studies used only the text mining techniques to find the events. According to this,

S. Choudhury et al. verified the text flew of users in order to find the personal events [121],

J. Li et al. did similar process in Tweeter [122] and P. Cavalin et al. analyzed the Tweeter

stream to explore the personal events [123]. Their methods can find events if the users post

a text related to her new life incident. Nevertheless, they still have lack in detecting the

events which are not mentioned explicitly in the user’s profile.

This chapter proposes a new hybrid framework to detect a majority of the possible per-

sonal life events based on available social information. In order to enhance prior detection

methods, not only the text streams but also profile attributes and activities are considered.

To this end, we proposed a method consisting of three layers, Input, Data processing and
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Figure 7.1 – A snapshot of available profile attributes for life events in Facebook.

Visualization (output) layers as shown briefly in Figure 7.2. The first layer, i.e. input,

is connected to users’ source of data which includes the profile and activity information.

The framework first gather activities (text and image posts), reactions (comments, likes,

share) as well as the profile attributes (e.g. age, gender, friend list, city and job etc.). Then

different modules inside the data processing layer will identify the events (see section 7.3).

At the end, the detected events will be presented in the last layer of the framework and will

be stored as well in the corresponding elements to be used in the event prediction phase.

Figure 7.2 – The overall framework of Event detection method including modules

It is worth nothing that ML methods is well-known to produce solutions to deal with

ambiguous and noisy texts. However, text mining and ML classifier is used to find the

events by text stream extracted from the user. Moreover, image processing is used to find

events from the images the user posts. In addition, profiling will find events from the user
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profile attributes. This can be done by analyzing the recent added friends to the user’s

friend list and verifying these friends similarities. This section discusses event detection and

the previous approaches used to detect them from social media streams. The organization

of this chapter proceeds as follows: Section 7.2 summarizes the current methods used for

event detection. The proposed hybrid methodology is presented in section 7.3. Section 7.4

discuss about challenges of predicting events. Section 7.5 consludes this study and finally

section 7.6 present some ideas as future directions of this chapter.

7.2 Background and State-of-the-Art

This section attempts to provides a comprehensive report of the current methods for event

detection based on the different techniques including text mining, image processing and

other available methods. To start, table 7.1 provides a comprehensive summary of the

relevant techniques on event detection from the literature. Next we present details about

the main mentioned items in the table.

7.2.1 Text mining studies

The main and popular method of event detection is in text mining domain where there are

several approaches to analyze the text to identify an event. As the most important ones

we can indicate LDA (Latent Dirichlet allocation), TDT (Topic Detection and Tracking)

and NER (Named-Entity Recognition). LDA [124] is a generative topic model that finds

the similarity of data by sets of observations. It assumes that each document is a mixture

of topics and each word could be assigned to one of the document’s topics. According

to [125], LDA models can detect the topic of happened stories. However, their performance

will decrease when the task is identifying in noisy events data.

NER is an information extraction method which classify the texts elements into the

pre-defined categories such as the names of persons, organizations, locations and etc. The

task consists of two main parts i.e. breaking the text to names and classifying them to the

defined groups.

TDT [126] is an automatic technique which discover the topical structure of streaming

text by breaking down it to smaller pieces. The event detection is a sub-task of TDT [126].

7.2.2 Image processing studies

Image processing methods can be used to recognize the image objects and relate them

to events. Image mining uses three distinguishable types of feature vectors for images

description in order to reach high accuracy. These feature vectors are Histogram of Ori-

ented Gradients (HOG) descriptors for object detection, Grey-Level Co-occurrence Matrix
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Table 7.1 – Summery of the current techniques on Event Detection methods
Methods and techniques References Event category Details

J. Li et al
(2014) [122]

Personal events (job,
wedding, birthday, etc.)

Their method used LDA-Clustering and Human-identification. They
first filter the noisy tweets and then cluster them based on LDA.

LDA
Z. Tan et al
(2014) [127]

Non-personal event
(global, local)

They designed a multilayer LDA to cluster the events. The definition
of global and local events is described by means of topic community
matrix. Meanwhile, the interests of different communities were obtained
by a multilayer event detection method. Then the events categories were
formulated and in the last step they presented the identified events.

K. Sathiya-
murthy
et al
(2014) [128]

Non-personal events

They used an unsupervised learning, LDA clustering and summariza-
tion. Their method has two parts: detection and summarization. First
they used clustering to detect the events then summarized the data that
describe the event properly.

Text Mining NER
P. Khare
et al
(2014) [129]

Non-personal events
(breaking news)

In their method they first gathered the text data from tweeter. Then
using NER they have clustered them to detect the events.

TDT
CC. Aggar-
wal et al
(2012) [130]

Non-personal event
(global)

Their method clusters and detects the events in social streams. In order
to have a high accuracy in event detection text mining task, they used
supervised, unsupervised and clustering techniques.

Bngram
S. Choud-
hury et al
(2014) [121]

Personal events (Mar-
riage, graduation, new
job, new born, surgery)

Their model is based on Unigram method. They compared four models
(four modified Unigram) and they have shown that a hybrid model based
on Unigram outperformed among others.

Hybrid
B. Di Eu-
genio et al
(2013) [120]

Personal events (mar-
riage, birth of a child,
graduation, losing or
getting a job)

They used and compared different text mining methods to detect and
classify the events (Unigram, Naive Bayes, Decision table, SVM, CNB
(Complement Naive Bayes)). At the end they have shown that the
hybrid method using SVM and CNB has the best performance in their
application.

HOG, GLCM
S M. Alqh-
tani et al
(2015) [131]

Non-personal event

In order to improve the mining performance of their method they used
fusing, visual and textual information. For the text mining part they
used TF-IDF and for the image processing the HOG and GLCM is used.
At the end they used SVM for classifying the detected events.

Image processing Meta Data

M. Za-
harieva
et al
(2013) [132]

Non-personal event
The only data that is used in their method is the meta data of images.
Later, this data were verified by text filtering and clustering methods
for the task.

G. Petkos
et al
(2014) [133]

Non-personal events
(e.g. concert, sport,
celebration, protests)

They used supervised clustering technique to retrieve events from meta
data of images. Their method first cluster the social media data and then
recover those events that meet some criteria (location, type, entities).

Wavelet signals
J. Weng
et al
(2011) [134]

Non-personal event
(protest)

For each word a signal is created using wavelet analysis and frequency
of the words. Then, they filtered away the obvious used words and as
the final task they clustered the remaining words to form events with
the modularity based graph partitioning procedure.

Segmentation
Q. Zhao
et al
(2007) [135]

Non-personal events
(any communicating
topic between actors
group)

They exploited clustering and temporal segmentation method. First the
words are compared with a database. Then similarity is calculated to
specify the class of new text.

Q. Zhao
et al
(2007) [136]

Non-personal events
(e.g. hurricane)

The events are detected by combining text based clustering. The tem-
poral segmentation and information flow based graph cuts is used for
detection task.

Graph
H. Sayyadi
et al (2009)
[137]

Non-personal events
(e.g. news, election,
movies)

First a key graph and community detection is used to extract event
keywords and then they clustered them.

Hierarchical
G. Ifrim
et al
(2014) [138]

Non-personal events
(e.g. news, election,
movies)

Their method filters the links and unrelated words form the text to
remove the noisy tweets and then hierarchical clustering is used to cluster
the remaining tweets to the relevant events.

Other Similarity
H. Becker
et al
(2010) [139]

Non-personal event
(e.g. festival, concert,
street art)

They proposed a method based on clustering and similarity metric learn-
ing approaches for identifying the events in social media document.

H. Becker
et al
(2009) [140]

Non-personal event
(concert, party)

They used weighted cluster ensemble algorithm in which applies the
multiple features (title, description, tags, location and time). In general,
they used clustering technique which has validated weights.

R. Li et al
(2012) [141]

Non-personal event
(e.g. crimes, earth-
quake, accident)

They developed an efficient CDE (crime and disaster related events)
focused crawler, and explored valuable features from Twitter to classify
and rate tweets.

T. sakaki
et al
(2010) [142]

Non-personal real time
Events (earthquake)

The semantic analysis is used to increase the filtering accuracy. Also
Kalman and particle filtering is employed to estimate the locations of
events.

Other clustering
P. Cavalin
et al (2014)
[123]

Personal events (Mar-
riage, graduation,
travel, birthday, birth,
death)

They first applied a method with two layers of filtering to find the related
words. Then they used ML classification for detection.

M. Walther
et al (2013)
[143]

Non-personal events
(house fires, on-going
baseball games, bomb
threats, traffic jams,
broadway premiers,
conferences in an area)

They employed ML clustering and Baysian model to identify geo-spatial
and real world events from tweets. They explored the clusters of tweets
that are temporally and spatially close to each other to attain if it can
describe a real world event.

L. Jalali
et al
(2014) [144]

Personal events (e.g.
dinning, shopping,
meeting)

Their method has three parts: observation, event stream and situation.
First a simple analysis performed on data stream and then they classified
the analyzed data using Naive Bayes and random forest classifier.
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(GLCM) for texture description, and color histogram [145, 146]. HOG is an object detec-

tion method base on the occurrences of gradient orientation of the images. GLCM is based

on image distribution and is used to measure the texture of surfaces. Color histogram is

defined as the representation of distribution of colors of an image. In addition, the data

models such as support vector machine (SVM) could be used. SVM is a prominent clas-

sification method which analyzes input data and finally recognize patterns that are used

in classification. Other aspect is analyzing the text and tags of the images (not the image

itself). A SVM model is the representation of the example elements as points in a defined

space layout that is mapped so that the examples of the separate categories are actually

divided by a distinctive gap which is wide enough.

7.3 Proposed Methodology to Identify the Events

Personal life events are categorized based on users life incidents ranging from desirable to

undesirable events, such as births or promotions and deaths or accidents. Based on our

studies from Facebook, Google+, Twitter, and Stanford studies, personal events is mostly

categorized to five different groups i.e.: work (job, school and university), family (engage-

ment, having child and divorce), home (changing city), health (disease and wellness issues)

and travel (as shown in Figure 7.1). Specific features should be considered to analyze the

users in a social media. These features can be classified into two categories: 1) activity 2)

profile attributes. Activity features are based on user’s activity (posting text, image, fol-

lowing, share, or react to a post, etc.) while profile attributes includes general information

on subscribers’ profile (city, job, friend list, interests list, etc.). In our proposed method

we use both activity and profile attributes to find the events. Moreover, for detection it is

needed to consider a specific period of time such as day, week, month or etc. Using above

features we will detect the users events in the chosen period. Users events can be revealed

in three type of users behavior as follow:

i) changing their profile attributes e.g. hometown when they change the city

ii) posting e.g. text or image about new incident

iii) a group of new behavioral changes, e.g. adding group of new friends with similar profile

characteristic (from a specific city or job).

According to this, we consider three phases in data processing layer. In this section,

we explain each module in the proposed method in detail. Figure 7.3 illustrates our overall

platform to find personal events.
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Figure 7.3 – The block diagram of the event detection framework including the three layers
and different modules.

7.3.1 Input layer

Data sources: This layer includes different sources of data, e.g. social media, which the

information of targeted users will be gathered for the data collection module. Also, data

pre-processing such as filtering unrelated information will be done here. Overall, in this

module the text, images and the log of each user will be prepared from the social media.

M1. Data collection: This module is connected to the source of information and extract

the profile and activity data of users.

7.3.2 Data processing layer

All the existing events will be detected in three different phases namely principal events

verification, activity verification and symptoms analysis.

M2. Principal events verification: As the first step in the methodology, In this module

the framework verifies whether the main events (work, family, home, health and travel)

are changed or filled in profile of the user. If so, obviously that event has occurred. After

confirming the principal events, we verify the activity of the user.

M3. Users’ post verification: For each new published posts of the user (text and image)

the mentioned methods in section 7.2 are used. Then we verify the posts of the user to

detect them. For text and image posts of her, common methods mentioned in 7.2 are used.

Moreover, the tag of the images (meta data) is analyzed to get better accuracy.

M4. Symptoms analysis: The aim of this module is to find those events which are not

explicitly mentioned in the profile of users. To this end we use three features namely friend
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list, interests and activity rate (number of posts, shares and reactions) in the given time

period as indirect indicators of an occurred event. We first analyze above features to find

out if an event took place and then try to identify its category by similarity detection. We

say an event took place if number of added friends is more than average rate of adding

friends (Ti in algorithm 3) and if the rate of adding interests is more than usual (Ti1 in

algorithm 4) for a user. The other possibility is when user’s actual activity rate is more

than her average rate. In order to find the event occurrence, for each feature we compare

user’s previous average rate of changes from user history (Fig. 7.3, module 6) with current

status and if the difference is more than a threshold we assume it as an event. These

activities are meaningful, means that something happened to the user life. In order to

detect such activities, one can analyze the previous activity time series from user history

and then compare it with current status. If a user’s average adding friend rate in a period

is X and now she has added more than X friends on that period it could be meaningful.

Then we do the similarity detection in which we are looking for the common attributes

among the features that recently has been changed. In case of friend list, we seek the

similarity between new added friends and in case of interests we explore the similarity

among members of added group or page. Apart from these two features, it is almost

impossible to find event yet we can find the occurrence of it from activity if user actual

activity rate is more than her average one (Ti2 in algorithm 4). The identified similarity

(working in same company, living in same city and etc.) will be labeled as the detected

event for that user. We try to cover all the possible situations to extract the event category.

For instance, consider user A adds X = 3 friends in a week (assume her average rate of

adding friend is 2), which are working in a same company. First we conclude that an event

has been occurred (X>2) and eventually by analyzing the similarity of new added friends

we conclude that she changed her job. Furthermore, there is a possible situation that user A

may adds new friends from a meeting whom works on a same place. Considering available

information it is tremendously hard to distinguish this situation with changing job event.

However, using time series of user profile, if the user keep adding new activities related to

new added friends common feature, we can conclude job change, else just a meeting.

Another example is when user B adds interests about a city in her profile in which

the number of added interests are more than her average rate of adding interests. We can

conclude that she may travel there, or she changed her home. However, the similarity

between changing home and travel are tremendous, because in both situations, the user

may adds some photos of a city, or add new friends from that city. In order to distinguish

these two events the time series in user history records is used. In other words, if user keep

adding new friends or photos from a new city we can infer she changed her city, else she

just traveled there. Algorithms 3 and 4 demonstrate the overall process for the symptoms
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Algorithm 3 Friend list analysis in symptoms module

1: for each user i [Ui] do
2: Ti = Avg #(added friends) in period for Ui
3: for each period j [Pj ] do
4: if #(added friends) by Ui in Pj > Ti
5: if exists similarity between new friends of Ui
6: an event has occurred [Ei]
7: assign Ei for Ui in the data base
8: end for
9: end for

event detection.

In algorithm 3 we detect the event from the friend list changes. First, using database in

the history (Fig. 7.3 Update Historical Users Database) for each user we define a threshold

based on average number of added friends in period in line 2. Note that period is week,

month, year or etc. Then in line 4 we compare it with current number of added friends

and if it satisfied the condition we will explore the similarity between new friends. If the

similarity is found, we assign the found similarity as the occurred event Ei for user Ui and

save it in data base in line 7.

In other algorithm we want to identify the event from interest and activity rate. Based

on Facebook, Twitter and Google+, the interests are: Video, Places, Sports, Music, Movies,

Shows, Books, Applications, Likes, Notes and Groups. A user may follow (like) them, or

get a membership on each of them. In lines 2 and 3 we define threshold based on the rate

of adding interests and activities for each user. If the number of added interests is more

than average rate we seek the possible similarity among members of added interest(s) in

line 6. If so, in line 8 we assign found event Ei in data base for the current user Ui. Then

we verify her activity rate in lines 9 to 10. If the current activity rate is more than average

rate, we conclude an event occurrence.

Update historical users databases: The history data base records every change and the

order of them for each user. Given a user and period, the data base has her number

of added friends, number of activities and happened event(s). As mentioned above, this

history records is used in symptom analysis. Also, for each user all activities (adding friends,

text and image posts and interests) before occurrence of an event is stored to predict the

coming events (see section 7.4).

M5. Prediction Module: This module aims to predict future events which is discussed

in section 7.4.
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7.3.3 Visualization layer

Detected events: Whether the event(s) is found or not, the process of detecting events will

be ended in this section. No events or the aggregated detected events of modules 2, 3 and

4 will be outputted as the system’s outcome.

Predicted events: The last section will present the predicted events for each user.

Algorithm 4 Interests and activities analysis in symptoms module

1: for each user i [Ui] do
2: Ti1 = Avg(rate of interests) added in period for Ui
3: Ti2 = Avg(rate of activities) added in period for Ui
4: for each period j [Pj ] do
5: if #interests added by Ui in Pj > Ti1
6: if exist similarity between new interests
7: an event has occurred [Ei]
8: assign Ei for Ui in the data base
9: if #activities added in Pj > Ti2

10: an event has occurred
11: end for
12: end for
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7.4 Prediction Method of Events

The events with different probabilities are predicted unfavorably [147]. Generally, the

studies on prediction in social network are about marketing, movie box-office, information

dissemination, elections, macroeconomic, and miscellanea [148].

Lincoln is one of the laboratories working on the prediction of users and groups lives.

Accordingly, their researchers discovered the pattern of individual life in social network

using reality mining data-set analysis [149]. Based on [148] the major metrics in social media

used for prediction are: Message characteristics (Sentiment metrics, Time series metrics)

and social network characteristics (Terminology, Degree, Density, Centrality, Structural

hole).

Table 7.2 – corresponding features to the events

Event Features

Work

• New added friends which work on a same job

• Adding interests about a job or company

• Text or image posts related to it

Family
• Text or image posts related to family (love, baby, etc)

• Adding new interests about this topic

Home

• New added friends who live in a same city

• Adding interests about a city and it’s places

• Pictures from a same region

• Text post about the city

Health
• This is not an easy task to predict health related

events, but reaction of friends and asking about the
person in their comments can be used as a hint.

Travel
• Text or image posts related to travel

• Adding interests about a city or specific monument

The aim of this section is to propose a simple method to predict the coming activities

and events of users based on historical activities and detected events of them. In previous

section, we have presented a framework to identify events based on users social information.

The outcome of the framework which are detected events and their corresponding features,
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are stored in the framework database (Fig. 7.3, Update Historical Users Database). Based

on the identified features for each detected event from previous historical activities of users,

the prediction module aims to predict their future events by comparing ongoing behavioral

pattern of users with their historical records. In general, the occurrence of events has a

process consisting of user’s activities. We stored them in the history database for each

users during occurrence of events. By considering the prior activities of users before the

occurrence of an event, we learn the process of an event occurrence and its behavioral

pattern. In this way, if a user follows a similar pattern, the method will be able to predict

her possible coming events. To this end, we match the current activities with the process of

each event. For example, by analyzing the database information for different type of events,

we get know the possible process for changing work which is adding new friends who works

on a same job or adding new interests about that job. If a user follow this pattern, we can

guess that she is going to change her job in near future consequently. Table 7.2 presents

the features of possible process for each event that can lead us to predict the events.

Despite the similarity between travel and home (changing city) features, its a challenge

to distinguish these two events from each other. However, there are some differences which

can help to separate them. The one who is going to a trip will look for a hotel or a place

for a short time. While most of people who change their city, have a job or looked for a

job there.

7.5 Conclusion

Social media provides a golden opportunity for people to express themselves in their ev-

eryday life by posting about their feelings and their previous and future life events (e.g.

changing a city, job, etc.) as well as non personal events that they care or affect them.

In this era, users have the possibility to post their life events by means of text, image or

video on different networks such as Facebook, Google+ and Tweeter. There has been an

increasing amount of literature which aim to detect events from available users data. In

this chapter, we proposed a hybrid framework for personal life event detection. Based on

our knowledge, there are just few previous works targeting this goal, without providing a

comprehensive approach that covers different types of activities due to the fact that most of

these events are not defined in known categories. Furthermore, the existing detection meth-

ods mainly focused on text mining. Our proposed framework is a hybrid solution consisting

of principal events, user post verification and a novel symptoms analysis. In these different

steps, we manipulated text mining, image processing, activity and profiling methods to

find and cover all possible events including events which are not explicitly mentioned by

users but can be discovered from a set of evidences from the profile of users. Based on the
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proposed detection framework and historical identified events, we also proposed a method

to predict the potential coming events of users by comparing ongoing behavioral pattern

of a user with historical records for different already identified events.

7.6 Potential future work directions

This study proposed a general hybrid framework on event detection and prediction and

highlighted the key available methods in this topic of research. As the next step in follow

up to this study, several ideas of research can be taken into account as follows:

Implementation and evaluation: In this chapter we introduced a comprehensive

framework for detecting the events. Our method added the symptoms analysis in order to

improve the accuracy of detection by identifying the events which are mentioned in users

profile. According to this, one of the potential future work is evaluating this framework

and produce the results accordingly.

Image object recognition: So far the tags and information (temporal, geographical

and etc.) stuck to the images are used for event detection but not the actual image. It

is a challenge yet actual images can be used for event detection e.g. discovering health

event by analyzing an image post showing a bandaged hand. An object detection method

is proposed by Felzenszwalb et al. [150] based on the mixtures of multi-scale models using

Latent SVM [150]. Furthermore, Tankoyeu et al. [151] used standard clustering and ML

techniques to classify the images posted by users. Hence, another future work direction is

using image processing and object detection to identify events from image posts.

Anomaly/fraud detection: Since the users create massive amount of data in social

medias, processing them is challenging. Therefore, one approach is improve the data pro-

cessing by reducing the amount of data that should be analyzed with omitting the irrelevant

text posts. Akuglu et al. [152] proposed an effective framework for discovering fraudsters

and fake reviews in online review data sets which can be used to elide the fake text posts.

Text sentiment extraction: Sentiment analysis can improve text mining and con-

sequently event detection task yet researchers pay much attention to other aspects such

as event terms, textual features, temporal and person reference terms. One approach is

amending the text mining by using sentiment analysis to distinguish the false negative sen-

tences e.g. I want hamburger so bad. Unigram is one of the models related to this approach

which can significantly detect such sentences.

Detecting the branches of main events: In addition to the main events, there

are secondary events which are specific event inside the mentioned categories of event.

These events are branches of the main ones such as broken bone event as a subset of health

(based on Facebook event classification shown in figure 7.1). As long as current studies paid
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attention to main events, an interesting direction for future work is finding the secondary

ones.
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