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Résumé

Cette thèse est articulée autour de deux thématiques : la première (chapitres 1
à 3) est l’étude des exposants de Lyapunov associés à un fibré plat sur une courbe
complexe, et en particulier leur application dans les modèles de wind-tree ainsi
que leur lien avec les variations de structures de Hodge quand les fibrés en sont
munis. La deuxième (chapitres 4 à 5) traite des surfaces de dilatations, de leurs
symétries et de leur dynamique. Dans le chapitre 1, un résultat reliant taux de
diffusion d’un modèle de wind-tree à un exposant de Lyapunov d’un espace affine
invariant d’une strate de différentielles quadratique est présenté. Ce théorème
permet de calculer numériquement ces taux de diffusion pour un grande famille
de modèles et d’observer l’influence des la forme des obstacles sur la vitesse du
flot. Le chapitre 2 apporte une preuve d’une conjecture sur le comportement des
exposants dans des strates à genre fixé avec un grand nombre de pôles dans le
cas ou le nombre de zéros est borné. Ce résultat appuie une intuition que le taux
de diffusion pour un wind-tree périodique avec un grand nombre d’angles est
petit. Enfin dans le chapitre 3 nous considérons des exposants de Lyapunov plus
généraux, associés à un fibré plat muni d’une variation de structure de Hodge sur la
sphère privée de trois points. Cet exemple venu des équations hypergéométriques
mime la structure de fibrés de Hodge sur des espaces de modules paramétrés
par la sphère. Nous cherchons à comprendre la relation des exposants avec des
grandeurs algébriques, en particulier avec les degrés paraboliques des sous fibrés
holomorphes. Dans le chapitre 4 nous considérons les groupes de Veech de surfaces
de dilatation et proposons une classification topologique complète de ceux-ci. Ce
chapitre est aussi l’occasion de décrire notre intuition de cet objet et de proposer
une conjecture sur l’existence de cylindres dans ces surfaces. Dans le chapitre 5
nous décrivons complètement la dynamique d’un exemple de surface de dilatation
de genre 2 dans toutes les directions. Nous montrons l’existence et la généricité de
directions correspondantes à des cylindres ainsi que l’existence d’une infinité de
direction dans lesquels le flot géodésique s’accumule sur des espaces de Cantor.
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Lyapunov exponents and variations of Hodge

structures

Abstract

This thesis is organized around two main themes : on one hand (chapter 1 to

3) we study the Lyapunov exponents associated to a flat bundle on a complex

curve, their application to wind-tree models and links with variation of Hodge

structures on the bundle endowed with them. On the other hand (chapter 4 and

5) we introduce dilatation surfaces, and study their symmetries and dynamics.

In chapter 1, a result binds diffusion rates of wind-tree models and a Lyapunov

exponent of some affine invariant spaces in strata of quadratic differentials. This

theorem enables us to compute numerically these diffusion rates for a large familly

of models and hence to observe the influence of the shape of the obstacles on the

speed of the flow. Chapter 2 is devoted to the proof of a conjecture on Lyapu-

nov exponents behaviour for strata of a given genus and large number of poles

when the number of zeros is bounded. It confirms an intuition explained in the

previous chapter that diffusion rate on periodic wind-tree models with obstacles

with a large number of angles is close to zero. At last, in chapter 3, we consider

Lyapunov exponents in the more general setting of flat bundles endowed with a

variation of Hodge structure on the sphere minus three points. This example co-

ming from hypergeometric equations mimics the structure of a Hodge bundle on

a moduli space parametrized by the sphere. We investigate the relation between

these exponents and algebraic numbers like parabolic degrees of holomorphic sub-

bundles. In chapter 4 we consider Veech groups of dilatation surfaces and give a

complete topological classification of them. We also convey our intuition of this

object and claim a conjecture on the existence of cylinders on each surface. In

chapter 5 we describe the dynamics of a genus 2 example in every directions. We

show the existence and genericity of directions corresponding to cylinders and we

describe an infinite set of directions for which the geodesic flow accumulates on a

Cantor set.
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Introduction

Introduction générale

Dans ce travail de thèse nous étudions différentes propriétés et applications

des exposants de Lyapunov sur un fibré plat muni d’une variation de structures

de Hodge.

Le premier aspect abordé traite des exposants de Lyapunov associés à une

surface de translation. Cette étude est motivée par le calcul du taux de diffusion

de modèles de windtree et nous amène à une conjecture de Grivaux-Hubert à

laquelle une preuve partielle est apportée.

Dans un deuxième temps, nous étudierons des exposants de Lyapunov associés

à des fibrés plats plus généraux induits par des équations hypergéométriques ;

nous calculerons le degré parabolique des drapeaux de leur filtration de Hodge et

observerons les relations entre ces différents objets.

En collaboration avec A. Boulanger, E. Duryev et S. Ghazouani nous présen-

terons enfin différentes propriétés de la classe des surfaces de dilatation qui est

une structure généralisant les surfaces de translation et ayant des propriétés dy-

namiques nouvelles. Nous classifions leurs groupes de Veech, l’obstruction à une

représentation polygonale, et discutons les différents comportements dynamiques

du flot linéaire sur une de ces surfaces.

Exposants de Lyapunov et taux de diffusions

Surfaces de translation

Une surface de translation est une surface fermée épointée dont les change-

ments de cartes sont des translations. Le flot linéaire dans une direction θ est alors

9
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défini dans chaque carte sur ces surfaces comme la géodésique pour la métrique

euclidienne parcourue à vitesse 1 dans la direction θ.

De manière équivalente, on peut choisir P1, . . . Pn des polygones dans le plan

qui ne s’autointersectent pas puis recoller leurs cotés deux à deux par translation,

avec la règle que deux cotés recollés doivent être de part et d’autre de l’intérieur

du polygone correspondant.

Figure 1 – Un élément de H(2)

Lorsqu’on tourne autour d’un des sommets des polygones après identification,

on observe que le secteur angulaire est de la forme 2(di + 1)π. On note alors

H(d1, . . . , dk)

l’ensemble des surfaces de translation avec de tels angles.

Il est possible de relâcher la condition sur la position des cotés recollés par

rapport à l’intérieur du polygone en recollant les coté égaux et du même coté

du polygone par rotation d’angle π puis translation. On dit que ces surfaces ont

une structure de demi-translation. Les angles des points singulier sont alors de la

forme (mi + 2)π et on note l’ensemble des surfaces ayant ces angles,

Q(m1, . . . ,mk)

On appelle ces espaces les strates de l’ensemble des surfaces de (demi-)translation.
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Figure 2 – Un élément de Q(−1,−1,−1,−1)

On définit une action des matrices de GL(2,R) sur ces surfaces en faisant

agir la matrice sur chaque coté des polygones comme sur des vecteurs de R2, et

en conservant la combinatoire de recollement. Une famille primordiale est formée

pour t ∈ R par

gt =

(
et 0

0 e−t

)

L’action de cette famille à 1-paramètre sur une surface de translation est appelée

son flot de Teichmüller. La magie de ce flot est qu’il renormalise le flot linéaire

sur la surface. En effet, si l’on considère le flot dans la direction verticale, l’action

de gt va contracter sa longueur. On peut donc se ramener à un flot de longueur 1

sur une surface déformée par cette action.

Figure 3 – Renormalisation par g3/2

Les travaux de Masur et Veech publiés indépendamment en 1982 relient la

dynamique du flot de translation sur ces surfaces avec la dynamique d’un flot de

renormalisation dans leurs espaces de modules. Ces idées permettent une com-

préhension nouvelle de la dynamique sur ces surfaces et débouchent sur un des

résultats fondateur du domaine,

Theorem 1 (Kerchoff, Masur, Smilie) Le flot linéaire sur un surface de trans-
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lation est uniquement ergodique dans presque toute direction.

D’après ce théorème on peut définir de manière générique sur une surface de

translation le premier retour sur un intervalle transverse au flot linéaire. Cette bi-

jection de l’intervalle est une translation par morceau, on dit que c’est un échange

d’intervalles.

Exposants de Lyapunov

Il est courant d’associer à un système dynamique des nombres réels qui me-

surent sa stabilité : ses exposants de Lyapunov. Ils caractérisent la vitesse de

séparation de deux orbites infinitésimalement proches. Dans le cas de la dyna-

mique holomorphe, on considère classiquement la limite

lim
n→∞ |(fn)′(z)|1/n

qui par le théorème de Birkhoff est la même en presque tout points par rapport

à une mesure ergodique. Pour les échanges d’intervalles cette dérivée est nulle, la

définition est donc vide dans ce cas. L’idée de A. Zorich à la fin des années 90

est de considérer, à la place de la différentielle de l’application, un cocycle induit

par un processus de renormalisation : l’induction de Rauzy-Veech. Ces exposants

mesurent alors la déviation des sommes de Birkhoff mais aussi le nombre d’inter-

section asymptotique du flot linéaire avec une classe d’homologie.

Ce cocycle est ensuite interprété par M. Kontsevich comme le transport pa-

rallèle des classes d’homologies le long du flot de Teichmüller et est désormais

communément désigné par cocycle de Kontsevich-Zorich.

Modèle du windtree

Récemment, V. Delecroix, P. Hubert et S. Lelièvre ont présenté une jolie inter-

prétation de ces exposants sur un modèles de windtree. Un windtree est une table

de billard infinie sur laquelle on place des obstacles. Dans le cas de ces auteurs, on

place périodiquement un rectangle, dont un des cotés est horizontal, sur chaque

point à coordonnée entière du plan. Sur un tel billard, considérons le déplacement
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rectiligne à vitesse unitaire d’une particule partant d’un point p dans une direc-

tion θ et qui rebondit de manière élastique sur les obstacles ; on le note φθ
t (p).

Nous attachons à calculer le taux de diffusion de ce déplacement, autrement dit

la vitesse à laquelle la particule s’éloigne de son point de départ ; formellement,

lim sup
t→∞

log ||φθ
t (p)||

log t

Theorem 2 (Delecroix, Hubert, Lelièvre) Le taux de diffusion pour les wind-

trees périodiques précédents, dans presque toute direction θ et pour les points p qui

ne rencontrent pas les coins des obstacles, est égal à 2/3.

Ce taux de diffusion est calculé en démontrant qu’il est égale à l’exposant de

Lyapunov principale (i.e. le plus grand) d’un sous espace d’homologie invariant

pour le cocycle de Kontsevich-Zorich.

Dans le premier chapitre de cette thèse, nous introduisons une méthode géné-

rale pour associer à un windtree l’exposant de Lyapunov principal d’un sous-espace

de l’homologie irréductible pour le cocycle de Kontsevich-Zorich. En particulier,

cette méthode nous permet d’obtenir le taux de diffusion d’une grande famille

de windtree. Soient Q1, . . . , Qm plusieurs polygones dont les angles sont π/2 ou

3π/2 ; on place ces obstacles dans un carré sans les superposer, puis on répète le

motif Z2-périodiquement. Si on note p le nombre total d’angles 3π/2 pour tous

les polygones,

Figure 4 – Un exemple d’un tel windtree avec m = 5

Theorem 3 Le taux de diffusion pour ce windtree est égale à l’exposant de Lya-

punov principale de Q(14m+p,−1p)
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Ceci rentre en résonance avec une conjecture plus générale de J. Grivaux et

P. Hubert qui affirme que les exposants de Lyapunov de surfaces de translation à

genre fixé dont on augmente le nombre de points d’angles égaux à π tendent vers 0.

Si l’on considère une surface de demi-translation, comme nous l’avons vu ses ex-

posants de Lyapunov mesurent la croissance du nombre d’intersection de son flot

linéaire avec les différentes classes d’homologie de la surface. Or intuitivement,

lorsque le flot de translation passe à coté d’un point d’angle π, il revient en ar-

rière. Les points d’angle π ralentissent le flot linéaire du point de vu du nombre

d’intersection. D’où la conjecture de Grivaux-Hubert que ces exposants tendent

vers zéro lorsque le nombre de tels points tend vers l’infini pour une surface to-

pologique donnée.

Figure 6 – Ralentissement du flot linéaire près d’un angle π

La preuve de cette conjecture dans le cas où un des angles tend vers l’infini

est l’objet du deuxième chapitre de cette thèse,

Theorem 4 Les exposants de Lyapunov des espaces Q(m1, . . . ,mk) pour un genre

fixé, tendent vers 0, quand m1 → ∞.

Exposants de Lyapunov d’équations hypergéométriques

Les exposants de Lyapunov sur une surface de translation correspondent à

ceux induit par le transport parallèle de classes de cohomologie le long du flot de

Teichmüller. Ce transport est donné par une connection sur le fibré formé par les

groupes de cohomologie au dessus de chaque surface dans l’espace de Teichmül-
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ler : c’est le fibré de Hodge. À partir de cette interprétation, il est possible de lier

la somme des exposants positifs d’une surface de translation avec une grandeur

géométrique d’une sous-variété de la strate correspondante. En premier lieu, M.

Kontsevich a montré que pour une surface dont l’orbite par l’action de tout le

groupe GL(2,R) est fermé dans la strate, la somme des exposants de Lyapunov

est exactement le degré d’un fibré vectoriel holomorphe sur cette orbite.

C’est une propriété tout a fait extraordinaire, car comme nous l’avons noté pré-

cédemment les exposants de Lyapunov sont des grandeurs dynamiques et, pris un

à un, nous ne connaissons en général aucune structure algébrique sur ceux-ci. Un

aspect remarquable de l’argument de M. Kontsevich pour démontrer cela est qu’il

s’applique dans un cadre bien plus générale que celui d’une surface de translation.

En effet, l’objet clef de cette propriété est la variation de structure de Hodge

qui est une filtration (augmentée de quelques propriétés de compatibilité avec la

connection) du fibré de Hodge en drapeaux holomorphes. Dans le cas des groupes

de cohomologie d’une surfaces complexe donnée, ces drapeaux correspondent à la

décomposition de Hodge (i.e. au sous-fibré holomorphe engendré par les 1-formes

holomorphes sur la surface). Pour tout fibré plat sur une surface munie d’une

métrique hyperbolique, on peut introduire une notion d’exposants de Lyapunov.

Ainsi dans le cas ou le fibré est muni d’une variation de structure de Hodge de

largeur 1 (avec un seul sous-fibré holomorphe) le résultat de M. Kontsevich s’ap-

plique.

La question s’impose alors de savoir si l’on a encore une telle relation dans les cas

de variations de structure de Hodge de plus grandes largeurs.

Un article de A. Eskin, M. Kontsevich, M. Möller et A. Zorich que nous avons déjà

évoqué montre que la somme partielle des k plus grands exposants de Lyapunov

est minoré par le degré parabolique de tout sous-fibré holomorphe de rang k du

fibré de Hodge. Mais quand y a-t-il égalité ?

L’équation hypergéométrique d’Euler est l’équation différentielle sur le plan
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complexe,

z(z − 1)y′′ + [c− (a+ b+ 1)z]y′ − aby = 0

avec a,b, c des paramètres réels. Les solutions de cette équation forment une nou-

velle classe de fonctions spéciales qui contient la plupart des solutions de système

de physique classiques. Cette équation est une équation différentielle ordinaire

d’ordre 2 à singularités en 0, 1 et ∞, elle définie donc un fibré vectoriel plat de

rang 2 au dessus le P1 − {0, 1,∞}

Nous considérons les équations hypergéométriques définies sur P1 − {0, 1,∞}
qui généralisent celle d’Euler à tout rang. Ces équations nous fournissent une large

famille de fibrés vectoriels plats munis d’une variation de structure de Hodge sur

lesquels tester cette égalité. Dans le troisième chapitre de cette thèse nous calcu-

lerons les degrés de sous-fibré holomorphes de ces fibrés plats, et présenterons des

simulations numériques sur les exposants de Lyapunov associés. Cette approche

dévoile des domaines de paramètres étonnant pour lesquels il y a égalité et amène

de nombreuses questions ouvertes sur leur nature.

Surfaces de dilatation

Une surface de dilatation est une surface fermée épointée dont les changements

de cartes sont des dilatations composées avec des translations.

On donne dès à présent deux exemples de telles surfaces. Le premier est

construit comme quotient de C∗ par l’action par multiplication d’un scalaire réel

strictement positif. Cet espace est un tore muni d’une structure de dilatation na-

turelle, on l’appelle le tore de Hopf.

Le deuxième donné par une représentation polygonale,

L’action de GL(2,R) sur ces surfaces reste bien définie, et nous pouvons consi-

dérer le sous-groupe de GL(2,R) qui laisse invariante la structure de dilatation

de la surface. Par analogie avec le cas des surfaces de translation, nous appelons

ce groupe le groupe de Veech de la surface. Pour une surface de translation, le

groupe de Veech est toujours discret dans SL(2,R), de plus si ce groupe est un
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Figure 7 – Le tore de Hopf.

Figure 8 – Une surface de dilatation de genre 2.

réseau dans SL(2,R) on dit que la surface est surface de Veech. Veech a démon-

tré une propriété extraordinaire de ces surfaces en utilisant des techniques de

renormalisation,

Theorem 5 (Dichotomie de Veech) Le flot linéaire dans une direction θ d’une

surface de Veech satisfait exclusivement l’une de ces deux propriétés,

1. Le flot est totalement périodique.

2. Le flot est minimal.

de plus la propriété de minimalité est générique pour la mesure de Lebesgue.

Ce théorème est a mettre en perspective avec le flot linéaire sur le tore C/Z ⊕ iZ

qui est complètement périodique lorsque θ est rationnel et minimal lorsque θ est

irrationnel.

Nous avons étudié dans le quatrième chapitre de cette thèse en collaboration

avec E. Duryev et S. Ghazouani, la nature des groupes de Veech pour les surfaces

de dilatation.

Theorem 6 Le groupe de Veech d’une surface de dilatation entre dans l’une de

ces trois catégories,



19

(a) Angle rationnel (b) Angle irrationnel

1. GL(2,R) tout entier.

2. Un sous-groupe conjugué à celui des matrices triangulaires supérieures.

3. Un sous-groupe discret.

Observons que l’action de GL(2,R) commute avec la multiplication par un sca-

laire, donc la structure du tore de Hopf introduite ci-dessus est fixée par cette

action. Cet exemple est représentatif des surfaces de type (1). Nous montrons en

effet que les surfaces de dilatation dont le groupe de Veech est GL(2,R) sont des

tores dont la structure de dilatation est induite par l’exponentiation d’une struc-

ture plate.

Les surfaces de type (2) sont construites à partir de bouts de plusieurs surfaces de

type (1) que l’on découpe puis recolle entre elles le long d’une unique direction.

Nous les appelons surfaces de Hopf.

Ces deux premiers cas doivent être considéré comme dégénérés ; les géodésiques

linéaires reliants deux singularités dans ces surfaces sont toutes dans la même

direction pour (2), et dans le cas de (1) n’existent pas. Lorsqu’il existe au moins

deux directions pour de tels géodésiques, le groupe de Veech est discret.

Une notion importante se dégage à présent dans la compréhension de la dy-

namique des surfaces de dilatation,

Definition 1 Un cylindre affine dans une surface de dilatation est un plongement

isométrique maximal d’une section angulaire d’un tore de Hopf.

L’existence d’un cylindre affine est équivalente à celle d’une géodésique linéaire

fermée dans la surface dont le produit de toutes les dilatations lorsqu’on la par-
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cours est différent de 1.

Figure 10 – Deux cylindres

En effet nous montrons que l’existence d’un tel cylindre implique que le groupe

de Veech d’une surface de dilatation de type (3) ne peut être un réseau.

Comme pour les surfaces de translation, on peut regarder le premier retour du

flot linéaire sur un intervalle transverse bien choisi. Cela défini une bijection d’une

intervalles affine par morceaux, on appelle de telles applications des échanges

d’intervalles affines. Des expérimentations numériques sur celles-ci et quelque

résultats partiels (citons par exemple le théorème de généricité topologique de I.

Liousse) nous poussent à poser la conjecture suivante,

Conjecture 1 Toute surface de dilatation, en dehors du cas particulier des sur-

faces de translation, possède un cylindre affine.

Il semblerait en outre que ce soit le comportement générique dans presque toute

direction d’une surface de dilatation. La preuve de cette conjecture est un travail

en cours avec S. Ghazouani.

Pour tester cette conjecture nous avons traité avec A. Boulanger et Selim un

exemple élémentaire de surface de dilatation de genre 2, donné par la représenta-

tion ci-dessous. Avec des techniques d’une part de géométrie hyperbolique et de

renormalisation sur les échanges d’intervalles nous avons décrit le comportement

dynamique de l’ensemble des directions. C’est l’objet du cinquième chapitre de

cette thèse.

Dans un premier temps nous vérifions la conjecture que dans presque toute di-

rection le flot linéaire se retrouve asymptotiquement piégé dans un cylindre affine
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Figure 11 – Surface de dilatation étudiée au chapitre 5

et s’accumule sur une courbe fermée. On dit que le flot dans cette direction est

dynamiquement trivial. Dans les autre directions nous avons trouvé des compor-

tements étonnant ; pour certaines de celle-ci, l’échange d’intervalle affine associé

est attiré par un ensemble de Cantor de mesure nulle.

Theorem 7 Il existe deux Cantor exclus Λ et H dans [0, 2π), tels que,

— Pour une direction dans Λ le flot linéaire uniquement ergodique sur un sous-

ensemble dense et dans son complémentaire, minimal ou périodique.

— Pour une direction dans H le flot s’accumule sur un ensemble de Cantor de

mesure nulle dans un intervalle transverse.

— Pour toute les autres directions, le flot est dynamiquement trivial.

Cette étude nous permet en plus de calculer le groupe de Veech de cette surface.

L’ensemble Λ correspond alors à l’ensemble limite de ce groupe Fuchsien.
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Chapitre 1

Diffusion rate of windtree

models

In this chapter we introduce general methods to compute diffusion rate of

a periodic windtree model as a Lyapunov exponent. We deal with the example

of periodic windtree model with several aligned obstacle in its fundamental do-

main with right angles, and highlight its asymptotic properties with numerical

experiments.
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DIFFUSION RATE OF WINDTREE MODELS

CHARLES FOUGERON

1. Introduction.

The windtree model is a statistical physics example introduce by Paul and
Tatiana Ehrenfest in 1912 [EE90]. In this book they introduce a set of light par-
ticules that move around but do not interact and a set of massive square particules
that do not move but on which the light ones bounce with elastic collision. We
classicaly call the light particules the wind and the static ones the trees. One of
the motivation was to understand the cinetic behaviour of such a system. The
question asked by the Ehrenfest is, for a generic disposition of square trees orien-
tated in the same direction, does the speed of K light particules equidistributes
asymptotically in the 4 possible directions ? A positive answer to this question
is provided by [MST16]. Plenty of questions have been studied on this model,
in particular for the Z2-periodic case: [HW80] proved recurrence and abnormal
diffusion of the billiard flow for special dimensions of the obstacles; [FU14] exhib-
ites some non ergodic cases of this case; and more recently its diffusion rate was
computed in [DHL14].

The argument of [DHL14] relies on a remarkable correspondance between the
diffusion rate of an infinite periodic billiard table and the Lyapunov exponent of an
associated translation surface. This computation was generalised in [DZ15] to any
Z2-periodic windtree which trees have only right angles and are horizontally and
vertically symetric. In every of these cases, the corresponding Lyapunov exponent
is computed in some 2 dimensional subbundle of the Hodge bundle. Moreover in
all of these cases the Lyapunov exponent is rational and can be computed by some
geometric arguments.

In this article, we describe a general strategy to exhibit a Lyapunov exponent
of some locus in a stratum which corresponds to the diffusion rate of a periodic
windtree models. It relies on two main ingredients: the first one is to find orbit
closure of the families of translation surfaces associated to windtree tables; the
second one is to find an irreductible subbundle of the Hodge bundle on this locus
which top Lyapunov exponent is exactly the diffusion rate. The tools for the
first craft are given by recent results of [EMM15], [AEM12] and [Wri14] and are
introduces in subsection . For the second one, we show an additional lemma to
the work of [CE15] which yields the diffusion rate for any translation surface in a
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2 CHARLES FOUGERON

generic direction.

We apply this method to the case of periodic windtree with several obstacles
in its fundamental domain. Pick a family of n ≥ 2 rectangular obstacles in a
square, and repeat this table Z2-periodically in the plane. We show the following
theorem,

Theorem. The diffusion rate for in almost every such windtree, in almost every
direction is equal to the top Lyapunov exponent of Q(14n).

If we take more general obstacles, with right angles. Let p be the number of
inward right angles in all the obstacles, then we have,

Theorem. The diffusion rate for almost every such windtree model almost every
direction is equal to the top Lyapunov exponent of Q(14n+p,−1p)

In the last section, we discuss the value of these exponents. We present the
related Grivaux-Hubert conjecture which was partialy proven in [Fou16] which
states that Lyapunov exponents of strata should go to zero with high number of
poles. And feature some numerical experiments using a Sage code developped
by the author in a collaborative project [D+16]. These experiments yield that
the familly we introduced above can approach arbitrarily close any diffusion rate
between 1/2 and 0.

2. Translation surfaces

2.1. Definition. A translation surface is a surface whose change of charts are
translations. Such a surface is endowed with a flat metric (the one on R2) and a
canonical direction.

One way to think of these translation surfaces is by gluing sides of a polygon via
composition translations. Let P be a polygon with 2k edges and let z1, . . . , z2k be
complex numbers associated to its sides. Assume that zi = zk+i, we glue the sides
zi and zk+i and obtain a flat surface with conical singularities of angle multiple
of 2π.

We can define similar structures allowing the change of charts to be also trans-
lations composed with −Id. The class of surfaces we obtain are called half-
translation surfaces.

Using triangulations Veech showed in [Vee93] that this is a general construction
with a notion of pseudo-polygons (in a much wider class of structures). The
(zi)1≤i≤k are coordinates in the moduli space of such structures, we call them
period coordinates. We will introduce them as periods of abelian differentials
below.
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2.1.1. Differentials and Moduli spaces. There is a one to one correspondance be-
tween compact translation surfaces and Riemann surfaces equipped with a non-
zero holomorphic 1-form. As well as between compact half-translation surfaces
and Riemann surfaces equipped with quadratic differentials.

Let g ≥ 1 and α and β be partitions of 2g− 2 and 4g− 4. The strata H(α) and
Q(β) are defined to be the sets of (S, ω) and (S, q) where S is a genus g closed
Riemann surface, ω is a holomorphic 1-form on S, q is a quadratic differential
on S, and their zeros multiplicities are given by α and β. The conical points
in a translation surface correspond to the zero of the differential, and if d is its
multiplicity, the angle is equal to 2(d+ 1)π; for half-translation surfaces (d+ 2)π.
We will always consider finite cover of these strata to have a manifold structure
instead of orbifold, but keep the same notation.

Given a translation surface (S, ω), let Σ ⊂ S be the set of zeros of ω. Pick a basis
{ξ1, . . . , ξn} for the relative homology group H1(S,Σ;Z). The map Φ : H(α) → Cn

defined by

Φ(S, ω) =
(∫

ξ1

ω, . . . ,

∫

ξn

ω

)

redefines local period coordinates as above.

There is a natural action of GL(2,R) on connected components of strata coming
from linear action of GL(2,R) on R2 in charts. For any translation surface in
a stratum, its orbit closure via this action is some affine invariant manifold of
the stratum, it is defined in local period coordinates by linear equations. They
are endowed with a canonical measure supported on these surfaces called affine
measures [EM13], [EMM15].

2.1.2. Translation cover. To any primitive half-translation surfaces S we associate
its translation cover Ŝ corresponding to the subgroup of the fundamental group
with holonomy equal to −1. This is a double corver. We endow Ŝ with the pull-
back metric of S, which defines a translation surface structure for Ŝ.

From a differential geometry point of view, we find a double cover of S, on which
the quadratic differential q can be written ω2 where ω is a holomorphic 1-form.

Let (S, q) be a half-translation surface in Q(m1, . . .md), Ŝ its translation cover
and Σ̂ the preimage of its singular points. Following [AEZ16], assume there is a
basis {a1, b1, . . . , ag, bg} of H1(S;Z) which has trivial linear holonomy (this exists
as long as there is a zero with odd multiplicity), and let γ1, . . . , γd−2 be primitive
non crossing elements of H1(S,Σ;Z) representing a path from Pi to Pi+1 where
{P1, . . . , Pd} = Σ.
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Given a saddle connection or an absolute cycle with trivial linear holonomy γ,
let γ′, γ′′ be its 2 lifts in Ŝ endowed with the orientation inherited from γ. Then
we introduce,

γ̂ := γ′ − γ′′

By definition γ̂ belongs to H−
1 (Ŝ, Σ̂;C) the −1-eigenspace of the linear automor-

phism induced by the deck invalution of the double cover.

Proposition 1. The family {â1, b̂1, . . . , âg, b̂g, γ̂1, . . . , γ̂d−2} is a basis of H−
1 (Ŝ, Σ̂;C).

The dual family of {â1, b̂1, . . . , âg, b̂g, γ̂1, . . . , γ̂d−2} from a basis of the antiin-
variant 1-forms,

H1
−(Ŝ, Σ̂;C) ⊂ H1(Ŝ, Σ̂;C)

where the relative cohomology is a local chart for some abelian stratum H(α).
This period is twice the polygonal periods we defined above up to a sign.

This is the basis we will be using to express equations of billiard families.

2.2. Windtree tables. Let P be a filled polygon which does not self-intersect:
it will stand for the shape of the trees in our infinite forest. Consider an infinite
billiard table in the plane R2 on which we place P periodically centered at each
point of a lattice Λ as scatterer such that copies do not overlap. We denote this
table by W(P,Λ).

Definition 1. We call W(P,Λ) a Λ-periodic windtree table with obstacle P .

Our purpose here is to understand the billiard flow on this infinite table and its
asymptotic speed. We denote the billiard flow by

φθ
t : W(P,Λ) 7→ W(P,Λ)

For p ∈ W(P,Λ), the point φθ
t (p) is the position of a particle after time t starting

from p in direction θ, which moves in straight lines and bounces on obstacles
according to Snell-Descartes law of reflection.

Definition 2. The diffusion rate of a windtree table W(P,Λ), for d(., .) the Eu-
clidian distance on R, p ∈ W(P,Λ) and θ ∈ [0, 2π) is

lim sup
t→+∞

log d(p, φθ
t (p))

log t

As the billiard table W(P,Λ) is Λ-periodic, we may consider its quotient

W(P,Λ) /Λ ≃ R2 /Λ − P̊ =: TΛ(P )

which corresponds to playing billiard in a torus.
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2.2.1. Associated flat surface. A classical idea to study billiard flow is to associate
to a table a flat surface on which the linear flow corresponds to the billiard flow.
We do so for any T (P ).

Take two copies of T (P ) and glue the two copies of each side of P using an
isometry fixing the tangent vector and inverting the normal vector (the axial sym-
metry along this side). Now when the flow is bouncing in the billiard, the geodesic
flow of the flat surface is simply changing of copy in the surface.

The gluing maps are changing orientation, hence in order for this surface to be
a flat surface as defined above, we choose as a convention two opposite orienta-
tions for the two copies. The change of charts now preserves orientation and is in
Iso+(C). We denote this flat surface by S(P,Λ) = S.

For each triple (p, θ, t) ∈ S×[0, 2π)×R+ we define an element γθ
t (p) ∈ H1(S;Z)

as follows. Consider the geodesic segment of lengths t starting from p in the di-
rection θ and close it by a small piece of curve that does not cross hκ and vκ. The
curve used to close the segment can be chosen to be uniformly bounded.

Let h, v be a horizontal and vertical simple loop in T (P ) that generate the
homology of the torus. Let hS = h1 − h2 and vS = v1 − v2 where h1, h2 (resp
v1, v2) are the two lifts of h (resp. v) in S. And let a f ∈ H1(S;Z2) be a cocycle
dual of (hS , vS) with respect to the intersection form.

The proposition below shows that the diffusion rate of a particule in a windtree
table W(P,Λ) can be reduced to the study of the pairing of the approximate
geodesic flow on S with f .

Proposition 2 (1 in [DHL14]). The diffusion rate of φθ
t (p̃) is equal to

lim sup
t→+∞

log
∣∣∣
〈
f, γθ

t (p)
〉∣∣∣

log t

when p and p̃ project to the same point on T (P ).

3. Lyapunov exponents

In the previous section, we have seen that the diffusion rate on a windtree table
is related to the asymptotic pairing of a cohomology class with a modified linear
flow on the associated translation surface. We will consider throughout this sec-
tion a translation S in some abelian stratum H(α) which SL(2,R)-orbit closure
is the affine invariant subspace M ⊂ H(α) and νM its invariant measure.

The following theorem bounds the Lyapunov exponent with the diffusion rate,
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Theorem (2 in [DHL14]). Let F1 ⊃ F2 ⊃ · · · ⊃ Fk be the Oseledets flag de-
composition of the Kontsevich-Zorich cocycle on M, and λ be its top Lyapunov
exponent. For every νM-Oseledets generic translation surface S ∈ H(α), for every
point p ∈ S with infinite forward orbit, for all f ∈ F1 \ F2,

lim sup
t→+∞

log | 〈f, γt(p)〉 |
log t

= λ

In [CE15] is proved that any translation surface S ∈ H(α) such that its SL(2,R)
orbit closure is M, is Oseledets generic in Lebesgue-almost every direction. In
particular they show the following theorem,

Theorem (1.5 in [CE15]). Fix S ∈ H1(α) and let M = SL(2,R)S the smallest
affine invariant manifold containing S, let V be a SL(2,R) invariant subbundle of
the Hodge bundle which is defined and continuous on M. Let AV : SL(2,R)×M →
V denote the restriction of the Kontsevich-Zorich cocycle to V and suppose that
AV is strongly irreducible with respect to the affine measure νM whose support is
M. Then, for almost every θ ∈ [0, 2π),

lim
t→∞

log ||AV (gtrθx)||
log t

→ λ1

where λ1 is the top Lyapunov exponent of AV .

A little modification in there argument, which we delay to the annex, enables
us to show an additional lemma to this theorem.

Lemma 1. In the previous theorem, for any h ∈ V and almost every θ ∈ [0, 2π)

lim
t→∞

log ||AV (gtrθx)h||
log t

→ λ1

This reduces the computation of the diffusion rate of a windtree model to de-
termining irreducible components of the Kontsevich-Zorich cocycle and in which
of these is the cohomology class f .

The Simplicity Theorem of [Wri14] implies that the Kontsevich-Zorich cocycle
is strongly irreducible on H1

−(S;R), thus the previous lemma implies the following
corollary,

Corollary 1. Let S be a translation surface which GL(2,R) orbit is dense in a
quadratic stratum, then for every point p ∈ S with infinite forward orbit, for all
f ∈ H1(S;R),

lim sup
t→+∞

log | 〈f, γt(p)〉 |
log t

= λ1

where λ1 is the top Lyapunov of the quadratic stratum.
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4. Orbit closure

4.1. Some useful theorems. In this section we introduce some lemmas resulting
from recent breakthrough in the theory [EMM15], [AEM12], [Wri14].

Lemma 2. Let B a family of flat surfaces in a fixed stratum which is represented
in some period coordinates by a real linear subspace B. Then for Lebesgue almost
every S ∈ B, the orbit closure is an unique GL2(R)-invariant suborbifold L of the
Teichml̈ler space. Moreover, in the above period coordinate, L is a linear subspace
L such that B ⊂ L.

Proof. According to [EMM15] Proposition 2.16 or alternatively [Wri14] Corollary
1.9, There are countably many GL2(R)-invariant closed orbifolds in each stratum.
Thus at least one orbit closure L of the family B intersects B with non-zero
Lebesgue measure in B. In period coordinates, if two linear subspace L and B
intersect with non-zero Lebesgue measure in B, then L ⊂ B.

Take now L0 intersection of all L as above. This intersection, as any L, is a
closed GL2(R)-invariant subset which contains B. Thus the orbit closure of any
point of L0 is contained in L0. This implies that any L as above coincide with
L0. Thus for any S ∈ B which orbit closure has non-zero measure intersection
with B, GL2(R) · S = L0.

Hence for any S ∈ B such that N := GL2(R) · S 6= L0, Lebesgue measure
of N ∩ B is zero. Taking out the countably many such subset of B, the set of
remaining points is of full Lebesgue measure and the orbit closure of each of these
points is L0. �

Lemma 3. Suppose that in period coordinates B contains a R-linear subspace
D. Let DRe and DIm be the projections of D to H1(X;R) and H1(X; iR). Then
V ectC(DRe, DIm) ⊂ L i.e. L contains the C-linear span of DRe and DIm.

Proof. By Lemma 2, we know that D ⊂ L. By [Wri14] we know that the field of
definition of such an affine manifold is real, in particular it is the complexification
of LRe. �

Let M be some closed GL2(R)-invariant orbifold of some stratum S. And let
H1 denote the flat bundle over M whose fiber over (X,ω) is H1(X;C) and H1

rel

the flat bundle which fiber is H1(X,Σ;C). Let p : H1
rel → H1 be the natural

projection from relative to absolute cohomology. Remark that if B ⊂ M, T (B)
induces a flat subbundle of H1

rel. According to [EMM15], T (M) also induces a
flat subbundle of H1

rel.

Lemma 4. Suppose that B ⊂ M and that p(T (B)) contains a k-dimensional
subbundle on which the intersection form is zero. If the codimension of T (B) in
T (M) is less or equal to k, then L = M.

In particular, if p(B) is included in an isotropic then L = M .
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Proof. In period coordinates, by definition, there is a k-dimensional linear sub-
space W ⊂ L ⊂ M such that B ⊂ W⊥. According to [AEM12], the intersec-
tion form is non-degenerate on p(T (L)) thus dim p(L) = dimW + dimW⊥ ≥
dim p(B) + k thus dimL ≥ dimB + k ≥ dimM . �

4.2. Periodic windtree with several obstacles. Choose a layout for n rect-
angular obstacles in the plane, all oriented in the same horizontal direction. Now
repeat Z2-periodically this pattern in the plane. In other terms, pick a rectangu-
lar torus in which you place n horizontal rectangular obstacles. We call Bn this
family of billiards. We investigate its generic GL(2,R) orbit closure to compute
its diffusion rate.
The case of B1 was done in [DHL14], in which the authors proved that the diffu-
sion rate is 2/3.

As in 2.2 we associate to each windtree table in Bn a half-translation surface
in Q(14n). This yields an embedding

S : Bn 7→ Q(14n)

4.2.1. Orbit closure. We prove the following Lemma,

Lemma 5. For Lebesgue almost every windtree table in Bn, n ≥ 2, its image in
Q(14n) is dense.

Let S ∈ S(Bn), S is of genus n + 1 and the stratum Q(14n) is of dimension
6n. We consider a1, b1, a2, b2 simple loops which generate the homology of the two
copies of the torus, and take c1, d1, . . . , cn−1, dn−1 the loops around the obstacles
and between two consecutive obstacles. These generate the absolute homology of
S. Now for each obstacle i, start at the lower left corner and browse it clockwise,
we denote by αi, βi, α

′
i the three saddle connection we cover until the lower right

corner. Let γi be a path from the lower right corner of obstacle i to lower left
corner of obstacle i+ 1.

These paths form a basis of the relative homology group of S. According to
Lemma 1 if we take the hat image of these homology elements besides from α̂′

n−1

they form a basis of H−
1 (Ŝ, Σ̂;C). This choice of basis yields a choice of funda-

mental domain for the orientable cover; the first copy with positive orientation
glued to the second one flipped along α′

n−1.

Now in period coordinates, we see that the image of S is defined locally by the
following equations, where we make the abuse to write the homology class while
meaning their period
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according to Lemma 3, π(L) = A and B′ ⊂ L.

We denote by η∗ the dual cycle of η in absolute cohomology. Let

p(B′) ⊂ Ann(a∗
1 − a∗

2, b
∗
1 + b∗

2, α
∗
i + α′∗

i , c
∗
i ) = W

in order to show that the family is dense in the orbit, it is sufficient to have W an
isotropic subspace. Nonetheless, the intersection between 〈a∗

1 − a∗
2, b

∗
1 + b∗

2〉 = 2 is
not equal to zero.

We consider

v = a∗
1 − a∗

2 − d∗
1 and w = b∗

1 + b∗
2 − 2c∗

1

then

〈v, w〉 = 2 − 2 〈d1, c1〉 = 0

and

p(B′) ⊂ Ann(v, w, α∗
i + α′∗

i , c
∗
i ) = W ′

but now, W ′ is isotropic, thus according to Lemma 4, L has full dimension and
the billiard family is generically dense in the stratum.

This density result together with Lemma 2 and Corollary 1 implies the following,

Theorem 1. The diffusion rate for in Lebesgue-almost every windtree model Bn,
for n ≥ 2, in Lebesgue-almost every direction is equal to the top Lyapunov expo-
nent of Q(14n).

4.2.2. Obstacles with many right angles. Consider now a periodic windtree with
n obstacles which are horizontal polygons with right angles. For each obstacle i,
there are ki inward right angles and 4 + ki outward. We denote this family by
Bn(k1, . . . , kn).

The associated quadratic differential has simple zeros at the outward right
angles and poles at the inward. Thus it has genus n− 1 and is in the stratum

Q(14n+p,−1p)

where p =
∑
ki.

To construct a basis of homology of the associated translation surface, we start
from the left point of the lowest horizontal side and browse the obstacle boundary
clockwise. This yields saddle connections α1

i , β
1
i , α

2
i , . . . , β

4+ki−1
i , α4+ki

i .

The equations in period coordinates are very similar. The equations on a, b, c, d
and γi are exactly the same, and we have
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A.1. Random walks. Let µ be a SO(2,R)-invariant compactly supported mea-
sure on SL(2,R) which is absolutely continuous with respect to Haar measure. A
measure ν on H1(α) is called µ-stationary if

µ ∗ ν =
∫

SL(2,R)
(g∗ν)dµ(g) = ν

By a theorem of Furstenberg [Fur63b], [Fur63a], restated in [NZ99][Theorem
1.4], there exist a probability measure ρ on SL(2,R) such that the map ν → ρ ∗ ν
is a bijection between P -ergodic measures and ergodic µ stationary measures.
Which are SL(2,R)-invariant affine measures according to [EM13][Theorem 1.4].

This is a first step for an analogy between Teichmüller flow in some affine in-
variant locus and a random walk with the associated measure.

Let Grs denote the Grassmanian of s-dimensional subspaces in the SL(2,R)
invariant subbundle of the Hodge bundle V . Let H̃ = H1(α) × Grs and ν̃ be the
the µ stationary measure on it; we may write dν̃(x, U) = dν(x)dηx(U).

The measure ηx on Grs heuristically corresponds to the mean position of any
linear subspace carried along the Teichmüller flow using Gauss-Manin connection.
Let h be some vector in V \ 0, then let I(h) ⊂ Grs be the set of s-dimensional
subspaces containing h.

Lemma (C.10 in [EM13]). If the cocycle AV is strongly irreducible on V , then
for almost every x ∈ H1(α) and any vector hx ∈ V , δx(I(hx)) = 0

In particular if we consider any Oseledets flag, then this Lemma yields that gener-
ically they do not contain a fixed vector h in the case of random walks.

We show a random walk version of Theorem A.

Theorem 3 (Theorem 2.6 of [CE15]). Fix x ∈ H1(α) and let M = SL(2,R)x
the smallest affine invariant manifold containing x, let V be a SL(2,R) invariant
subbundle of the Hodge bundle which is defined and continuous on M. Let AV :
SL(2,R) × M → V denote the restriction of the Kontsevich-Zorich cocycle to
V and suppose that AV is strongly irreducible with respect to the affine measure
νM whose support is M. Then for a fixed h ∈ V and for µN-almost every g =
(g1, . . . , gn, . . . ),

lim
n→∞

1
n

log ||AV (gn . . . g1, x)h|| → λ1

where λ1 is the top Lyapunov exponent of AV .

We have introduced the possibility to use a fixed h for this theorem. The original
version is only for the general norm although all the ingredient are present in the
proof to show this.

A.2. Proof Theorem 3. We fix M and V as in the theorem. Pick an arbitrary
v0 ∈ V and let vi(g) = AV (gi . . . g1, x)v0.
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Lemma (2.11 and 2.16 in [CE15]). For all ǫ > 0, there exists an integer L such
that for every x ∈ M almost every g we have that all but a set of N of density 4ǫ
is in disjoint blocks [i+ 1, i+ L] so that

exp(λ1 − ǫ)L ≤ ||Av(gi+L . . . gi+1, y)v||
||v|| ≤ exp(λ1 + ǫ)L

Let g be in the full measure set as above, K be the subset of density 4ǫ and I the
set of indices starting the blocks [i+ 1, i+ L].

Then for n ≫ L,

log ||vn|| =
n∑

i=1

log
||vi||

||vi−1|| =
∑

i∈I∩[1,n−L]

log
||vi||

||vi−1||
︸ ︷︷ ︸

S1

+
∑

i∈K

log
||vi||

||vi−1||
︸ ︷︷ ︸

S2

+
n∑

i=n−L

log
||vi||

||vi−1||
︸ ︷︷ ︸

S3

Let C such that for all g in the support of µ and all y ∈ M, ||AV (g, y)|| ≤ C.
Then |S3| ≤ L logC, and |S2| ≤ 4ǫn logC.

Moreover
|I ∩ [1, . . . , n]| · L

n
≥ 1 − 4ǫ

Hence
S1 ≥ |I ∩ [1, . . . , n]| · (λ1 − ǫ)L ≥ (1 − 4ǫ)n(λ1 − ǫ)

For almost all g and any n ≫ L,
1
n

log ||vn|| ≥ (1 − 4ǫ)(λ1 − ǫ) − 4ǫ logC − L

n
logC

Since ǫ ≥ 0 is arbitrary, we get for all h ∈ V and almost every g,

lim inf
n→∞ log ||AV (gn . . . g1, x)h|| ≥ λ1

With a similar argument we get an upper bound

lim sup
n→∞

log ||AV (gn . . . g1, x)h|| ≤ λ1

Which implies Theorem 3.

A.3. Proof of Lemma 6. According to the sublinear tracking Lemma of [CE15],
for almost every θ ∈ [0, 2π), there exists g = (g1, . . . , gn, . . . ) satisfying Theorem
3 such that we can write

gλnrθ = ǫngn . . . g1

with ǫn ∈ SL(2,R) satisfying

lim
n→∞

1
n

log ||ǫn|| = 0

By the cocycle relation we have

AV (gλn, rθx) = AV (ǫn, gn . . . g1x)AV (gn . . . g1, x)
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There exists C > 0 and N < ∞ so that for all g ∈ SL(2,R) and all x ∈ H1(α), we
have

||AV (g, x)|| ≤ C||g||N
Hence

log ||AV (gλn, rθx)h|| = log ||AV (gn . . . g1, x)||h+ o(n)
Which shows the Lemma.
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Chapitre 2

A partial proof for

Grivaux-Hubert conjecture
arXiv:1611.07728

Submitted to Math. Res. Letters.

Here we show using sheaf algebra a bound on quadratic strata depending

on their highest multiplicity and genus. This implies a proof of the fact that a

family of Teichmüller curves induced by quadratic differentials of a fixed genus

and bounded number of zeros has its Lyapunov exponents going to zero when we

increase the number of poles.
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LYAPUNOV EXPONENTS OF THE HODGE BUNDLE OVER

STRATA OF QUADRATIC DIFFERENTIALS WITH LARGE

NUMBER OF POLES

CHARLES FOUGERON

Abstract. We show an upper bound for the sum of positive Lyapunov expo-
nents of any Teichmüller curve in strata of quadratic differentials with at least
one zero of large multiplicity. As a corollary it stands for all Teichmüller curves
in these strata and SL(2,R) invariant subspaces defined over Q. This solves
Grivaux-Hubert’s conjecture about the asymptotics of Lyapunov exponents for
strata with large number of poles in the situation when at least one zero has
large multiplicity.

1. Introduction.

Lyapunov exponents for translation surfaces have been introduced two decades
ago by Zorich in [Zor99] and [Zor97] as a dynamical invariants which describe
how associated leaves wind around the surface. On any translation surface we
can introduce a translation flow which generalizes the linear flow on a flat torus
(see [Zor06] for a very nice introduction to the subject). This flow has a most
simple local dynamic, it is a parabolic system. Nonetheless the homology of the
translation flow presents a nice asymptotic regularity and its deviation to the
asymptotic cycle is described by Lyapunov exponents of the Hodge bundle over
some SL2(R) invariant subspace in the moduli space of curves.

Even if a numerical approximation of these exponents is accessible [D+16], there
is a priori no hope for an explicit formula to compute them. Yet a breakthrough
of Eskin, Kontsevich and Zorich showed an astonishing formula binding the sum
of the Lyapunov exponents to the Siegel-Veech constant of the invariant locus
[EKZ14], following-up an insightful observation of [Kon97] that this sum is related
to the degree of a Hodge subbundle, the formula was shown latter on in [For02].
This was the starting point to evaluate Lyapunov exponents in certain particularly
symmetric cases, for example for square-tiled cyclic covers [FMZ14], [EKZ11] and
triangle groups [BM10], and compute explicitly diffusion rate of wind-tree models
[DHL14], [DZ15].

Other advances have been made since to estimate Lyapunov exponents for
higher genus. In [Yu14], Yu gave a partial proof the conjecture of [KZ97] that
the second Lyapunov exponent for hyperelliptic components of strata should go
to 1 when genus goes to infinity. His proof was conditional to a conjecture which
brought new ideas to find bounds from below to these exponents. His conjecture

1
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has recently been proven in [EKMZ16], see also [DD15] for a insightful foliation
point of view. Yu also obtained upper bound for the sum of Lyapunov exponents
depending on Weierstrass semi-groups. Yu’s idea exposed in [YZ12] and [YZ13]
that independently appeared in [CM12] and [CM14] is to use algebraic character-
ization of sum of Lyapunov exponents and estimate it with homological algebra
arguments.

In parallel Grivaux and Hubert remarked that some Teichmüller curves whose
Lyapunov exponents are all zero can appear in quadratic strata. Moreover in
[GH14] they prove that for this to happen the curve should be in a stratum with
at least max(2g − 2, 2) poles. The heuristic explanation they provide with this
result is that poles slow down the linear flow, since passing by a pole is like doing
a U-turn for the linear flow.

Conjecture (Grivaux-Hubert). Positive Lyapunov exponents associated to a trans-
lation surface have a uniform bound depending only on the number of poles of the
surface. This bound goes to zero when the number of poles goes to infinity.

In [CM14] Theorem 8.1, D. Chen an M. Möller obtained a result in this direction
for Q (n,−1n) and Q (

n, 1,−1n+1
)
, showing that these strata are non-varying and

computing explicitely the sum of Lyapunov exponents for every Teichmüller curve
which is equal to 2/(n+ 2).

Using methods inspired by Yu’s homological algebraic methods we obtain a
general upper bound with respect to the highest multiplicity of zeros and genus.
This proves the conjecture in this case.

Theorem. For any Teichmüller curve C in a quadratic stratum Q (m1, . . . ,mk,−1p)
of genus g where m1 ≥ m2 ≥ · · · ≥ mk, if m1 ≥ 2g,

L+(C) ≤ (3g − 1)g
m1 + 2

Where L+(C) stands for the sum of its positive Lyapunov exponents.

This bound can be used for more general loci in strata applying the following
theorem.

Theorem ([EBW14], Theorem 5 and [EMM15], Theorem 2.3). Let Nn be a se-
quence of affine manifolds and suppose the sequence of affine measure νNn → ν.
Then ν is a probability measure, and it is an affine measure νN where N is the
smallest submanifold such that there exists n0 such that Nn ⊂ N for all n > n0.
Moreover the Lyapunov exponents of νNn converge to the Lyapunov exponents of
ν.

As a direct consequence of the two theorems, any SL(2,R) invariant loci in
a stratum with a large multiplicity zero, which can be obtained as the limit of
its Teichmüller curves satisfies the bound of the former theorem and Grivaux-
Hubert’s conjecture. In particular for strata themselves and more generally for
affine manifolds defined over Q.
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Corollary. Let N an affine manifold defined on Q in a stratum Q (m1, . . . ,mk,−1p)
of genus g where m1 ≥ m2 ≥ · · · ≥ mk, if m1 ≥ 2g,

L+(N ) ≤ (3g − 1)g
m1 + 2

Where L+(C) stands for the sum of its positive Lyapunov exponents.

Pascal Hubert pointed out latter on that Remark 2 of [DZ15] gives a counter-
example to the conjecture in general with an bounded multiplicity zeros. Taking
a cover of a base surface, it exhibits an family of surfaces of genus 1 with arbitrary
large number of poles, which first Lyapunov exponent is always equal to 2/3. Thus
the conjecture cannot be true in the above generality. Nonetheless broad computer
experiments on strata with number of zeros and poles all going to infinity seem
to show that the sum of their Lyapunov exponents goes to zero at speed 1/

√
p.

We state the following conjecture,

Conjecture. Let Qn be a sequence of connected components of strata for a fixed
genus and pn be their number of poles going to infinity, then

λ+
1 (Qn) = O(1/

√
pn)

Aknowledgements. I am very grateful to Fei Yu for very enlightning and friendly
discussions in MFO and Beijing. I thank Pascal Hubert and Julien Grivaux who
took time to discuss their conjecture and this work in a most pleasant atmosphere
in Marseille.

2. Background material.

Strata. A half-translation surface is a pair (X, q) where X is a Riemann surface
and a quadratic differential on X with possibly simple poles. If S(q) is the set of
zeros and poles of q on X, we can endow X̃ := X\S(q) with charts φi : Ui → X
such that φ∗

i q = dz⊗2. In such an atlas, the transition functions are transla-
tions composed with ± Id. The quadratic differential induces a flat metric |q|
on the open surface X̃. This metric can be extended to the whole surface and
would have conical points at S(q) with angles multiples of π. If we fix integers
m1, . . . ,mk, p such that

∑k
i=1mi −p = 4g−4, for some positive integer g, the stra-

tum of half-translation surfaces Q (m1, . . . ,mk,−1p) is the set of half-translation
surfaces (X, q) where q has k distinct zeros of multiplicity m1, . . . ,mk and p sim-
ple poles. The projectivized space PQ (m1, . . . ,mk,−1p) is obtained by quotient
under the scalar action of C∗ on the quadratic differential.

Teichmüller curves. There is a natural action of GL(2,R) on every stratum.
Take the flat atlas as above, the charts were constructed in such way that transi-
tion functions are translations by vectors vij composed with ± Id. For a matrix
M ∈ GL(2,R) we define a new surface by multiplying the previous change of
charts by M . They will be translations by vectors Mvij composed with ± Id.
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Let H = SL(2,R)/SO(2,R) denote the Poincaré upper half-plane. For any
(X, q) the action of SL(2,R) factors to a map

H → PQ (m1, . . . ,mk,−1p)

which is an immersion. The image of this map is called a Teichmüller disk. This
map also factors through the Veech group which is its stabilizer. If the Veech
group Γ of a given half-translation surface is a lattice in SL(2,R) we say that the
surface is a Veech surface and the image of a H/Γ in the projective stratum is
called a Teichmüller curve. An other point of view for the Teichmüller curve is
to consider the induced algebraic map C → Mg. This is the convention used in
[Möl13].

By definition a Teichmüller curve is a surface with a hyperbolic structure, even-
tually with cusps. A main tool for studying these curves is their compactification.

Let f : X → C be a smooth family of curves of genus g over the smooth curve C,
i.e. a smooth morphism with connected fibers, which are smooth curves of genus
g. By definition of the moduli space, such a family induces a map m : C → Mg.
The delicate part in the compactification of a Teichmüller curve is the choice of
the surfaces we put at the cusps. Consider the extended map m : C → Mg, it is
not always true that there is a family of stable curve f : X → C which extends
f and induces m, but there is an unramified finite index cover B → C, such that
we can define a stable extension on the pullback X → B (see [Möl13]).

The structure sheaf of X will be written O, and the pullback of the dualizing
sheaf of Mg,1 → Mg,n, will be referred to as ωX /B.

Divisors classes. For a Teichmüller curve generated by a quadratic differential
q, there is an associated line bundle L ⊂ f∗ ω

⊗2
X /B

on B whose fiber over the point

corresponding to (X, q) is C · q. This bundle has a maximality property (see
[Möl13], [Gou12] and [Wri12]) which implies that deg(L) = χ.

We denote by S1, . . . , Sk and P1, . . . , Pp sections of X → B, which intersect the
fibers at each zero with multiplicity m1, . . . ,mk and at poles. For convenience we
also introduce the total divisor A :=

∑n
i=1miZi −∑p

j=1 Pi and the divisor of zeros
Z :=

∑n
i=1miZi. We have the following exact sequence induced by the pullback

of the inclusion of L,

0 → f∗L → ω⊗2
X /B

→ O(A) → 0

This is true for non compactified Teichmüller spaces, and it stays true after
compactification since the multiplicities of the zeros of the limit differentials stay
the same on stable curves.

According to the adjunction formula,

(ωX /B + Si)|Si
= ωSi

= 0
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Which implies S2
i = −ωX /B · Si. Moreover Si · Sj = 0 for any i 6= j, since two

fibers of f have zero intersection. Finally,

2S2
i = −miS

2
i − deg L

Which leads to the formula :

(1) S2
i =

−χ
mi + 2

3. Lyapunov exponents

Lyapunov exponents are dynamical invariants for translation surfaces which
describe the behaviour of the translation flow on them. For an introduction
to their multiple aspects in translation surfaces see [Zor06]. We will adopt an
algebraic point of view to compute them. It is based on the observation of [Kon97]
that their sum is related to the degree of a Hodge subbundle on a Teichmüller
curve (see [EKZ14] or [For02] for a proof). We will use in the following a more
precise formula computed in [CM14] as (20),

L+(C) =
2
χ

· deg f∗ O(A) + (6g − 6) − 1
2

(
n∑

i=1

mi(mi + 4)
mi + 2

− 3p

)

Where L+(C) is the sum of the positive Lyapunov exponents associated to the
Teichmüller curve C

By Gauss-Bonnet,
n∑

i=1

mi − p = 4g − 4

6g − 6 +
3
2
p =

3
2

n∑

i=1

mi

Remark that mi(mi +4)−3mi(mi +2) = −2mi(mi +1), this leads to the following
formula with a form which will be effective for us here :

(2) L+(C) =
2
χ

· deg f∗ O(A) +
n∑

i=1

mi(mi + 1)
mi + 2

This equation relates the sum of Lyapunov exponents for a Teichmüller curve to
a term defined as an invariant of the stratum and a term describing the behaviour
of the curve at its cusps given by the Chern class of a sheaf.

To estimate the sum of Lyapunov exponents, we are reduced to bound the
degree of the sheaf f∗ O(A). This will be done based on the two following lemmas
which proof will be given in the next sections.

Lemma 1.

deg f∗ O(A) = deg f∗ O(Z)
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Thus the pole divisors won’t interfere in the degree we need to estimate. By a
similar method, we will be able to bound the degree while taking out zeros one
after the other. We will do so until no zero is left and end up with the canonical
sheaf. But first we need to choose an order in which we will remove the zeros.

Let us introduce some notations first. We denote by d a collection of non neg-
ative integers (d1, . . . , dk), |d| := d1 + · · · + dk and dZ :=

∑k
i=1 diZi.

We pick a finite family F := {d}i≥1 satisfying the properties

(1) The first term is d1 = (m1, . . . ,mk)
(2) The last term is 0
(3) If di = (d1, . . . , dk) and di+1 = (d′

1, . . . , d
′
k), for some n, dn = d′

n + 1 and
dm = d′

m for all other indices.

We use in the following the notations δi := dn, µi := mn, Σi := Zn and

Ii :=
2
χ

· δiZn · diZ =
2δi

µi + 2

These properties imply that the indices should vary between 1 ≤ i ≤ 4g−4+p.

We associate to such a family its gaps G(F) = i1, . . . , ig, i.e. indices l defined
by the property that on a generic fiber F ,

h0
(
d lZ|F

)
= h0

(
d l+1Z|F

)

According to Weierstrass group theory (see [YZ13] and [ACG11] for an introduc-
tion), there will be just g gaps.

Lemma 2. If i ∈ G(F)c,

deg f∗ O
(
d iZ

)
≤ deg f∗ O

(
d i+1Z

)
− δi χ

µi + 2

If i ∈ G(F),

deg f∗ O
(
d iZ

)
= deg f∗ O

(
d i+1Z

)

By recurrence, we obtain the inequality,

deg f∗ O(A) ≤
k∑

i=1

mi(mi + 1)
2

· −χ
mi + 2

+
∑

l∈G(F)

I l

Using Lemma 1 and formula 2,

(3) L+(C) ≤
∑

l∈G(F)

I l
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This will lead to a proof of the Theorem written down in the introduction.
Assume we are in the setting of this theorem, we denote the larger zero multiplicity
by m1 ≥ 2g − 1. We pick a family F such that we first remove all zeros different
from the first one in an arbitrary way, and finish by taking off all the multiplicity
of the principal one. Remark that for l ∈ G(F),

• δl ≤
∣∣∣d l
∣∣∣

•
∣∣∣d l
∣∣∣ is decreasing w.r.t. l and is less than 2g − 1

• µl = m1 for every gap
where the two last properties are implied by Riemann-Roch theorem.

Thus,
∑

l∈G(F)

I l ≤
g∑

i=1

2(2g − i)
m1 + 2

≤ (3g − 1)g
m1 + 2

Remark. If we can show that one of the zeros with multiplicity larger than g is

not a Weierstrass point generically, the bound becomes (g+1)g
m1+2 .

4. Proof of lemmas

Lemma 1. The main tool in the introduction of this filtration is the structural
exact sequence for any divisor D in X

0 → O(−D) → O → OD → 0

Assume here that D is one of the divisors Pj . We tensorize this exact sequence
by f∗L ⊗ O(A +D), where A is the total divisor as introduced in section 2. The
functor f∗ implies a long exact sequence,

0 → f∗ (ω⊗2) → L ⊗ f∗ O(A +D) → L
δ→ R1f∗ (ω⊗2) −→ R1f∗ (f∗L ⊗ O(A +D)) −→ 0

Where we use the fact that f induces an isomorphism between D and X , which
implies the equalities f∗ OD = OX and ω⊗2 = f∗L ⊗ O(A).

Remark that R1f∗ (ω⊗2) over each point X of the Teichmüller curve has di-
mension

h1(X,ω⊗2
X ) = h0(X,ω⊗−1

X ) = 0

by Serre’s duality. Hence this sheaf is zero, and so is R1f∗ (f∗L⊗O(A +D)). We
end up with a short exact sequence which implies a relation on the degrees,

deg (L ⊗ f∗ O(A +D)) = deg (L ⊗ f∗ O(A)) + deg (L)

We start again with f∗L ⊗ O(A +D), as we noticed its image through the
derived functor R1f∗ is zero and so will be the image of f∗L ⊗ O(A +D +D′)
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for any other D′ divisor picked in the Pj . We do this until all the pole divisors
are consumed, and get a formula on degrees implying the divisor without poles
Z,

deg (L ⊗ f∗ O(Z)) = deg (L ⊗ f∗ O(A)) + p · deg (L)
To finish, remark that fibers of f∗ O(Z) have constant dimension 3g − 3 + p

by Riemann-Roch theorem, since the degree of the divisor on any fiber will be
4g− 4 + p > 2g− 2 for g, p ≥ 1. By Grauert Semicontinuity Theorem (see for ex-
ample [Har77]) this sheaf will be a vector bundle. And so will be f∗ O(A) as it is
a subsheaf of the later. Moreover rk f∗ O(Z) = 3g−3+p and rk f∗ O(Z) = 3g−3.

The previous formula becomes

(3g−3+p) deg (L)+deg (f∗ O(Z)) = (3g−3) deg (L)+deg (f∗ O(A))+p ·deg (L)

And finally,
deg (f∗ O(Z)) = deg (f∗ O(A))

Lemma 2. Similarly to the previous subsection we tensor the structural exact
sequence for the divisor Σi by f∗ O

(
d i+1Z

)
, we get the following long exact se-

quence,

0 → f∗ O
(
d i+1Z

)
→ f∗ O

(
d iZ

)
→ OΣi

(
δiΣi

)
δ→ . . .

Which induces the formula,

deg f∗ O
(
d iZ

)
− deg f∗ O

(
d i+1Z

)
= deg ker δ

As ker δ is a subsheaf of OΣi

(
δiΣi

)
which is locally free on a complex curve, both

are locally free and when ker δ is not zero, i.e. when i ∈ G(F)c

deg ker δ ≤ deg OΣi

(
δiΣi

)
= δiΣi · Σi

Hence by 1,

deg f∗ O
(
d iZ

)
≤ deg f∗ O

(
d i+1Z

)
− δi χ

µi + 2

If i ∈ G(F), ker δ = 0 thus

f∗ O
(
d iZ

)
≃ f∗ O

(
d i+1Z

)
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PARABOLIC DEGREES AND LYAPUNOV EXPONENTS FOR

HYPERGEOMETRIC LOCAL SYSTEMS

CHARLES FOUGERON

Abstract. Consider the flat bundle on P1 − {0, 1, ∞} corresponding to solu-
tions of the hypergeometric differential equation

n∏

i=1

(D −αi) − z

n∏

j=1

(D −βj) = 0, where D = z
d
dz

For αi and βj real numbers, this bundle is known to underlie a complex polar-
ized variation of Hodge structure. Setting the complete hyperbolic metric on
P1 − {0, 1, ∞}, we associate n Lyapunov exponents to this bundle. We study
the dependence of these exponents in parameters αi, βj through algebraic com-
putations and numerical simulations.

1. Introduction

Oseledets decomposition of flat bundles over an ergodic dynamical system is
often referred to as dynamical variation of Hodge structure. In the case of Teich-
müller dynamics, both Oseledets decomposition and a variation of Hodge structure
(VHS) appear. Two decades ago it was observed in [Kon97] that these structures
were linked, their invariants are related: the sum of the Lyapunov exponents
associated to a Teichmüller curve equals the normalized degree of the Hodge bun-
dle. This formula was studied extensively and extended to strata of abelian and
quadratic differentials from then (see [FMZ14], [Kri04], [BM10], [EKZ14]). Soon
this link was observed in other settings. In [KM16] it was used as a new invari-
ant to classify hyperbolic structures and distinguish commensurability classes of
Deligne-Mostow’s non-arithmetic lattices in PU(2, 1) and PU(3, 1). In [Fil14] a
similar formula was observed for higher weight variation of Hodge structures. The
leitmotiv in this work is the study of the relationship between theses two struc-
tures in a broad class of examples with arbitrary weight. This family of examples
will be given by hypergeometric differential equations which yield a flat bundle
endowed with a variation of Hodge structure over the sphere with three punc-
tures. A recent article [EKMZ16] shows that the degrees of holomorphic flags of
the Hodge filtration bound by below the sum of Lyapunov exponents. Our inves-
tigation will start by computing these degrees and then explore the behaviour of
Lyapunov exponents through numerical simulations and their distance to the later
lower bounds. This will enable us to bring out some simple algebraic relations

1
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under which there is a conjectural equality.

Hypergeometric equations. Let α1, α2, . . . , αn and β1, β2, . . . , βn be two dis-
joint sequences of n real numbers. We define the hypergeometric differential equa-
tion corresponding to those parameters

(1)
n∏

i=1

(D −αi) − z
n∏

j=1

(D −βj) = 0, where D = z
d
dz

This equation originates from a large class of special functions called generalized
hypergeometric functions which satisfy it. For more details about these functions
see for example [Yos97].

It is an order n differential equation with three singularities at 0, 1 and ∞ hence
the space of solutions is locally a dimension n vector space away from singularities
and can be seen in a geometric way as a flat bundle over P1 − {0, 1,∞}. This flat
bundle is completely described by its monodromy matrices around singularities.
We will be denoting monodromies associated to simple closed loop going counter-
clockwise around 0, 1 and ∞ by M0,M1 and M∞. We get a first relation between
these matrices observing that composing the three loops in the same order will
give a trivial loop: M∞M1M0 = Id. The eigenvalues of M0 and M∞ can be
expressed with respect to parameters of the hypergeometric equation (1) and M1

has a very specific form as stated in the following proposition.

Proposition 1.1. For any two sequences of real numbers α1, . . . , αn and β1, . . . , βn,

• M0 has eigenvalues e2iπα1 , . . . , e2iπαn

• M∞ has eigenvalues e−2iπβ1 , . . . , e−2iπβn

• M1 is the identity plus a matrix of rank one

Proof. See Proposition 2.1 in [Fed15] or alternatively Prop. 3.2 and Theorem 3.5
in [BH89] �

This proposition determines the conjugacy class of the representation associated
to the flat bundle π1

(
P1 − {0, 1,∞}

)
→ GLn (C) thanks to the rigidity of hyper-

geometric equations (see [BH89]). These classes will be computed explicitly in
section 3.2.

Lyapunov exponents. We now endow the 3-punctured sphere with its hyper-
bolic metric. As this metric yields an ergodic geodesic flow, for any integrable
norm on the flat bundle we associate to it, using Oseledets theorem, a measurable
flag decomposition of the vector bundle and n Lyapunov exponents [KZ03]. These
exponents correspond to the growth of the norm of a generic vector in each flag
while transporting it along with the flat connection.
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According to [EKMZ16] there is a canonical family of integrable norms on the flat
bundle associated to the hypergeometric equation which will produce the same
flag decomposition and Lyapunov exponents. This family contains the harmonic
norm induced by the VHS structure and the norm we will use in our algorithm.

Variation of Hodge structure. Hypergeometric equations on the sphere are
well known to be physically rigid (see [BH89] or [Kat96]) and this rigidity to-
gether with irreducibility is enough to endow the flat bundle with a (complex)
VHS using its associated Higgs bundle structure (see [Fed15] or directly Cor 8.2
in [Sim90]). Using techniques from [Kat96] and [DS13], Fedorov gives in [Fed15]
an explicit way to compute the Hodge numbers for the underlying VHS. We ex-
tend this computation and give a combinatoric point of view that will be more
convenient in the following to express parabolic degrees of the Hodge flag decom-
position.

We introduce a canonical way to describe combinatorics of the intertwining of α’s
and β’s on the circle R/Z. Starting from any eigenvalue, we browse the circle coun-
terclockwise (or in the increasing direction for R) and denote α1, . . . , αn, β1, . . . , βn

by order of appearance η1, η2, . . . , η2n and define f̃ : Z ∩ [0, 2n] 7→ Z recursively
by the following properties,

• f̃(0) = 0

• f̃(k) = f̃(k − 1) +

{
1 if ηk is an α

−1 if ηk is an β

Let f be defined on the eigenvalues by f(ηk) = f̃(k). It depends on the choice
of starting point up to a shift. For a canonical definition, we shift f such that
its minimal value is 0. It is equivalent to starting at the point of minimal value.
This defines a unique f which we call the intertwining diagram of the equation.

For every integer 1 ≤ i ≤ n we define

hi := #{α | f(α) = i} = #{β | f(β) = i− 1}
Then we have the following theorem from [Fed15],

Theorem (Fedorov). The h1, h2, . . . , hn are the Hodge numbers of the VHS after
an appropriate shifting.

Remark. If the α’s and β’s appear in an alternate order then f(α) ≡ 1 and
f(β) ≡ 0 thus there is just one element in the Hodge decomposition and the polar-
ization form is positive definite. In other words the harmonic norm is invariant
with respect to the flat connection. This implies that Lyapunov exponents are zero.

In general, this Hodge structure endows the flat bundle with a pseudo-Hermitian
form of signature (p, q) where p is the sum of the even Hodge numbers and q the
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the subject and his answer to my myriad of questions as well as Bertrand Deroin;
Anton Zorich for his flawless support and attention, Martin Möller and Roman
Fedorov for taking time to explain their understanding of the parabolic degrees
and Hodge invariants at MPIM in Bonn. I am also very thankful to Carlos Simp-
son for his kind answers and encouragements, and to Yuri Manin for pointing out
a possible link to cosmology.

2. Degree of Hodge subbundles

2.1. Variation of Hodge Structure. We start recalling the definition of a po-
larized complex variations of Hodge structures (VHS).

A VHS on a curve C consists of a complex flat bundle (E,∇) together with an
hermitian form h and a h-orthogonal decomposition

E =
⊕

p∈Z

Ep

into C∞-subbundles. We write the induced flag filtrations by Fp :=
⊕

i≥p E i and
Fp :=

⊕
i≤p E i. The following conditions are satisfied :

• The decreasing filtration F• is holomorphic, and the increasing filtration
F• is anti-holomorphic.

• The connection shifts the grading by at most one, i.e.

∇(Fp) ⊂ Fp−1 ⊗ Ω1
C and ∇(Fp) ⊂ Fp−1 ⊗ Ω1

C

• h is positive definite on Ep if p is even negative definite if p is odd.

Up to a shift, we can assume that there is a n such that E i = 0 for i < 0 and
i > n. We call n the width of the VHS.

2.2. Decomposition of an extended holomorphic bundle. Let C be a com-
plex curve, we assume that its boundary set ∆ := C\C is an union of points.
Consider E an holomorphic bundle on C. We introduce structures which will ap-
pear on such holomorphic bundle when they are obtained by canonical extension
when we compactify C. The first one will take the form of filtrations on each fibers
above points of ∆.

Definition 2.1 (Filtration). A [0, 1)-filtration on a complex vector space V is a
collection of real weights 0 ≤ w1 < w2 < · · · < wn < wn+1 = 1 for some n ≥ 1
together with a decreasing filtration of sub-vector spaces

G• : V = V ≥w1 ) V ≥w2 ) · · · ) V ≥wn+1 = V ≥1 = 0

The filtration satisfies V ≥ν ⊂ V ≥ω whenever ν ≥ ω and the previous weights sat-
isfy V ≥wi+ǫ ( V ≥wi for any ǫ > 0.
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We denote the graded vector spaces by grwi
:= V ≥wi /V ≥wi+ǫ for ǫ small. The

degree of such a filtration is by definition

deg(G•) :=
n∑

i=1

wi dim(grwi
)

This leads to the next definition,

Definition 2.2 (Parabolic structure). A parabolic structure on E with respect to
∆ is a couple (E , G•) where G• defines a [0, 1)-filtration G•Es on every fiber Es

for any s ∈ ∆.
A parabolic bundle is a holomorphic bundle endowed with a parabolic structure.
The parabolic degree of (E , G•) is defined to be

degpar(E , G•) := deg(E) +
∑

s∈∆

deg(G•Es)

2.3. Deligne extension. In the following we consider V a local system on P1 −
{0, 1,∞} associated to a monodromy representation with eigenvalues of modulus
one. We denote by V the associated holomorphic vector bundle.

We recall the construction of Deligne’s extension of V which defines a holomor-
phic bundle on C with a logarithmic flat connection. We describe it on a small
pointed disk centered at s ∈ D∗ (the full disk is denoted D). Let ρ be a ray
going outward of the singularity, then we can speak of the vector space of flat
sections along the ray L(ρ) which has the same rank r as V. As all the L(ρ) are
isomorphic, we choose to denote it by V 0. There is a monodromy transformation
T : V 0 → V 0 to itself obtained after continuing the solutions. This corresponds
to the monodromy matrix in the given representation. For every α ∈ [0, 1) we
define

Wα = {v ∈ V 0 : (T − ζα)rv = 0} where ζα = e2iπα

These vector spaces are non trivial for finitely many αi ∈ [0, 1). We define

Tα = ζ−1
α T|Wα

and Nα = log Tα

Let q : H → D∗, q(z) = e2iπz be the universal cover of D∗. Choose a ba-
sis v1, . . . , vr of V 0 adapted to the generalized eigenspace decomposition V 0 =⊕

αWα. We consider vi(z) as the pull back of vi on H. If vi ∈ Wα, then we define

ṽi(z) = exp(2iπαz + zNα)vi

These sections are equivariant under z 7→ z + 1 hence they give global sections
of VC(D∗). The Deligne extension of VC is the vector bundle whose space of sec-
tion over D is the OD-module spanned by ṽ1, . . . , ṽr. This construction naturally
gives a filtration on V 0.

In general, we can define various extensions Va ⊂ V−∞ ⊂ j∗V where j is the
inclusion j : D∗ → D, V∞ is the Deligne’s meromorphic extension and Va (resp.
V>a) for a ∈ R is the free OC-module on which the residue of ∇ has eigenvalues
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α in [a, a+ 1) (resp. (a, a+ 1]). The bundle V• is a filtered vector bundle in the
definition of [EKMZ16].

If we have a VHS F • on V over C, it induces a filtration of every Va simply by
taking

F pVa := j∗F pV ∩ Va

this is a well defined vector bundle thanks to Nilpotent Orbit Theorem ([Sch73]
(4.9)).

In general for C, we define on fibers over any singularity s ∈ ∆, for a ∈ (−1, 0]
and λ = exp(−2iπa),

ψλ(V−∞
s ) = gra

Vs
= Va

s

/
V>a

s

Definition 2.3 (Local Hodge data). For a ∈ [0, 1), λ = exp(2iπa) and p ∈ Z, we
set for any singularity s ∈ ∆

• νp
α = dim grp

F ψλ(Vs) also written hpψλ(Vs)
• hp(V) =

∑
α ν

p
α(Vs)

According to Riemann-Hilbert theorem, for any local system with all eigenvalues
of the form exp(−2πiα) at the singularities endowed with a trivial filtration we
associate a filtered DC-module with residues and jumps both equal to α (see for
example synopsis of [Sim90]). Thus the sub DC-module corresponding to the
residue α has only one jump of full dimension at α, and

(2) degpar(grp
F V) = δp(V) +

∑

s∈∆,α

ανp
α(Vs)

where we choose α ∈ [0, 1) and where δp(V) is the degree of j∗V.

2.4. Acceptable metrics and metric extensions. The above Deligne exten-
sion has a geometric interpretation when we endow C with a acceptable metric
K. If V is a holomorphic bundle on C, we define the sheaf Ξ(V )α on C ∪ {s} as
follows. The germs of sections of Ξ(E)α at s are the sections s(q) in j∗V in the
neighborhood of s which satisfy a growth condition; for all ǫ > 0 there exists Cǫ

such that
|s(q)|K ≤ Cǫ|q|α−ǫ.

In general this extension is a filtered vector bundle on which we do not have much
information, but the metric is called acceptable if it satisfies some extra growth
condition on the curvature, and if it induces the above Deligne extensions.

Lemma 2.4 (Theorem 4 [Sim90]). The local system V with non-expanding cusp
monodromies has a metric which is acceptable.

Proof. For completeness, we reproduce the construction of [EKMZ16]. The idea
is to construct locally a nice metric and to patch the local constructions together



8 CHARLES FOUGERON

with partition of unity. The only delicate choice is for the metric around singular-
ities. We want the basis elements ṽi of the α-eigenspace of the Deligne extension
to be given the norm of order |q|α in the local coordinate q around the cusp and
to be pairwise orthogonal. Let M be such that e2iπM = T , where T is the mon-
odromy transformation. Then the hermitian matrix exp(log |q|M tM) defines a
metric such that the element ṽi has norm |q|α|ṽi|. �

Corollary 2.5. When the monodromy representation goes to identity, the para-
bolic degree goes to zero.

Proof. In the proof above, it is clear that when T → Id, M → 0 and thus the
metric goes to the standard hermitian metric locally. Thus its curvature goes to
zero around singularities and its integral on any subbundle goes to zero. This is its
analytic degree, and is equal to the parabolic degree we are considering (Lemma
6.1 [Sim90]). �

2.5. Local Hodge invariants. Our purpose in this subsection is to show the
following relation on local Hodge invariants:

Theorem 2.6. The local Hodge invariants for equation (1) are :

(1) at z = 0,

νp
αm

=

{
1 if p = f(αm)
0 otherwise

(2) at z = ∞,

νp
−βm

=

{
1 if p− 1 = f(βm)
0 otherwise

(3) at z = 1,

νp
γ =

{
1 if p = [γ] + 1
0 otherwise

Remark. Computations of (1) and (2) are done in [Fed15]. We give a similar
proof with an alternative combinatoric point of view.

Recall that the monodromy at z = 1 has all eigenvalues but one equal to one.
The last one is equal to e2iπγ.

2.6. Computation of local Hodge invariants. In the following, we denote by
M the local system defined by the hypergeometric equation (1) in the introduc-
tion. The point at infinity plays a particular role in middle convolution, thus we
apply a biholomorphism to the sphere which will send the three singularity points
0, 1,∞ to 0, 1, 2. Hereafter, M will have singularities at 0, 1, 2.

Similarly Mk,j corresponds to the hypergeometric equation where we remove
terms in αk and βj ,

∏

m6=k

(D − αm) − z
∏

n6=j

(D − βn) = 0
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Let Lk,j be a flat line bundle above P1 −{0, 2,∞} with monodromy E (αk) at 0,
E
(
−βj

)
at 2 and E

(
βj − αk

)
at ∞. Similarly L′

k,j is defined to have monodromy
E
(
−βj

)
at 0, E (αk) at 2 and E

(
βj − αk

)
at ∞.

The two key stones in the proof are Lemma 3.1 in [Fed15] and Theorem 3.1.2
in [DS13] :

Lemma 2.7 (Fedorov). For any k, j ∈ {1, . . . , n} we have,

M ≃ MCβj−αk

(
Mk,j ⊗ L′

k,j

)
⊗ Lk,j

We modify a little bit the formulation of [DS13], taking α = 1 − α. Thus the
condition becomes 1 − α ∈ (0, 1 − α0] ⇐⇒ α ∈ [α0, 1). Which implies the
following formulation.

Theorem 2.8 (Dettweiler-Sabbah). Let α0 ∈ (0, 1), for every singular point in
∆, every α ∈ [0, 1) and any local system M , we have,

νp
α

(
MCα0(M)

)
=




νp−1

α−α0
(M) if α ∈ [0, α0)

νp
α−α0

(M) if α ∈ [α0, 1)

and,

δp (MCα0(M)
)

= δp(M) + hp(M) −
∑

s∈∆
{−α}∈[0,α0)

νp−1
s,α (M)

2.6.1. Recursive argument. We apply a recursive argument on the dimension of
the hypergeometric equation. Let us assume that n ≥ 3 and that Theorem 2.6 is
true for n− 1.

For convenience in the demonstration, we change the indices of α and β such
that αi (resp. βi) is the i-th α (resp. β) we come upon while browsing the circle
to construct the function f . For x, y, z in R/Z we write x ≺ y ≺ z if there are
three real x̂, ŷ, ẑ which represent x, y, z such that x < y < z and z − x < 1.

We apply Lemma 2.7 with αk and βj such that αk ≤ βj . Let us describe what
happens to the combinatorial function f after we remove these two eigenvalues.
We denote by f ′ the function we obtain.

Removing αk will make the function decrease by one for the following eigenval-
ues until we meet βj , thus for any τ 6= αk, βj ,

f(τ) =

{
f ′(τ) if τ ≺ αk ≺ βj

f ′(τ) + 1 if αk ≺ τ ≺ βj
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νp
βm

(M) =




δ
(
p− 1, f ′ (βm)

)
if αk ≺ βj ≺ βm

δ
(
p, f ′ (βm)

)
if αk ≺ βm ≺ βj

= δ
(
p, f (βk)

)

And at 1, we set γ̃ := γ − βj + αk =
∑

m6=j βm −∑
m6=k αm,

νp
γ (M) =





νp−1
γ̃

(
Mk,j

)
if {γ} < βj − αk

νp
γ̃

(
Mk,j

)
otherwise

νp
γ (M) =





δ
(
p− 1, [γ̃] + 1

)
if {γ} = {γ̃} + βj − αk − 1

δ
(
p, [γ̃] + 1

)
if {γ} = {γ̃} + βj − αk

= δ
(
p, [γ] + 1

)

Now if we choose to pick βn > αn for the computation, we now hodge invariants
for all values excepts for αn and βn. We will use the computation with for example
α1 < β1. From this one we can deduce the invariants at βn and αn. Yet, we should
keep in mind that the previous computations are always modulo shifting of the
VHS. That is why we need to have dimension at least 3, since in this case α2 will
appear in both computations and will show there is no shift in our formulas.

2.6.2. Initialization for n = 2. We use the computations performed in the previous
part for α2 and β2. To do so, first remark that the unique (complex polarized)
VHS on M2,2 is defined by hp (M) = δ(p, 1) and the only non-zero local Hodge
invariants are

ν1
α1

(
M2,2

)
= 1 at singularity 0

ν1
−β1

(
M2,2

)
= 1 at singularity ∞

ν1
β1−α1

(
M2,2

)
= 1 at singularity 1

Which corresponds to the definition of δ(p, f ′(α1)) for the first two, and to
δ(p, [γ] + 1) for the last one.

Using the previous subsection, we deduce

νp
α1

(M) = δ(p, f(α1)) at singularity 0
νp

−β1
(M) = δ(p, f(α1)) at singularity ∞

νp
γ (M) = δ(p, [γ] + 1) at singularity 1

According to [Fed15], the Hodge numbers of M are

h1 =

{
1 if α1 ≺ α2 ≺ β1 ≺ β2

2 if α1 ≺ β1 ≺ α2 ≺ β2
, h2 =

{
1 if α1 ≺ α2 ≺ β1 ≺ β2

0 if α1 ≺ β1 ≺ α2 ≺ β2

Using the fact that
∑

α ν
p
α = hp, we can deduce the other Hodge invariants.

ν2
α2

= 1 if α1 ≺ α2 ≺ β1 ≺ β2

ν1
α2

= 1 if α1 ≺ β1 ≺ α2 ≺ β2
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We conclude that νp
α2

(M) = δ(p, f(α2)) and similarly νp
−β2

(M) = δ(p, f(α2)).

2.7. Continuity of the parabolic degree. To compute δp(V ) in equation (2),
we show in the following Lemma a continuity property which implies that it is
constant on a given domain.

Lemma 2.9. Let α1, . . . , αn, β1, . . . , βn be all disjoint, not integers and such that
γ also is not an integer. Fix the intertwining diagram of α and β and the value
of [γ], then for any integer p, δp(V ) is constant.

Proof. The main idea here is that rigidity yields the holomorphic structure to be
locally constant for Higgs bundles.

Let L and L′ be the flat bundles of solutions to the equation (1) for eigenvalues
α, β and α′, β′ satisfying the above hypothesis. We endow them with a trivial
filtration. To L corresponds some Higgs bundle (E, θ) together with a parabolic
structure at singularities (see [Sim90]). As L has eigenvalues of modulus one, θ
has no residue, moreover its weight filtration is locally the same as the one for the
unipotent part of monodromy matrices of L.

Consider now (E′, θ′) a Higgs bundle with the same holomorphic structure and
Higgs form as (E, θ) but a slightly changed parabolic structure for which we keep
the initial filtration but modify the parabolic weights α, β to α′, β′. The residues
stay the same ress(θ) = ress(θ′) at every singularity s and the weight filtration
also for the unipotent part of the monodromy on any eigenspace, since we only
changed the parabolic weights of the filtration. According to Section 7 of [Sim90]
this implies that the residues of the local systems L′ associated to (E′, θ′) and L
are isomorphic, thus the monodromy matrices of the two local systems are locally
isomorphic, and by rigidity of the hypergeometric local systems they are globally
isomorphic. Moreover, the VHS on L′ induced by its Higgs structure and the
pull back on the one on L by the isomorphism are isomorphic. Thus the degrees
are equal. As the considered domain is connected this shows that the parabolic
degree of the Hodge subbundles is constant. �

Together with Corollary 2.5 this is enough to compute δp(V ). We fix an inter-
twining diagram and a floor value for γ and make the first β’s go to 1 and the rest
of eigenvalues to 0 while staying in the given domain. At the limit, the parabolic
degree is zero and we can deduce δp(V ).

3. Algorithm

In this section, we describe the algorithm used to compute the Lyapunov ex-
ponents. We start simulating a generic hyperbolic geodesic and following how
it winds around the surface, namely the evolution of the homology class of the
closed path. Finally we compute the corresponding monodromy matrix after each
turn around a cusp.
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Figure 3. The Farey’s tessellation

3.1. Hyperbolic geodesics. This first question arising to unravel this compu-
tation of Lyapunov exponents is how to simulate a generic hyperbolic geodesic.
The answer comes from a beautiful theorem proved by Caroline Series in [Ser85]
which relates hyperbolic geodesics on the Poincaré half-plane and continued frac-
tion development of real numbers. We follow here the notations of [Dal07] (see
part II.4.1).

Let us consider the Farey tessellation of H (see Figure 3). It is invariant with
respect to the discrete subgroup of index 3 in PSL (Z) generated by

〈(
1 1
0 1

)
,

(
1 0
1 1

)〉

The tessellation yields fundamental domains for the action of this group. The
sphere minus three points endowed with its complete hyperbolic metric is a de-
gree two cover of the surface induced by the quotient of H by this group. This
is why we represent the tessellation with two colors : a fundamental domain for
the sphere is given by any two adjacent triangles of different colors. Thus it will
be easy once we understand the geodesics with respect to this tessellation to see
them on the sphere.

Let us consider a geodesic going through i. It lands on the real axis at a
positive and a negative real number. The positive real number will be called x,
this number determines completely the geodesic since we know two distinct points
on it.

We associate to this geodesic a sequence of positive integers. Look at the
sequence of hyperbolic triangles the geodesic will cross. For each one of those
triangles, the geodesic has two ways to cross them (see Figure 4). Once it enters
it, it can leave it crossing either the side of the triangle to its left (a) or to its
right (b).
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(a) to the left

(b) to the right

Figure 4. Two ways to cross an hyperbolic triangle

Remark. The vertices of hyperbolic triangles are located at rational numbers, so
this sequence will be infinite if and only if x is irrational (see [Dal07] Lemme 4.2).

We have now for a generic geodesic an infinite word in two letters L and R
associated to a geodesic. For example the word associated to the geodesic in
Figure 5, is of the form LLRRLR · · · = L2R2L1R . . . . We can factorize each of
these words and get

Rn0Ln1Rn2Ln3 . . .

Except for n0 which can be zero the ni are positive integers.

Theorem 3.1. The sequence (nk) is the continued fraction development of x. In
other words,

x = n0 +
1

n1 +
1

n2 +
1

n3 + . . .

The measure induced on the real axis by the measure on T 1H dominates Lebesgue
measure.

See [Dal07] II.4 or [Ser85] for a proof.

Remark. This theorem states exactly that to study a generic geodesic on the hy-
perbolic plane, we can consider a Lebesgue generic number in (0,∞) and compute
its continued fraction development.

To compute Lyapunov exponents of the flat bundle, we need to follow how a
generic geodesic winds around the cusps. By the previous theorem we can sim-
ulate a generic cutting sequence of a hyperbolic geodesic in H. Our goal now
will be to associate to such a sequence a product of monodromy matrices keeping
track of its homotopy class.
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Figure 5. Crossings of a given geodesic

Since we will consider universal cover of the sphere minus three points, for
convenience we will denote by A, B, C the cusps corresponding in the surface to
∞, 0, 1 respectively and use this latter notation for points in H. Two adjacent
hyperbolic triangles of Farey’s tessellation, e.g. 0, 1,∞ and 1, 2,∞ will form a
fundamental domain for this surface. All the vertices of the hyperbolic triangles
for this tessellation are associated to either A,B or C. To follow how the flow
turns around these vertices in the surface, we will need to keep track of orienta-
tion. To do so, we color the triangles according to the order of its vertices, when
we browse the three vertices counterclockwise if we have A → B → C → A we
color the triangle in white (this is the case for 0, 1,∞) otherwise we color it in
blue (case of ∞, 2, 1).

Let us now consider a point P inside the blue triangle, which will be used as a
base point for loops around cusps. We choose a homology marking of the surface
by denoting the paths going around A, B, C counterclockwise starting and ending
at P , a, b, c (see Figure 6). When we concatenate these paths we get c · b ·a = Id
and a−1 = c · b. For monodromy matrices we have the relation

(3) M∞M0M1 = Id

In our algorithm we will always follow the cutting sequence until we end up in a
blue triangle. Then we will apply an isometry that take the fundamental domain
we are in to the (−1, 0,∞) triangle and the edge the flow will cut when going out
of the triangle to be the (0,∞) or (−1,∞) edge in order to place the cusp we are
turning around at ∞. We shall warn the reader here that the corresponding cusp
on the surface here at points −1, 0 and ∞ may be any of the points A,B,C but
their cyclic order will stay unchanged thanks to the orientation. Thus we just
need to keep track of the cusp placed at ∞.
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Figure 6. Homology marking

When we start with a cutting sequence extracted from the previous theorem
we see that the geodesic start by cutting (0,∞) at i without being counted in the
cutting sequence. The first cutting will always be forgotten in the sequence when
applying the isometry.

Now remark that when the crossing is a sequence of 2n left, we make n turns
counterclockwise around the cusp placed at ∞. When it 2n right, we make n turn
clockwise. It is a little trickier if the geodesic makes an odd number of the same
crossing; we need to take one step further from the next term in the sequence of
crossings to end up at P (see Figure 7).

(a) Odd number of sections (b) Changing the setting

Figure 7. Applying the good orientation preserving isometry

There is a last point to consider, since we want to compare the growth of the
harmonic norm with regards to the geodesic flow, need to follow its length. Here
the discretized algorithm enables us to follow the type of homotopy it will have,
but the length will not correspond a priori to the number of iterations of our
algorithm. It is proportional to it by the constant.

3.2. Monodromy matrices. In the introduction Proposition 1.1 gave a set of
three properties on the monodromy matrices for the hypergeometric differential
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equation associated to two distinct sequences of real numbers α1, . . . , αn and
β1, . . . , βn. We claim that these properties are sufficient to recover the monodromy
matrices up to conjugacy.

For convenience we always assume that the α1, . . . , αn are disjoint, otherwise
the computation becomes way more tedious, and in our computations we will
explore generic domains. We choose a basis in which M0 is diagonal. Property
(3) tells us that M1 − Id is of rank 1. We can then find two vectors v and w such
that M1 = Id +vwt.

Since M−1
∞ = M0M1 knowing the eigenvalues of M∞ we can derive the following

n equations, for all j,

det
(
M−1

∞ − e2iπβj Id
)

= 0

We can compute this determinant using the particular form of the matrix and
the following lemma.

M0M1 − e2iπβj Id = (M0 − e2iπβj Id) + (M0v)wt

We can conjugate by diagonal matrices so that M0v becomes the vector 1 which
is one on every coordinates. And obtain the equations

det((M0 − e2iπβj Id) + 1wt) = 0, ∀j
Lemma. Let D a diagonal matrix with d1, . . . , dn on its diagonal, and x a vector.

det
(
D + 1xt

)
=




n∏

i=1

di


 ·


1 +

n∑

i=1

xi/di




Proof. First consider the case where D is the identity matrix. We know that all
the eigenvalues except for one are 1. The determinant will then be the eigenvalue
of an eigenvector which image through xt is not zero. This vector will be 1 and
its eigenvalue (1 +

∑n
i=1 xi). To finish the proof, just factor each column by di in

the determinant. �

We obtain 


n∏

i=1

e2iπαi − e2iπβj




1 +

n∑

i=1

wi

e2iπαi − e2iπβj


 = 0

Corollary. The vector w satisfies for all j,
n∑

i=1

wi

e2iπβj − e2iπαi
= 1

We define a matrix N =
(

1

e2iπβj −e2iπαi

)

i,j
and observe that wtN = 1t so

wt = 1tN−1. Hence for a generic setting, we just have to invert N to find the
explicit monodromies. And finally we have the expressionM1 = Id +M−1

0 1·1tN−1
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4. Observations

4.1. Calabi-Yau families example. A first family of examples is coming from
14 1-dimensional families of Calabi-Yau varieties of dimension 3. The Gauss-
Manin connection for this family on its Hodge bundle gives an example of the
hypergeometric family we are considering. The monodromy matrices were com-
puted explicitly in [ES08] and have a specific form parametrized by two integers
C and d. We introduce the following monodromy matrices,

T =




1 0 0 0
1 1 0 0

1/2 1 1 0
1/6 1/2 1 1


 S =




1 −C/12 0 −d
0 1 0 0
0 0 1 0
0 0 0 1




In the previous notations, M0 = T,M1 = S,M∞ = (TS)−1. These matrices
satisfy relation (3), M∞M0M1 = Id. We see that M1 − Id has rank one and
eigenvalues of M0 and M∞ have modulus one thus correspond to hypergeometric
equations. In this setting, T has eigenvalues all equal to one and eigenvalues of
(TS)−1 are symmetric with respect to zero, we denote them by µ1, µ2,−µ2,−µ1

where µ1, µ2 ≥ 0.

The parabolic degree of the holomorphic Hodge subbundles are given by,

Theorem. [EKMZ16] Suppose 0 < µ1 ≤ µ2 ≤ 1/2 then the degree of the Hodge
bundles are

degpar E3,0 = µ1 and degpar E2,1 = µ2

Thus according to the same article, we know that 2(µ1 + µ2) is a lower bound
for the sum of Lyapunov exponents. We call good cases the equality cases and
bad cases the cases where there is strict inequality.

There are 14 different couples of values for C and d where the corresponding
flat bundle is an actual Hodge bundle over a family of Calabi-Yau varieties. These
examples where computed few years ago by M. Kontsevich and were a motivation
for this article. We list them in the table below.

To see what happens in a similar setting for more general hypergeometric equa-
tions, we vary C, d and compute the corresponding eigenvalues µ1 and µ2 as well
as the Lyapunov exponents. On Figure 9a we drew a blue point at coordinate
(µ1, µ2) if the sum of positive Lyapunov exponents are as close to the parabolic
degree 2(µ1 + µ2) as the precision we have numerically and we put a red point
when this value is outside of the confidence interval.

Note that according to Figure 9a it seems that all points below the line of
equation 3µ2 = µ1 + 1 are bad cases. In Figure 9b, we represent the distance of
the sum of the Lyapunov exponents to the expected formula. We see that this
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and
degpar E1 = 2 − 1√

2
− 4(x+ y) = 0.37377
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It is somewhat surprising to find no systematic study of these ’dilatation sur-
faces’ in the literature. However, related objects and concepts have kept poping
up every now and then, both of geometric and dynamical nature. To our knowl-
edge, their earliest appearance is in the work of Prym on holomorphic 1-forms
with values in a flat bundle, see [Pry69]. These provide an algebraico-geometric
interpretation of these dilatation surfaces, see also Mandelbaum([Man72, Man73])
and Gunning ([Gun81]). We would also like to mention Veech’s remarkable pa-
pers [Vee93] and [Vee97] where he investigates moduli spaces of complex affine
surfaces with singularities as well as Delaunay partitions for such surfaces. On the
dynamical side, the first reference to related questions can be found in Levitt’s
paper on foliations on surfaces, [Lev82] where he builds an affine interval ex-
change (AIET) with a wandering interval (these AIETs must be thought of as
the one-dimensional reduction of the foliations we are going to consider). It is
followed by a serie of works initiated by Camelier and Gutierrez [CG97] and pur-
sued by Bressaud, Hubert and Maass [BHM10], and Marmi, Moussa, and Yoccoz
[MMY10]. They generalize a well known construction of Denjoy to build out of a
standard IET an AIET having a wandering interval, behaviour which is (conjec-
turally) highly non-generic. Very striking is that the question of the behavior of a
typical AIET has been very little investigated. In this direction, we mention the
nice article of Liousse [Lio95] where the author deals with the topological generic
behaviour of transversely affine foliations on surfaces.

Contents of the paper and results. After introducing formal definitions as
well as a couple of interesting examples of ’dilatation surfaces’, we prove a struc-
ture result about Veech groups of dilatation surfaces.

The Veech group of a dilatation surface Σ is the straightforward generalization
of its translation analogue: it is the subgroup of SL2(R) made of linear parts of
locally affine transformation of Σ. It is a well-known fact that the Veech group
of a translation surface is always discrete. This fails to be true in the more
general case of dilatation surface, although the examples of surfaces whose Veech
group is not discrete are fairly distinguishable. We completely describe the class
of surfaces whose Veech group is not discrete. Roughly, those are the surface
obtained starting from a ribbon graph and gluing to its edges a finite number of
’dilatation cylinders’. We call such surfaces Hopf surfaces, because they must
be thought of as higher genus analogues of Hopf tori, that are quotients C∗/(z∼λz)

with λ a positive constant different from 1. Precisely we prove

Theorem 1. Let Σ be a dilatation surface of genus ≥ 2. There are two possible
cases :

(1) V (Σ) is the subgroup of upper triangular elements of SL2(R) and Σ is a
Hopf surface.

(2) V (Σ) is discrete.

We also prove the following theorem on the existence of closed geodesics in
genus 2 :
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Theorem 2. Any dilatation surface of genus 2 has a closed regular geodesic.

The proof is elementary and relies on combinatoric arguments. Nonetheless it
is a good motivation for a list of open problems we address in Section 6. We end
the article with a short appendix reviewing Veech’s results on the geometry of
dilatation surfaces contained in the article [Vee97] and the unpublished material
[Vee08] that W. Veech kindly shared.

About Bill Veech’s contribution. Bill Veech’s sudden passing away encour-
aged us to account for his important contribution to the genesis of the present
article. About twenty years ago, he published a very nice paper called Delaunay
partitions in the journal Topology (see [Vee97]), in which he investigated the ge-
ometry of complex affine surfaces (of which our ’dilatation surfaces’ are particular
cases). A remarkable result contained in it is that affine surfaces all have geodesic
triangulations in the same way flat surfaces have. We used it extensively when
we first started working on dilatation surfaces, overlooking the details of [Vee97].
But at some point, we discovered a family of dilatation surfaces that seemed to be
a counter-example to Veech’s result and which provides an obstruction for affine
surfaces to have a geodesic triangulation. We then decided to contact Bill Veech,
who replied to us almost instantly with the most certain kindness. He told us that
he realized the existence of the mistake long ago, but since the journal Topology
no longer existed and that the paper did not draw a lot of attention, he did not
bother to write an erratum. However, he shared with us courses notes from 2008
in which he ’fixed the mistake’. It was a pleasure for us to discover that in these
long notes (more than 100p) he completely characterizes the obstruction for the
slightly flawed theorem of Delaunay partitions to be valid, overcoming serious
technical difficulties. We extracted from the notes the Proposition 5 which is
somewhat the technical cornerstone of this paper.

A few weeks before his passing away, Bill Veech allowed us to reproduce some
of the content of his notes in an appendix to this article. It is a pity he did not live
to give his opinion and modify accordingly to his wishes this part of the paper.

Acknowledgements. We are very grateful to Vincent Delecroix, Bertrand Deroin,
Pascal Hubert, Erwan Lanneau, Leonid Monid and William Veech for interesting
discussions. The third author is grateful to Luc Pirio for introducing him to the
paper [Vee97]. The third author acknowledges partial support of ANR Lambda
(ANR-13-BS01-0002).

2. Dilatation surfaces.

We give in this section formal definitions of dilatation surfaces and several
concepts linked to both their geometry and dynamics.

2.1. Basics. An affine structure on a complex manifold M of dimension n is an
atlas of chart (Ui, ϕ) with values in Cn such that the transition maps belong to
Affn(C) = Gln(C)⋉Cn. It is well known that the only compact surfaces (thought
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of as 2-dimensional real manifolds) carrying an affine structure are tori. We
make the definition of an affine structure less rigid, by allowing a finite number of
points where the structure is singular, in order to include the interesting examples
mentioned in the introduction:

Definition 1. (1) An affine surface A on Σ is a finite set S = {s1, . . . , sn} ⊂
Σ together with an affine structure on Σ \ S such that the latter extends
to a euclidean cone structure of angle a multiple of 2π at the si’s.

(2) A dilatation surface is an affine surface whose structural group has been
restricted to AffR∗

+
(C).

The type of singularities we allow results of what seems to be an arbitrary
choice. We could have as well allowed singular points to look like affine cones, or
the angles to be arbitrary. We will justify our choice very soon. A first important
remark is that an affine surface satisfies a discrete Gauss-Bonnet equality. If
S = {s1, . . . , sn} is the set of singular points of a dilatation structure on Σ; and
ki ≥ 2 is the integer such that the cone angle at si is 2kiπ, then

n∑

i=1

1 − ki = χ(Σ) = 2 − 2g

From now on and until the end of the paper, we will consider only dilatation
surfaces.

A general principle with geometric structures is that any object that is defined
on the model and is invariant under the transformation group is well defined on
the manifolds carrying such a structure. In our case the model is C with structure
group AffR∗

+
(C). Among others, angles and (straight) lines are well defined on

dilatation surfaces. More striking is the fact that it makes sense to say that the
orientation of a line is well defined, and for each angle θ ∈ S1 we can define a
foliation oriented by θ that we denote by Fθ, whose leaves are exactly the lines
oriented by θ.
Finally remark that although the speed of a path is only defined up to a fixed
constant, it makes sense to say that a path has constant speed (speed which is
not itself well defined), as well as to say that a path has finite or infinite length.

Formally:

• a geodesic is an affine immersion of a segment ]a, b[ (a or b can be ±∞);
• a saddle connection is a geodesic joining two singular points;
• a leaf of a directional foliation is a maximal geodesic in the direction of

the foliation;
• a closed geodesic (or closed leaf if the direction of the foliation is

unambiguous) is an affine embedding of R/Z;
• the first return on a little segment orthogonal to such a closed geodesic is

a map of the form x 7→ λx with λ ∈ R∗
+. We say it is flat if λ = 1 and

that it is hyperbolic otherwise.
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2.2. Cylinders. These definitions being set, we introduce a first fundamental
example, the Hopf torus. Consider a real number λ 6= 1 and identify every two
points on C∗ which differ by scalar multiplication by λ. The quotient surface
C∗/(z ∼ λz) through this identification is a called a Hopf torus and we call λ its
dilatation factor.

Figure 4. Hopf’s torus

These provide a 1-parameter family of dilatation structures on the torus. These
surfaces have a very specific kind of dynamics. Foliations in all directions have
two closed leaves (the one corresponding to the ray from zero in this direction)
one of which is attracting and the other repulsive.

Based on this torus, we can construct higher genus examples by gluing two of
these tori along a slit in the same direction (see Figure 4). Take an embedded
segment along the affine foliation in one direction on one torus, and an other one
in the same direction on the second torus. We cut the two surfaces along these
segments and identify the upper part of one with the lower part of the other with
the corresponding affine map.

Figure 5. The franco-russian slit construction

Another construction based on the Hopf torus is given by considering a finite
covers. Denote by a the closed curve of the Hopf torus in direction of the dilation
and b the closed curve turning around zero once in the complex plane as in Figure
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4. Take the k index subgroup of π1(T 2) generated by a and bk and consider the
associated cover with the induced dilatation structure. It is also a torus which
makes k turns around zero. We call it a k-Hopf torus. Similarly, a ∞-Hopf
cylinder will be the cover associated to the subgroup generated by a.

Remark. We can also construct this structure as a slit construction along hori-
zontal closed leaves of k different Hopf tori.

These structures have the remarkable property to be a disjoint union of closed
geodesics in different directions. Each of these geodesics is an attractive leaf of
the foliation in their direction. This is the property we want to keep track of, that
is why we want to consider angular sectors of these tori embedded in a dilatation
surfaces. This is the motivation for the following definition:

Definition 2. Consider Σ a dilatation surface. Let Cθ2,θ1 be an angular domain
of a ∞-Hopf cylinder between angles θ1 ∈ R∗

+ and θ1 < θ2 such that θ2 − θ1 = θ.
A cylinder of angle θ is the image of a maximal dilatation embedding of some
Cθ2,θ1 in Σ.
We call λ the dilatation factor of the cylinder and θ its angle.

Remark the isomorphism class of a dilatation cylinder is completely determined
by the two numbers θ and λ.

Proposition 1. Let Σ be a dilatation surface and not a k-Hopf torus. Then the
boundary of a maximal cylinder embedded in Σ is a union of saddle connections.

Proof. Suppose we embedded C0,θ in the surface Σ. If θ = ∞ we would have a half-
infinite cylinder in the surface. But this half-cylinder would have an accumulation
point at ∞ in Σ which contradicts its being embedded.

When θ < ∞, there are two reasons why C0,θ′ cannot be embedded for θ′ > θ

(1) The embedding C0,θ → Σ extends continuously to the boundary of the
cylinder in direction θ, if the surface is not a k-Hopf torus the image
contains a singular point. The image of the boundary is closed, and it is
an union of saddle connections.

(2) The embedding does not extend to the boundary, then there is a geodesic
γ : [0, 1) → C0,θ starting close to the boundary and ending orthogonally
in the θ boundary of C0,θ such that γ has no limit in Σ when approaching
1. Consider an open disk in C0,θ tangent to the boundary at the point
to which γ is ending and centered on γ trajectory. Then Proposition 5
implies that γ starting from the center of the circle is a closed hyperbolic
geodesic in Σ. This cannot happen since γ is embedded in Σ

�

Again a cylinder will be the union of closed leaves. The dynamics of a geodesic
entering such a cylinder is clear. If the cylinder is of angle less than π and the
direction of the flow is not between θ1 and θ2 modulo 2π, then it will leave the
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cylinder in finite time. Otherwise it will be attracted to the closest closed leaf
corresponding to its direction, and be trapped in the cylinder.

As to enter a cylinder we have to cross its border, we see that for cylinder of
angle larger than π every geodesic entering the cylinder is also trapped. These
’trap’ cylinders can be ignored when studying dynamics. We can study instead
the surface with boundaries where we remove all these cylinders. We will see
in the following section that these cylinders are also responsible for degenerate
behaviour when trying to triangulate the surface.

Remark. A degenerate case of dilatation cylinders are flat (or euclidian) cylin-
ders. It is an embedding of the dilatation surface (with boundary) Ca =

{
z ∈

C | 0 < ℑ(a) < a
}
/(z ∼ z + 1). In this case, the length a of the domain of the

strip we quotient by z 7→ z + 1 will be called the modulus of the cylinder.

2.3. Triangulations. An efficient way to build dilatation surfaces is to glue the
parallel sides of a (pseudo-)polygon. A surface obtained this way enjoys the prop-
erty to have a geodesic triangulation. It is a triangulation whose edges are geodesic
segments and whose set of vertices is exactly the set of singular points. It is natu-
ral to wonder if any dilatation surface has such triangulation from which we could
easily deduce a polygonal presentation. Remark that the question only makes
sense for surfaces of genus g ≥ 2, for in genus 1 there are no singular points.
Unfortunately, a simple example shows that it is not to be expected in general.
The double Hopf torus constructed above cannot have a geodesic triangulation:
any geodesic issued from the singular point accumulates on a closed regular ge-
odesic, except for those coming from the slit. This obstruction can be extended
to any dilatation surface containing a dilatation cylinder of angle ≥ π: any geo-
desic entering such a cylinder never exits it which is incompatible with the fact
that a triangulated surface deprived of its 1-skeleton is a union of triangles. A
remarkable theorem of Veech proves that this obstruction is the only one:

Theorem (Veech, [Vee97, Vee08]). Let A be a dilatation structure which does not
contain any dilatation cylinder of angle larger or equal to π. Then A admits a
geodesic triangulation.

The exact theorem generalizes a classical construction known as Delaunay par-
titions to a more general class of affine surfaces. We review this construction and
more of the material contained in [Vee97, Vee08] in Appendix A.

3. Examples.

3.1. The two chambers surface. By gluing the sides of same color of Figure 6
below, we get a genus 2 dilatation surface with a unique singular point of angle
6π. For completely random reasons, we call it the two-chambersurface.

We believe that this example is particularly interesting because it is a first
non trivial example for which we can describe the directional foliation in every
direction.
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Figure 6. The two-chamber surface.

Proposition 2. Let Fθ be the directional foliation oriented by θ on the two-
chamber example.

(1) If θ = ±π
2 , then the foliation is completely periodic; the surface decomposes

into two euclidean cylinders.
(2) If θ = arctan(n) or arctan(n + 1

2) for n ∈ Z and θ 6= ±π
2 , the foliation

accumulates on a closed saddle connection.
(3) For any other θ, the foliation accumulates on a hyperbolic closed leave.

Proof. Consider the case when θ = arctan(1
4). Here the segment linking the

middle of the yellow sides projects to a closed leave of the directional foliation of
angle θ = arctan(1

4). Take a little segment transverse to this leaf, the first return
map is a dilation of factor 1

2 (resp 2). This closed leaf is therefore attractive in
the sense that every leaf passing close by winds around and accumulate on it.

The other cases are similar, the reader can convince himself by looking for the
two closed leafs in the given direction and remark that one will be attractive and
the other repulsive. �

3.2. Affine interval exchange transformations. We mention in this subsec-
tion a construction of Camelier and Gutierrez ([CG97]), improved by Bressaud,
Hubert and Maas ([BHM10]), and generalised by Marmi, Moussa and Yoccoz
([MMY10]).

An affine interval exchange is a piecewise affine bijective map from [0, 1] in itself.
It can be thought of as a generalization of either standard interval exchanges
or of piecewise affine homeomorphisms of the circle. To such an AIET (Affine
Interval Exchange Transformation), we can associate a dilatation surface which is
its suspension. It consists in taking a rectangle, identifying two vertical parallel
sides in the standard way, and identifying the two horizontal according to the
AIET, Figure 7b.

The dynamics of the vertical foliation of such a dilatation surface is exactly the
same as the affine interval exchange we started from, for the orbits of the latter are
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This structure is like taking one α-Hopf torus which we slit at one horizontal
closed curve and glue k copies of it. When we glue back the k-th copy to the first
one, we apply a β dilation.

Now that we have set aside the peculiar case of genus 1, we prove a classification
theorem on dilatation surfaces of higher genus depending on the type of their
Veech group.

Theorem 1. Let Σ be a dilatation surface of genus ≥ 2. There are two possible
cases :

(1) Σ is a Hopf surface and V (Σ) is the subgroup of upper triangular elements
of SL2(R),

{(λ ∗
0 λ−1

)
|λ ∈ R∗}

(2) V (Σ) is discrete.

The end of the section is devoted to proving Theorem 1. To do so, we will
distinguish between dilatation surfaces having saddle connections in at least two
directions and those who do not. The former enjoy the property that their Veech
group is automatically discrete thanks to a classical argument inspired by the case
of translation surfaces (see Section 3.1 of [HS06]). The latter will turn out to be
Hopf surfaces introduced in section 4.3.

Lemma 2. Let Σ be a dilatation surface having two saddle connections in different
directions. Then V (Σ) is a discrete subgroup of SL2(R).

Remark. As a direct corollary both the two-chambersurface and the disco surface
have a discrete Veech group.

Proof. Consider V0 (Σ) the subgroup of V (Σ) fixing point-wise the set of singular
points of Σ. This subgroup has finite index in V (Σ) and its being discrete implies
discreteness for V (Σ).
Choose an arbitrary simply connected subset U ⊂ Σ containing all the singulari-
ties and an arbitrary developing map of the dilatation structure on U . Thanks to
this developing map, we can associate to each oriented saddle connection a vector
in R2. The set of such vectors enjoys two nice properties:

• it is discrete;
• it is invariant under the action of V0 (Σ).

We have made the hypothesis that a pair of those vectors (v1, v2) form a basis in
R2. If an is a sequence of elements of V0 (Σ) going to identity and An the matrices
of their action in the normalization induced by U (notice that an element of V (Σ)
is an element of the quotient Gl+2 (R)/R∗

+ and therefore the matrix of its action
depends on normalization both at the source and at the target). An ·v1 → v1 and
An · v2 → v2 but the discreteness of the set of saddle connection vectors implies
that for n large enough An · v1 = v1 and An · v2 = v2, and thus An = Id. Which
proves the discreteness of the Veech group. �



16 EDUARD DURYEV, CHARLES FOUGERON, AND SELIM GHAZOUANI

We will now characterize the dilatation surfaces having saddle connections in
at most one direction. The two following lemmas will complete the classification.

Lemma 3. If all the saddle connections of a dilatation surface Σ are in the same
direction it is a Hopf surface.

Proof. We make the assumption that Σ has at least a singular point (if not,
Lemma 1 settles the question). We are going to prove that every singular point
has a least a saddle connection in every angular sector of angle π. A dilatation
surface whose all separatrices in one direction are saddle connection is easily seen
to be a Hopf surface, see Subsection 4.3.

Consider the exponential map at a singular point p associated to a local affine
normalization and let r > 0 be smallest radius such that ∆r the (open) semi-disk
of radius r, bounded below by two horizontal separatices and containing a vertical
separatrix, immerses in Σ by means of the exponential map. If r = ∞, we would
have a maximal affine immersion of H, whose boundary would project to a closed
leaf containing p and there would be two saddle connections in the horizontal
direction. Otherwise r < ∞. There can be two different reasons why ∆r′ does
not immerse for r′ > r:

(1) either the immersion ∆r −→ Σ extends continuously to the boundary of
∆r and the image of this extension contains a singular point. In that
case this singular point must be in the unique direction containing saddle
connections (say the vertical one) and the vertical separatrix was actually
a saddle connection;

(2) or ∆r −→ Σ does not extend to the boundary of ∆r.
We prove that the latter situation cannot occur. Otherwise there would be a

geodesic γ issued at p affinely parametrized by [0, r) such that γ(t) does not have
a limit in Σ when t tends to r. We make the confusion between γ as a subset
of Σ and its pre-image in ∆r. Considering an open disk in ∆r which is tangent
at the boundary to the point in ∂∆r towards which γ is heading and such that
its center belongs to γ. By means of the immersion of ∆r in Σ, it provides an
affine immersion of D satisfying the hypothesis of Proposition 5. γ would therefore
project to a closed hyperbolic geodesic, which contradicts its being a separatrix.

�

4.5. The Veech group of a dilatation surface is probably not a lattice.
We start by showing the following lemma,

Lemma 4. If V (Σ) is discrete it cannot be cocompact.

Proof. To show this we only need to find a continuous function on H/V (Σ) that
is not bounded. For flat surface the systole does the trick, here we cannot define
length of saddle connections but the ratio of the two lengths of saddle connections
that intersect. Thus we can define the shortest and the second shortest simple
saddle connections starting at a given singular point, and we denote by l and
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L their length in one arbitrary chart around the singularity. These two distinct
saddle connections exist since we assume V (Σ) discrete according to Theorem 1.
Now the ratio L/l is independent from the previous choice of chart. And if we take
the minimum value of this ratio on all the singularities, it will be a continuous
function on the H orbit of the surface invariant by the Veech group.

To finish the argument, apply the Teichmüller deformation of the surface with
matrices of the form (

et 0
0 e−t

)

where the horizontal direction will be the direction of the smallest saddle con-
nection with the smallest ratio. This deformation will decrease the length l and
increase L as t goes to infinity and thus make this function go to infinity. �

As we saw in Section 2.2, cylinders trap the linear flow in their correspond-
ing angular sector. This behaviour restricts the potential directions for saddle
connections around a singularity in the boundary of cylinders and prevent Veech
groups from being lattices.

Figure 12. Angular section on which leaves are hyperbolic

Consider Σ a dilatation surface endowed with a dilatation cylinder, take any
singular point at the border of this cylinder and flow a leaf heading inside the
cylinder whose angular direction falls just in-between the two extreme angles of
the cylinders. This leaf will be trapped inside the cylinder and accumulate to a
close leaf (Figure 12). As a consequence none of these leaves will meet a singular
point. There won’t be any saddle connection starting from the chosen point in
the angular sector define by the cylinder.

This implies the following proposition :

Proposition 4. If Σ is a dilatation surface with a dilatation cylinder then V (Σ)
is not a lattice.

Proof. Assume for a contradiction that V (Σ) is a lattice. Take a finite index
subgroup which stabilizes all the singularities of the surface. As an assumption
on Σ there is a dilatation cylinder in the surface, Proposition 1 implies that there
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is a singularity in the boundary of the cylinder, and a small angular section in
which any separatrix from this singularity will accumulate to a closed leaf. As the
subgroup is a lattice it contains a parabolic element and its limit set is the whole
border of H. Then we can conjugate this parabolic element to see that there is
a dense set of direction in which there is a parabolic. In parabolic directions,
the separatrices are all saddle connections. Indeed, if not there would be an
accumulation point, and a neighborhood of this point would be crossed infinitely
many times by the separatrix on which the parabolic acts as the identity. Hence
the parabolic element would act as the identity on the whole neighborhood, which
is a contradiction. This shall not be since we showed that there cannot be saddle
connection in an open set of directions around the singularity. �

5. Cylinders on genus 2 surfaces.

The purpose of this section is to show the following result

Theorem 2. Any dilatation surface of genus 2 has a cylinder.

First, remark that Veech’s theorem on Delaunay triangulation (see Veech’s
theorem in 2.3) tells us that if a dilatation surface does not have a triangulation,
it must contain a dilatation cylinder (of angle at least π). We can therefore forget
about this case and assume that all the surfaces we are looking at have geodesic
triangulations.
The theorem is also easy to prove when the surface has two singular points which
both must be of angle 4π. Consider a triangle of a Delaunay triangulation of the
surface, at least two of its vertices are equal to the same singular point and the
side corresponding to these two vertices is a simple closed curve. It must cut the
angle of the associated singular point into two angular sectors of respective angle
3π and π. Which implies that it bounds a cylinder on the side of the angle π.

For the remainder of the section, Σ is a surface of genus 2 together with a
strictly dilatation structure whose unique singular point of angle 6π is denoted by
p. A geodesic triangulation of Σ must have exactly 9 edges and 6 triangles. In this
particular case where the triangulation has a unique vertex, each edge defines a
simple closed curve, geodesic away from p and cutting the latter into two angular
sector. Because each directional foliation is oriented, such an edge must cut the
angle 6π into two angles of respective values either 5π, π or 3π, 3π.
The lemma below proves that any such geodesic triangulation has at least one
edge cutting the singular point into two angles 5π and π. The theorem is a direct
consequence of this lemma.

Lemma 5. A geodesic triangulation of Σ cannot have its 9 edges cutting p into
two sectors of angles 3π.

Proof. The property on the edges implies that they all intersect with number
±1 at the only vertex of the triangulation. Since every closed leaf separates the
cylinder at p in two angular sectors of angle 3π an oriented leaf can’t have it’s
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in-going and outgoing parts in the same sector cut by any other leaf (the angle
would have to be smaller).

We can always see topologically our surface as an octagon which boundary
are edges of the triangulation. Take for example the maximal sub-graph of the
1-skeleton of the triangulation such as the complementary of it in the surface is
connected and simply-connected, this complement will be the fundamental do-
main we are looking for. Now the intersection number property tells us that the
configuration of the path at the order will be in the setting of Figure 13

Figure 13. Topological setting of the separatrix diagram

Now consider yet another of the 9 edges, as it has to intersect all of the other
path with ±1 the only possibility is when the curves starts between two colors
and end up between the two same colors.

Let’s add one of these edges as in Figure 14. It is clear now that we won’t be
able to add any curve with the same property since they can’t intersect a curve
in other point than p.

Figure 14. Adding one curve

�

This completes the proof of Theorem 2. It is not completely satisfactory: we
would like to prove that every dilatation surface contains strictly dilatation cylin-
ders.
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6. Open problems.

We hope that at this point, most of the problems we are about to suggest seem
natural to the reader.

We have so far put our hands on several dynamical behaviours for the direc-
tional foliations on our dilatation surfaces. Very often it happens that a finite
number of hyperbolic closed leaves attract all the others, as it the case for all but
one direction on the two-chambersurface. We say in that case that the dynamics
is hyperbolic. The Camelier-Gutierrez construction discussed in Section 3.2 also
proves the existence of directional foliations such that every leaf accumulates to
a closed union of leaves which is transversely a Cantor set. Finally it is not to be
excluded that some directional foliations are minimal (it is actually very easy to
build examples of such dilatation surfaces). Because of the conjectural picture we
are about to draw, we call both late cases exceptional.

We begin our list of open problems by very specific questions concerning the
D1,2 example. It is a simple and very explicit one, but the dynamical questions
that it raises are not straightforwardly answerable.

(1) Does there exist a dense direction on the D1,2 example?
(2) Does there exist a ’Cantor like’ direction on the D1,2 example?
(3) What does the set of hyperbolic directions on the D1,2 example look like?

Is it dense? Has it full Lebesgue measure?

These might be a good starting point on the way to the general case. Al-
though the combinatorial arguments used in its proof are unlikely to generalize
to higher genus, Theorem 2 suggests that systematic dynamical behaviours are to
be expected. Is it true that

(4) every dilatation surface has a closed regular geodesic?
(5) every dilatation surface has a closed, regular and hyperbolic geodesic?
(6) the set of hyperbolic direction of every dilatation surface is dense? has

full measure?

These questions have natural generalizations to the moduli space of dilatation
surfaces together with a directional foliation. It is possible that in this setting some
of the aforementioned questions are easier to answer, and that specific surfaces
have a very different behaviour from the generic one. We conjecture that the
answers to these three questions are positive, with a greater reserve about the full
measure one. There are most probably very interesting things to say about the
loci of exceptional directions, but making guesses without a clear picture of what
happens for hyperbolic ones seems quite dairy. A very natural direction at this

point is to investigate the geometrical properties of these dilatation surfaces:

(7) Which are the dilatation surfaces having only finitely many saddle con-
nections?
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(8) Is it true that trough a given point on a dilatation surface always passes
either a closed geodesic or a saddle connection? It is the case in the
two-chamberexample.

(9) What does the set of vectors of saddle connections on a given surface look
like?

Proposition 4 most probably prevents the Veech group of a dilatation surface
to be a lattice in SL2(R). Nonetheless, it seems to be an interesting invariant of
these dilatation surfaces.

(10) What kind of Fuchsian groups can appear as Veech groups ?

Finally we want to suggest that a nice source of questions is trying to describe
the set of surfaces having specific interesting dynamical/geometric properties. For
instance:

(11) Is the set of dilatation surfaces having an exceptional direction dense?
generic?

(12) Is the set of dilatation surfaces having no exceptional direction dense?
generic?

(13) Does there exists a surface having infinitely many ’Cantor like’ directions?

Appendix A. Veech’s results on the geometry of affine surfaces.

We review in this appendix results of Veech on the geometry of affine surfaces
appearing in [Vee97] and [Vee08]. Note that Veech works in the more general
context of affine surfaces with singularities.

For the sake of clarity, we will restrict his results to the case under scrutiny
in this paper namely branched affine surface with real positive linear holonomy.
The notes [Vee08] remain unpublished and Veech kindly allowed us to reproduce
here proofs that are contained in these notes.

A.1. The property V. We say an affine surface Σ satisfies the property V if
there is no affine immersion of H in Σ. It is equivalent to ask that Σ has no affine
cylinder of angle larger than π.

Theorem (Veech, [Vee08]). An equivalent formulation of the property V is the
following:

(V ′) Every affine immersion of the open unit disk D ⊂ C in Σ extends contin-
uously to a map D → Σ.

We will only give the proof of one sense of the equivalence, namely that the
property V implies the property V ′, which will be sufficient for our purpose.

Lemma 6. Let ϕ be an affine immersion of the open unit disk D ⊂ C in Σ that
does not extend continuously to a map D → Σ. Then ϕ extends to an affine
immersion H −→ Σ.
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Proof. Since ϕ does not extend to ∂D, there exists z ∈ ∂D such that

lim
t→1

ϕ(tz)

does not exist. Let γ be the path t 7→ ϕ(tz). Let x be an accumulation point of
γ. Since [0, 1] is connected, we can assume that x is not singular. Let tk → 1 be
an increasing sequence such that γ(tk) → x and f an affine chart at x, f : U 7→ ∆
where ∆ is the unit disk centered at 0 et U an open set containing x such that
f(x) = 0. We denote by 1

2U the pre-image by f in Σ of the disk centered at 0 or
radius 1

2 .
For k large enough, we can assume that γ(tk) belongs to 1

2U . Denote by Vk

the pre-image by in Σ of the disk of radius 1
2 centered at ϕ(γ(tk)). In particular

Vk contains x. We claim that the image under ϕ of Dk the open disk centered at
tkz ∈ U tangent to ∂U at z contains Vk. Since ϕ does not extend at z, there is
a closed disk centered a tkz strictly contained in Dk whose image under ϕ is not
contained in Vk. Since this image is a disk concentric at tkz it must contain Vk

and in particular x. Let wk be a pre-image of x in Dk.
Let Ek be the largest disk with center wk to which ϕ admits analytic continu-

ation. Since wk → z, the radius of Ek converges to 0. Necessarily ϕ(Ek) contains
U = f−1(∆) because ϕ(Ek) is a maximal embedded disk of center x. Extending
the map f−1 : ∆ → U ⊂ Σ by means of ϕ defines Fk : ∆k → Σ. The functions
(Fk)k∈N have the following properties:

• ∆k is a disk;
• ∆ ⊂ ∆;
• ∀ζ ∈ ∆ we have that Fk(ζ) = f−1(ζ);
• ∀k, k′ ∈ N, Fk = Fk′ on ∆k ∩ ∆k′ ;
• the radius of ∆k tends to +∞, because the radius of Ek tends to 0.

Since all the Dk are connected and
⋂

k∈N ∆k is non empty, the Fk define an
affine immersion

F :
⋃

k∈N

∆k −→ Σ

and
⋃

k∈N ∆k must contain a half-plane since it is the union of disk whose radius
tend to infinity whose intersection is not empty. This proves the lemma.

�

Lemma 7. Any affine immersion ϕ : H −→ Σ can be extended to ϕ′ : H′ −→ Σ
such that the latter is invariant by the action by multiplication by a positive real
number λ 6= 1.

Proof. We show first that such an immersion cannot be one-to-one. Consider the
geodesic γ[0,∞[→ [i, i∞[⊂ H. Its image by ϕ cannot have a limit in Σ for it has
infinite (relative) length. Let x ∈ Σ be an accumulation point of this image, and
U ⊂ Σ a closed embedded disk with center x such that ϕ(γ) is not completely
contained in U . Since ϕ(γ) is a leaf of a directional foliation on Σ, it must cross U
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twice along parallel segment and therefore cannot be injective because the image
of horizontal stripes at the first and second crossing will overlap.

There exists then v 6= w ∈ H such that ϕ(z) = ϕ(w). There exists then an
affine map z 7→ λz + a with a ∈ R∗

+ and b in C such that w = λv + a and for all
z in a neighborhood of v

ϕ(z) = ϕ(λz + a).

The union of the iterated images of H by z 7→ λz+a is a half-plane H′ to which
ϕ extends by analytic continuation and on which the above invariance relation
holds for all z. If λ = 1, the image of ϕ′ in Σ is an infinite flat cylinder, which
is impossible since Σ is compact; therefore λ 6= 1. The fixed point of z 7→ λz + a
must lie in ∂H′ and up to an affine transformation we can suppose that b = 0.

�

A.2. Delaunay decompositions and triangulations. The main result of [Vee97]
and [Vee08] combined is establishing the existence of geodesic triangulations for
surfaces not verifying the only natural obstruction for this to happen. It is given
by the following theorem:

Theorem (Veech). An affine surface admits a geodesic triangulation if and only
if it does not contain an embedded open affine cylinder of angle π. Equivalently,
an affine surface admits a geodesic triangulation if and only if it satisfies the
property V.

This theorem is a corollary of the existence of Delaunay partitions for affine
surfaces that Veech deals with. We explain in the sequel the construction. Let Σ
be an affine surface satisfying the property V and let x ∈ Σ be a regular point.
We are going to distinguish points depending on the number of singular points on
the boundary of the largest immersed disk at x. We denote this number by ν(x).
The set

{
ν(x) = 1

}
is a open dense set in the surface. The special points a those

such that ν(x) ≥ 3, who form a discrete and therefore finite set in the surface.
At these points one can consider the largest embedded disk in the surface and
consider in this disk the convex hull of the (at least) three singular point on the
boundary. The crucial (but not completely obvious) facts are that:

• this convex hull projects onto an embedded convex polygon in the sur-
face;

• the union of such polygons covers the whole surface;
• such polygons only intersects at their boundary;
• an intersection of two such polygons is union of some their (shared) sides;
• the set of vertices of such polygons is exactly the set of singular points;
• the union of the interior of these polygons is exactly the set

{
ν(x) = 1

}
;

• the union of the interior of their sides is exactly the set
{
ν(x) = 2

}
.
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This decomposition of the surface in convex polygons is called its Delaunay
polygonations, is unique and only depends on its geometry. A triangulation of
each polygon leads to a geodesic triangulation of the surface.

The crucial fact (we refer to [Vee97] for details) is that having the property
V implies that maximal affine embeddings of the disk extend to their boundary,
which is the technical point that one needs to make sure the construction hinted
above can be carried on.

Remark. The converse of the triangulation theorem is quite easy. Any cylinder
of angle at least π behave like a ’trap’: any geodesic entering it never escapes. A
surface containing such a cylinder therefore cannot be geodesically triangulated,
because no edge of the triangulation could enter the cylinder and the complement
of the 1-skeleton of such a triangulation would not be a union of cells.

A.3. Closed geodesics and wild immersions of the disk. We consider in
this subsection a surface Σ which does not satisfy the property V. This implies
that there is an affine immersion ϕ : D −→ Σ which does not extend to ∂D the
boundary of D. This also implies the existence of an affine cylinder and therefore
closed hyperbolic geodesics. We give in this subsection a way to localize such a
closed hyperbolic geodesic starting from ϕ. We believe that this result should
be attributed to Veech. Even though not stated explicitly in [Vee08] (probably
because Veech did not have in mind the dynamical questions we are interested
in), the statement is obvious for anyone who has read carefully the sections 23
and 24 of [Vee08].

Proposition 5 (Veech, [Vee08]). Let ϕ : D −→ Σ be a wild immersion of the disk,
i.e. that does not extend to ∂D, and let z ∈ ∂D such that the path γ : t 7→ ϕ(tz)
does not have a limit in Σ when t → 1. Then γ([0, 1)) is a hyperbolic closed
geodesic in Σ .

Proof. According to both Lemma 6 and 7 ϕ extends to a maximal ϕ′ : H −→ Σ
which is invariant by multiplication by a certain positive number λ 6= 1. γ in this
extension must head toward 0 ∈ ∂H for otherwise it would have a limit in Σ. Its
image is therefore a closed hyperbolic leave because it is invariant by the action
of λ. �
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The map F is an affine interval exchange transformation (AIET) and one easily
verifies that for all x ∈ D, F 2(x) = x. Its dynamical behaviour is therefore as
simple as can be. We consider a family (Ft)t∈S1 , parametrised by S1 = R /Z ,
defined by

Ft = F ◦ rt

where rt : [0, 1[−→ [0, 1[ is the translation by t modulo 1.

This article aims at highlighting that this one-parameter family of AIETs dis-
plays rich and various dynamical behaviours. The analysis developed in it, using
tools borrowed from the theory of geometric structures on surfaces, leads to the
following theorems.

Theorem 1. For Lebesgue-almost all t ∈ S1, Ft is dynamically trivial.

We use the terminology of Liousse (see [Lio95]) who introduced it and proved
that this dynamically trivial behaviour is topologically generic for transversely
affine foliations on surfaces. As such, this theorem is somewhat a strengthening
of Liousse’s theorem for this 1-parameter family of AIETs. Indeed, we prove that
this genericity is also of measure theoretical nature. We say that Ft is dynamically
trivial if there exists two periodic points x+, x− ∈ D of orders p, q ∈ N such that

• (F p
t )′(x+) < 1

• (F q
t )′(x−) > 1

• for all z ∈ D which is not in the orbit of x−, the ω-limit of z is equal to
O(x+) the orbit of x+.

Roughly speaking, it means that the map Ft has two periodic orbits, one of which
is attracting all the other orbits but the other periodic orbit which is repulsive.

A remarkable feature of this family is that there also are a lot of parameters for
which the dynamics has an attracting exceptional minimal set. The existence of
such a dynamical behavior for AIETs has been known since the work of Levitt
[Lev87] (see also [CG97], [BHM10] and [MMY10] for further developments on this
construction).

Theorem 2.

• For all t in a Cantor set of parameters in S1 there exists a Cantor set
Ct ⊂ D for which for all x ∈ D, the Ft ω-limit of x is equal to Ct.

• There are countably infinitely many parameters t ∈ S1 for which Ft is

completely periodic, that is there exists p(t) ∈ N∗ such that F
p(t)
t = Id.

The remaining parameters form a Cantor set ΛΓ ⊂ S1 which is the limit set of a
Zariski dense subgroup Γ < SL(2,R) of infinite covolume. For the parameters in
ΛΓ, we have,

Theorem 3. There exists P and M subsets of ΛΣ with dense complementary set,
such that,

• if θ ∈ P the foliation is decomposed into flat cylinder.
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The group VΣ seen as a subgroup of SL(2,R) is discrete and contains the following
group, see Section 3

Γ =
〈 (1 6

0 1

)
,

(
1 0
3
2 1

)
,

(−1 0
0 −1

) 〉
.

The projection of Γ on PSL(2,R) is a discrete group of infinite covolume. It is
also a Schottky group of rank 2, and the analysis of its action on RP1 the set of
directions of R2 leads to the following.

• There is a Cantor set ΛΓ ⊂ RP1 of zero measure on which Γ acts minimally
(ΛΓ is the limit set of Γ). The directions θ ∈ Γ are conjecturally minimal.

• The action of Γ on ΩΓ = RP1 \ ΛΓ is properly discontinuous and the
quotient is homeomorphic to a circle ( ΩΓ is the discontinuity set of Γ). It
allows us to identify a narrow fundamental domain I ⊂ RP1 such that the
understanding of the dynamics of foliations in directions θ ∈ I implies the
understanding for the whole ΩΓ (which is an open set of full measure).

Affine Rauzy-Veech induction. A careful look at the Figure 3 gives that the
study of the dynamics of the directional foliations for θ ∈ I reduces to the un-
derstanding of the dynamics of contracting affine 2-intervals transformations. We
use in Section 4 an adapted form of Rauzy-Veech induction to show that

• there is a Cantor set of zero measure of parameters θ ∈ ΩΓ for which the
associated foliation accumulates on a (transversely) Cantor set;

• the rest of directions in ΩΓ are dynamically trivial.

A remarkable corollary of the understanding of the dynamics of the directions in
I is the complete description of VΣ:

Theorem 4. The Veech group of Σ is exactly Γ.

Acknowledgements. We are grateful to Bertrand Deroin for his encouragements
and the interest he has shown in our work. We are also very thankful to Pascal
Hubert for having kindly answered the very many questions we asked them, to
Nicolas Tholozan for interesting discussions around the proof of Theorem 9 and
to Matt Bainbridge for pointing out a mistake in Proposition 1.
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2. Dilatation surfaces.

We introduce in this section the various objects and concepts which will play
a role in this paper, and recall or prove few structural results about dilatation
surfaces.

2.1. Dilatation surfaces.

Definition 1. A dilatation surface is a surface Σ together with a finite set S ⊂ Σ
and an atlas of charts A = (Ui, ϕi)i∈I on Σ \S whose charts take values in C such
that

• the transition maps are locally restriction of elements of AffR∗
+

(C) = {z 7→
az + b | a ∈ R∗

+, b ∈ C};
• each point of S has a punctured neighborhood which is affinely equivalent

to a punctured neighborhood of the cone point of a euclidean cone of angle
a multiple of 2π.

We call an element of the set S a singularity of the dilatation surface Σ.

This definition is rather formal, and the picture one has to have in mind is that
a dilatation surface is what you get when you take a euclidean polygon, and glue
pairs of parallel sides along the unique affine transformation that sends one on
the other. An other interesting equivalent formulation of this definition is to say
that a dilatation surface if the datum of

• a representation ρ : π1Σ −→ AffR∗
+

(C) = {z 7→ az + b | a ∈ R∗
+, b ∈ C};

• a non constant holomorphic map dev : Σ̃ −→ C which is equivariant with
respect to the above representation.

The map dev is called the developing map of the dilatation surface and the
representation ρ its holonomy. One recovers the initial definition by restricting
dev to sufficiently small open sets to get the charts of the dilatation structure,
the equivariance of dev under the action of ρ ensuring that the transition maps
belong to AffR∗

+
(C). The singular points are the projection of the critical points

of dev. This formalism borrowed from the theory of (G,X)-structures is often
convenient to overcome minor technical issues.

2.2. Foliations and saddle connections. Together with a dilatation surface
comes a natural family of foliations. Fix an angle θ ∈ S1 and consider the trivial
foliation of C by straight lines directed by θ. This foliation being invariant by the
action of AffR∗

+
(C), it is well defined on Σ \ S and extends at points of S to a

singular foliation on Σ such that its singular type at a point of S is saddle-like.
A saddle connection on Σ is a singular leave that goes from a singular point to

another, that is which is finite in both directions. The set of saddle connections
of a dilatation surface is countable hence so is the set of directions having saddle
connections.
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2.3. Cylinders. If θ ∈]0, 2π[, the quotient of the angular sector based at 0 in C

by the action by multiplication of λ > 1 is called a dilatation cylinder of angle θ
and of multiplier λ which we denote by Cλ,θ. This definition extends to arbitrarily
large values of θ by considering sufficiently large ramified cover of C, see [DFG,
Section 2.2] for a precise construction.

A dilatation cylinder is a dilatation surface whose boundary is totally geodesic,
homeomorphic to a topological cylinder, with no singular points. For the sake of
convenience, we will consider that euclidean cylinders, which are the dilatation
sub-surfaces one gets by identifying two opposite sides of a rectangle are a degen-
erated case of dilatation cylinder. In the sequel when we will refer to a cylinder
we will mean a dilatation or euclidean cylinder, unless explicitly mentioned.

We say a dilatation surface has a cylinder in direction θ if there exists a regular
closed leave of the foliation in direction θ. The cylinder in direction θ is therefore
the cylinder to which this closed leave belongs.

Proposition 1. A closed dilatation surface of genus g has at most 3g−3 cylinders
in a given direction θ.

Proof. It suffices to notice that two homotopic simple closed geodesics α and β on
a surface Σ which are disjoint must bound a dilatation or a flat cylinder. Using
induction on the complexity on a connected complex surface defined by 3g−3+k,
where g is the genus and k the number of boundary components, we see that there
are at most 3g− 3 simple closed curves in a topological surface which are not ho-
motopic with each other. Any such set of 3g − 3 curves is a maximal cut system
which decomposes the surface in 2g − 2 pair of pants.

Assume that α and β are homotopic then they bound a cylinder C in Σ. This
cylinder has totally geodesic boundary. A Euler characteristic argument implies
that, since ∂C is totally geodesic, C has no singular point in its interior. Such
a cylinder is characterised by the linear holonomy λ ∈ R∗

+ of a generator of
its fundamental group that is isomorphic to Z: because of the local rigidity of
dilatation structures, the local isomorphism with a cylinder Cλ,∞ of holonomyλ
(if λ 6= 1) extends to the whole C. This proves that C is affinely isomorphic to
Cλ,θ for a certain θ or to a flat cylinder if λ = 1 . Moreover, if α and β lie in the
same directional foliation and if λ 6= 1, θ must be a multiple of π.
Thus we can associate a simple closed curve in distinct homotopy classes for each
cylinder. �

2.4. Affine interval exchange transformations. An affine interval exchange
transformation (or AIET) is a bijective piecewise continuous map f : [0, 1] −→
[0, 1] with a finite number of discontinuity points, which is affine on each of its
continuity intervals. A convenient way to represent an AIET is to draw on a first
copy of [0, 1] its continuity intervals and on a second copy their images.

2.5. The Veech group of a dilatation surface. We recall in this paragraph
basic definitions. An appendix to this article (see Appendix A) gives further
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details on its construction and on the Veech group of the Disco surface (to be
formally defined in the next paragraph). Let Σ be a dilatation surface. We say
g ∈ Diff+(Σ) is an affine automorphism of Σ if in coordinates, g writes likes the
action of an element of GL+(2,R) ⋉R2 with the standard identification C ≃ R2.
We denote by Affine(Σ) the subgroup of Diff+(Σ) made of affine automorphisms.
The linear part in coordinates of an element of Affine(Σ) is well defined up to
multiplication by a constant λ ∈ R∗

+, we have therefore a well defined morphism:

ρ : Affine(Σ) −→ SL(2,R)

which associate to an affine automorphism its normalised linear part. We call ρ
the Fuchsian representation. Its image ρ(Affine(Σ)) is called the Veech group of
Σ and is denoted by VΣ.

2.6. The ’Disco’ surface. The surface we are about to define will be the main
object of interest of this text. It is the surface obtained after proceeding to the
gluing below:

Figure 4. The surface Σ.

We call the resulting surface the ’Disco’ surface. In the following Σ will denote
this particular surface.

• This is a genus 2 dilatation surface, which has two singular points of angle
4π. They correspond to the vertices of the polygon drawn in Figure 4.
Green ones project onto one singular point and brown ones project onto
the other.

• Line segments joining the middle of the two blue (red, yellow and green
respectively) sides project onto four closed simple curves that we call a1,
b1, a2 and b2 respectively. If oriented ’from the bottom to the top’, they
form a symplectic basis of H1(Σ,Z).

• With the orientation as above, we have that the linear holonomy of ρ of
Σ satisfies ρ(a1) = ρ(b2) = 2 and ρ(a2) = ρ(b1) = 1

2 .

2.7. About the Veech group of Σ.
Flat cylinders. A flat cylinder is the dilatation surface you get when gluing two
opposite sides of a rectangle. The height of the cylinder is the length of the sides
glued and thediameter of the cylinder is the length of the non-glued sides, that is
the boundary components of the resulting cylinder. Of course, only the ratio of
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where A ∈ GL2(R) and B is a vector of R2. Such a map sends the θ-directional
foliation on the [A](θ)-directional foliation, where [A] is the projective action
of the matrix A on the circle S1. Therefore (as a global object) an element
of the Veech group also acts on the set of foliations (Fθ)θ∈S1 . Such an affine
diffeomorphism conjugates one foliation and her foliations which are image of
each other one by an element of the Veech group are C∞-conjugate and therefore
have the same dynamical behaviour. Recall that the goal of this article is to
describe the dynamics of all the foliations Fθ of the dilatation surface Σ. The
remark above allows us to reduce the study to the quotient of S1 by the action
of Veech group on the set of foliations. We will find an interval (in projective
coordinates) which is a fundamental domain for the action of the Veech group on
its discontinuity set. The study of the dynamic for parameters θ in this interval
will be performed in Section 4.

3.2. The subgroup Γ. We found in Section 2 three elements of the Veech group
of the surface Σ:

〈
A =

(
1 6
0 1

)
, B =

(
1 0
3
2 1

)
,−Id

〉
⊂ VΣ

The presence of the matrix −Id in VΣ indicates that directional foliations on the
surface Σ are invariant by reversing time. This motivates the study of the Veech
group action on RP1 := S1 /−Id instead of S1.

We will often identify RP1 to the the interval [−π
2 ,

π
2 ) by using projective coordi-

nates:

RP1 → [−π
2 ,

π
2 ][(

x
y

)]
7→ arctan

(
x
y

)

At the level of the Veech group it means to project it to PSL2(R) by the canonical
projection π. Let us denote by Γ ⊂ π(VΣ) ⊂ PSL2(R) the group generated by
the two elements:

Γ :=
〈
A =

(
1 6
0 1

)
, B =

(
1 0
3
2 1

)〉

We will study the group Γ as a Fuchsian group, that is a discrete group of
isometries of the real hyperbolic plane H2. For the action of a Fuchsian group Φ
on RP1, there are two invariant subsets which we will distinguish:

• one called its limit set on which Φ acts minimally and that we will denote
by ΛΦ ⊂ RP1;

• the complement of ΛΦ which is called its discontinuity set, on which Φ
acts properly and discontinuously and which we will denote by ΩΦ.
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The domain D of Figure 7 is a fundamental domain for the action of Γ. The
isometry A identifies the two green boundaries of D together and B the two red
ones. The quotient surface is homeomorphic to a three punctured sphere. �

3.4. The limit set and the discontinuity set. The following notion will play
a key role in our analysis of the affine dynamics of the surface Σ:

Definition 2. The limit set ΛΦ ⊂ S1 of a Fuchsian group Φ is the set of
accumulation points in D ∪ S1 of any orbit Φ · {z0}, z0 ∈ D2 where D ⊂ C is the
disk model for the hyperbolic plane H2.

The complementary set of the limit set is the good tool to understand the infinite
volume part of such a surface.

Definition 3. The complementary set ΩΦ := S1\ΛΦ is the set of discontinuity
of the action of Γ on the circle.

The group Φ acts properly and discontinuously on the set of discontinuity one
can thus form the quotient space ΩΦ /Φ which is a manifold of dimension one : a
collection of circles and real lines. These sets are very well understood for Schottky
groups thanks to the ping-pong Lemma, for further details and developments see
[Dal11] chapter 4.

Proposition 4 (ping-pong lemma). A Schottky group is freely generated by any
two elements in Schottky position and its limit set is homeomorphic to a Cantor
set.

The idea of the proof is to code points in the limit set. As it is shown in the
following Figure 8 a point in the limit set is uniquely determined by a sequence in
the alphabet {A,B,A−1, B−1} such that two consecutive elements are not inverse
from the other. The first letter of the sequence will determines in which domain
Di the point is, the second one in which sub-domain and so on:
The intersection of all these domains will give the standard construction of a
Cantor set by cutting some part of smaller intervals repetitively.
The following theorem will be used in 5 to prove our main Theorem 1

Theorem 5 (Ahlfors, [Ahl66]). A finitely generated Fuchsian group satisfies the
following alternative:

(1) either its limit set is the full circle S1 ;
(2) or its limit set is of zero Lebesgues measure

In our setting, it is clear that the limit set is not the full circle, thus the theorem
implies that the limit set of Γ is of zero Lebesgue measure.

3.5. The action on the discontinuity set and the fundamental interval.
The following proposition is the ultimate goal of this section.

Proposition 5. The quotient space

ΩΓ /Γ
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However we want to put the emphasis on the fact the assumption that the group
is finitely generated will be used here. The key point is the geometric finiteness
theorem [Kat92, Theorem 4.6.1] which asserts that any finitely generated group
is also geometrically finite. It means that the action of such a group admits
a polygonal fundamental domain with finitely many edges. It is not difficult to
exhibit from such a fundamental domain the desired geodesic by looking at the
pairing induced by the group, as it is done in Figure 9 for our Schottky group.

Remark 2. The proof of Lemma 1 also shows that any point of the boundary of
ΩΓ is exactly the set of fixed points of hyperbolic isometries in Γ.

Corollary 1. Connected components of ΩΓ /Γ are in one to one correspondence

with infinite volume end of the surface H2 /Γ .

We now have all the materials needed to prove the Proposition 5.

Proof of Proposition 5. Because the surface H2 /Γ has only one end of infinite
volume the corollary 1 gives immediately that ΩΓ /Γis a single circle. Proof of
the second part of Lemma 1 consists in a simple matrix computation. Figure 9
gives explicitly the elements of the group Γ which stabilise a connected component
of the discontinuity set. We then have to prove:

[
AB−1

(
1
1

)]
=
[(

4
1

)]

where [X] is the projective class of the vector X. The computation is easy:

AB−1
(

1
1

)
=
(−8 6

−3
2 1

)(
1
1

)

=
(−2

−1
2

)

�

Remark 3.

(1) The fact that the boundary of the discontinuity set could be identified with
the set of fixed points of hyperbolic isometries is not general. For example
the limit set of fundamental group of any hyperbolic compact surface is the
full circle, but this group being countable there is only a countable set of
fixed points.

(2) As a corollary we also have that hyperbolic fixed points are dense in the
limit set.
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surface represented in Figure 11. Every leaf in the the given angular set of direc-
tions that enters the sub-surface will stay trapped in it thereafter. Moreover the
foliation in it will have a hyperbolic dynamics. We therefore seek attractive closed
leaves in this subset. To do so, take a horizontal interval overlapping exactly this
stable sub-surface and consider the first return map on it. It has a specific form,
which is close to an affine interval exchange, and which we will study in this sec-
tion.

In the following, an affine interval exchange transformation (AIET) 1 is a piece-
wise affine function on an interval. For any m,n ∈ N, let I (m,n) be the set of
AIETs defined on [0, 1] with two intervals on which it is affine and such that the
image of the left interval is an interval of its length divided by 2n which rightmost
point is 1, and that the image of its right interval is an interval of its length divided
by 2m which leftmost point is 0 (see Figure 12 for such an IET defined on [0, 1]).
When representing an AIET, we will color the intervals on which it is affine in
different colors, and represent a second interval on which we color the image of
each interval with the corresponding color; this will be sufficient to characterise
the map. The geometric representation motivates the fact that we call the former
and latter set of intervals the top and bottom intervals.

Figure 12. Geometric representation of an element of I (m,n)

Remark that the above cross-sections are in I (1, 1). We will study the dynamical
behaviour of this family of AIET.

4.2. Rauzy-Veech induction. Let T be an AIET and D be its interval of defi-
nition. The first return map on a subinterval D′ ⊂ D, T ′ : D′ → D′ is defined for
every x ∈ D′, as

T ′(x) = Tn0(x) where n0 = inf{n ≥ 1|Tn(x) ∈ D′}
Since we have no information on the recursivity of an AIET this first return

map is a priori not defined on an arbitrary subinterval. Nonetheless generalizing a
wonderful idea of Rauzy [Rau79] on IETs, we get a family of subinterval on which
this first return map is well defined. Associating an AIET its first return map on
this well-chosen smaller interval will be called the Rauzy-Veech induction.

1In classical definitions of (affine) interval exchanges the maps are also assumed to be bijective,
here they will be injective but not surjective.
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The general idea in the choice of this interval is to consider the smallest of
the two top and bottom intervals at one end of D (left or right) the interval of
definition. We then consider the first return map on D minus this interval.

In the following we describe explicitly the induction for a simple family I (m,n).
A general and rigorous definition of Rauzy-Veech induction here is certainly pos-
sible with a lot of interesting questions emerging but is beyond the scope of this
article.

Assume now that T is an element of I (m,n), let A,B ⊂ D be the left and
right top intervals of T , and λA, λB their length. Several distinct cases can happen,

(1) (a) B ⊂ T (A) i.e. λB ≤ 2−nλA.

(a) Example of such AIET (b) Right Rauzy-Veech induction

We consider the first return map on D′ = D − B. T−1(B) of length
2nλB has no direct image by T in D′ but T (B) ⊂ D′. Thus for the
first return map, this interval will be sent directly to T (B) dividing
its length by 2n+m. We call this a right Rauzy-Veech induction of
our AIET. The new AIET is in I (m+ n, n), and its length vector
(λ′

A, λ
′
B) satisfies

(
λ′

A
λ′

B

)
=

Rm,n︷ ︸︸ ︷(
1 −2n

0 2n

)(
λA

λB

)

(b) If A ⊂ T (B) i.e. 2−mλB ≥ λA.

(a) AIET satisfying A ⊂ T (B) (b) Right Rauzy-Veech induction

In this case, the right Rauzy-Veech induction will not yield an AIET
of the form of the I (m,n) family therefore we consider the first return
map on D′ = D − A which we call the left Rauzy-Veech induction
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of our AIET. We obtain a new AIET in I (m,n+m) and its length
vector (λ′

A, λ
′
B) satisfies,

(
λ′

A
λ′

B

)
=

Lm,n︷ ︸︸ ︷(
2m 0

−2m 1

)(
λA

λB

)

(2) T (A) ⊂ B i.e. λB ≥ 2−nλA and T (B) ⊂ A i.e. 2−mλB ≤ λA.

We consider the first return map on the subinterval D′ = D − T (A).
Then A has no direct image by T in D′ but T 2(A) ⊂ T (B) ⊂ D′. Thus in
the first return map, this interval will be sent directly to T 2(A) dividing
its length by 2n+m.

(a) AIET satisfying T (B) ⊂ A (b) Right Rauzy-Veech induction

Then T 2(A) ⊂ A thus it has an attractive fixed point of derivative 2−n−m.

Remark 4. The set of length for which we apply left or right Rauzy-Veech in-
duction in the above trichotomy is exactly the set on which lengths λ′

A and λ′
B

implied by the above formulas are both positive.

More precisely, 0 ≤ λB ≤ 2−nλA ⇐⇒ Rm,n ·
(
λA

λB

)
≥ 0,

and 0 ≤ 2−mλB ≤ λA ⇐⇒ Lm,n ·
(
λA

λB

)
≥ 0.

This will be useful latter on, to describe the set of parameters which corresponds
to the sequence of induction we apply.

The algorithm. We define in what follows an algorithm using the Rauzy induc-
tion that will allows us to determine if an element of I (1, 1) has an attractive
periodic orbit; and if so the length of its periodic orbit (or equivalently the di-
latation coefficient of the associated leaf in Σ).

The algorithm goes the following way:

The entry is an element of I (m,n),
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(1) If the entry is in case (1), perform in case (a) the right Rauzy induc-
tion R or in case (b) the left Rauzy induction L to obtain an element of
I (m+ n, n) or I (m,n+m) respectively. Repeat the loop with this new
element.

(2) If it is in case (2), it means that the first return map on a well chosen
interval has a periodic attractive point of derivative 2−ml−nl . The algo-
rithm stops.

Alongside the procedure comes a sequence of symbols R and L keeping track
of whether we have performed the Rauzy induction on the left or on the right
at the nth stage. This sequence is finite if and only if the algorithm describe
above finishes. An interesting phenomenon will happen for AIET for which the
induction never stops, and will be described latter.

4.3. Directions with attractive closed leaf. In the directions of Figure 11,
we consider the first return map of the directional foliation on the interval given
by the two length 1 horizontal interval at the bottom of the rectangle. We have
chosen directions such that the first return map is well defined although it is not
bijective, and it belongs to I (1, 1). The ratio of the two top intervals’ length
will vary smoothly between 0 and ∞ depending on the direction we choose. We
parametrise this family of AIET by s ∈ I := [0, 1], where (s, 1 − s) is the length
vector of the element of I (1, 1) we get. Our purpose here is to characterise the
subspace H ⊂ I for which the above algorithm stops, in particular they corre-
spond to AIET with a periodic orbit. The case of I − H will be settled in the
next subsection.

We describe for any finite word in the alphabet {L,R}, w = w1 . . . wl−1, the
subset of parameters H(w) ⊂ H ⊂ I for which the algorithm stops after the
sequence w of Rauzy-Veech inductions.

We associate to w the sequences n1 = 1, . . . , nl, m1 = 1, . . . ,ml and M1 =
Id, . . . ,Ml defined by the recursive properties,

mi+1 =

{
mi if wi = L

ni +mi if wi = R
, ni+1 =

{
ni +mi if wi = L

ni if wi = R
,

Mi+1 =

{
Lmi,ni

·Mi if wi = L

Rmi,ni
·Mi if wi = R

Let s ∈ I such that we can apply Rauzy-Veech inductions corresponding to w to
the element of I (1, 1) of lengths (s, 1 − s). The induced AIET after all the steps
of the induction is in I (ml, nl) and its length vector is

Ml ·
(

s
1 − s

)
:=
(
a b
c d

)
·
(

s
1 − s

)
=
(

(a− b)s+ b
(c− d)s+ d

)
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Following Remark 4, the property of s that we can apply all the Rauzy-Veech
inductions corresponding to w to the initial AIET in I (1, 1) is equivalent to
(a− b)s+ b ≥ 0 and (c− d)s+ d ≥ 0. A simple recurrence on Mi shows that it is
an integer matrix with a, d ≥ 0, b, c ≤ 0, hence s ∈

[
−b

a−b ,
d

d−c

]
=: I(w). H(w) will

be the central subinterval of I(w) for which the induced AIET in I (ml, nl) is in
case (2).

If we consider the sets

Hk :=
⋃

|w|≤k

H(w) and H =
⋃

k

Hk

we remark that H has the same construction as the complement of the Cantor
triadic set; each Hk is constructed from Hk−1 by adding a central part of each
interval which is a connected component of I −⋃

j<k Hj .

The rest of the subsection aims now at proving the following lemma,

Lemma 2. H ⊂ I has full Lebesgue measure.

Proof. We will prove in the following that for any non-empty word w,

(1)
|H(w)|
|I(w)| ≥ δ

for some δ > 0. Thus at each step k, Hk is at least a δ-proportion larger in
Lebesgue measure than Hk−1. This implies that the Lebesgue measure

λ(H) ≥ λ(Hk) ≥ 1 − δk for any k

�

We now show Inequality 1. Let w be any finite word in the alphabet {L,R}. For
convenience we normalise the interval I(w) for such that it is [0, 1]. We denote
by (λA(s), λB(s)) the length vector of the AIET induced by the sequence w of
Rauzy-Veech inductions. These two lengths are linear functions of s, λA is zero at
the left end of the interval and λB is zero at the right end. As a consequence, these
two functions have the form λA(s) = αs and λB(s) = β(1−s) for s ∈ [0, 1], where
α and β are the maximal values of λA and λB respectively equal to according to
the previous computations

α = (a− b)
d

d− c
+ b =

ad− bd+ bd− bc

d− c
=
det(Ml)
d− c

and

β = (c− d)
−b
a− b

+ d =
−bc+ bd+ da− db

a− b
=
det(Ml)
a− b
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We see that λA(s) = 2−mλB(s) ⇐⇒ 2mαs = β(1 − s) ⇐⇒ s = β
2mα+β and

similarly λB(s) = 2−nλA(s) ⇐⇒ 2nβ(1 − s) = αs ⇐⇒ s = 2nβ
α+2nβ . Hence

λA(s) ≤ 2−mλB(s) ⇐⇒ s ∈
[
0,

β

2mα+ β

]

and

λB(s) ≤ 2−nλA(s) ⇐⇒ s ∈
[

β

2−nα+ β
, 1
]

thus

H(w) =
[

β

2mα+ β
,

β

2−nα+ β

]
.

If we denote by x = α
β = a−b

d−c ,

|H(w)|
|I(w)| =

1
1 + 2−nx

− 1
1 + 2mx

We prove the following technical lemma

Lemma 3. For any word w in {R,L}, if M(w) =
(
a b
c d

)
, we have,

2−1 ≤ a− b

d− c
≤ 2

This implies directly that

|H(w)|
|I(w)| ≥ 1

1 + 2−n+1
− 1

1 + 2m−1

Hence for w not empty, either n ≥ 2 or m ≥ 2 thus either

|H(w)|
|I(w)| ≥ 2

3
− 1

2
=

1
6

or
|H(w)|
|I(w)| ≥ 1

2
− 1

3
=

1
6

Proof. The proof goes by induction on the length of w. Let us assume that
2−1 = a−b

d−c = 2 for some w. We denote by

(
a′ b′

c′ d′

)
= Rm,n ·

(
a b
c d

)
=
(
a− 2nc b− 2nd

2nc 2nd

)

Thus a′−b′

d′−c′ = 2−n a−b
d−c + 1 from which the inequality follows.

(
a′ b′

c′ d′

)
= Lm,n ·

(
a b
c d

)
=
(

2ma 2mb
c− 2ma d− 2mb

)

The inequality is similar to the previous one. �
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4.4. AIET with infinite Rauzy-Veech induction. We focus in this subsection
on what happens for AIETs on which we apply Rauzy-Veech induction infinitely
many times. First, remark that if we apply the induction on the same side infin-
itely many times, the length of the top interval of the corresponding side on the
induced AIET is multiplied each time by a positive power of 2, therefore it goes
to infinity. Yet the total length of the subinterval is bounded by 1 the length of
the definition interval from which we started the induction. Thus the length of
the interval has to be zero; this corresponds to the case where there is a saddle
connection and it is included in the closed orbit case, since we chose to take H(w)
closed.

In consequence, for an IET T with parameter in I −H, we apply Rauzy-Veech
induction infinitely many times, and the sequence of inductions we apply is not
constant after a finite number of steps. Now let as above D be the interval of
definition of the given AIET, and A,B ⊂ D be its two consecutive domain of
continuity. Remark that the induction keeps the right end of T (B) and the left
end of T (A) unchanged. Moreover the induction divides the length of one of the
bottom interval (depending on which Rauzy-Veech induction we apply) by at least
two. As a consequence, if we consider In to be the open subinterval of D on which
we consider the first return map after the n-th induction, the limit of these nested
intervals is

I∞ :=
∞⋂

n=1

In = D − {T (A) ∪ T (B)}

By definition, this interval is disjoint from T (D), and therefore

∀x ∈ D and n ∈ N, Tn(x) /∈ I∞

Moreover, our definition of Rauzy-Veech induction implies that any point out-
side of the subinterval on which we consider the first return will end up in this
subinterval in finite time. Thus

∀x ∈ D and n ∈ N,∃k ∈ N such that T k(x) ∈ In

This implies that the orbit of any point of D accumulates on ∂I∞.

Let us introduce the complementary of all the images of I∞,

Ω := D −
∞⋃

n=0

TnI∞

The measure of I∞ is 1/2, taking the image by T divides the measure of any inter-
val by two and any iterated image of this set is disjoint, since its image is disjoint
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from itself and T is injective. Hence the measure of Ω is 1/2·(1+1/2+1/22+. . . ) =
1. As we remarked, the orbit of any point of D accumulates to ∂I∞ and thus to
any image of it, hence to any point of ∂Ω. As

⋃∞
n=0 T

nI∞ has full measure, Ω has
zero Lebesgue measure and thus has empty interior. To conclude, Ω is the limit
set of any orbit of T .

Now Ω is closed set with empty interior. Moreover if we take a point in Ω,
any neighborhood contains an interval and thus its boundary. Hence no point is
isolated, and Ω is a Cantor set. Which leads to the following proposition,

Proposition 6. In the space of directions [1, 4], there is a set H, which comple-
mentary set is a Cantor set of zero measure which satisfies,

• ∀θ ∈ H the foliation Fθ concentrates to an attractive leaf.
• ∀θ ∈ ∂H the foliation Fθ concentrates to a closed saddle connection.
• ∀θ ∈ [1, 4] \H the foliation Fθ concentrates on a stable Cantor set of zero

measure in the foliation.

5. The global picture.

Gathering all materials developed in the previous sections, we prove here the
main theorems announced in the introduction.

Proposition 7. Assume that the foliation Fθ of Σ has a closed attracting leaf
F+. Then it has a unique repulsing leaf F− and any leaf which is different from
F− and regular accumulates on F+.

This proposition ensures that in all the cases where we have already found an
attracting leaf, the dynamics of the foliation is as simple as can be.

Proof. The image of F+ by the action of the diffeomorphism of Affine(Σ) whose
image by the Fuchsian representation is −Id is the repulsive leaf announced which
we denote by F−. Let L be a leaf of the oriented foliation that accumulates to
F+. We consider the very same leaf but with the reversed orientation. We also
assume that L was not issued from a singular point, in which case we consider its
ω-limit in Σ which we denote by Q. We want to prove that Q = F−. Assume by
contradiction that Q 6= F−.

• Either Q is an attracting closed leaf. In that case the image of Q by
the involution of the Veech group is another closed leaf and we get the
existence of four different closed attracting leaves. Since the surface Σ does
not have cylinders of angle ≥ π (because Σ is trianglulable, see [DFG]),
each of these closed leaves belongs to a different cylinder. This contradicts
Proposition 1.

• Or Q is another type of quasiminimal. In that case, any subsurface of Σ
containing Q is of genus at least one (see [Lev87, p.91]). On the other
hand, Q is disjoint from F+ and F− which contradicts the fact that Σ has
genus two.
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�

We say that a direction having such a dynamical behavior is dynamically trivial.

Theorem 6. The set of dynamically trivial directions in S1 is open and has full
measure.

Proof. Since −Id belongs to the Veech group of Σ, the foliations Fθ and F−θ

have the same dynamical behavior. We will therefore consider parameters θ in
RP1 instead of in S1. We denote then by T ⊂ RP1 the set of dynamically trivial
directions in T . We have proved in Section 4 that the trace of T on J = {[1 :
t] | t ∈ [1, 4]} ⊂ RP1 is the complement of a Cantor set and that T ∩ J has full
measure.

Also J is a fundamental domain for the action of Γ on ΩΓ the discontinuity set
of Γ. Since Γ < VΣ, two directions in RP1 in the same orbit for the action of θ
induce conjugated foliations on Σ and therefore have same dynamical behavior.
This implies that T ∩ ΩΓ is open and has full measure in ΩΓ. Since ΩΓ has itself
full measure in RP1, T has full measure in RP1. Its openness is a consequence of
the stability of dynamically trivial foliations for the C∞ topology, see [Lio95] for
instance.

�

Relying on a similar argument exploiting in a straightforward manner the action
of the Veech group and the depiction of the dynamics made in Section 4, we get
the

Theorem 7. There exists a Cantor set K ⊂ S1 such that for all θ ∈ K, the folia-
tion Fθ accumulates to a set which is transversely a Cantor set of zero Haussdorf
measure.

It remains to describe what kind of dynamics could appears for the direction
in the limit set, which is already known to be of null Lebesgue measure.

Theorem 8. For all θ ∈ ΛΓ the foliation is not dynamically trivial.

Proof. The Theorem of Thurston, see the appendix ??, asserts that an element
of the Veech group is pseudo-Anosov (as an element of the mapping class group)
if and only if the matrix associated by the Fuchsian representation is hyperbolic.
From this, one deduces that the dynamic cannot be trivial along a direction given
by an eigenvector of the hyperbolic matrix associated to that pseudo-Anosov.
In fact, a foliation along such a direction will be left globally invariant by the
pseudo-Anosov diffeomorphism. In particular, it must permute the hyperbolic
leaves which is not possible since a pseudo-Anosov cannot fix any finite set of
simple curves. We conclude by recalling the Remark 3 which asserts that the
limit set of an non-elementary Fuchsian group is the closure of the fixed point
of its hyperbolic elements. The set of dynamically non-trivial directions being
closed—as the complementary of the the trivial ones, which is open by affine
stability—the result follows. �
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We believe it is worth pointing out that the method we used to find these
’Cantor like’ directions is new compared to the one used in [CG97], [BHM10] and
[MMY10]. Also, our Cantor sets have zero Haussdorf dimension. It would be
interesting to compare with the aforementioned examples.

Theorem 9. The Veech group of Σ is exactly Γ.

Proof. We cut the proof into four steps:

(1) proving that any element in VΣ preserves ΛΓ;
(2) proving that Γ has finite index in VΣ;
(3) proving that the group Γ is normal in VΣ;
(4) concluding.

(1) Let us prove the first point. Because of the description of the dynamics
of the directional foliations we have achieved, one can show the limit set of the
Veech group is the same than the limit set of Γ. If not, there must be a point of
ΛVΣ

in the fundamental interval I. But since the group VΣ is non elementary it
implies that we have to find in I infinitely many copies of a fundamental domain
for the action of Γ on the discontinuity set. In particular infinitely many disjoint
intervals corresponding to directions where the foliation has an attracting leave
of dilatation parameter 2. But by the study performed in the above section the
only sub-interval of I having this property is ]1, 2[.

(2) The second point follows from that the projection

Γ\H −→ VΣ\H
induces an isometric orbifold covering

C(Γ\H) −→ C(VΣ\H).

Since C(Γ\H) has finite volume and because [Γ : VΣ] = vol(C(Γ\H))
vol(C(VΣ\H)) , this ratio

must be finite and hence Γ has finite index in VΣ.

(3) Remark that Γ is generated by two parabolic elements A and B and that
these define the only two conjugacy class in Γ of parabolic elements. We are
going to prove that any element g ∈ VΣ normalise both A and B. Since Γ has
finite index in VΣ, there exists n ≥ 1 such that (gAg−1)n ∈ Γ. There are but
two classes of conjugacy of parabolic elements in Γ which are the ones of A and
B. If n ≥ 2, this implies that VΣ contains a strict divisor of A, which would
make the limit set of VΣ larger that ΛΓ (consider the eigenvalues of the matrix
AB−1 which determine points in the boundary on the limit set, see Lemma 1).
Therefore gAg−1 belongs to Γ. A similar argument shows that gBg−1 ∈ Γ and
since A and B generate Γ, g normalises Γ. Hence Γ is normal in VΣ.

(4) Any g ∈ VΣ thus acts on the convex hull C(Γ\H) of the surface C(Γ\H). In
particular it has to preserve the boundary of C(Γ\H), which is a single geodesic
by Proposition 5. At the universal cover it means that g has to fix a lift of the
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geodesic c, thus the isometry g permutes two fixed points of a hyperbolic element
h of Γ. Two situations can occur:

• g is an elliptic element. His action on Γ\H cannot permute the two cusps
because they correspond to two essentially different cylinder decomposi-
tions on Σ. It therefore fixes the two cusps and hence must be trivial.

• g is hyperbolic and fixes the two fixed points of h. Moreover, by Lemma
1, it acts on the fundamental interval I and as we discussed above such an
action has to be trivial because of our study of the associated directional
foliations, the translation length of g is then the same than h. But g is
fully determined by its fixed points and its translation length, which shows
that g = h and thus g ∈ Γ.

Any element of VΣ therefore belongs to Γ and the theorem is proved.
�

6. Minimality on the limit set

The disco surface has a remarkable property: it can be decomposed in cylin-
ders in the horizontal and vertical directions. Closed translation surfaces with
such properties has been widely considered by Thurston in [Thu88] and Veech in
[Vee89] to construct a large family of examples of surfaces on which there is a
pseudo-Anosov map. More recently McMullen in [McM06] introduced simplify-
ing ideas on this type of surfaces to deal with Prym loci and Hooper in [Hoo15]
generalized them to infinite translation surfaces. We use techniques of the lat-
ter to show that foliations on the considered dilatation surface in directions ΛΓ

are conjugated to foliations on a translation surface on which it is clearly minimal.

To perform these constructions, we need the horizontal and vertical cylinders
to have same moduli, thus we consider a slightly modified disco surface where the
vertical side has length 2. Its cylinders all have modulus 3 and its dynamics is
conjugated to the one of the previous disco surface.

6.1. Curve systems. Following [McM06], we first recall Thurston’s construction
of a translation surface such that its Veech group contains a parabolic element.

Let Σ be a closed surface. A pair of multicurves α, β bind a surface Σ it they
meet only in transverse double points, and every component of Σ − α ∪ β is a
union of polygons with at least 4 sides (running alternatively along α and β).

Indexing the components of α =
⋃a

i=1 γi and β =
⋃a+b

i=a+1 γi we consider the
symmetric matrix

Ci,j = |i(γi, γj)|
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We assign a positive weight wi to each curve γi, and let µ > 0 be the largest
eigenvalue of the weighted matrix, i.e. its the spectral radius. According to the
Perron-Froebenius theorem there is a positive eigenvector for µ, which we denote
by h.

For each intersection point p of γi and γj with i < j, take one rectangle

Rp = [0, hi] × [0, hj ] ⊂ C

and glue Rp to Rq whenever p and q are joined by an edge of α ∪ β.

This results to a unique (up to a positive factor) half-translation surface which
fully decomposes into horizontal and vertical cylinders Xi of height hi and of
modulus wi/µ.

In the case of the disco surface, we introduce the following multicurves,

(a) The curve α. (b) The multi-curve β = β1 ∪ β2.

Figure 16. Definition of α and β

One checks that these multicurves bind the surface and we have,

C =




0 2 2
2 0 0
2 0 0




This is the incidence matrix for the graph,

Let us construct a translation surface with a decomposition into horizontal and
vertical cylinders of same moduli. Consider w = (1, 1, 1). Let µ be the maximal
eigenvalue of the matrix (Ci,j), and h be its unique positive eigenvector (up to a
positive scalar). Then,

µh1 = 2(h2 + h3)

µh2 = 2h1

µh3 = 2h1
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This implies

µh1 =
8
µ
h1

and
µ = 2

√
2

Hence the vector (
√

2, 1, 1) is an eigenvector for the eigenvalue 2
√

2.

This yields the surface Σt,

one which the multi-twists τα, τβ are represented by affine automorphisms satis-
fying,

Dτα =

(
1 2

√
2

0 1

)
and Dτβ

=

(
1 0

2
√

2 1

)

6.2. Infinite translation surfaces. The article [Hoo15] provides with a gener-
alized construction for infinite translations surfaces.

For a given constant λ ≥ 2, we define a representation ρλ : G 7→ SL(2,R)(2,R)
where G = 〈h, v〉 is the free group on two generators, such that

ρλ(h) =
(

1 λ
0 1

)
and ρλ(v) =

(
1 0
λ 1

)

We say a direction θ is λ-renormalizable if the following two statements are sat-
isfied:

• θ lies in the limit set of ρλ(G).
• θ is not an eigendirection of any matrix ρλ(g) where g is conjugate in G

to an element in the set {h, v, v−1h}.

If Σ is the disco surface, we can consider Σ̂ its translation cover which is an
infinite translation surfaces which is still decomposed into horizontal and vertical
flat cylinders. We represent it in the following Figure 17, where the copy in front
of i should thought rescaled by 2i. We also represent the bipartite graph associ-
ated to the combinatorics of its horizontal-vetical cylinder decompositions as in
[Hoo15].

Now we check that the infinite translation surface Σ̂ is exactly the surface
associated to the eigenfunction of eigenvalue 3 defined in Figure 18a. Moreover,
if we consider Σ̂t the pull back of the translation structure of Σt on the cover,
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Figure 17. Translation cover and associated cylinder graph

we obtain a translation surface associated to the eigenfunction of eigenvalue 2
√

2
defined in Figure 18b (This is a eigenfunction since the moduli of the cylinders
are all equal).

(a) Eigenfunction corresponding to Σ̂ (b) Eigenfunction corresponding to Σ̂t

Figure 18. Definition of eigenfunctions

We now use one of the main theorem of [Hoo15],

Theorem (Orbit Equivalence). On the previous graph, suppose we have two
eigenfunctions with eigenvalues λ1, λ2 and associated translation surfaces Σ1,Σ2.
To any λ1-renormalizable direction θ1 we can associate bijectively a λ2-renormalizable
direction θ2 (up to a change of antipodal direction) such that the foliation F1

θ1
in

Σ1 is conjugated to the foliation F2
θ2

in Σ2
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Remark that here the image of ρ3 and ρ2
√

2 are the Veech groups of the asso-
ciated surfaces. Moreover on Σf the Masur criterion implies that any direction θ
that is in the limit set of its Veech group is uniquely ergodic. This implies that for
every direction that are 3-renormalizable, the foliation in Σ is uniquely ergodic.

To conclude we observe that in Σ, the directions that are eigenvectors for ma-
trices conjugated in G to h or v are parabolic elements of the Veech group. Thus
in these directions, the foliation can be decomposed in cylinders (see [DFG]).

The remaining case is for directions which are eigenvectors of a matrix con-
jugated to v−1h which is hyperbolic. Then in this case, the corresponding first
return map is infinitely renormalizable, thus its generalized Rauzy-Veech induc-
tion is periodic and its length goes to zero. According to Proposition 7 in [Yoc05],
this implies that it is conjugated to a renormalizable interval exchange transfor-
mation, which is minimal.

This implies the following,

Theorem 10. If P is the orbit of the horizontal and vertical directions and M
the orbit of the eigenvectors directions of A−1B by Γ, for θ ∈ ΛΣ,

• if θ ∈ P the foliation is decomposed into flat cylinder.
• if θ ∈ H the foliation is minimal.
• otherwise, the foliation is uniquely ergodic.

Appendix A. On the Veech group of Σ.

We aim at discussing the different definitions of the Veech group, and how they
relate to each other. Classically there are two ways two define the Veech group of
a translation surface: either by saying that it is the group the derivatives of the
(real) affine diffeomorphisms of the surface Σ or that it is the stabiliser of Σ for
the SL(2,R)-action on a certain moduli space.

It is often convenient to consider the affine diffeomorphism realising a certain
element of SL(2,R) and to know about its topological properties, namely which
type of class in the mapping class group of Σ it represents.

In order to extricate the subtleties between these different points of view, we
make the following definitions:

(1) Affine(Σ) is the subgroup of Diff+(Σ) made of affine automorphisms;
(2) ρ : Affine(Σ) −→ SL(2,R) is the natural projection obtained the following

way: any element f ∈ Affine(Σ) writes down in coordinate charts as an
element of GL+(2,R) ⋉ R2. Its linear part in GL+(2,R) only changes
under a different choice of charts by a multiplication by a certain λ ∈ R∗

+.
Its class in GL+(2,R)/R∗

+ = SL(2,R) is therefore well defined and is by
definition ρ(f). We call ρ the Fuchsian representation.

(3) τ : Affine(Σ) −→ MCG(Σ) is the natural projection to the mapping class
group.
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Remark 5. It is important to understand that the fact that the image of ρ
lies in SL(2,R) is somewhat artificial and that the space it naturally lies in is
GL+(2,R)/R∗

+. In particular, when an element of the Veech group is looked at in
coordinate charts, there is no reason the determinant of its derivative should be
equal to 1, however much natural the charts are.

We first make the following elementary but important remark: the kernel of
ρ need not to be trivial. Consider Σ̂ any ramified cover of Σ together with the
pulled-back affine structure. The Galois group of the cover acts non-trivially as
elements of Affine(Σ̂) whose image under ρ are trivial, by definition. Conversely,
the quotient of an affine surface Σ by Ker(ρ) is still a dilatation surface over which
Σ is a ramified cover, and whose Fuchsian representation has trivial kernel. The
Veech group VΣ of Σ is by definition ρ(Σ) ⊂ SL(2,R). We also say a dilatation
surface is irreducible if its Fuchsian representation has trivial kernel or equivalently
if it is not a non-trivial ramified cover over another affine surface.
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