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Résumé

Cette these a pour objectif ’étude d'un lien effectif potentiel entre la motilité cellulaire, la mé-
canique cellulaire, et I'activité biochimique de ces mémes cellules. Ce couplage a été étudié dans
divers systemes biologiques, et aussi bien dans des cultures de cellules qu’a I'intérieur de tissus plus
complexes. Notamment, nous avons particulierement cherché a détecter un couplage électromé-
canique dans des neurones qui pourrait étre impliqué dans la propagation du message nerveux.
Pour ce faire, nous avons di développer deux microscopes optiques a la sensibilité extréme. Ces
microscopes se composent de deux parties principales. La premiere sert a détecter des mouve-
ments axiaux plus petits que la longueur d’onde optique, soit en dessous de 100 nanometres. La
deuxieme partie permet la détection d’un signal de fluorescence, offrant la possibilité de suivre
I’évolution biochimique de la cellule. Avec ces deux microscopes multimodaux, il est donc possible
de suivre de maniere simultanée un contraste de motilité, un contraste mécanique, un contraste
structurel et un contraste biochimique. Si 'un de ces systemes est basé sur la tomographie de
cohérence optique plein champ et permet de faire de telles mesures en 3-D et en profondeur dans
les tissus biologiques, le second ne permet que des mesures dans des cultures de cellules, mais est
bien plus robuste au bruit mécanique. Dans ce manuscrit, nous allons essentiellement décrire le
développement de ces deux appareils, et préciser les contrastes auxquels ils sont sensibles spéci-
fiquement. Nous développerons également deux des applications principales de ces microscopes
que nous avons étudié dans le détail au cours de cette these. La premiere application développe
I'intérét d’'un de nos microscopes pour la détection sans marquage des principaux composants
cellulaires et structuraux de la cornée et de la rétine. La seconde application tend a détecter et a
suivre des ondes électromécaniques dans des neurones de mammiferes.

Keywords: Imagerie Biomédicale, Neurophotonique, Tomographie a cohérence op-
tique plein champ, Imagerie de phase quantitative, Interférométrie, Fluorescence,
Microscopie a illumination structurée, Motilité, Ophtalmologie






Abstract

This PhD project aims to explore the relationship that might exist between the dynamic motility
and mechanical behavior of different biological systems and their biochemical activity. In partic-
ular, we were interested in detecting the electromechanical coupling that may happen in active
neurons, and may assist in the propagation of the action potential. With this goal in mind, we
have developed two highly sensitive optical microscopes that combine one modality that detects
sub-wavelength axial displacements using optical phase imaging and another modality that uses
a fluorescence path. Therefore, these multimodal microscopes can combine a motility, a mechan-
ical, a structural and a biochemical contrast at the same time. One of this system is based on
a multimodal combination of full-field optical coherence tomography (FF-OCT) and allows the
observation of such contrast inside thick and scattering biological tissues. The other setup pro-
vides a higher displacement sensitivity, but is limited to measurements in cell cultures. In this
manuscript, we mainly discuss the development of both systems and describe the various contrasts
they can reveal. Finally, we have largely used our systems to investigate diverse functions of the
eye and to look for electromechanical waves in cell cultures. The thorough description of both
biological applications is also provided in the manuscript.

Keywords: Biomedical imaging, Neurophotonics, Full-field optical coherence to-
mography, Quantitative phase imaging, Interferometry, Fluorescence, Structure illu-
mination microscopy, Motility, Ophthalmology
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A head full of waves. Reproduction of the wave by Hokusai focusing onto a brain as an illustration
of my project initial objective. It aims to detect the role of mechanical waves and mechanical activity in
neuroscience.
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Introduction

Life is literally defined as the existence of a soul, or an anima in Latin, which shares the same root
as animal (defined as a multicellular, usually mobile, with cells not embedded in a rigid wall) and
animate (that possesses the ability of motion). These definitions highlight how deeply intricate the
notion of life is with the notion of motion and mechanics. In contrast to minerals, living organisms
possess the ability to move or to create motion via the action of self-generated forces, in contrast
to external forces. If the smallest biological objects such as bacteria and viruses importantly
rely on random motions and external forces to explore their space, they all contain a complex
inner machinery whose interaction and functioning are deeply regulated by self-generated physical
forces. If the molecular motors generating active displacements have been largely characterized
in terms of biochemistry, the importance of physical forces for regulating biological activity is
probably still underestimated today although it is a very active field of Biology and becomes
increasingly popular. The field of biomechanics is closely associated to it since mechanics aims to
explain how a cell or how a tissue respond on average to (and propagate) a physical deformation,
or displacement.

The spatial and temporal scales of biological displacements are extremely variable from a few
hundred picometers to several meters and from the microsecond to several years. At the organism
level, nature is full of examples illustrating the extreme variety of spatiotemporal scales, like
between the Mayflies that can explore several kilometers squared for the few minutes of their
existence to the walking palm tree of the rain forests that moves of a few centimeters a year. At
the microscopic level, cells are capable of generating and sustaining millimetric displacements using
biochemical energy but are also capable of generating and measuring displacements as vanishingly
small as 100 picometers, and integrate them into a biochemical response. The biomechanical forces
associated with these displacements are highly spectacular in some specialized organs, such as the
high synchronicity of heartbeat, the large amplitude of the muscle contraction, or the impressive
sensitivity of the ears. Furthermore, biomechanical forces play a pivotal role in many other aspects
of life, such as tissue and tumors development, adhesion, inflammatory response [I], and might
also be involved in the transmission of the nervous signal. Not surprisingly, the dysfunction of
the transduction of these biomechanical forces is a source of a number of diseases. Obviously,
such a large panel of spatial and temporal scales is extremely hard to capture in their entire
complexity and explains why the role of biomechanical forces is still under intense investigation.
Especially, displacements of a few nanometers and displacements faster than the millisecond are
still challenging to accurately track with modern equipment.

At the nanoscopic scale, electron microscopy displays a nanometric resolution but requires
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working with fixed static samples. Atomic force microscope (AFM) can detect biologically relevant
displacements but are invasive, can only measure axial displacements at a single position at a
given time, and cannot penetrate cells. At the opposite scale, Ultrasound and magnetic resonance
imaging (MRI) can image rapid large-scale propagation of micron-size mechanical deformations
and can penetrate in depth inside tissues [2,[3]. However, they display low transverse resolution
and obtain a signal averaged over thousands of cells so that they cannot access cell biomechanics.
As a compromise, optical imaging provides cellular and subcellular resolution and image field of
views that allows visualizing a few cells in their close environment. Optical imaging can provide
label-free or dye-enhanced contrast in cell cultures, transparent organisms, or close to thick tissue
surface. It can hardly penetrate deeper than one millimeter inside thick tissues. It offers a good
transverse resolution of about a few hundred nanometers, which is still a priori not sufficient to
image the smallest displacements of the human body. Ultimately, the ideal experimental device to
investigate the relationship between biomechanics and biological activity would be able to measure
to measure simultaneously a biomechanical information and a biochemical information. In this
context, optical imaging is also particularly interesting as several chemical dyes have recently
been engineered to record diverse biochemical signals and can measure concentration ratios of
various molecules inside the cells. In this manuscript, I will explain how recent optical tools
including ours have the ability to study infinitesimal displacements in cells and in tissues down to
the nanometric scale, using optical phase information instead of intensity measurements only. I
will show that thanks to this phase measurement, optical microscopes can measure displacements
in cells of a few nanometers only at several hundred frames per second. Nevertheless, due to
optical diffraction limit, the measured displacements are averaged over a volume on the order of
1 pm? so that only collective displacements can be observed. Eventually, this information gives
a number of biologically-relevant features, such as membrane displacement, tissue elasticity, or a
global motility contrast of the cell. In this manuscript, I will mainly describe one microscope we
have built that combines optical phase imaging in both cells and tissues to measure structural and
biomechanical cues and fluorescence microscopy to measure biochemical cues.

This manuscript is divided into three mainly distinct part. The first part aims to introduce
quantitative phase imaging both in terms of optical systems and of biological applications. The
principle of the measurement of the optical phase, not directly accessible with light detectors, will
be described. The information one can get with the optical phase measurement will also be covered.
Among other, the optical phase measures either fluctuations of subcellular refractive index (linked
to the protein and lipid density), or height fluctuations. Given the typical values of refractive
index of biological systems (around 1.36-1.38), optical phase imaging systems can measure axial
displacements of a few nanometers and can even detect subnanometric axial displacements if the
signal can be averaged either temporally or spatially. Chapter [I principal objective is to give an
overview of the history and the current development, applications, and limitations of the field called
quantitative phase imaging (QPI). Then, the end of chapter Mland chapter Rldescribe three original
optical systems that can detect sub-wavelength axial displacements and to the development of
which I have participated. Chapter [ particularly focuses on two interferomters coupled to a
fluorescence path we have built during this PhD project. The first one is a full-field optical
coherence tomography (FF-OCT) system and is based on a low coherence Linnik interferometer
while the second interferometer, we named, wide-angle differential interference contrast (Wa-DIC)
microscope, uses a lateral shearing between the two light polarization states. I will emphasize that
despite their apparent simplicity both ystems exhibit technical characteristics close to state of the
art QPI systems. The next two parts then mainly focuses on experiments we have performed with
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FF-OCT. The second part of this manuscript demonstrates how it is possible to extend the 2-D
measurement of the optical phase in cell cultures to the more biologically-relevant (and especially
mechanically-relevant) case of 3-D imaging in thick and more complex biological tissues. Although
the QPI community and the interferometric tissue imaging (essentially OCT imaging) community
are mostly independent and separated, chapter Bltries to bridge these 2 communities and emphasize
the resemblances and differences of both communities favorite techniques. Chapter [ develops a
few startegies and some pitfalls to perform quantitaitve phase measurements in thick tissues. It
also presents a few classical examples of phase-sensitive applications to perform elasticity, blood
flow, and functional imaging. Interestingly enough, FF-OCT appears as an ideal bridge between
QPI and OCT communities since it provides a superior lateral resolution in contrast to most of
OCT microscopes. Alternatively, the second part of this manuscript has also been written so
that it can also be read as an independent part aiming to describe a multimodal optical platform
based on FF-OCT that we have developed during this project. Chapter M gives yet another
description of FF-OCT, more thorough and tissue-oriented. Besides, it compares technological
performances and differences between FF-OCT and usual OCT microscopes. Chapter [ shows
that FF-OCT can advantageously detect subcellular details in tissues and appears as a promising
tool to increase performances and simplify histology procedures. Then, chapter [ describes two
additional modalities that we have combined to FF-OCT. The first one is a fluorescence path in a
structured illumination microscopy (SIM) configuration that allows for a cellular identification and
for a dynamical biochemical information measurement. The third modality is a newly developed
technique, named dynamic FF-OCT, that takes advantage of the higher concentration of active
molecular displacements in cells in contrast to the extracellular space to emphasize the signal
from cells and also obtain a motility-dependent signal. Furthermore, the third and last part of
this manuscript is dedicated to two biological applications we have particularly targeted during
my project. Chapter [l aims to describe the eye functioning and to show that the combination of
static and dynamic FF-OCT is particularly effective to detect most key features of both the cornea
and retina. The very last chapter, chapter [7], aims to describe recent theories of electromechanical
propagation of the nervous signal and illustrates how dynamic phase measurements can help
verifying such theories. Chapter [1 also presents how quantitative phase imaging, including the
systems we have developed, can detect fast optical changes associated with neuronal electrical
activity and can ultimately provide a label-free detection tool for neuronal activity.

Behind the scenes: Organization of the manuscript and
story of the project

This small section is dedicated to help a reader in the rush to direct his efforts on the essential
parts of this quite long manuscript (for the length of which I apologize). The variety of subjects I
have been involved in and my (pathological) will to understand everything (and to explain every-
thing!) might have lengthened this manuscript and might distract the reader from whatever is the
goal of a PhD manuscript. I also tried to make this manuscript understandable and insightful for
scientists of different fields, including optical imaging, acoustics, biomechanics, and neurosciences
so that some parts of the manuscript might seem obvious to a few readers. Finally, in this section,
I also wanted to add a brief story of the project in order to justify the way I built this manuscript
storyline.

Initially, this research project aimed to investigate the existence and the eventual coupling be-
tween action potentials and a mechanical wave in active neurons or nerves. For several reasons
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described in this manuscript, we believe that action potentials can generate mechanical waves that
can co-propagate with them but also that mechanical waves can generate action potentials and
neuronal activity. Nevertheless, if the propagation of a mechanical wave along the neurite of a
mammalian neuron has been postulated for a long time, it has yet never been observed. Indeed,
the amplitude of such mechanical wave is expected to be in the order of 0.1 nanometer. The objec-
tive of my thesis was to build a quantitative phase microscope that would be able to detect such
mechanical waves and then to try to generate neuronal activity from diverse mechanical stimuli
in neuron cultures. After 4 years, I have spent most of my time building optical systems but
we have yet not succeed to detect a mechanical displacement in a mammalian neuron (which was
supposed to be the very first step of the project!....). We also wanted to push forward the ability to
detect mechanical waves in tissues as tissues mechanical parameters are significantly different and
we might also expect the detection of a more significant mechanical wave that would be created
by a collective effect by thousands of active neurons. To be honest, we also pushed forward the
tissue measurements because it is the main specialty of the lab. In any case, in order to have the
versatility to work in both cultures and tissues, we have developed an interferometric microscope
in a low coherence and in a reflection configuration. We then chose to detect electrical activity
from fluorescence probes in order to avoid mechanical contact of patch clamp and therefore to
avoid created mechanical artifacts. In short, we have built a multimodal platform combining a low
coherence Linnik interferometer (FF-OCT) and structured illumination fluorescence microscopy
(SIM). However, if the system is performing well in tissues and in cell cultures, its mechanical and
thermal stability is not optimal. For this reason, we decided to build a second, common-path,
interferometer we called wide-angle differential interference contrast microscope. Unfortunately,
we have not been able to image active neuronal cell cultures with it. In the meantime, we have
been quite excited by the development of dynamic FF-OCT in the lab these past years and I
have participated actively to its development. Dynamic FF-OCT permits to reveal metabolically-
active cells inside a tissue based on the motion of their intracellular scatterers. Especially, the
multimodal system I have built was interesting for its superior transverse resolution, which allows
to collect more signal and to observe finer dynamics, and for its combination with fluorescence
microscopy that enabled us to validate the new contrast seen in dynamic FF-OCT. Alternatively, I
have been involved in several other collaborations I will be describing throughout the manuscript,
including an important collaboration focusing on the imaging of the eye.

At the end of these intense four years, we have not been able to progress that much on our initial
goal but we have explored many other directions. For this reason, I have decided to center my
manuscript on the optical detection of sub-wavelength motions in cells, then in tissues and finally
introduce a few applications, eventually including our attempts to detect electromechanical waves
in neurons and the theoretical models predicting them. Therefore, this thesis and this manuscript
have mainly focused on technological development rather than on biological fundamental ques-
tions, although I have tried to introduce several biological applications.

To summarize my manuscript in a few sentences, I have mainly develop one microscope, de-
scribed in chapter [l that I used for phase measurements in both cell cultures (See chapter 2)) and
inside tissues (See chapters Ml and [l). Additionally, I have developed two other microscopes to
detect sub-wavelength axial displacements that are respectively presented at the end of chapter [I]
and at the end of chapter 2 Chapter [[land chapter Bl mainly present literature reviews of quanti-
tative phase imaging and of optical coherence tomography respectively. In an attempt to control
the length of this manuscript, I decided to sweep the traditional introductory chapter on optical
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imaging to appendix [Al Finally, chapter [ presents the functioning of the eye and the imaging of
it with our multimodal microscope and chapter [7 focuses on the functioning of neurons and the
possible existence of electromechanical waves to propagate the action potentials.
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Phase imaging of neurons. The two images show hippocampal neuron cultures as captured with
quantitative phase microscopes we have designed
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cell cultures: Quantitative Phase
Imaging
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As discussed in this manuscript introduction, optical imaging seems to be the most promising
technique to dynamically observe subcellular displacements in cells in their close environment.
Nevertheless, the diffraction limit imposes a resolution on the order of the optical wavelengths,
between 400 nm and 1pm, which is often insufficient to detect most of the subcellular displace-
ments. If several super-resolution techniques have been developed and have become very popular
these past few years, they often impose making a compromise between resolution and acquisition
speed. The most sensitive techniques also require the use of external fluorophores and the use of
high-intensity illuminations. In a different approach, quantitative phase imaging (QPI) aims to
measure the optical phase variation caused by the delay the light encounters when going through
a cell.

As illustrated in figure [l a quantitative phase measurement can be thought as a time mea-
surement in which the time lag between a reference beam and a sample beam (passing through a
cell for example) produces an intensity difference. The time lag is often expressed as a difference
of optical path between the two beams. The optical path represents the product between the
refractive index, 7.e. inversely proportional the relative speed of light in the medium, with the

propagation distance in this medium.

d=nx* dpropagation = - * dpropagation (1)
Umilieu

The principle of phase imaging is to measure sub-wavelength variations in optical path length
via the intensity variations. Indeed, optical detectors are sensitive to the square root of the field
amplitude and not to the complex field (in contrast to other imaging modalities like acoustics).
As it will be discussed in chapter [ QPI can easily access sub-wavelength axial sensitivity, even
though the phase is averaged over a diffraction-limited pixel (as illustrated by figure ] C and D)
Interestingly, phase measurements are also used in ultrasound and MRI (but are named time-
of-flight measurements) to recover an axial information with more accuracy that which could be

obtained with the diffraction limit.
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Figure 1 — Principle of quantitative phase imaging. Panel A and B illustrate the time-of-flight equivalent
of QPI. It measures the phase difference or time-of-flight difference between a beam that is simply
reflected on the mirror and a beam that goes through an object before being reflected. The time
difference depends on the object height and the refractive index difference between the object and
the surrounding medium. Panel C and D show the wavefront distortion in the near-field caused
by the local variations of the cellular refractive index. Nevertheless, when imaged in the far-field,
the high frequencies of wavefront distortion are averaged out so that the phase measurement is
finally diffraction limited.
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Nevertheless, phase imaging is particularly complicated in optics because light travels at extreme
speed and the refractive index is usually below 0.1. For example, for a cell of 10 pm and refractive
index difference of 0.1, the time-of-flight difference is 3.107%%s, a difference that is far too small to
be measured by any current photodetector. To be able to record such small time differences, one
requires a conversion process, which in the present case is optical interference and is a nonlinear
process that generates some issues that will be developed in chapter [l The first part of this
manuscript will begin by introducing the history and the main systems and applications of QPI
systems in chapter Il In this chapter, I will also discuss the ultimate sensitivity of QPI and discuss
different configurations, as well as decoupling procedures to extract a height or a refractive index
information from the phase signal. Next, in chapter 2], I will illustrate the QPI procedure from the
direct image acquisition to the final phase image and I will present two multimodal QPI systems
that we have developed during my thesis. Each of the systems performances will be demonstrated
with several examples captured over the years of my project on cell cultures. Applications of our
QPI systems, especially on activity-related phase changes in neuronal cultures will be presented
in chapter [7
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This is my blood. The top image is a quantitative phase image of my own red blood cells. The bottom
image illustrates the last part of chapter [l presenting fluorescence exclusion microscopy.



CHAPTER 1

Optical detection of nanometric deformations in cell cultures:

Quantitative Phase Imaging
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In this chapter, I will first introduce the history of phase imaging, and some of the most popular
systems, as well as more modern systems, current challenges, and applications. I will then derive
the ultimate phase sensitivity of quantitative phase imaging systems in a unique and general
manner. [ will also introduce some decoupling procedures to extract the height information from
the phase signal. Finally, I will introduce a new technique named fluorescence exclusion microscopy
that is similar to quantitative phase measurement. It also allows an independent accurate height
measurement that can be used in parallel with a QPI system in order to provide a measurement of
refractive index maps. Except for the last part, this chapter will essentially serve as an introduction
to the next chapter, in which I describes two original QPI systems that I developed during my
PhD. Additional applications of QPI will be found in chapter [7 in which I will return to our initial
idea of tracking neuronal activity using mechanical deformations.

1.1 First experiments in Phase Imaging

As noted in the introduction and in appendix[A] optical detectors can only measure intensity differ-
ences so that an object of complex transmittance ¢,;(z, y)eibobi (#9) gives an intensity transmission
T = |topj|*. This coefficient mainly depends on the object scattering and absorbing properties.
For weakly scattering or weakly absorbing samples, which is often the case of single cell layers, a
small signal decrease has to be detected over a large high intensity and low-frequency background,
which provides a low contrast. Nevertheless, a quite typical way of enhancing the contrast is to
remove background intensity. It has been applied to microscopy as early as the 1850s, either using
oblique illumination or dark field microscopy [4], which blocks the incoming light to only look at
the light scattered by the sample. It is quite intuitive since this oblique illumination is directly
inspired by astronomy, in which the moon and the planets can be observed at night as they reflect
light from the sun. Albeit, direct sunlight during the day would have prevented reflected light to
be detected. In a quite general manner, the light scattered by a sample is the product between its
scatterers cross-section and the Fresnel coefficient calculated either in transmission or reflection.

Nobj —Mmedium
Nobj+Nmedium
weak for most biological objects that display refractive indices in the 1.35-1.38 range. Therefore

Therefore, the total scattered intensity scales at best as ( )2, As expected it is quite
oblique or dark field microscopy has to be performed with cameras that are sensitive to a small
number of photons and might be complicated to implement in practice.

On the other hand, an imaging strategy based on the optical phase measurement would give a
linear dependency of the signal with the refractive index difference and might exhibit small vari-
ations while an intensity-based measurement would produce a negligible signal. A first approach
to create a phase-based contrast is not surprisingly known as phase contrast microscopy. It was
developed by F. Zernike in the late 1930s [5] using the interference-based image formation theory,
developed by E. Abbe between 1873 and 1910 [6]. In this theory, and under coherent illumination,
the image formation can be written as the interference between the spatial average of the field Uy,
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and its spatial fluctuation component U; (coming from light scattering and absorption) [7]:
I(z,y) = |U(z,y)]* = |U|?* + |Ur(z,y)|* + 2|Uo|.| U (2, y)|.cos(A¢(x, y)) (1.1)

Where |Up|? is largely dominant in brightfield microscopy and is blocked in dark field microscopy.
From equation [T we can foresee another issue, which is that the cosinus of the phase difference
is not sensitive to small phase variations. To emphasize the interference term and the small
phase variations, F. Zernike had the brilliant idea to replace the illumination blocker of dark
field microscopy (which lies in the objective back focal plane) by a thin metal film that not only
attenuates the zero-order component of the field by t, but also creates a phase variation «. In the
case of a weakly scattering object, a medium zero-order attenuation a and a —7 phase shift (i.e.
optimal operating conditions in phase contrast microscopy), the total intensity becomes:

I(x,y) = Iy.(a® — 2a.toi(x, y)sin(Ad(z,y))) Iy (a® — 2a.ti(z,y).Ad(x,y)) (1.2)

which creates a linear dependency with phase variation in the case of small phase variations.
Nevertheless, phase contrast microscopy is not quantitative, since the sinus function is only linear
in a small region of small phase variations, which is more or less valid on small structures such as
axons or dendrites, but starts to fail on cell somas.

Dark field microscopy Phase contrast microscopy

A Objectivew B Condenser Objective  Diffracted Light (Red)
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Figure 1.1 — Principle of dark field and phase contrast microscopies. Panel A illustrates the principle
of dark field or oblique microscopies, in which the sample is illuminated by a light that can
not be captured by the detection objective so that only scattered light can be imaged on the
detector. Panel B shows the strategy of Phase contrast microscopy. In this case, the sample is
also illuminated by a side beam, that can here be captured by the detection objective. Instead
of rejecting the incident beam, a conjugate phase mask is inserted in the detection objective
back focal plane, in order to attenuate and shift the phase of the incident beam. Therefore, the
detector captures the interference between the incident and scattered intensity with a linear phase
dependency for small phase shifts. Both panels have been taken from chapter 7 of D.Murphy's
book [8].

The second historical and common solution to generate a phase contrast is known as differential
interference contrast (DIC) and was developed by G. Nomarski in 1952 (Patent in 1952, and first
associated publication in 1955) [9,[T0]. Tts principle is to separate the incident light into two po-
larizations, to create a small transverse spatial shift between the two polarizations, and recombine
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them so that they interfere with a phase difference corresponding to the spatial phase derivative
along the axis of the shift. If we neglect polarization effects, e.g. polarization dependency of the
scattering coefficient, or of refractive index, and if we assume a homogeneous separation between
the two polarizations, we can record the following intensity:

I(x,y) :2|UO|2(1+005(%.h)) (1.3)
with h, the local thickness of the object. Similarly to phase contrast microscopy, the optimal
sensitivity to small phase (and small phase derivative) variations is obtained by shifting the phase
by an additional 7. For this reason, modern DIC commercial systems are often equipped by a De
Sernamont compensator which consists of adding a polarizer, a quarter wavelength retardation
plate, and an analyzer [I0,[IT]. It allows cancellation of the zero-order background (filtered by
the analyzer) and adds a constant 7 phase shift between the two polarizations. Therefore, the
intensity can be written as:

I(x,y) = 2\U0|23m(%.h) ~ 2|U0\2%.h (1.4)

in the small phase gradient approximation, assuming the spatial shift has been introduced along

the x direction. Nevertheless, DIC is only linear over a small bandwidth of phase derivatives. It

can only access phase gradient along one direction and it is sensitive to polarization artifacts.

More details on DIC microscopy can be found in the next chapter, as one of the interferometers
we have developed is quite similar to DIC.

So far, we have seen two optical techniques that can reveal a contrast based on the object phase
map. They both had a large impact in biology as they authorized the visualization of multiple
small transparent objects without the need for an external probe. Nevertheless, these techniques
are not quantitative in the sense that the relationship linking the intensity and the phase map is
not linear and can not be inverted for most of the phase values. The next section is dedicated to the
history of development and characterization of microscopes that can provide such a quantitative
phase map measurement.

1.2 Quantitative phase imaging (QPI) today

Although many optical interferometers have been developed since the 1950s [9L[12] and have been
followed by the development of holography that also accesses the phase [I3], these systems have
mainly been used for revealing biological objects or for assessment of surface flatness. To my
knowledge, the first quantitative phase measurement of biological objects was proposed as early
as 1951-1952, with the pioneering work of Davies & Wilkins [14] and followed by R.Barer
to measure cell thickness, dry mass and volume. They measured the phase change created by
a cell and by measuring the small phase difference that occurs when the cell is exposed to a
different solution [16]. Interestingly, phase measurements as accurate as a few nanometers were
already available using visual color determination in white light DIC microscopes for example
[T7]. Nevertheless, the term quantitative phase imaging emerged at the beginning of the 1990s
with the development of digital cameras that can accurately record small intensity differences
and accurately measure phase difference from intensity changes. Here also, quantitative phase
systems have mainly been used for metrology [I8] and biomedical purposes [19]. Some of the
first quantitative phase microscopes for biomedical imaging were developed in low coherence and
scanning configurations, probably inspired by techniques developed for the rapidly growing field
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Figure 1.2 — Differential Interference Contrast (DIC) microscopy principle. Panel A shows the principle
of the technique. A first Wollaston prism in the linearly polarized illumination path splits the
illumination into two adjacent beams of orthogonal polarization. In the detection path, a second
Wollaston prism recombines the two beams into a beam with the initial linear polarization
unless of the two polarizations have been retarded by passing through a phase object, creating
an elliptical beam that can go through the analyzer and be detected by the camera. Panels B
to E illustrate the interest of adding a quarter-wave plate in the detection path (panels D and
E), to shift the phase difference of T, and become linear to small phase gradients. Panels C
and E represent DIC images of oil droplets with or without the quarter-wave plate, and panels
B and D the profile along the shear axis and along the droplet. All images have been adapted
from chapter 10 of D. Murphy's book [8].

Figure 1.3 — Different phase contrast strategies for label-free neuron imaging. Panel A shows a bright
field image of a neuron, while panel B shows its corresponding Zernike phase contrast and panel
C its differential interference contrast (DIC) image. These images have been adapted from G.
Popescu 's book [7].

of Optical Coherence Tomography (OCT) [20,21] and were later applied to cell imaging [22]23].
In the meantime, full-field quantitative phase microscopes were developed using an introduced
defocus [24] or by linearizing phase maps obtained with standard phase microscopes such as DIC
[25]. Quantitative phase imaging really became popular in application to biological measurements
around 2005 with the development of digital holography microscopy [26], Fourier phase microscopy
and all the associated techniques. Nowadays, dozens of QPI techniques have been developed
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and hundreds to thousands of articles have been published on the subject, that I can obviously not
all describe here. The mainstream in the QPI field is to use full field QPI microscopes in which
the entire field of view is acquired at the same time. Nevertheless, whatever other characteristics
each of them might have, the ultimate phase sensitivity of any QPI system at a given pixel is
ultimately controlled by the number of interfering photons, which is quite similar from one system
to another. Additionally, in an attempt to compare the different existing systems, Gabriel Popescu
and colleagues have defined four main performances and classified full-field QPI systems into four
corresponding categories [7], while an optimal QPI system combines all of the four main abilities:

e Off-axis interferometry represents the main class of QPI systems that enables single shot
phase acquisition and therefore present the interest of displaying an optimized acquisition
rate, only limited by the camera frame rate. Off-axis interferometry includes off-axis digital
holography (DHM) [26], heterodyne digital holography [28], Hilbert Phase Microscopy [29]
or any system exhibiting a high spatial frequency of its fringe patterns. Off-axis measure-
ments allow for single shot extraction of both amplitude and phase maps using adequate
processing in the Fourier space. The off-axis configuration mainly enables the shift of an
incoherent low-frequency noise from a high frequency coherent signal (due to the presence
of interference fringes) in the Fourier space. This large shift permits the accurate separation
of the interference signal from the background noise but also allows for the amplitude and
phase separation [30]. Recently, it has been additionally demonstrated that off-axis geome-
try can perform super-resolution imaging [31] by rotating the angle between the two beams
to fill a higher part of the Fourier space than what is normally allowed by the diffraction
limit (similarly to structured illumination microscopy as it will be presented in chapter [).

e Phase shifting interferometry represents the class of systems that require several frames
to measure a phase map by successively changing the optical path difference by a controlled
amount. Here again, it will be extensively presented in the next chapter, as the two in-
terferometers I built are phase-shifting systems. The optical path difference can be easily
modulated with phase modulators in polarization interferometers [32,33] or in an OCT con-
figuration, in which the reference arm position can be translated by a piezo [20L21]. Phase
shifting interferometers are logically slower than single shot interferometers but usually offer
higher spatial resolution, since no operation in Fourier space is required. Indeed, in Fourier
space, the high spatial frequencies usually have low SNR, and can, therefore, be averaged
out using numerical treatments. In the case of off-axis digital holography, phase shifting is
often performed to accurately clean the zero order component, and recover the full extension
of spatial frequencies in the first order [28].

e Common path interferometry represents the class of QPI systems in which the ref-
erence and sample arms propagate within approximately the same physical path. It can
be performed using polarization interferometers in which the two arms are simply the two
orthogonal polarizations (like DIC microscopy). Another solution is to use low NA inter-
ferometers with the reference arm role played by the glass coverslip above or below the
sample [22]. Finally, classic common path QPI systems can be obtained by separating the
zero and first order of a signal simply diffracted by the object and shifting one of the two,
as in Fourier Phase Microscopy [27] and Diffraction Phase Microscopy [34]. Common path
interferometry is really important to eliminate mechanical noise or any other external noise.
Because QPI systems are very sensitive to optical path variations, they are also very sensitive
to any sort of noise, such as temperature fluctuations (which modulate the refractive index)
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or mechanical vibrations (that elongate one arm with respect to the other) so that the phase
signal fluctuates a lot over time, reducing the actual sensitivity of the interferometers. In
contrast, common path interferometers, are temporally stable since these fluctuations have
similar effects on both arms and do not account for phase difference variations.

e Low coherence interferometry represents the class of QPI systems operated in a low
coherence configuration, such as white light interferometry [35/[36]. In the context of phase
measurements in cell cultures, the low coherence configuration allows for the suppression of
speckle noise (originating from all the light reflections inside the setup) that creates a random
phase fluctuation between adjacent pixels, which prevents detection of spatial correlations
in the measurements or at least adds some spatial noise between adjacent pixels. The low
coherence can be either temporal using spectrally-extended sources or spatial using spatially-
extended sources. However, the low coherence imposes a high number of modes, so that
simple filtering becomes complicated. For example, phase contrast microscopes and most
off-axis digital holography microscopes require coherent light to efficiently filter the zero
order component. I will discuss in the next part different configurations of low coherence
interferometry, which is also used to create optical sectioning in the depth of a scattering
tissue and is at the basis of OCT technology.

In addition to these four categories, we can mention two other popular categories of systems
that, as for me, do not fit in any of these previous four classes. The first category includes
the non or self-interferometric QPI systems based on a local wavefront measurement. If a plane
wave is incident on a cell, the local wavefront is deformed accordingly to the shape of the cell.
This modification of the wavefront can also be interpreted as an angular shift, with an initial
wave vector being transformed into several wave vectors tilted from the original one, whose angle
depends on the phase delay, and more precisely on the phase gradients. Phase gradient maps from
weakly scattering objects have been successfully measured from these local wavefront distortions
using several strategies. The first phase gradient measurement based on wavefront estimation was
performed by voluntarily applying a defocus above and below an object to measure its axial phase
gradient [241[38] obtaining 3 images (one without defocus). In this case, the transport-of-intensity
equation states that the axial derivative of the intensity depends on the phase gradient, which can
mathematically calculated. Alternatively, a 2-D high-resolution wavefront sensor can be directly
used instead of a camera to emphasize the mutual interference between the nonscattered field
and the scattered field (quadriwave lateral shearing interferometry [39]). Finally, a quatrefoil (or
partitioned) tube lens can be used to split the image into four different parts on the camera. It
allows measuring lateral shifts in the tube lens plane (conjugated to the sample or camera plane)
corresponding to an angular shifts in the sample plane. The lateral shift is estimated by gauging
the intensity balance between the 4 sub images (partitioned detection aperture [40]). Many other
similar techniques could be cited to illustrate gradient-based phase measurement using angular
shift detection, including the ones allowing measurements in thick scattering tissues [41,142]. All
these techniques can only compute phase gradient maps El, but all are common path, single shot
and can usually be performed in low coherence design. Nevertheless, features like lateral resolution
or the field of view (or both), have to be sacrificed in favor of the single shot ability.

Finally, the sixth and last category of QPI systems represents tomographic QPI systems. The
basic idea is to use reconstruction algorithms similar to the ones used in X-ray or MRI imaging

I'Note that phase maps can be numerically computed from 2-D phase gradient maps and one reference point by
integration, in the Fourier domain for example [25]
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Figure 1.4 — Example of two modern QPI strategies. Panel A presents the principle of digital holography
microscopy (DHM). A numerical hologram (or interferogram) between a sample arm phase
shifted by an object and a tilted reference arm is recorded on a 2-D camera [26/[30] at a controlled
distance from the object plane. The phase can be numerically reconstructed by selecting the
+1 order within the Fourier transform of the signal, and by propagating the signal in the Fresnel
approximation [30]. Panel A has been modified from [37]. Panel B presents the principle of
diffraction phase microscopy [34]. The signal from a standard widefield transmission microscope
illuminates a transmission grating placed in the object plane that diffracts the scattered light
in the first diffraction order (high spatial frequencies) and the unscattered light (low spatial
frequency) in the zeroth order. An additional physical spatial filter is added in the grating Fourier
plane to filter out out-of-focus light and the multiple orders of diffraction. Finally, the first and
zeroth order interfere in an off-axis configuration enabling the single shot reconstruction enabled
by Hilbert transform [29] or similar algorithms to those used in DHM [30]. Panel C illustrates the
extreme phase stability in common-path interferometers (diffraction phase microscopy here [34])
either in a single shot or on a homogeneous sample free region.

that use similar angles to reconstruct a 3-D view of a sample, in this case, named optical diffraction
tomography. By acquiring several 2-D phase maps of the sample under different angles, it similarly
becomes possible to reconstruct the 3-D refractive index distribution of the sample, as illustrated in
figures[[L5]C and D. In mathematical terms, the imaging process can only access limited frequencies
in the direction of the light propagation (see Annex [Al), which prevents the objects localization in
3-D. Nevertheless, by changing the direction of the light propagation (or the object orientation),
the k-space can be filled in all directions and axial localization can be performed. The first intuitive
possibility to change the angle is to physically rotate the sample by rotating the holder [43] or the
cell using an optical trap [44]. Interestingly, it can be shown that it is equivalent to changing the
illumination angle, although only a more limited extension of angles is accessible, which offers a
much more practical configuration [45.46]. Optical diffraction tomography can be extended from
the cases of the weak phase approximation (not valid for cells larger than a few microns) using the
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Rytov approximation valid in the low phase gradient approximation and is independent from the
sample thickness [47]. Finally, phase tomographic imaging can be performed in weakly scattering
thick samples using low coherence systems by integrating the phase while changing the focus from
one side of the sample to another [4§].
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Figure 1.5 — Two other examples of modern QPI systems. Panel A presents the principle of quadriwave
lateral shearing interferometry based on high-resolution measurement of the wavefront in the
sample plane using a modified Shack-Hartman [39]. When Fourier transformed, two spatial
components of the wavefront measurement can be extracted and inverse Fourier transformed to
recover the phase gradients along the two transverse dimensions. An additional integration step
from a phase reference point enables the reconstruction of the sample phase map [39]. Panels
B to D present an example of a tomographic QPI system, called tomographic phase microscopy
[45]. The setup consists in a Mach-Zehnder interferometer with the camera placed in the sample
plane with a varying sample beam orientation controlled by a galvanometric mirror (Panel B).
The phase is measured for each different incident angle (Panel C, from the supplementary
data of W.Choi et al. [45]) and corresponds to the projection along these different angles. A
numerical reconstruction based on the inverse Radon transform allows the reconstruction of the
3-D refractive index map of the sample [45], here of a HelLa cell (Panel D).
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To summarize these two sections on the various phase imaging and quantitative phase imaging
systems that exist, we have seen how diverse they are, and how competitive this field has become.
So far, biological applications of QPI have been voluntarily omitted but they will be described in
section As I will show in the next section, sensitivity of full field QPI systems mainly depends
on camera performance showing that the system design is not the most important feature at the
end.

1.3 Sensitivity in QPI

If phase imaging has mainly been developed to create a contrast in cells with low absorption and
low scattering, it also exhibits an extremely high axial resolution. Indeed, phase imaging aims
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to transform axial information into an intensity measurement, which, thanks to highly sensitive
detectors, can provide sub-wavelength axial sensitivity, ultimately down to a precision of a few
picometers. To my knowledge, sensitivity of all QPI systems is similar or at least controlled by
similar parameters. In this section, I will derive the phase sensitivity of phase imaging systems, and
give main parameters to be controlled to increase it. I will discuss the notion of phase sensitivity in
terms of corresponding motion, and will finally compare reflection and transmission interferometers
in terms of axial sensitivity to displacement. Ultimately, I will demonstrate that QPI systems are
limited by the number of interfering photons that are averaged to produce a given measurement.
Before going further down, we can notice that even if we focus here on microscopy, the theory
of quantitative phase imaging is largely scalable, and the same physics principle is in play in
large interferometers such as VIRGO and LIGO, which aim to detect gravitational waves. For a
popularization physics conference, I created a graph to roughly compare experimental sensitivities
of our microscopic interferometers with the VIRGO interferometer, as illustrated in figure [L.6l
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Figure 1.6 — Comparison between VIRGO’s and our systems’ sensitivities. The strain calculated as
the square root of the power spectral density divided by the length of the interferometer arms
is plotted in the case of one typical QPI system (without spatial average in red, and with an
average over 107 pixels in blue) and in the case of the VIRGO experiment (black line).

While not being a flattering comparison for my QPI systems, all these experiments are shot-noise
limited, although the number of interfering photons is tremendously high in large-scale interferom-
eters giving access to much higher sensitivities, that are increased further by complex processing.
Indeed, QPI systems are limited by the maximum power that can be sent onto the cell, and by
intrinsic mechanical and temperature fluctuations that arise from live cell imaging. Nevertheless,
we can expect common-path QPI system sensitivity to be fairly constant over frequency, which is
not true for the VIRGO experiment that does exhibit similar sensitivity to QPI systems at low
temporal frequencies.

1.3.1 Spatial averaging and phase sensitivity

On first encountering QPI, it might be quite confusing to hear about picometer axial sensitivity,
when the size of an atomic bond is on the order of 150 pm. The aim of this subsection is to give
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a qualitative understanding of the physical meaning of QPI phase sensitivity and to demonstrate
that QPI systems are not that powerful to measure the fluctuations of electronic bonds. First,
QPI measurements are often expressed in terms of the optical path difference that corresponds to
AnAh, with An around 5.1072 for most biological objects, so that sensitivity to height changes is
reduced to a few nanometers single shotH. However, caution has to be taken as it corresponds to
height sensitivity and not to axial resolution. First, phase measurements correspond to the phase
average over one voxel size, which is ultimately controlled by the diffraction limit in all three
dimensions. Additionally, the phase measurement can possibly be modified by any phase object
in the light path between the illumination objective and the detection objective, even though its
influence is convolved by the system PSF and therefore attenuates as these objects are further
away from the image plane. Finally, as it will be detailed within the next subsection, the phase
sensitivity directly depends on the square root of the number of detected photons, so that accurate
phase measurements can only be performed when billions of photons arrive at the detector during
one exposure time. It is quite logical that a single photon cannot reach an axial phase sensitivity
lower than the wavelength and the diffraction limit, even with a perfect detector. Nevertheless,
by sending and detecting many photons, the average position of the object can be localized with a
much higher accuracy. Therefore, picometer sensitivities can be reached because they correspond
to a transverse spatial average measurement and to the probing of many different electronic states
of a metallic network within optical detectors’ exposure times (which are much slower than typical
oscillation times of electron clouds).

1.3.2 Phase sensitivity and noise behavior

In this subsection, I will calculate the phase sensitivity as a function of the camera parameters and
as a function of the noise in a quite general form. Although a few similar phase noise calculations
can be found [I8,49,[50], T will try to estimate the phase noise for perfect but also nonperfect
imaging conditions, and with as few approximations as possible, which I could not find properly
written in any article. Interestingly, the phase noise I calculate here is general enough to be valid
both in QPI and phase-sensitive phase imaging. First, let us define the intensity and the contrast
of an interferogram:

I= [Ref + [Sample + [inc + 2\/ [Ref-[SampleCOS<¢) (15)

which we can rewrite with incoming intensity Iy, arriving onto the interferometer beamsplitter,
and reflection coefficients Rpef, Rsampie and Ry, respectively standing for reference mirror reflec-
tivity, backscattering coefficient coming from the interfering part of the sample, and for the sum
of all non-interfering reflections coming from either optical elements, or non-interfering parts in
the sample arms.

I= [0-<RRef + Rsample + Rmc) + 2]’O \/ RsampleRRef-COS<¢) (16)

2Nevertheless, if we consider fluctuations at the surface of an object around a central value, the optical path
difference is proportional to Nedium-Ah. Similarly, if we consider spatial or temporal averaging, a direct height
sensitivity below a few hundred picometers can be measured.

3Note that it could be compared to super-localization in fluorescence microscopy, with the PSF maximum that
can be localized with an accuracy depending on the square root of the number of photons.
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Therefore, we can calculate the contrast of the interferogram:

[mam — [mm 4.1 “\/ Rsam leRRe

[ma:v + [mm B 2-[O-<RRef + Rsample + Rmc)

Equation [T helps us to rewrite equation as a function of the mean intensity and of the
contrast:

I = 1y.(Rpef + Rsample + Rine).(1 + C.cos(¢)) (1.8)

With 1y.(Rgef + Rsampie + Rinc) = Lmean, the mean intensity captured by the detector. We can also
calculate the maximum intensity, that we choose to be as close as camera saturation as possible:

[ma:v = [mean-<1 + C) (19)

so that we can write the intensity as a function of I,,,, and the contrast:

1+ C.cos(¢)
1+C

In the case of a shot-noise limited experiment, the standard deviation o; of the intensity can

I =TI (1.10)

be written, assuming the contrast is low enough so that even minimum intensity variation is
shot-noise limited:

14 C.cos(¢)
1+C

where FWC is the camera full well capacity, which is the maximum number of photons a pixel

o1 =VFWC. (1.11)

can capture in a single exposure time without saturating. o; depends on the phase map. At
this point, we can try to derive the standard deviation of the phase accessible using only direct
intensity, which is equivalent to the estimation of the intensity standard deviation increase due to
a phase change. We can first write:

I14C) = L

cos(p) = c (1.12)

From equation [[LT2] we can use the propagation of uncertainties [51], which states that the

variance of a function of independent Gaussian variables (in this case, the shot-noise limited
intensity, which may be approximated as a Gaussian) can be expressed as the sum of the partial
derivatives of the function over the different variables multiplied by their variance. Standard
deviation is then calculated by taking the square root. Applied to the case of a cosine, we obtain
the phase standard deviation oy:

1+C
C

We can see that, without phase modulation, the standard deviation of either the phase or the

a¢\szn(¢)| =0y. (113)

intensity depends on the local phase, and is therefore spatially inhomogeneous, which can be
intuitively understood. Indeed, since the shot noise is proportional to the intensity, the intensity
standard deviation will be more important close to maxima and less important in the vicinity of
minima. On the other hand, we expect the intensity standard deviation variation to a phase change
to be more intense in the linear part of the cosine, and almost negligible close to the maxima and
minima. Therefore, we expect a random phase variation to create an intensity standard deviation
which depends on a sinusoidal pattern with a doubled frequency, which can be provided by the
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|sin(¢)| of the above equation.

Now, we expect that phase shifting will enable the calculation of a phase map and of an am-
plitude map that are homogeneous within the field of view. We will derive the calculation in the
case of a 4 phase algorithm to estimate the phase sensitivity of our systems, as it will be described
in chapter @l In this case, the phase map can be calculated as:

Iy — I
I — I
where ¢ is the local phase, which depends on spatial position (x,y), and on time, which we have
not displayed for the sake of readability. Intensities I;—; 4 respectively correspond to the intensity

¢ = atan( ) (1.14)

) g7
the sample phase variation happening during the 4 phase modulation, even though an overview
of the artifacts it will create will be presented in section B.2.3l From equation [LI0, we can write

calculated with an external phase shift of respectively 0 m, and 37” We will neglect for now

the two intensity difference terms:

Iy — I =21, sin 1.15
1 Lo = 2 sin(o) (1.15)
And,
I — I3 =21 ¢ (9) (1.16)
— I3 = 21,0, ———cC0s .
1— 13 110
By using the propagation of uncertainties again [51], and noticing that the derivative of the
arctangent function is: atan(z)’ = 7, we can write:
(14 — 12) 1
Op =0 . —
L= I 1+ (p=32)?

1.17
L1 1 (L17)

L LT+ tan(9)?

Moreover, assuming all the measurements to have independent noise ( which is supposed to be
the case for shot noise), the covariance of two intensity measurements is equal to 0, and we can
write:

I4 —IQ I4 —]2 2 0'2(]4 — _[2) 0'2(11 —Ig)

I —13)2 _ (11 _]3) = T = ny ) (1.18)

o

And,

o*(Iy — I) = o*(Iy) + o*(1) (1.19)
o?(I, — I3) = o*(Iy) + o*(13) (1.20)

Finally, we can express the different intensities standard deviation, in the shot noise approxi-
mation as:

14 C.cos(¢)
1+C

and so on for the different intensities, so that we obtain:

() = I = Lnas. (1.21)
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2
s —1s) _ ‘M?Tﬁ (1.22)
([4 — [2)2 4]7271%(1+—C)282n2(¢)

2
o*(h — L) _ [m‘g“H_C (1.23)
(h—13)* 43, (175)%cos*(9)

Hopefully, this calculation is soon coming to an end. By injecting the above equations back into
equation [[LT8] we obtain:

oL 2 1+C1, 1 1

L T L 07 1) T wo(e) (1:24)

with:
150 T o) T G (@) s 29) (1.25)

Coming back to equation [[L.T7], and calculating the square root of equation [.24], we obtain:

B 1 2.tan?(¢) 1 v1+C
1 +tan?(¢) "\ sin2(20) EFWC  C

oy (1.26)

Noting that m = cos*(¢), that we can inject in the square root to reach the following
equation:
1 tan?(¢) | cos?(phi)sin®(phi) 1 (1.27)
1 +tan2(¢)"\ sin2(2¢) sin?(2¢) 2 '
Finally, the phase noise can be written as a rather simple equation:
1 v1i+C 1
___vire (1.28)

=R C VEWC

with no further dependency of the initial phase map, as illustrated in figure [L.71
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Figure 1.7 — Shot noise effect in QPl measurement. Panels A and B show a typical simulated fringe
pattern that could be obtained in one shot in a QPI system (panel A), and its corresponding
standard deviation due to shot noise (panel B). The standard deviation of the intensity depends
on the initial phase map since the shot noise depends on the square root of the intensity. Panel
C shows the standard deviation of the phase map reconstructed from a 4 phases process, with
the same number of images, showing no dependency on the initial phase map, as predicted by
equation [[28 Except for high noise lines caused by phase wrapping (wherever the phase shifts
from 27 to 0), the phase noise is extremely low, as illustrated by panel D that plots the log of
the intensity along the yellow line crossing the 3 different images.
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Additionally, we can write the standard deviation of the optical path:

N VI+C 1
S nr C JFWC
which we plotted in figure For a contrast of 0.5 and an FWC of 1,600,000 electrons, the noise
on the optical path is as low as 2

4000’
because these measurements are shot noise limited, the only limitation to consider is the total

(1.29)

corresponding to 136 pm in only 4 acquisitions. Interestingly,

number of photons that are averaged to produce a given measurement. This number can be
increased by averaging either temporally or spatially, and the noise will decrease accordingly with
the square of the number of measurements. In summary, we can write:

A V1I+C 1
2\/571-. C ' Npia:elsFWC

os = (130)
with Npizes, the number of averaged pixels, either spatially or temporally. Note that a single
picometer resolution can then be obtained by spatially averaging over a 10x10 pixel area, and
by temporally averaging over 10 images, still under the assumption of no spatial or temporal
inhomogeneity.
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Figure 1.8 — Phase sensitivity versus contrast and the number of captured photons. Panel A is a 3-D
plot representing the logarithm of the numerically calculated optical path sensitivity due to shot
noise calculated on intensity images in a 4 phase process versus the fringe contrast in the vertical
axis and the number of captured photons in the horizontal axis. The optical path sensitivity
ranges from 1um for a low contrast of 10~% and low FWC of 10* to 10 pm for a high contrast
close to 1, and a high effective FWC (10° photoelectrons with a 100 hundred pixels average for
example). Panel B shows the optical path histogram for a similar simulation with a contrast of
0.5, and an FWC of 10° in single (four frames) shot (blue histogram), and a 10 pixels average
(red histogram). The full width half maximum (FWHM) of the blue histogram is calculated to
317 pm, leading to the standard deviation of the Gaussian process of 135 pm, remarkably close
to the value theoretically calculated above. Additionally, the red histogram FWHM is measured
at 98 pm, about /10 lower than the blue histogram FWHM, as predicted by equation [L30

1.3.3 Transmission versus reflection interferometry

While most QPI systems work in transmission, the two interferometers we have developed have
the originality of working in reflection. We chose this configuration for its compactness, and for
versatility to work either in cells or in scattering samples if operated in low coherence configuration.
Additionally, when working with cell cultures, reflection interferometers still offer the possibility
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to work either in transmission-like mode, mainly capturing the light reflected by the coverslip,
or in reflection mode, isolating the backscattering signal coming from the cell scatterers [52],
as illustrated in figure [L9 The transmission configuration has the advantage of having a high
reflection coefficient in comparison to the low backscattered signal from the cells. Ideally, the
transmission configuration authorizes to match the reflectivity of the reference and sample arms.
We have grown cell cultures on the same silicon wafers that we used in the reference so that we have
observed high interference fringes contrast up to 0.6. Nevertheless, the transmission configuration
can only measure an integrated phase information, as light has traversed the entire cell heighttl.
On the other hand, the reflection configuration enables the measurement of 3-D information of the
scatterer positions inside the cells. It can especially measure cell topography, but measures much
smaller signals from the sample arm. The phase sensitivity is supposedly smaller. However, in
the reflection configuration, phase changes directly measure axial displacements, while refractive
index changes alter the backscattered amplitude. In contrast, the transmission configuration
measures the optical path of the cell, and the axial displacement is multiplied by the refractive
index difference, which is often small. Therefore, in terms of axial sensitivity, it is not obvious to
find which configuration is better. Such an estimation is the aim of this subsection.
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Figure 1.9 — Imaging possibilities for a reflection microscope. Panel A illustrates the transmission-
like configuration in which the focal plane lies on the glass coverslip on which the cells have
grown [52]. This configuration integrates the phase twice over the entire cell, in a local way only
if the depth of field is larger than the cell. Panel B shows the classic reflection mode where the
signal backscattered by the cell is measured.

Let us first consider the transmission-like configuration, since we can easily estimate axial sen-
sitivity:
1 o E}
o =—.— 1.31
h,Trans 2"An ( )

Using equation [L.28] axial sensitivity can be derived further:

o V1.6 1

Oh,Trans — . 1.32
r 421 0.6 AnV/FWC (1:32)
Let us now look at the sensitivity in the reflection configuration:
1 ags
efl = =.— 1.33
OnRefl =5 (1.33)

4We should add that the transmission configuration is locally sensitive only to phase changes happening within
the depth of focus. For large cells, the phase fluctuations coming from depths above the depth of field are integrated
on sections larger than a single pixel size.
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This time, however, contrast is supposedly much smaller than 0.6 and should depend on the
refractive index difference. To estimate the contrast, we will take a simple case of the reflection
at the surface of the cell, neglecting the thin lipidic membrane, and simply estimating the back
reflection caused as the light goes from a medium of index n,,eqium to the intracellular medium
ncey. Therefore, we can estimate the reflection coefficient at the cell surface from the Fresnel
coefficients under the approximation of small angles and without considering polarization effects:

Ncell — Nimedium |2 o An )2

Reen = | =
Ncell + Nmedium Nmedium —+ 05An

(1.34)

Now trying to estimate contrast from the reflection coefficients, we can write:

Imax - Imzn
C = = 2WRCell + RRef + Rinc (135)

[mam + [mln

again for the sake of simplicity, we first estimate that the dominant intensity, and therefore the
dominant reflection coefficient, comes from the reference, so that we neglect the reflection from
the cell, which is often a decent approximation, but also the reflection on all the optical elements,
and the camera noise, which we will discuss further on. In this case, we can write the contrast as:

O =9. RCell
RRef

(1.36)

With Rger >~ 23% in our experiments, using a silicon wafer in the reference arm. Because An is
weak, on the order of 3.1072 to 5.1072, Rcey is on the order of 0.1%, and C on the order of 0.1,

so that we can approximate —VchrC by % The contrast formula can finally be written:
An
C ~ 1.37
‘nmedmm + O.5An| (1.37)
Finally, the axial sensitivity in reflectivity can be expressed as:
)\0 Nomedium 0.5An 1
Oh.Refl = : . 1.38
hRefl 4\/§7T An Nmedium FWC ( )
And,
A 1
0 (1.39)

Oh R 2 An N FWC

This is slightly better than transmission but quite similar. However, reflection from the surface

below the cell adds a 4% coefficient in the incoherent signal that lowers the useful FWC, and the

corresponding height sensitivity. Finally, it does not impact too much the final sensitivity when

the same reflecting surface is used in both the reference arm and the sample arm in transmission-

like configuration. For most of our experiments, we used the transmission-like configuration with
cells growing on silicon wafers.

1.4 Decoupling refractive index variations from height
changes

Phase imaging can be extremely sensitive to measure a time delay of some fraction of the light
versus another part. However, it is hard to know whether this time delay comes from a large
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change in the local speed of light on a small path, or from a smaller change in the speed of light,
but happening on a longer path. For example, a visible light beam will propagate for the same
period of time in 1.33 mm of air and in about 1 mm of water. Yet, it is of major importance to
carefully separate these two variables in order to characterize the biological importance of physical
changes imaged with QPI. A local change in the speed of light, measured with the refractive index,
will tend to be related to the propagation through an aggregate of variable density of proteins or
lipids. For example, it can reveal a transiting vesicle, organelles, denser parts of a cell, or even
membrane reorganizations. Conversely, if the refractive index remains constant, a phase change
relates to a height change of the imaged object. For example, it can reveal membrane flickering in
red blood cells [53] or a direct mechanical compression [54]. Finally, a phase change may originate
from a change of both properties, that sometimes evolve in opposite directions. For example,
cell swelling, which, in the case of hypotonic shock, consists of water uptake to balance the cell
osmolarity, is characterized by a volume increase and by a refractive index decrease (due to the
intracellular material dilution) [55]. In total, the cell phase signal decreases during a water uptake,
since the refractive index change is more important than the height change H
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Figure 1.10 — Phase imaging of cell swelling. Panels A and B show phase maps of two neuron cell bodies
acquired with digital holographic microscopy before (panel A) and after (panel B) a hypotonic
shock [55]. Panel C emphasizes the phase difference between panel B and A, and illustrates
that the cell swelling has increased the cell volume (area at least, with positive phase difference
at the cell edges), while the total phase has decreased, indicating a refractive index decrease,
which has also been validated using a decoupling procedure [55].

To be able to unambiguously decouple the refractive index difference, i.e. the difference in
the speed of light, from the length of the medium light has traveled trough, two independent
measurements of varying heights or refractive indices are required. Many strategies have been
imagined over the years, even though they often impose heavy constraints. In the following
section, I present some of the most popular decoupling procedures and, finally, I detail one of
these techniques we contributed to the development of during this project. Next, to quantitatively
measure the local refractive index of a cell, the careful measurement of the refractive index of the
medium should be performed, and I will provide a brief description of how we accomplished it.

5Indeed, we can expect the refractive index to depend on the total volume of water that went through the cell,
while the height should depend on the volume to the power of one third.
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I will also emphasize the use of dry mass measurements, which corresponds to the intracellular
mass of everything but water and can be obtained without a decoupling procedure.

1.4.1 General decoupling procedures

In QPI, the phase difference A¢ is measured, imposing a coupling between the local refractive
index difference and the local height H:

2w
Agb(l‘, Y, t) = _-(nCell(xa Y, t) - nmedium)~hCell(:L‘7 Y, t) (141)

=
From equation [L41] we can imagine different strategies to decouple the refractive index dif-
ference from the height. The first quite intuitive possibility that has been developed in 2005 is
to perform a rough independent height measurement using confocal fluorescence microscopy in
parallel with the phase measurement [56]. A similar approach consists of determining the height
of a cell in suspension by measuring its diameter and assuming a spherical shape [57]. A second
different approach is to perform two independent phase measurements, by replacing the extracel-
lular medium by another medium of the same osmolarity but of different refractive index [55]. If
we note OPL, = % and OP L, the two optical path length difference measurements performed
with the extracellular media of refractive index neqium and Npegivm + 0N, we can write [55]:

“ = (OPL, — OPL,)

+ Nmedium (142>
And,

OPL, — OPL
heen = ( lén 2) (1.43)

We can also mention an ingenious development of this technique preventing the need of the
extracellular medium change, and permitting real-time live cell decoupling measurements. The
group of P.Marquet has developed a dual-wavelength digital holography microscope, and an ap-
proach that consists of adding an absorbing dye to the extracellular medium so that the refractive
index is also drastically modified at the vicinity of the absorption peak of the dyeEI [58]. Therefore,
the phase measured at both wavelengths allows probing two significantly different extracellular
medium refractive indices and using a similar reconstruction (as the one shown in equation [LZ3])
of both cell height and cell refractive index.

Finally, a more recent and more popular approach has been the development of 3-D QPI systems
enabling direct calculation of the refractive index tomography of a cell, using numerical recon-
struction after measuring the object phase under several angles, as discussed in section [43.45].
Using such approaches, it becomes possible to reconstruct a 3-D volume with local variations of
refractive index difference and with local height of the cell.

OWe can add here that the variation of A¢ over time (or its spatial variation as well) enable eliminating the
medium refractive index measurement:

0A¢ _ 21 Onceu
o N Ot

Ohcen
ot

Jhcen + neelr- (1.40)

"When deriving refractive index from Maxwell’s equations, and when considering resonances to explain ab-
sorption peak, there is a theoretical and experimental coupling between the increase of the imaginary part of the
refractive index (absorption), and its real part(leading to a phase change).
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1.4.2 Measuring the refractive index of the external medium

Most of decoupling procedures cited above require careful measurement of the extracellular medium
refractive index, which is not trivial, even though many commercial refractometers can be found
nowadays HEZHH Unfortunately, having no such commercial system at the Institute, nor the money
to buy a 10 k$ system, we extracted an old Pulfrich refractometer (designed in the 1930s) out of
one of the ESPCI darkest rooms, as illustrated in figure [LTIl The Pulfrich refractometer principle
is fairly simple and based on the total reflection angle measurement at the interface between a
liquid medium of an unknown refractive index and a cubic glass prism of a precisely pre-calibrated
refractive index. The illumination is parallel to the glass prism so that the maximal output angle
corresponds to the angle of the light illuminated by the critical angle 6,.,.;; for which:

Sin (i) = medium (1.44)
Nglass
The output light beam then reaches the side face of the prism with an angle 6., + 7, and exits
in air towards the detector through the angle 6.,;:

SIN(Oerit)

sin(Oeri + g) = c08(0criy) = (1.45)

Nglass

Combining the two equations [[44] and [L47] squared, we obtain the medium refractive index:

Nmedium = \/nglags - Sin2(eem’t) (146)

The output angle can be measured using a rotating telescope, and a Vernier scale to reach a
sub-milliradian angle precision, permitting the measurement of refractive index on the order of
1073, Of course, the accuracy depends on the precision of the parallelism of the incoming light
beam, which is performed by illuminating the medium with a divergent beam (using a standard
LED in our case), so that many illumination angles reached the samples. The output angle 0.,
is therefore measured by taking the first angle at which the light becomes detectable. Calibration
steps and measured values are voluntarily not displayed here, but the measured refractive index
values have been used for the refractive index calculation performed in the next section.

1.4.3 Dry Mass measurement

In addition to the decoupling procedure, QPI measurement can directly access a physical property
of the cell, known as dry mass, which more or less corresponds to the mass of everything but water
(such as lipids, DNA, RNA, proteins) in a cell. It has been demonstrated that QPI measurements
can estimate the dry mass of an object by calculating the integral of the phase signal over the
entire cell area [60]. As introduced in appendix[A] a mammalian cell mass is mainly controlled by
its water content (about 70% of the total cell mass). When confluent cells are dried up to a point
(generally 130°) where there is no water left, the mass of the cell has, quite logically, decreased
to the dry mass. Obviously, such a method is quite invasive, and tracking the evolution of dry
mass, over time and notably over cell cycles had remained a very challenging task before the
development of QPI-based dry mass measurements [60,[61]. For more information about live cell
mass profiling, using either QPI, or micro-resonator channels, the thorough review from T.Zangle
and M. Teitell can be consulted [62]. To my knowledge, the first dry mass measurement using

8Interestingly, it was mainly pushed forward by the alcohol industry to control sugar concentration and fermen-
tation process non-invasively
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Figure 1.11 — Principle of Pulfrich refractometer. Panel A illustrates its principle. A parallel light beam
illuminates an interface between a sample of unknown refractive index and a glass prism of
calibrated refractive index. The minimum angle at which light becomes detectable corresponds
to the critical angle from which the medium refractive index can be computed. Panel B shows
the Pullfrich refractometer we found in the lab.

modern QPT systems has been performed by G.Popescu and colleagues [60], who were inspired by
the pioneering work from R.Barer and Davies & Wilkins [14] in 1952. Such measurements
rely on the assumption that cells are a homogeneous mix of only water and a homogenous mix
with a refractive index depending on dry mass concentration inside the cell. Therefore, using the
Maxwell-Garnett theory permitting the derivation of a mean cellular refractive index dependent
on the mass concentration of nonaqueous material inside the cell

+ Nmedium (147)

Neff = (HDM - nmedium)

ViV

With V, the volume of non-aqueous material, and (V + V), the total cell volume. By introducing

a coefficient «, equal to the refractive index evolution with the dry mass concentration j—g, and
assuming that change in refractive index due to nonaqueous material is mainly controlled by lipids,
it becomes possible to rewrite the equation [L47 as a linear relationship between the refractive

index difference and the dry mass concentration C:
Neff = Nedium + a.C (148)

Dry mass concentration only relates to an average measurement and might be inaccurate for
example with an increase of nucleic acid concentration [62] or with a change of the lipid organiza-
tion. Neverthless, dry mass measurements advantageously benefit from several extensive accurate
measurements of the coefficient «a, representing the linear coefficient linking a refractive index
increase with a protein refractive index. Interestingly, and over many thousand proteins [63],
the protein refractive index increment («) distribution is a nice Gaussian curve exhibiting a low
standard deviation H The average « is 0.19, and less than 1% of the proteins have « coefficient
below 0.18, or above 0.20. Measurements of the whole cell « coefficient give values around 0.19
(g.m™3)71 [621[65]. By further calculating the integral of the phase shift over the entire surface of
a cell, and using equations [I and gives:

9Tt has been demonstrated that the far-field optical response of proteins does not depend on the 3-D structure of
the protein, but mainly depends on its amino acid composition [63[64], which is relatively similar from one protein
to another, explaining the gaussian curve and the low standard deviation.
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/AA@.dS: 2;./AAn(x,y)h(x,y)dS: 2TW./AozC'(x,y).h(x,y)dS (1.49)

This last integral being the definition of the total dry mass of a cell, this quantity can be directly
calculated from a phase map:

A
M = 5o /A A®dS (1.50)

We can also add, that a local mass parameter o, named dry mass surface density, can also be
easily locally computed on subregions inside the cell. The interest of both of these parameters
will be emphasized in the next section that focuses on the biological applications of QPI.

1.5 QPI main biological applications

If phase contrast and DIC microscopies have revolutionized the label-free detection of cells and
intracellular details, QPI is expected to revolutionize label-free cellular biological detection as well,
since it enhances the detection of finer subcellular structures and detect their 3-D (re-)organization
over time while it can also detect many physical parameters out of the phase signal, such as dry
mass, biomechanical properties, or transmembrane water movements. As a label-free technique,
QPI is nonspecific, which makes any specific signal of interest hard to extract from global com-
plex biological fluctuations happening at various time and space scales. On the other hand,
QPI presents no photobleaching, and low phototoxicity, authorizing imaging times ranging from
millisecond to weeks [61],166,67]. Moreover, QPI can access sub-wavelength information with a
transverse resolution ranging from a few hundred nanometers to a few centimeters [31],[68]69].
Therefore, QPT is able to track the evolution of hundreds of cells in parallel for days [66]. Many
biological parameters and studies have been conducted at the interface between optical labs and
biology labs. Nevertheless, these techniques have yet hardly been transferred to biology labs and
hospitals, despite their promising results being accumulated for about 15 years. This section
aims at reviewing some of the most popular and most promising biological applications of QPI,
which here again summarizes hundreds of papers that I can not all describe. More details about
biological applications can be found in extensive QPI reviews and books ( [7,[70L[71] for example):

e Red blood cell membrane (RBC) fluctuations: [t is by far the most studied system
in QPI with several potential biological and medical applications that have been found.
The red blood cell membrane fluctuations, often referred to as membrane flickering, are
an important subject of interest in biophysics, and have been quite well characterized over
the years. The interest for QPI is that the amplitude of fluctuations are on the order of
10 to 100 nm, which is small enough to require the sub-wavelength sensitivity of QPI but
which is large enough to produce an easily detectable phase signal. As a first approach
to RBC membrane fluctuations, it was simply considered as a thermal fluctuation of the
membrane layer, i.e. a sort of Brownian motion of a geometrically constrained layer [72].
The amplitude of membrane fluctuations are particularly high in the red blood cells, as their
cytoskeleton is less rigid than other mammalian cells, and their membrane can fluctuate more
freely. In fact, and as a further refinement, the influence of RBC cytoskeleton has proved
to be nonnegligible on the membrane fluctuations, and RBCs have proved to be a model
system for low-order interaction between cytoskeleton and membrane mechanics [53}[73][74].
Interestingly, QPT analysis of membrane fluctuations have permitted the measurement RBC
mechanical parameters such as their shear modulus or viscosity [75,[76] (More information
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can be found in appendix [C]) and to detect RBC membrane fluctuation changes linked to
RBC age [77], diseases like sickle cell anemia (and predict it) [78], diabetes [79], or even
parasite infections causing malaria [76].

e Measurement of the cellular content: The refractive index dependency of phase
measurements can be used to characterize the intracellular content. The first example is
through the estimation of dry mass, described above, which gives some idea about the
protein and lipidic content of a cell. The evolution of dry mass and dry mass density have
been thoroughly studied during cell growth [80,81] and cell mitosis [61]. Interestingly, the
hemoglobin content of RBC has been successfully measured using the intracellular refractive

index of the RBC [82].

e Cell and structures characterization: Because QPI techniques can access several
physical parameters of the cell, in 2-D and 3-D [83], they can be useful to automatically
identify tissue regions, cell types, and organelles (including the nucleus, and nucleolus) type
and relative positions. Such physical parameters include the absolute volume, the refractive
index, the cellular content (as described above), or more complex dynamic parameters, such
as the fractal dimension, diffusion coefficients, or light scattering parameters. To pick-up a
few concrete examples, we can start evoking the sorting of circulating tumor cells, whose
concentration is a good indicator of the patient survival rate, that present higher dry mass,
higher volumes and lower dry mass density than leukocytes, naturally present in blood [84].
F. Merola et. al. have combined DHM and optical trapping to automatically identify and
measure sperm morphology and content in order to sort the healthy ones and eventually
perform a sex-selection [44]. Finally, the measurement of light scattering parameters [85]
and fractal dimension [86] of thin pieces of tissues can help to diagnose tumors in a sample.

e Sub-wavelength cellular movement: The sub-wavelength accuracy of QPI systems
is very interesting for the detection of nanometric axial displacements like in the RBC
membrane fluctuations we have already mentioned above. Interestingly, electrically-induced
displacements have been detected using QPI systems. A first validation has been performed
in detecting low amplitude cardiomyocyte displacements, which is a well-characterized cou-
pling between electrical activity and mechanical forces [22]. From measured amplitudes, QPT
would be able to measure a long-range mechanical communication between cardiac cells [89].
Another impressive result has been the demonstration of a voltage-induced membrane de-
formation in HEK cells excited by electrophysiology [90]. I will give more details on the
detection of electrically-induced deformations in chapter [ Additionally, QPI systems can
accurately track cell migration, cytoskeleton [91], collagen fiber and protrusion displacements
(emphasized in polarization-sensitive QPI systems [92]) or follow vesicle transport [93],94],
which allows following most of the mass transport inside the cell, and can be used to measure
diffusion coefficients and active transport components inside the cell.

e Measurement of Transmembrane water movements: Finally, the group of P. Mar-
quet has carefully investigated QPI ability to measure transmembrane water movements as
a physical parameter, and has been able to successfully link phase changes to the transmem-
brane electrical current [70,95,96]. It provides another way to detect meaningful electrical

107t means that a deoxyhemoglobin/hemoglobin ratio could eventually be calculated from a single wavelength
measurement, either using phase measurement in a confined environment or using all cell phase statistics or even
by measuring a scattering ratio.
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Figure 1.12 — Biological applications of QPI. Panel A shows the characteristic RBC membrane fluctua-

tions in healthy RBCs and in Malaria parasite-infected RBC at three different stages (Ring,
Trophozoite and Schizont stages at increasing stages of the disease development) [7,[76]. It
directly enables the calculation of the mechanical shear moduli of the RBCs at different stages,
as illustrated in panel B, which are in good agreement with shear modulus measurement using
optical tweezers. Panels A and B illustrate QPI ability to characterize cell states from their
mechanical performances. Panel C illustrates QPI ability to differentiate two objects based on
their refractive index composition by measuring a phase difference between a water droplet and
a water plus 1% DNA droplet [87]. Finally, panels D to F illustrate QPI ability to characterize
a sample (here a histological thin tissue) based on its optical property. The phase heterogeneity
enables the calculation of the tissue mean free path (Is in panel E) and the scattering anisotropy
factor (g, in panel F) [85] that are known to be modified in some tumorous samples [88].

activity from quantitative phase measurements, as these long-standing detected currents are
involved in long-term potentiation and differentiation. Coupled with super-resolution per-
formances of DHM and its ability to reveal dendritic spines [31], it is thought to allow for
the label-free detection of long-term potentiation and might lead to the development of new
biomarkers for neuronal disorders such as psychiatric disorders [70].

1.6 A new tool for refractive index/height decoupling;:

Fluorescence exclusion

Looking for simple, versatile, though powerful, techniques to decouple the height from the re-

fractive index for our QPI measurements, and unambiguously detect axial changes, I discussed
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Figure 1.13 — Some more biological applications of QPI. Panels A to F are examples of intracellular
transport using QP [93], and the corresponding dispersion curves. Panels A and B correspond
to a zone inside a microglial cell, with a majority of passive transport, panels C and D to an
area inside a glial cell exhibiting both active and passive transport. Panels E and F correspond
to a region inside an hippocampal neuron dendrite, with mostly active transport within. Pan-
els G and H present an example of the detection of sub-wavelength mechanical motion in
cardiomyocyte [22]. Panels | and J illustrate 3 different characteristic phase responses to a

glutamate shock in a culture of cortical neurons (scale bars represent 10um in panel I, and 2
minutes and 5° in panel J) [96].

with people from two research groups from the Institut Curie and the Institut Pierre-Gilles de
Genes: The group of Matthieu Piel, interested in understanding cell volume regulation during
mitosis and the group of Catherine Villard aiming to understand volume changes during neurite
development. Both teams were using a technique named fluorescence exclusion method (FxM) to
estimate cell volumes, through fluorescence decrease due to the exclusion from the cell volume in
the constrained environment of a microfluidic chamber. I collaborated with them to try to better
characterize this technique and understand its limitations. I developed a simple theoretical model
that showed the ability of fluorescence exclusion to measure cell volumes in most of experimen-
tal conditions, even though the height measurement might sometimes be inaccurate. Despite its
apparent simplicity, Fluorescence exclusion can reach impressive resolution, if correctly operated,
and can be competitive with several QPI techniques in terms of height measurement. Interestingly
for me (and I hope for this manuscript also), the essence of FxM and QPI appears similar to me.
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They fundamentally consist of finding a strategy to transform an axial information into an inten-
sity information, so that a 3-D map can be computed from a single 2-D measurement of an optical
signal. Obviously, the two strategies are significantly different, as QPI measurements can only
access an axial information coupled to a composition (through the refractive index) information,
while FxM directly measures the cell height. When combined, these two techniques can addition-
ally perform a decoupling of the phase signal to measure the refractive index map of a sample.
At the end of this section, I will show a few examples of refractive index map reconstruction and
will present several ideas that we are now validating to increase FxM performances.

1.6.1 Physically constrained fluorescence exclusion

In this subsection, I will introduce the concept of fluorescence exclusion microscopy and show a
few limitations in a rather qualitative manner. I will finally give an estimation of the sensitivity
of FxM, and different potential sources of error.

Basic principle

The basic principle of fluorescence exclusion method (FxM) is quite simple. It consists of mea-
suring the distribution of fluorescence intensity in a microfluidic chamber filled with a fluorescent
dye and seeded with cells. Without cells, the fluorescence signal depends on the concentration of
fluorophores, and on the volume of the chamber. In presence of cells, assuming that fluorophores
are physically excluded from cells, the fluorescence signal decreases depending on the volume oc-
cupied by the cells in the chamber. When using a simple widefield fluorescence microscope, we
can demonstrate that the fluorescence signal drop varies linearly with the cell volumes [97,98],
offering a simple way to measure cell volumes. Interestingly, since FxM is based on a simple wide-
field microscope, dynamic, large-field or high transverse resolution measurements of cell volumes
can be performed. Intuitively, the sensitivity in volume will be controlled by the sensitivity in
intensity of the fluorescence microscope and will depend on some ratio between the cell volume
and the microfluidic chamber height. In some conditions that I will further discuss, the local
cell volume, and even cellular height averaged on a single pixel can be computed, as illustrated
in figure [L.T4] Despite its apparent simplicity in terms of optics, I mainly used this technique to
optimize its sensitivity its image interpretation. On purpose, I will not discuss in details the
design of the microfluidic chamber, or the selection of fluorophores that can not penetrate the
cells, which was our collaborators’” main expertise. In brief, they designed several microfluidic
PDMS chambers of height ranging from 3um to 25 pm, with PDMS pillars within the chamber
that offer a reference signal, as it will be discussed later. The size of the microfluidic chamber
is often chosen as a compromise between resolution and invasiveness (keeping invasiveness low
requires the chamber to be high enough to prevent any mechanical and volume constraints on
the cells). Additionally, careful design of the microfluidic chambers allows performing long time
acquisitions with a high cell survival rate after several days. On fluorophores selection, the ideal
fluorophore has to be totally excluded from as many cell lines as possible, which often depends
on the fluorophore size and its interaction with the cell membrane. Ideally, these fluorophores are
to be cost-effective, since fluorophores have to occupy the entire volume of the chamber. After
experimenting several fluorophores and quantum dots, C. Cadart found that only 70 kDa Dextran
with Alexia488 (green fluorophore), or 10 kDa Dextran with Texas-red (red fluorophore) presented
low internalization and low toxicity. For more information about these two parameters, I refer to
the following method paper about fluorescence exclusion [98], as well as the PhD manuscripts of

C. Cadart and C. Braini [99,[100].
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Figure 1.14 — Principle of fluorescence exclusion microscopy (FxM). Panels A to E illustrate the succes-
sive steps of FxM to recover a local height measurement. A microfluidic chamber of controlled
height is seeded with cells and filled with a fluorescence medium, that can not penetrate in-
side the cells (panel A). When imaged with a widefield fluorescence microscope (panel B),
the fluorescence signal is maximal in the chamber outside the cells and decreases with the
object height (From left to right, a flat epithelial cell, a spherical cell, and a PDMS pillar).
A linear relationship can be found between the measured intensity (panel C) and the object
height (panel D). Knowing the chamber height and the minimal intensity (measured at the
pillar) allows the calculation of the linear coefficient and the local height computation (panel
E). Finally, panel F shows the microfluidic chamber organization, and panel G shows a typical
large field FxM measurement with a 10X, 0.3 NA objective. Panels A to F have been adapted
from C. Cadart et. al. [98].

The major assumption here has been to consider a linear relationship between the measured
fluorescence intensity, and the cell volumes in the case of widefield microscopy. It simply de-
rives from the assumptions that, first, fluorophores concentration is spatially homogeneous in the
chamber and is null inside the cells. Second, we assume that, at camera frame rates, the fluo-
rescence intensity emission is homogeneous in time. Therefore, the emitted fluorophore intensity
Loy from a given volume V is simply proportional to this volume times the local concentration
and is proportional to the illumination intensity. It can be generally written as:

Iemit(xa ?/) - Illl~FConvert-C(xa y)V (151)

with C'(x,y), the local fluorophore concentration within the volume V, Iy, the illumination inten-
sity, supposedly locally constant in a transmission widefield microscope, and Fronuere the single
fluorophore conversion factor, which is the ratio between the number of re-emitted photons versus
incoming photons. It probably depends on the fluorophore quantum yield, absorption, and cross
section. Under the previous assumption of homogeneous concentration of fluorophores equal to
Cy outside the cell, and outside the chamber, and equal to 0 anywhere else, the emitted intensity
becomes:

Iemit(xa ?/) - Illl~FCom)ert-CO(V - VCell) (152)

with V the local microfluidic chamber volume around a cell of interest. The potential value of the
minimal volume V for a given cell geometry will be discussed in the next subsection. Keeping it
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simple, we can assume that the entire microfluidic chamber lies within the depth of focus of the
objective, so that each camera pixel intensity only depends on the local information at a given
voxel in the sample plane. Therefore, we can write the local volume as the product between the
pixel section and the height of the chamber. We can rewrite the measured intensity using equation
for a single pixel, using a proportionality coefficient o = Fonpert-Co-Spizer, that is supposed
to be constant over time and over the field of view:

Imes<x7 y) - Imln + O4-<hChamber - h(.T, y)) (153)

with L,,;,, the minimal intensity captured by the camera, and equal to camera noise in an ideal
case. «a can henceforward be calculated as:

I — 1
o= max min 1.54
hChamber ( )

Here, we consider L,,,;,, Lnae, and hapamper to be spatially constant, which is a good approximation
if the illumination is reasonably even. Otherwise, the linear coefficient o has to be modified as
a local value, and needs to be computed locally, or extrapolated. From equation [L53] it is also
convenient to write the formula that computes the local height from the measured intensity:

Imam - Imes('ru y)

Imax - Imzn

h(l‘, y) = hChamber- (155)

We can note that if we neglect camera noise in the first instance, FxM can interestingly measure
the total cell volume including all the small cellular elements such as nanometric cell protrusions
which participate in the fluorescence exclusion, even though these structures cannot be resolved,
either because they are too small, or because they are out-of-focus. Nevertheless, besides the
cellular volume, it can be interesting in measuring the local cell height, and eventually height fluc-
tuations. It was a sufficient motivation to extend FxM measurements to higher numerical aperture
(NA) measurements, trying to map cell heights with higher transverse resolution. Additionally, a
naive observation is that the smallest NA objective provided in commercial widefield microscopes
is often around 0.3. It means that even at relatively low resolution, a part of the cells and of the
microfluidic chambers are usually out-of-focus, which invalidates the main assumption leading to
equation In this case, the local height computed by equation is an average of the height
over the imaging cone, as illustrated in figure [LTA. The higher the NA, or the higher the depth of
field versus the size of the microfluidic chamber, the more inaccurate the local height becomes, as
it is more and more coupled with the adjacent pixels. Finally, it is understandable as the measured
intensity is the convolution between the local height and the system PSF. I will describe it in the
next subsection in order to estimate the conditions for accurate height and volume measurements.

Expected sensitivity

In this subsection, I will discuss the expected sensitivity in fluorescence exclusion, and diverse
sources of noise. Going back to the fundamental equation of fluorescence exclusion [LA3] let’s now
take into account potential spatial inhomogeneities:

Lnes(2,y) = Linin (2, ) + (2, 9).(honamber (7, y) = h(z, ) (1.56)

From equation [[L56] it becomes easier to identify a few potential sources of noise in the calcu-
lation of the local height. Errors in such calculation can arise from intensity fluctuations, from
local misestimation of the coefficient a;, or from the chamber height. In this subsection, I will
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Figure 1.15 — FxM height measurement accuracy versus objective NA and versus defocus. Panels A
and B illustrate the photon collection in FxM in the case of a low NA (panel A) and a high NA
(panel B) microscope objective. In the case of the maximal and minimal intensity measurement
(around a pillar excluding fluorescence), there is little error because the fluorophore concentra-
tion is locally homogeneous over the entire beam collection area (dark green cones). However,
when imaging a cell larger than the depth of focus, the calculated local height measurement is
averaged over the imaging cone and would appear smaller at the top of a hemispherical cell,
and larger on its side (panel B). The error importance obviously depends on the objective NA
which controls the imaging angular distribution, but also on the focal plane (not shown here,
but optimal at half the local cell height ideally). Panel C is the experimental validation of a
height measurement difference between the in-focus (left image) and the out-of-focus (right
image) foci. Panel D is a comparison between FxM height (green) and AFM height (blue)
measurements found in C.Bottier et al. [97] that illustrates a reasonable height calculation but
also illustrates the height underestimation on the top of the cell, and the height overestimation
on its edges.

mainly discuss the case of the height sensitivity controlled by the fluorescence intensity noise, in
a similar way to that which was performed in section [[L3l Nevertheless, on top of this ideal noise,
there are two other important sources of noise. The first one may come from a misestimation of
the local linear coefficient, which can originate from either intensity measurements errors(of I,
and I,,4.), or from local fluctuations of the chamber height. The local extrema intensities can be
misestimated due to illumination field inhomogeneity (the illumination field often has a Gaussian
shape, which can be numerically corrected for more accurate measurements [98]), or from a pollu-
tion of the chamber (fluorophores that penetrate the PDMS or dirt inside the chamber reducing
maximal intensity). Local fluctuations of the chamber height can be the result of the chamber
fabrication process. We note that pillars that are used for the minimal intensity measurements
are also an important feature of the chamber to ensure roof flatness. The second potential large
source of error comes from the assumption of homogeneous fluorophore concentration Cj in the
chamber and 0 outside the chamber or inside the cells. This approximation fails in case of local
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photobleaching (with inhomogeneous illumination), or in case of fluorophore uptake by the cells.
As previously explained, the choice of an adequate fluorophore is thus an important parameter
for the success of a FxM measurement.

Even in the case of a perfect experiment with no other experimental sources of noise, the
technique sensitivity is ultimately limited by the intensity noise as discussed in appendix [Al and
in section In the case of FxM, we often work with a high number of photons, generated by
the choice of bright and relatively concentrated fluorophores that we choose. As I will explain,
fluorescence exclusion sensitivity is higher when operated as close to camera saturation as possible,
in the shot noise regime similarly to phase imaging. To give a rough idea of the number of photons
involved in fluorescence exclusion, we will take the case of the sSCMOS camera PCO edge 5.1 that
[installed on my systems: Its full well capacity is 30,000 electrons, conversion factor 0.46 electrons
per count, and its dark current and readout noise are less than 10 electrons per pixel per second.
Therefore, close to saturation, every pixel of the camera can receive about 65,000 photons with the
camera noise generating a few dozen photons in worst cases. In this configuration, the shot noise
represents about 250 photons, 10 times more photons that the camera noise. Limitation by the
camera noise arises when the shot noise comes around a few dozen photons, corresponding to 1 %
to 5% of camera saturation, or ultimately to objects with local heights between 95 to 100% of the
chamber height. Therefore, we will mainly discuss the situation where the intensity noise comes
from the shot noise. Below is calculated the noise it creates on the object height. This should
give the ultimate sensitivity of fluorescence exclusion in optimal conditions. Let us first relate the
height variation Ah corresponding to a given intensity variation Al. We extend equation to:

Lnar — I — AT
h + Ah = hepamber- i i M (1.57)
Laz — 1 Al
h + Ah = hepamber- = ————— — hchamber- 1.
- Chamb Imax - Imin Chamb Imax - Imzn ( 58)
The first term is in fact the local height h (equation [L55]). Hence,
Al
|Ah| = hChambe]r-I | — |I A (159)

In good optical conditions, we can assume that I,,;, is negligible with respect to I,,.., and that
I,haz is close to the camera saturation level, and that the experiment is shot-noise limited with

Iilx = FV1VC’ with FWC, the camera Full Well Capacity. Hence, equation [L.59 reduces to:

h ambper
—Chamber (1.60)
FwcC
In optimal imaging conditions, the height sensitivity only depends on the microfluidic chamber
height and on the camera FWC (or reduced FWC, if the imaging is performed further from

|om| ~

camera saturation), and can be as low as 30 nm for a 3 gm high chamber, and a camera reduced
FWC of 10,000 photoelectrons, as illustrated in figure [LT6 Recalling equation about the
optical path sensitivity in QPI, we can note that the chamber height is replaced by % in QPI,
which corresponds to an equivalent chamber of about 100 nm. Obviously, QPI permits much
higher optical path sensitivity than FxM height sensitivity. Indeed, optical wavelengths are much
smaller than typical chamber heights and FWC in QPI are often much higher than in fluorescence
imaging. Nevertheless, it is worth remembering that FxM directly measures local heights, and
its height sensitivity is not divided by a low refractive index difference, meaning that height
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sensitivities are almost similar in both QPI and FxM in most cell types. Finally, FxM is often
criticized for its low sensitivity, but I feel this is mainly because it is often used far from its optimal
operating range.

A B
Height noise for different chamber height Histograms of near zero height for different chamber sizes

2 12 um Chamber (SinglePixel) 12

( ! [0 3 um Chamber (SinglePixel)
Sum Chamber (SinglePixel) (12 um Chamber (SinglePixel
15- 3 um Chamber (25xAveraged) 10-

1- el AN e

=)

0.5-

Occurence (um)
o

Height (um)
IS

0 [ r“'“"‘*ﬁ“ J

-0.5- 1 2-

1l
4 0 ([e—

0 200 400 600 800 1000 1200 1400 -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Pixels Height (um)

Figure 1.16 — Height sensitivity in FxXM. Panel A shows an FxM experimental height sensitivity measure-
ment on a 1.17um high (externally measured with a profilometer) long stripe in 12um (green
plot) and 3um chamber (red and blue lines), showing the decreasing noise with the height
chamber. The red line has been calculated by spatially averaging along the width of the stripe
(25 pixels) and exhibits smaller variations as predicted. Panel B shows the histograms of a
similar object-free region, calculated for a 12um (red histogram) and 3um (blue histogram)
chambers showing a noise standard deviation around 200 nm and 50 nm respectively, with a
four-fold ratio, as predicted by equation [.60

1.6.2 FxM theoretical framework

In the two following subsections, I will describe the simple theoretical and numerical framework
I have developed to understand and optimize fluorescence exclusion microscopy. For the sake
of simplicity, I will mainly discuss the case of a widefield transmission microscope, which is the
easiest but also the most accurate setup to perform fluorescence exclusion in my opinion. Let
us first try to understand the physical origin of the technique, and explain how the fluorescence
intensity can be linear with the height of the chamber, independently of the imaging parameters.
If the influence of the imaging parameters is relatively easy in conventional microscopy, it was
harder to get an intuitive notion of FxM since we are looking at negatives of the objects we want
to image (the fluorophores are outside the cells). One important result that came out from the
next two subsections is that we can consider that FxM acts as a normal imaging system for the
cell, as long as there is no spatial heterogeneity in the emitted intensity of fluorophores outside
the cells.

Let us first refer to appendix [Al in which we introduce the concept of the Point Spread Function
(PSF) of an imaging system. In the detector plane, the intensity can be classically written as the
convolution between the detection system PSF and the emitted intensity lepi. In such a micro-
scope configuration, we can assume homogeneous illumination coming from a low NA condenser,
usually illuminating a large field of view that would limit the vignetting artifacts.

The intensity at the detector plane can be written:

Liet (7, 2) = Lomit % PSFyeq = / / / Tommit (o, 20)-PS Faet (5 — fos 2 — 20)dad g (1.61)

The emitted fluorescence intensity o in a voxel of volume dV depends on the incident intensity,
on the number of fluorophore particles in this voxel, or the fluorescence concentration, and on a
single fluorophore cross section, and quantum yield. For a given experiment, we assume the
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fluorophore properties to be constant, and its concentration to be locally homogenous. We name
g the constant term gathering the fluorophore properties and geometrical terms. Therefore, we
can write the emitted fluorescence intensity as:

Iemit (ﬁOa 20) - OZO-Iinc<p_»07 ZO)-Cﬂuo<ﬁ07 zO) (162)

In the case of a widefield microscope with homogeneous illumination, we can reduce the problem
complexity as spatial dependence of the emitted fluorescence intensity only depends on the local
concentration of fluorophores. The detected intensity therefore is:

Laa(72) = a0line | [ [ Couolfo, 20)-PS Faes (7= i, 2 = 20)djinclzg (1.63)

Additionally, we can use a property of nonaberrated PSFs that originates from the lossless axial
propagation of intensity and states that the integral of the PSF over each transverse cross section
is constant:

PSF(p,z)dp = Cst (1.64)
/]

When combining this equation with a fluorophore concentration of either zeros inside cells and
outside the microfluidic chamber, and ones elsewhere, we can write:

L7 ) = aoduel [ [ [ PSFualp=po, 2 = 20)dpdzo
Chamber

— // v PSFdet(ﬁ— ﬁo, zZ — Zo>dﬁ0d20) (165)
Cell

With Vonamper the minimal volume of the chamber around a cell so that the entire cell can be
imaged in this volume. Finally, to image the entire cell volume, the detected intensity has to be
integrated into an area Acey corresponding to the pixels that feel the influence of a given cell.
Using equation [.64] we can finally write:

//A Idet(ﬁu Zfocus)dﬁ: &O-<ACell-hChamber - VCell) (166)
Cell

Note that the spatial dependence of the PSF is only included inside the integration area Acy,
which means that it will have to be chosen larger when the cell (or a part of the cell) is out-of-focus.
Interestingly, a quick calculation with geometrical optics enables the estimation of the minimal
integration area that needs to be taken into account to accurately measure the entire cell volume,
assuming the focus is made within the chamber. To account for the asymmetric cell surface, I
express an integration radius R;,; instead of an integration area:

1
Ring = Roen + ————= (1.67)

~xi)? -1

with Reey, the real cell radius along one direction. Obviously, the final volume measurement will
be accurate only if there is only one cell in the integration volume (integration area times the
chamber height), and no other spatial heterogeneities.

From equation.65] the local height measurement can be obtained under the assumption that
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the entire cell lies within the depth of focus, inside which:
PSFdet(ﬁ_ ﬁo, zZ — Zo) >~ 6(ﬁ0, Zo) (168)

where 0 is the delta function, implying a pixel to pixel correspondence between the image plane
and the camera plane. Using equation [[.L64] equation [[.63 taken with the detector conjugated
with the image plane therefore becomes:

Idet(ﬁ, zO) = O/-<h'Chamber - hCell) (169)

Note that this equation only depends on the assumption that the cell (and only the cell) lies
inside the depth of focus and on the spatial homogeneity of the fluorophore concentration. It
means that the local height measurement can be correct even in the case of a chamber higher than
the depth of focus, as long as the cell is smaller than the depth of focus.

1.6.3 FxM numerical model

In order to validate the theoretical framework, a numerical model has been developed. It consists
in calculating the convolution between a fluorophore concentration and a 3-D system PSF, as
illustrated in figure [L17l To reduce computation time, we only performed 2-D simulations in the
XZ plane. It corresponds to the integration of the PSF in the third dimension (Y) that is equivalent
to only considering infinite objects and chambers in this direction. Such an approximation will be
discussed at the end of the results subsection. Finally, we used a final assumption that we made
from the beginning of this section, i.e. fluorophore concentration is homogeneous in the entire
microfluidic channel and equal to Cy, and is equal to 0 inside the cells, and outside the chamber.
Therefore, we can define a binary function C’ that is equal to 0 inside the cells and outside the
chamber, and equal to 1 inside. We chose the camera position to be conjugated with the perfect
focus. The result of the convolution will thus correspond to a variation of the focal plane inside
the chamber, but it might also correspond to a change of the camera plane. Hence, the simulation
runs as follow:

1. Definition of the chamber organization. It consists of defining the 2-D matrix C’
with zeros corresponding to pixels outside the chambers, inside the cells and pillars, and
with ones corresponding to the free medium inside the chamber. In practice, we start the
creation of the object matrix by defining the boundaries of the microfluidic chamber. We
can easily change the chamber height, but we always simulate an infinite chamber in the
transverse dimensions, which is often the case in experiments. Then, we can add a pillar of
different height and width. We can either simulate a single pillar having the height of the
entire chamber, similarly to experiments described in [98], or 3 pillars of different heights, to
simulate experiments described in [61] supplementary materials. Since this is a simulation
we can also decide not to have pillars as we can easily control our level of noise, and easily
find a location where the absence of signal caused by a cell is negligible. Finally, we define
one or many cells in the chamber of different shapes. So far, we only simulate cells with
shapes that could be easily analytically calculated, such as circles, ellipses, or rectangles, and
combinations of such objects. For example, we created round objects in the middle of the
chamber, to simulate detached circular cells, in the beginning of mitosis. We also simulated
neurons with a central soma and one neurite on each side of the soma, by assuming a central
half disk, and a long thin rectangle crossing the somas, as illustrated in figure [LI7
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2. PSF calculation depending on the imaging parameters. Accurate calculation of a

system 3-D PSF, depending on the emission wavelength, and the numerical aperture of the
lenses is a complex, though well-studied problem [3§]. To simulate theoretical PSFs expected
for our microscope configuration, we used a Java software named PSF Generator, developed
by H.Krisner and Daniel Sage, from the Biomedical Imaging Group at EPFL [TOTHI03]. We
used it to simulate perfect theoretical PSFs, using Born & Wolf 3-D PSF Model [3§] of a single
point emitter in perfect imaging conditions. We also calculated aberrated PSFs, accounting
for aberrations coming from the refractive index mismatches arising at the objective medium
to coverslip interface, and at the coverslip to imaging medium interface. To perform such a
calculation, PSF Generator used the Gibson&Lanni PSF model [104].

The software allows the calculation of PSFs with different levels of accuracy, rising with
computation time. In our case, it is crucial to simulate theoretical PSFs using the best
possible resolution, since we integrate the 3-D PSF along one transverse dimension, to only
use a 2-D "X-Z" PSF. With average accuracy calculations, the residuals far from focus
sum up in the integration process (especially since intensity values can only be positive),
leading to inaccurate 2-D PSFs. With the best accuracy possible, the 3-D PSF calculation
lasts about 30 minutes. However, such a calculation is only required once for each optical
configuration (objective NA, immersion medium, and magnification), and does not depend
on the microfluidic chamber organization. I only simulated about 10 PSF files that I reused
for many different simulations.

Expected intensity

Chamber organization System PSF

Figure 1.17 — FxM Numerical model. A 2-D microfluidic chamber with a neuron-like shaped surface and a

pillar surface excluding fluorescence inside the chamber is numerically designed (panel A). The
corresponding matrix is convolved with a PSF file corresponding to the experimental imaging
parameters (panel B). Panel C illustrates the result of the convolution giving the expected
detected intensity by the detector, to which Gaussian noise can be added.

4. Intensity calculation. The detected intensity corresponds to the convolution between the

C’ matrix and the PSF matrix. The convolution is performed by calculating the Fourier
transform of the two previous matrices, to multiply them, and then calculate the inverse
Fourier transform. Let me insist on the fact that the object matrix that we will create here
has to have the same dimensions as the PSF file that is calculated, otherwise the calculation
of the convolution might be misleading. An additive noise can also be added to simulate the
effect of the shot noise or of the camera noise.

. Height and volume calculation. Using equation [L55] the local height of a cell can

be calculated, and the corresponding volume (or surface in 2-D) by integrating over an
arbitrarily chosen area.
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With such a simulation, we have been able to demonstrate the height measurement failure when
imaging cells higher than the depth of focus as well as the accurate volume calculation in all cases
(if the integration area chosen is large enough). These results are presented in figure and in
C.Cadart et. al. [98].
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Figure 1.18 — Height and volume measurement accuracy using FxM numerical model. Panels A and
B show the calculated local thickness as a result of a simulation of a 16 um spherical cell
in a 25um high chamber at different foci. With a 10X 0.3 NA objective (panel A) with a
depth of focus around 12um, the height measurement is quite accurate for every pixel along
the cell, and starts to become less accurate when the focus is placed on the coverslip or 10
pum above the cell (respectively blue and pink lines). With a 20X 0.75 NA objective and a
corresponding depth of field around 3um, the height measurement is strongly impacted and is
even more inaccurate for larger defocus. Panel C shows the result of a similar simulation but in
terms of calculated volume. If the integration area is large compared to the cell (black curve),
the calculated volume becomes equal to the theoretical cell volume for all objectives and all
defoci. Nevertheless, the volume measurement can be inaccurate if a smaller integration area
is chosen, with an error that now depends on the imaging parameters.

Even if this simulation has a good qualitative predictive power, and helped us to realize several
features of fluorescence exclusion, its results have to be interpreted with caution. Indeed, the finite
third dimension will probably increase the effect of defocus on the accuracy of the measurement,
and the effect will likely be squared and more important. In these 2-D simulations, the calculated
thickness can be fairly accurate even for objects four to five times higher than the depth of
focus (see figure B for example) while I expect a much faster accuracy decrease in a 3-D
configuration. Additionally, I did not take into account the intensity cross section decrease due to
the finite size of the objective’s front physical aperture, which will result in the loss of signal, and
possibly a nonlinearity with the cell volume, at large defocus with respect to the depth of focus.
To look deeper into the possibilities and limitations of FxM, this simulation could be extended to
the case of aberrated PSFs (as they can be simulated with PSFGenerator [101], or experimentally
measured), or to the case of an absorbing medium to study the influence of Phenol Red on the
measurement accuracy for example. Also, we could extend it to other configurations, such as
scanning configuration in which the illumination intensity is not homogeneous but depends on an
illumination PSF or extend it to other fluorescence microscopes. Finally, we should also take care
of light scattering in a future model, although cells are weakly scattering, scattering might alter
the ultimate sensitivity of this technique. Nevertheless, in a similar way as for out-of-focus light,
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we expect the diffusion to average-out for volume measurements on large areas.

1.6.4 Measuring refractive index maps

Despite fluorescence exclusion similarities with quantitative phase imaging, we initially wanted
to combine it with a QPI measurement in order to decouple the height and the refractive index
of phase measurements. Using the Linnik interferometer I will present in the next chapter and
chambers prepared by C. Cadart and C. Braini, we could perform such decoupling procedure
in HeLa cells and in neurons. For these measurements, chambers of height between 3 um up
to 20.8 pm have been imaged simultaneously with a fluorescence path and a QPI path. The
fluorescence path allows the measurement of the cell volumes, while the QPI path measures the
change in the optical path caused by the cell. The phase information can be averaged on the entire
cell area to obtain an estimation of the product between the cell volume and the cellular mean
refractive index. The fluorescence image is then overlaid to the phase image and the calculated cell
volume is divided to the cell phase volume, which gives an estimation of the mean cell refractive
index. As illustrated in figure [LT9] these proof-of-concept experiments allowed us to measure
average refractive index between 1.36 and 1.37, which is consistent with typical values of cell
refractive indices found in the literature [56]. Additionally, we could verify our measurements by
computing the refractive index of a PDMS pillar in the chamber and found a value of 1.41, also
consistent with PDMS refractive index. Nevertheless, the local refractive index cannot properly
reconstructed here because the imaged cells are larger than our system depth-of-field and not
symmetric enough to estimate their 3-D shape. Furthemore, as it could be observed in figure
A, the fluorescence background is quite heterogeneous, probably due to the existence of significant
aberrations. Indeed, our system configuration (reflection configuration) imposes to cross 2 mm of
PDMS before reaching the chamber. The background heterogeneity lowers the sensitivity and the
accuracy of the reconstruction so that we did not want to compute a local refractive index since
local fluctuations might be caused by noise and not necessarily by intracellular signal. Nonetheless,
we expect that these fluctuations average out at the cellular scale, giving correct estimations of
the mean cellular refractive index, as might be validated by the values we measured.

1.6.5 Future developments in fluorescence exclusion

As T got more and more into the details of fluorescence exclusion, I felt like this technique could
be much more powerful that what its current use authorizes. To emphasize this potential, we re-
cently tried or imagined several experiments that I describe here as a perspective on fluorescence
exclusion since I will not speak again of this technique in the rest of the manuscript. To emphasize
the similar axial sensitivity of FxM and QPI, a first idea would be to demonstrate the ability of
FxM to measure RBC membrane flickering similarly to QPI by investigating the local fluctuations
of the fluorescence intensity. At this point, we have successfully imaged red blood cells (See fig-
ure at the beginning of this chapter) in a 10 gm chamber but are currently still processing the data.

Furthermore, we have demonstrated that FxM-based height measurements are ultimately con-
trolled by the detection system PSF, it should be possible to apply a deconvolution algorithm
to FxM measurements, using theoretical PSF (it is unlikely that the PSF would be aberrated in
a transmission widefield transmission microscope). The idea is then to use a similar calculation
than the one performed in the numerical model, although in this case the Fourier transform of the
height measurement will be divided by the Fourier transform of the PSF to obtain an accurate
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Figure 1.19 — Principle of refractive index measurement using fluorescence exclusion combined with
quantitative phase imaging. Panel A and B respectively show the fluorescence intensity
map and the corresponding phase imaging map of a Hela cells culture in a 20.8 pum high
PDMS chamber. The fluorescence image in panel A has been spatially high-pass filtered
to homogenize the background. Nevertheless, high spatial frequency inhomogeneities of the
illumination background can still be observed because the light path crosses more than 2 mm
of PDMS of refractive index 1.41 which creates significant aberrations. Panels C to E show
the refractive index reconstruction and the average refractive index calculated from associated
regions. Panels C and D show 2 different cells, in which the refractive index locally varies
between 1.35 and 1.38. A darker region (lower refractive index) at the center of the cell
in panel D might correspond to the cell nucleus. Panel E shows that the refractive index
reconstruction seems effective on average in the PDMS pillar displayed in the panel and whose
refractive index is measured around 1.41.

height measurement in most conditions. It should allow the measurement to become truly inde-
pendent of the cell geometry. Nevertheless, the division by the system PSF can be complicated in
practice as the zeros of the PSF will create infinite noise values in high-frequency domains of the
image. Hopefully, this is again a well-studied problem and many solutions have been investigated.
Some of these strategies for low-noise deconvolution procedures will be mentioned in the next
chapter to recover the phase difference in the wide-angle DIC we have built.

Finally, T would like to emphasize one last technique we have been trying to develop lately.
The main constraint of FxM probably comes from the microfluidic chamber, which requires an
experience and material for developing microfluidic chips, and can limit its use. In order to
eliminate this constraint, a potential option is to create a virtual optical chamber instead of
the microfluidic physical chamber. For example, any fluorescence microscope that is enabled to
perform optical sectioning would be able to create such a virtual chamber with no or a negligible
number of detected photons from outside the chamber. Ideally, and because the contrast varies
with the dimension of the chamber, the ideal setup would be able to adjust its optical section to
the cell height, eventually varying it over time to work as close as the optimal contrast at any time.
Towards that goal, it seems that confocal microscopy or structured illumination microscopy would
be efficient as their optical sections can easily be modified either by changing the rejection pinhole
size or by changing the grid frequency. Nevertheless, if everything seems to work well in principle,
it is not obvious in practice since one of the key characteristics of confocal microscopy is to filter
out-of-focus light. As a consequence, the intensity cross-section decreases with the defocus as
(2 — Zfoeus) 2 (as illustrated in figure A) so that linearity between recorded intensity and cell
volume is not ensured. However, we could show that such linearity is a good approximation if the
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pinhole size is chosen correctly, as illustrated in figure B. We could calculate the conditions
for which this approximation is correct, and we could perform the first experimental evidence for
confocal based FxM measurements, giving a rough idea of beads volume. We still have a few
problems to resolve such as determining the actual focus with respect to the bottom (which is
critical to know the correct height of the virtual chamber) before being able to use it for biology
experiments. Finally, by eliminating the microfluidic chamber, it seems to be possible to make a
volume measurement using confocal microscopy, but the technique would probably become more
complicated to operate and less accurate.
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Figure 1.20 — Confocal-based FxM measurements. Panel A illustrates the defocus dependence of the
intensity cross section which explains the confocal ability to perform optical sectioning. The
different colors correspond to different aperture sizes. Panel B shows the result of a nu-
merical simulation plotting the measured intensity versus the height of a large object at a
focus corresponding to half the size of the object, and showing the linearity between intensity
measurement and the object height for large enough pinholes. Panels C and D respectively
show height map and volume histograms experimentally measured with confocal-based FxM on
20pm beads, showing a good reproducibility of the measurement and an acceptable accuracy,
even though it seems to be a small fixed error in the measurement (mean diameter above 20.5
pum instead of 20um).
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Neuron glowing in the dark. The image presents a fluorescence (calcium-indicator) view of a cultured
neuron, as acquired in parallel to a quantitative phase tmage in the multimodal microscope presented in
this chapter.
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Following the long introduction on QPI, this chapter will be dedicated to present my humble
contribution to this field. As a reminder, we started building QPI systems to use their extreme
axial sensitivity to detect propagation of activity-dependent mechanical displacements in neurons
and especially neurites, probably of sub-nanometric amplitude and of timescale around 1 ms. To
our knowledge, there is no available commercial system that meets these requirements, so we
started to build our own QPI systems. However, C.Boccara ’s team have invented and developed
full-field optical coherence tomography (FF-OCT), a white light interferometer mainly used in
tissues, which will be mainly described in the second part of this manuscript. Our first approach
was therefore to adapt the existing FF-OCT systems in the lab to perform QPI measurements in
neuronal cultures. FF-OCT is based on a Linnik interferometer, that I will first briefly describe
in this chapter, and can be used as a phase shifting white light QPI system. The first setup
configuration we have operated used a fast camera that could acquire up to 30,000 frames per
second with which, we would hope to follow the action potential propagation. Nevertheless, due
to its low FWC and therefore low phase sensitivity and due to its complexity to interface with
an independent electrical measurement, we decided to build another FF-OCT system that would
simultaneously combine a FF-OCT and a fluorescence path that can detect the electrical
activity of the neurons. For the course of this manuscript, I decided to leave all considerations
related to the elaboration of this system in chapters [ and [ since its main interest is the ability to
also perform measurements in thick scattering tissues. In this chapter, I will simply describe Linnik
interferometers in comparison with Michelson interferometers and I will describe the full procedure
to go from a direct interferogram to the measurement of a quantitative phase map in cell cultures.
Nevertheless, we soon realized that FF-OCT configuration was not always optimal to detect
sub-nanometric variations due to mechanical and thermal noise limiting the sensitivity above
the camera shot noise. To recover the shot noise limited sensitivity, we developed another QPI
microscope in a common-path configuration so that the mechanical and thermal phase variations
would be felt the same way in both arms and the measured phase difference would be therefore
robust to these vibrations. The interferometer is based on polarization separation of beams using
Wollaston or Nomarski prisms, and is quite similar to a reflection Differential Interference Contrast
(DIC) microscope in its design. However, in the configuration we have developed, we decided to
largely spatially separate the polarized beams and to add a polarization modulator in order to
obtain a quantitative phase measurement of small objects. This microscope was inspired by
past work done at the LOP at the Institut Langevin [I8] from the teams of J. P. Roger and C.
Boccara, although, to my knowledge, it was the first time such configuration was used for biological
measurements. We also enriched this microscope with a fluorescence path, with the same idea of
simultaneously measuring an electrical activity. Therefore, a second part of this chapter will be
dedicated to the description of this technique and to its potential. This chapter mainly aims to
describe the technological developments of these two systems, while their applications to neuronal
cultures will be further detailed in chapter [7
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2.1 From Michelson to Linnik interferometry

The first QPI system I have developed during this project is based on the setup of full-field op-
tical coherence tomography (FF-OCT) that is simply a Linnik interferometer in a low coherence
configuration similar to the setup described in Yamauchi et. al. [52]. The FF-OCT configuration
will be largely detailed in chapter E] so I will only present it briefly here. In essence, the Linnik
interferometer consists in the better-known Michelson interferometer but is better adapted to bio-
logical imaging at micron scale. Linnik interferometer distinguishes from Michelson interferometer
by the addition of two identical microscope objectives in the two arms of the interferometer, as
illustrated in figure 211 A 2-D detector is conjugated with the objective focal plane so that the
phase information is acquired simultaneously on all the camera pixels. In this configuration and
similarly to the Michelson configuration with tilted mirrors, parallel interference fringes can be
observed in the camera plane with a fringe distance inversely proportional to the angle between
the two mirrors corresponding to a tilted Wavefron. The imaging configuration of the Linnik
interferometer offers a high transverse resolution limited by diffraction hence by the objectives
NA. Microscope objectives are preferred to imaging lenses to reduce optical aberrations and the
two same objectives are used to reduce uncontrolled optical path variations between both paths.
Note that the magnification of the objective also affects angles (with the same factor) so that it is
quite hard to have exactly the same average angle in both arms and to eliminate the interference
fringes. As mentioned, the interferometer is operated in a low coherence configuration, which is
not crucial for QPI measurements but is mandatory for tissue imaging, as it will be discussed
in chapter Bl The important point for this chapter is that our systems are operated with LEDs
both spatially and temporally incoherent, which cancels the speckle formation in a transmission-
like configuration, as previously discussed. The Linnik configuration offers a phase shifting low
coherence QPI configuration and can eventually be slightly off-axis to recover a phase map in
two acquisitions [I06], or even in a single shotd. Phase shifting in this configuration is simply
performed by mechanical translation of the reference mirror mounted on a piezoelectric actuator.

2.2 Amplitude and phase separation: Different phase-
stepping schemes

In the previous chapter, we have seen that 4 phases shifting authorizes the homogenization of the
intensity and phase noise of interferograms. In this section, I will recall the interest for phase
shifting in interferometry, and present several strategies we have been using in our 2 QPI phase
shifting systems and also in our measurements in biological tissues that will be presented in the
next part. Obviously, phase shifting algorithms have been widely studied in various interferometer
configurations and all of them allow the calculation of an amplitude and a phase map. However,
it is important to carefully select the phase shifting algorithm adapted to the interferometer and
imaging parameters. Otherwise, amplitude and phase separation will be only partial and it can
add an important noise to the phase measurement, preventing shot noise limited experiments. In
this section, we will express the interference pattern as an incoherent combination of light that
does not interfere (coming from the reflections on the optics, out-of-focus light,...) and some

'We can note that circular fringes or distorted fringes can be observed in presence of optical aberrations but
this barely affects the transverse resolution of the phase image as it will be further detailed in chapter (l

Zsee strategies reviewed in [I07] chapter 7 or using a blazed grating [I08] or a retroreflector as the reference
mirror [I09], which tilts the spatial wavevectors but not the coherence volume [I10]. Note that if these strategies
are efficient when imaging a cell culture, they often less perform in tissues.
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Figure 2.1 — From Michelson to Linnik configuration. Panels A and B present the well-known
Michelson interferometer in its parallel (panel A) and tilted (panel B) configurations. Panel C
presents the Linnik configuration in comparison, which differs from the Michelson interferometer
by the addition of two microscope objectives and a tube lens to conjugate the imaged plane
with a 2-D sensor.

coherent light that interferes:

Idetector (XaYat) = Iinc + Icoh(Xayat) * Cos(gbsample(xay)t)) (21)

From this equation, it is apparent that producing interference patterns is not enough to quanti-
tatively measure the phase. Indeed, it is impossible to know whether an intensity change is caused
by an amplitude change (/lsampie) Or by a phase change that modulates the cosinus. Plus, the
nonlinearity and periodicity of the cosinus make difficult the interpretation of an intensity change
into a quantitative phase difference. Regardless of the characteristics of the phase system that is
used, the goal of a quantitative phase system is first to extract the interference term out of the
total intensity, and then to separate the amplitude information from the phase information, and
to linearize the phase term. It corresponds to perform a fitting of a cosinus in the intensity fluctu-
ation, or to the fitting of a circle in the phase space, eventually in presence of noise as illustrated
in figure To perform a more accurate fitting, strategies consisting in accumulating data with
the same four steps, or in calculating a higher number of phase steps can be developed, however at
the cost of the acquisition speed. The different phase-stepping algorithms can fall into two main
categories: fixed steps and integrative steps. In the first case, phase-stepping is easy to implement,
as a phase shift is introduced into a number of fixed steps. It requires the modulation to stabilize
around an averaged constant value on a timescale faster than the frame time minus the expo-
sure time, which then limits the exposure time. Alternatively, Integrative phase steps strategies
measure the average phase during a constantly moving phase scan and imposes on working with
an exposure time as close as the frame time as possible. Finally, I will also introduce a 5 phases
integrative steps algorithm, which is supposed to be more robust in white light configuration, as
illustrated in figure 23] All these modulation schemes are available on the various versions of the
home-made user interface software I have developed to control my experiments. On a final general
note, all the phase-stepping algorithms presented below are accurate only assuming the amplitude
and the phase difference are not changing over timescales smaller than the time required for the
multiple phase calculation. Some effect of phase variations faster than 4 phases calculation will
be presented in chapter [l
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Figure 2.2 — Phase shifting principle. Panel A illustrates the phase shifting strategy from the point
of view of the interferometric signal. From 4 phases, an accurate fitting of the cosinus can be
performed, which enables the measurement of the incoherent intensity, the interference term
amplitude, and the initial phase. In presence of noise on both the amplitude and the phase,
the fitting accuracy can be increased by accumulating several frames around the same 4 phases,
and average the estimated amplitude and phase values. Panel B presents the same strategy in
the phase space, in which the fitting consisting in finding the radius of the circle. It additionally
compares a strategy of 4 phases with 20 accumulations (red circles) and a strategy of 80 phases
(green crosses).

2.2.1 Fixed phase-stepping

Again, the principle of fixed phase-stepping is to produce fixed phase shifts between each image
acquisition, which is performed using the displacement of a piezoelectric on which is mounted the
reference arm in our case. The piezo mechanical displacement ultimately limits the acquisition
speed but also limits the exposure time since the piezo has to stabilize before the measurement
can be started. Obviously, the stabilization time increases with the acquisition speed and with the
amplitude of displacement. In the case of the piezo we are using, the stabilization time is usually
around 1 ms, while the acquisition speed can go up to 700 Hz and therefore imposes on working
with short exposure times to avoid artifacts, or to decrease the acquisition speed. Nevertheless,
fixed phase-stepping is mainly used for its simplicity to implement. Indeed, the piezo displacement
being linear with the applied voltage, we can either use calibration curve to calculate the voltage
that corresponds to a 5 phase shift and then multiply this voltage for the corresponding required
phase shifts. The calibration can also be easily performed by calculating the 4 phases amplitude
signal for various voltages on a fringe pattern. The fringe pattern contrast in the amplitude image
reaches a minimum for a voltage corresponding to a phase shift of 7. In this subsection, I will
further shortly present 2 phases, 4 phases, and N phases schemes that we implemented in our
microscopes.

e 2 Phases: To optimize the temporal frequencies bandwidth, while maintaining a good
contrast in the interference signal, a first approach is to record only 2 images with a phase
difference of 7. It allows to remove all the incoherent light that often hides the coherent
interfering signal, especially in scattering samples. From equation 2 we can calculate
intensity difference after a phase shift of 7 that transforms the cosinus into minus the cosinus:

Al = 210,05 (Psample) (2.2)

The intensity difference here couples the amplitude and the phase term but advantageously
remove the incoherent light, which has proven to be useful to better extract the signal
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amplitude using Hilbert transform [I06] or the phase difference signal in dynamic FF-OCT
[T11] that I will develop further in this manuscript.

4 Phases: If only three phases are required to separate the phase and the amplitude, we
often use a 4 phase steps scheme that allows an easier and more robust calculation of both
terms. This scheme consists in calculating four successive images (I3 4) with a respective
3x7 s

phase difference of 5%, 7, 7, and 0. The & transforms a cosinus into a sinus, and equation
can be used twice to obtain:

I4 - I2 - 2Icohcos<¢sample> (23>

And,
Il - I3 - 2Icoh5in<¢sample) (24)

The interference signal amplitude can therefore be calculated as:

A= %\/(14 —1,)2 + (I, — I3)2 (2.5)

Note that we call this term the signal amplitude, while it is still an intensity corresponding
to twice the reference arm amplitude times the sample arm amplitude, as we often consider
the reference signal to be spatially constant so that the interference signal amplitude is
proportional to the sample arm amplitude. Additionally, the phase can be calculated as:

11—13)

2.6
T (2.6)

Psample = atan(
Here also, note that, in Matlab, it is often more stable to calculate the phase of the complex
signal (A.(cos(dsample) + 1511 (Gsample)) than calculating the arctangent of the ratio between
the sinus and the cosinus, which is only defined between —7 and 7 and is highly sensitive
to noise close to the zeros of the cosinus.
In biological scattering tissues, we are almost exclusively using 4 phases modulation to
extract the amplitude signal and can accumulate the measurement to increase the SNR as
the square root of the number of accumulations similarly to what was calculated in the

previous chapter on phase sensitivity.

N Phases: To further increase the accuracy of the amplitude and phase calculation, a
final strategy using any number (above 4) of phases is also possible to implement [IT2]1T3].
For N measurements [;—; y with a phase shift between 0 and 27, d¢p = QW%, the phase
can be accurately calculated as:

(bsample - —atcm( (27)

Qualitatively, we can compare this strategy with N = 4n with n corresponding to the number
of accumulations in a 4 phases strategy. Instead of accumulating the four same measurements
the N phases strategy distributes its measurements all around the phase space, as illustrated
in figure B. The N phases strategy presented above is probably easier to compute and
to implement with a mechanical modulation, but another N phases strategy may consist in
a random (but controlled) phase modulation with which the intensity signal can be cross-
correlated and is supposed to be the optimal way to eliminate random noise (such as shot
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noise) [I14]. To compare N phases and 4 phases schemes, my intuitionH is that the N phases
strategy will give a higher accuracy in the case where both the amplitude and the phase
change over time, while both techniques would perform similarly if only the phase is changing
over time or in the case of shot noise intensity fluctuations.

2.2.2 Integrative phase-stepping

The second family of phase-stepping techniques is based on integrative, or heterodyne, techniques
consisting in imposing a continuous modulation of the phase difference. The main advantage of
this class of techniques is that the exposure time can be (and in fact has to be) as high as the
frame time (equal to the inverse of the acquisition rate). Additionally, in the case of a mechanical
displacement, the smoother displacement allows for higher scanning frequencies and therefore
higher acquisition rates. In integrative phase schemes, the phase measured in a single image is
the average of the phase difference over the course of the phase change. For example, in the case
of a linear phase increase, the measured phase will be the middle phase. In this subsection, I
will present the two techniques we have been using in our experiments, either sinusoidal 4 phases
modulation or triangular 5 phases modulation

e Sinusoidal 4 Phases: In this configuration, the reference mirror position is sinusoidally
modulated at a frequency equal to the fourth of the acquisition speed. The main interest of
this modulation scheme is to increase the frequency and have been particularly useful in the
high-speed system we have been using. A full calculation as well as an error estimation can
be found in a paper from A.Dubois in 2001 [I15], which consists in calculating two terms:

Es = —[1 + [2 + [3 — [4 = ﬂ_FsASZ.n<¢sample) (28)
1
Ec = —[1 + [2 — [3 + [4 = —WFCACOS<¢SampIe) (29)

with f..n the camera frequency, and I'y and I'., two constants that depend on the relative
time delay between the camera and the sinusoidal modulation and on the modulation am-
plitude. From these two terms, the amplitude and the phase can be calculated if I'y = T,
which can be accurate only after a careful calibration of both the modulation amplitude and
the time delay. Briefly, the calibration consists of two steps [115]. First, the time delay is
adjusted to its zero ValueH for which X2 4+ X2 is equal to 0 (or to a minimal value) for all
modulation amplitudes. Then, the time delay is set to its optimal value corresponding to a
phase shift of 0.98 rad, and the modulation amplitude can be optimized. Its optimal value
is found when the fringes pattern visibility reaches a minimum, similarly to the 4 phases
steps calibration strategy.

e Triangular 5 Phases: Finally, we recently adopted a phase-stepping integrative approach
consisting in modulating the reference mirror position in triangles with a frequency equal
to the tenth of the camera frequency (from which we extract two phase images) [69]. The
amplitude and phase can be calculated as:

3Unfortunately, I could not find any articles comparing the N phases and 4 phases accumulated strategies and
I could not find the time to make the calculation...
4This requires a calibration since a jitter between the camera trigger and the acquisition can exist.
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Figure 2.3 — Comparison between 4 phases and 5 phases scheme. Panels A and B present
the modulation pattern to perform a 4 phases steps (panel A) or triangular 5 phases (panel
B from 11l In panel A, the blue line represents the piezo modulation, while the red line
shows the camera trigger. In triangular modulation (panel B), the camera exposure time is A
corresponding to a phase increase of 5. Panels C and D illustrate the respective accuracy of
the amplitude reconstruction for the 4 phases (panel C) and 5 phases (panel D) strategies. The 4
phases strategy displays a higher coupling between the amplitude and phase maps which prevent
the good visualization of cells giving an optical path difference higher than 27 due to phase
wrapping in the amplitude map. The phase map has almost disappeared from the amplitude
map in the 5 phases configuration. When the phase maps are compared (not shown, the phase
noise is higher in 4 phases than with a 5 phases modulation.

A=Al — L)? + (I, — 2.1 — I5)? (2.10)

21, — 1)
(I — 2.1 — I5)

qbsample = —atan( ) (211)

Amplitude and phase maps can be calculated during the ascending part of the triangle, and
during the descending part as well by changing the order of the images (In the descending
part, I5 corresponds to the first image, and so on...). This phase-stepping strategy main
interest is its ability to measure an amplitude and phase map for any phase shift between

two consecutive images (in comparison to 4 phases schemes for which a 7 phase shift is

mandatory), although the SNR can be increased for a § modulation. Nevertheless, it is of

critical importance when using broadband interferometers. Indeed, from the beginning of
this section, I have mentioned phase shifts induced by a given displacement of a mirror. But
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the phase shift is equal to 7 only for the light central frequency, while it corresponds to
different phase shifts for the other wavelengths, which may introduce a strong noise in the
phase calculation at the end. As another consequence, 4 phases algorithms couple the phase
and amplitude maps, which is not (or less) the case with a 5 phases modulation strategy,
as illustrated in figure Additionally, the phase calculation is more stable for incoherent
light, since the denominator is not a single intensity difference and would not diverge for a
very small amplitude of the interference term; Phase noise can here also be avoided. The
calibration of this technique is quite simple, as it can use the calibration of the 4 phases
steps to find the voltage to apply for a § modulation. An additional time delay has to be
added so that the edge of the triangle is exactly at the end of the fifth image, otherwise the

phase in the ascending and descending phases will be different.

2.2.3 Increasing the acquisition speed using sliding windows

Obviously, the more phases are acquired to reconstruct the phase information, the more limited
is the frequency bandwidth. However, in this subsection, we would like to make a comment on
the real loss in temporal resolution. Especially, when imaging a fast and high SNR phase change,
we can preserve the temporal resolution, by reconstructing the phase using a sliding window.
Let’s take the example of 4 phases imaging to illustrate such scheme. Instead of calculating a
phase image every 4 images, a sliding window allows to calculate N-3 phase images for N intensity
images acquired, as illustrated in Figure 2.4l The first phase frame is calculated with 4 phases,
as usual. Then, the next phase image is calculated with the fifth intensity image replacing the
first intensity image. Then, the third phase image is calculated with the fifth and sixth intensity
images respectively replacing the first and second intensity images, and so on and so forth. The
measured phase signal being the time average of the object phase over the total time of the 4
phases acquisition, it can effectively not detect frequency below the acquisition frequency divided
by 4, but it can follow the average phase change associated with a transient process (which is
notably the case for a propagating neuronal signal!) up to the camera acquisition rate.

Figure 2.4 — Principle of sliding window acquisition. Panel A illustrates the image combination
in a standard 4 phases process that calculates an amplitude and a phase map for every set of
4 images. Panel B illustrates the principle of sliding window acquisition that produces a phase
and amplitude image at the camera frequency acquisition. The first phase image is calculated
using the 4 first images, but the next phase images are calculated using only one new frame and
three frames already used.
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2.2.4 Hilbert transform for single shot phase recovery

In this subsection, I will briefly describe the use of Hilbert transform to recover the phase signal in
a single shot. It is worth noticing that our phase maps look like phases maps used in Hilbert phase
microscopy to recover the object phase without the need for phase shifting [7,29]. It requires the
imaging of several interference fringes in the field of view even if they start being attenuated due to
the system low coherence but it does not require especially high fringes spatial frequency as used in
Digital Holography. In low coherence systems (used for reducing the speckle noise and the spatial
phase heterogeneities), a high-frequency fringe pattern would be attenuated after a few periods
and would drastically reduce the field of Vievxﬁ. In our systems, we have investigated the use of
Hilbert transform in order to increase the speed. Interestingly, our systems exhibit with this ability
respectively 3 and 4 of the 4 properties of full field QPI systems as defined by G. Popescu [7] and
are among the most versatile QPI systems. In phase shifting interferometry, the amplitude and
the phase are separated by calculating a complex term and taking either its modulus or its phase.
In fact, this complex term can be instantaneously calculated using the analytic representation
of the real interference intensity measurement. The analytic representation is simply calculated
by removing the negative frequency components of the Fourier transform of the real signal (that
are redundant anyway due to the Hermitian symmetry of real functions) [116]. The resulting
analytic signal is complex and can be used to measure the instantaneous amplitude and phase of
the signal. The amplitude term would mainly correspond to the low-frequency variations (such
as an amplitude decrease due to low coherence) while the phase would integrate most of the high
frequencies. With several interference fringes, the instantaneous phase can be calculated as long
as the object is weakly scattering and that it does not perturb the amplitude too much. Finally,
the concept of negative frequency is not trivial in multiple dimensions and needs to choose an
arbitrary direction that separates the Fourier space in two regions from the origin.

In practice, an initial high-pass filter is applied to remove the incoherent low-frequency signal
and only isolate the interference signal. Then the analytic signal is calculated by using the fringes
direction as the arbitrary direction and numerically canceling all the pixels below the orthogonal
line in the Fourier space and going back to the real space. The resulting analytic (complex) signal
displays the instantaneous amplitude as its modulus and the instantaneous phase as its phase.
If this procedure works efficiently on flat coverslips, it introduces several artifacts when objects
with high spatial frequencies are images as illustrated in figure Nevertheless, it might be a
reasonable price to pay to increase the acquisition speed in some cases.

2.3 Phase unwrapping: From phase maps to 3-D optical
path maps

From 2-D phase maps obtained with phase shifting algorithm (see figure [Z0A for example), the
quantitative phase map of the object yet can not be easily calculated. The first issue is that
the measured phase is the sum of the object phase map with the local phase associated with
the fringe pattern. The other more important issue is the phase measurement 27 periodicity, a
priori preventing the phase reconstruction for phase differences higher than 2 7, which is often
the case around cell somas. This complex problem of phase unwrapping has been known for a long
time and has been extensively studied [I17], even though most solutions have been developed for
the case of off-axis holography while relying on a clear separation of the fringe pattern from the

Sunless a blazed grating is used in the reference arm, as explained in the introduction of this chapter.
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Figure 2.5 — Principle of single-shot phase recovery using the Hilbert transform. Panel A
illustrates the principle of the Hilbert transform. An interferometric signal (blue line) is composed
of a high-frequency cosinus term damped by a carrier signal. The Hilbert transform (green
signal) allows to isolate the high-frequency signal and multiply it by 7 in the Fourier space, which
transforms a cosinus into a sinus. From the cosinus and the sinus, the local amplitude and phase
can be computed similarly to other phase shifting algorithms. Panels B to E show a practical
implementation of a single shot phase recovery using a Hilbert transform on a hippocampal
neuron culture. Panel B shows a direct interferogram acquired with our Linnik interferometer,
and panel C shows the corresponding phase map calculated with a 4 phases steps algorithm.
Panels D and E respectively show an amplitude and phase maps recovered in a single shot from
the image displayed in panel B. It allows for a correct reconstruction but adds a few artifacts.

object in the Fourier space but can not be used in our low coherence case. Phase unwrapping is
an important issue because, if performed inaccurately, it can add a large phase noise in the QPI
measurements. In the next part, in chapter 3] I will present another approach to prevent the need
for phase unwrapping that recovers the phase difference between two consecutive frames in time
that is often smaller than 27. Nevertheless, if the phase map of an object needs to be observed,
phase unwrapping algorithms are a critical point. Briefly, if one-dimensional unwrapping problem
is easy, it becomes more complex in multiple dimensions, especially in presence of noise. The
most natural approach is to perform unwrapping on either the lines or the columns of the image
but, in presence of noise, it is hard to get a continuous phase in the perpendicular direction of
the unwrapping process. Complex strategies have been implemented to correct and minimize the
discontinuities but are often computationally intense. During this work, we have mainly used two
different standard 2-D unwrapping algorithms, namely 2-D SRNCP (sorting by reliability using
noncontinuous path) [II8] and Volkov or phase gradients algorithms [I19]. The first approach
consists in performing a 1D unwrapping algorithm but on a 2-D path chosen so that the error
is minimized. All pixels are sorted in order of the minimization of their phase difference with
their first and second order neighbors. The unwrapping path choses the next pixel as being the
least variant including the pixels in diagonal. Once this path arrives at some point where all the
phase gradients are important, the path can start from another location (noncontinuous path) so
that at the end all pixels with smooth phase gradient have been unwrapped. Finally, the regions
with high phase gradients are unwrapped in order to minimize the error with multiple unwrapped
pixels surrounding these regions. The Volkov algorithm consists in calculating the phase gradient
which cancels the 27 constant phase jumps. The phase map has then to be calculated from its
gradient, which can be performed in the Fourier space. For both strategies, we adapted available
C or Matlab routines that can be performed in a short amount of time (below one second for a
2M pixels image). For the many different algorithms we could try, the most satisfying one for
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our cell culture measurements is a combined strategy. First, it uses the 2-D SRNCP algorithm to
reconstruct an unwrapped phase, which is the sum of the unwrapped fringes and the object phase,
as illustrated in figure B. Then, to remove the low-frequency component, it uses a home-made
Matlab code that consists in selecting manually the areas where the cells or phase artifacts are
in order to remove them and in applying a Gaussian filter to the processed image. It gives a
good approximation of the local phase induced by the fringe pattern, which is then subtracted to
the original unwrapped phase image. It authorizes to isolate the phase difference induced by the
object only, as illustrated in figure C, and gives a phase map that is quite homogeneous in the
center of the field, as illustrated in figure 271 B. Nevertheless, in some cases, the Volkov procedure
performs better but usually provides phase maps with a less homogeneous background that lowers
the contrast, as illustrated in figure 27 A. Indeed, when performing the Fourier transform, the
Volkov algorithm tend to apply a high pass filter and to remove the fringes phase but less accurately
than using the linear regression combined with the 2-D SRNCP algorithm. I have to admit that
I could not identify any pattern to predict which algorithm will better perform for a given phase
map so [ usually tried with the 2-D SRNCP algorithm first and switch to the Volkov procedure if
I was not satisfied, in a totally empirical manner. In the future, it could be worth spending more
time and energy to optimize this unwrapping procedure.
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Figure 2.6 — Phase unwrapping principle. Panel A shows a typical phase image with a 27 periodicity,
in which the neuron optical path is hardly measurable. Panel B shows the phase map obtained
after having applied a phase unwrapping algorithm. The neuron optical path is here also com-
plicated to apprehend because the fringes phase pattern is not spatially homogeneous. Panel C
shows the final quantitative optical path map after subtracting the fringes phase pattern (using
an averaged linear regression for example), showing a background around zero and an optical
path increase around the neuron.

Once the object phase map is obtained, a number of additional filters can be used to obtain
various pieces of information about the biological objects [7]. An interesting example is to cal-
culate the phase derivative to obtain a DIC-like image as illustrated in figure 2.7 C. Calculating
this derivative is not only interesting to provide a DIC-like display but can be understood as a
robust spatial high-pass filter. Interestingly, having access to the real phase map, higher order
derivatives can be calculated such as the phase Laplacian that allows for an artifact-free (without
any preferential direction) high-pass filter. Nevertheless, the higher-order the filter becomes, the
lower the SNR becomes. If such spatial derivatives can nicely emphasize small neurites, cellular
protrusions or any other sub-wavelength object, they are not necessarily efficient to detect an
activity-dependent phase change as it is expected to have a large spatial extension due to the
propagation velocity.

We can finally add that similarly to the case of fluorescence exclusion in the previous chapter,
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the measured phase is a spatial average of the field over the system PSFH so that when imaging
cells larger than the depth-of-focus, the phase information about the top of the cell is spatially
averaged around adjacent pixels, and an adequate deconvolution might be beneficial to perform.

Figure 2.7 — Mathematical filtering of the quantitative phase image. Panels A and B show
the same quantitative phase map calculated either with a Volkov unwrapping algorithm (panel
A) or with an SRNCP algorithm (panel B). The latter shows a much better estimation in the
central part of the image which seems to be consistent over many images. Panel C shows the
phase derivative along the columns of panel B phase map. It approximately corresponds to the
application of a highpass filter and logically looks like a DIC image with an identifiable shear
axis. Panel D shows the Laplacian of the phase map, which sacrifices a part of the image SNR
(2nd order highpass filter) to remove the preferential shear axis of the DIC-like image.

2.4 Linnik interferometer and simultaneous fluorescence
measurement

Finally, one crucial point to detect an activity-dependent phase change is to measure not only
the phase but also the neuron culture electrical activity with a sub-millisecond synchronization.
To achieve this objective, the interest of our first QPI system is its coupling with a fluorescence
path that allows to capture the electrical activity using calcium [120,[121] or voltage-dependent
probes [122]. Ultimately, it can also measure several other dynamic cellular features related with
its activity such as its ATP content [123] or the position of its mitochondria [124]. Below is a
simple outcome report allowed by this multimodal setup, however the description of the complete
original setup will be performed in chapter B [I05]. The phase measurement can be performed
simultaneously to the fluorescence measurement with a 10 us accuracy (limited by the electronic
controller, but it might be easily increased) . With such setup, we could investigate phase changes
associated with spontaneous electrical activity of an old neuron culture. Figure presents an

SExcept that the phase equivalent of PSF might not be the same as the intensity PSF, on which I could not
find or calculate any satisfying answer.
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example of such parallel detection in which the phase measurement is too noisy to correlate with
the measured electrical activity detected with a calcium indicator. More successful experiments

will be presented in chapter [7l

6

A Phase Imaging C Calcium Imaging
B Optical Path Difference versus time of the active neuron D Calcium uptakes measured with a change of the fluorescence intensity over time

DF/F(x10%)

Optical Path Difference (nm)

¢ 1 8 2 3 45 &
Time(s) Time(s)

Figure 2.8 — Quantitative Phase Image and simultaneous recording of the calcium concen-
tration in a neuron culture. Panel A shows a quantitative optical path map of a 2 weeks
hippocampal neuron culture (with glial cells) and panel B represents a plot of the optical path
measurement versus time at the soma of the top left neuron (within the red area). Panel C
shows the corresponding simultaneous fluorescence map of Fluo-4, a calcium indicator. Panel D
represents the differential fluorescence signal plot over time within the same area than panel B
and illustrates a typical spontaneous activity of the neuronal network. In this figure, the optical
path signal is too noisy to get any signal out of the noise but is far from the shot noise.

In this experiment, the phase measurement is quite noisy and is far from the shot noise limit,
which is unlikely to be related to a biological activity and is probably due to either mechanical
vibrations or temperature fluctuations. Despite our efforts to mechanically stabilize the setup and
mechanically couple both arms of the interferometer, we have always measured additional phase
noise higher than shot noise even though we have been able to make a few experiments close
to shot noise when the environment is quieter. To reach ultimate performances, it motivated us
to build another QPI system that would be based on a common-path configuration in order to
eliminate such mechanical and temperature fluctuations that will be described until the end of

the chapter.

2.5 Mechanical and thermal stability: Common-path in-

terferometer

In fact, the attempt to obtain shot noise limited phase measurements is again a well known problem
in QPI. Several techniques have been developed to mechanically isolate the interferometer and
to stabilize the temperature. Nevertheless, maintaining the phase noise below 1 mrad becomes
technically challenging, especially in conditions suitable for biological measurements. Interestingly,
this issue has been faced from the beginning of interferometry and we can refer to the famous
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Michelson & Morley experiment trying and failing to verify the existence of aether. Michelson
and Morley really tried hard to push forward the sensitivity of their experiment as they notably
mounted their interferometer on a 2 tons granite table floating on a mercury bath to absorb most
of the mechanical vibrations. Despite these precautions, their sensitivity was probably around
50 mrad [125]. Another interesting value is the sensitivity reached in giant interferometers, such
as VIRGO or LIGO, developed for detecting gravitational waves and mentioned briefly in the
previous chapter. Latest developments permitted them to reach amazing sensitivities below 1072
rad. However, working in the vacuum, with million dollars equipment and at several meters
below the ground surface is little compatible with an ideal microscope that you want to put on
the corner of a table to image living objects in a lab in the center of any city. To reach the
shot noise limit, an easier solution is the development of common-path interferometers, in which
both arms are spatially combined so that they both feel mechanical and temperature fluctuations
the same way. Therefore, the optical path variation stays unchanged and the experiment can
easily reach shot noise. In figure 2.9, we compare the experimental phase noise and phase noise
frequency obtained with the Linnik interferometer (during good experimental conditions) and with
our common-path interferometer that we named wide angle DIC microscope (Wa-DIC) and that
I will be presenting in the next few chapters. It shows our ability to reach the shot noise limit
with this new interferometer.
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Figure 2.9 — Comparison of phase noise between a Linnik and Wa-DIC (common-path) in-
terferometers. Panel A shows the comparison in the experimental optical path difference
histograms of a Linnik and a common-path interferometer in the same experimental conditions
(same camera and similar contrast). If the common-path interferometer is shot noise limited
(standard deviation around 400 pm for a 200,000 FWC camera), the Linnik interferometer is less
sensitive (standard deviation around 1 nm) due to mechanical noise. Panel B plots the noise
frequency for the two same experiments, exhibiting a low-frequency component as well as large
peaks around 25 and 50 Hz in the Linnik noise spectrum, while the Wa-DIC noise spectrum
looks like a random noise frequency spectrum.

2.6 Wide-angle differential interference contrast microscopy

In the previous chapter, we have seen the principle of DIC microscopy, a white light common-path
interferometer, which can only access a contrast based on the phase gradient. Inspired by DIC mi-
croscopy, and by previous work developed at the Institut Langevin during the early 1990s [18], we
have developed a QPI system we named Wide-angle differential interference contrast microscopy
(Wa-DIC) that can directly measure the phase of objects of small spatial extension and can give a
birefringence-like measurement. Its common-path configuration allows for a high temporal stabil-
ity as demonstrated in the previous section. Additionally, our Wa-DIC microscope is performed in
low coherence, in a phase shifting and slightly off-axis configuration at the crossing point between
the four categories defined by G.Popescu [7]. Recently, a similar setup in transmission has been
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published by the group of Y. Park as a simple add-on to simply add in front of the camera [33].
We believe our configuration is both compact and easy to set, but we acknowledge that image
interpretation has yet to be improved. In this section, I will successively describe the principle of
Wollaston and Nomarski prism, emphasize the choice of a wide angle Nomarski prism that allows
to measure the phase instead of the phase gradient and demonstrate how to perform phase shifting
to perform a quantitative phase measurement. The description of the setup scheme, as well as its
extension to provide an additional fluorescence measurement, will be detailed in the next sections.

2.6.1 Wollaston & Nomarski prism

The principle of DIC as well as Wa-DIC microscopes relies on the separation of an incoming linearly
polarized beam into two beams of orthogonal polarizations. This is usually performed using either
Wollaston or Nomarski prisms, the principle of which this subsection aims to explain. Shortly,
such prisms use two similar wedges of birefringent uniaxial crystals in two different orientations
and cemented together. The orientation of an uniaxial crystal gives the direction along which the
light propagates with an extraordinary refractive index n., while it propagates with an ordinary
refractive index n, along the two other directions. The birefringence property of the crystal has two
effects on a linearly polarized wave. First, because of the difference in refractive index, the relative
phase between the two polarizations will change. Second, if the crystal birefringence orientation
is not along the direction of the beam polarization, the beam will separate into two beams of
different angles [12]. An intuitive case is illustrated in figures A and B when a light passes
through a Wollaston prism. At the separation between the two wedges, the angle between the light
propagation direction and the second wedge surface causes the light to be refracted depending on
the refractive index, accordingly to the Snell-Descartes law. In the case of the Wollaston prism,
the first wedge is oriented along the light ordinary polarization while the second one is oriented
along the extraordinary polarization so that at the separation, the ordinary ray changes from a
refractive index n. to n, and the extraordinary ray from n, to n.. Therefore, they are refracted
in different directions and the angular divergence comes from this tilted separation between the
two wedges. It can be easily shown that for small angular divergences «, the latter is given by:

a = 2(ne — n,)tan(d) (2.12)

with 6, the angle between the entrance surface of the prism and the plane of wedges separation.
Similarly, the path difference between the two polarizations is given by [12]:

Ad = ax (2.13)

with x the distance between the beam entrance and the center of the entrance surface. Logically,
if the beam enters the prism close to a corner it will mainly propagate in one wedge and little
in the other, introducing a larger path difference between the two polarizations. This property is
interesting because it allows the scanning of the optical path difference by transversely translating
the prism with respect to the center of the optical beam. Classically, interference fringes can only
be observed when the two polarized beam converge into the same plane, often named interference
plane [§]. The interference plane can also be understood as the plane where the two polarizations
have no transverse shift between each other. If this interference is conjugated with the back focal
plane of an objective, the two polarized beams will focus onto the sample with a similar angular
distribution. It corresponds to the formation of interference fringes of very large spatial extension,
often higher than the field of view, which is the usual configuration of DIC microscopes. On
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the contrary, the further the interference plane is from the back focal plane of the objective, the
higher the tilt between the two beams will become, which produces interference fringes of smaller
spatial extension down to a point where the interference pattern is rapidly attenuated in white
light. In Wollaston prism, the interference plane lies inside the prism, which makes it complicated
to conjugate with objective back focal planes that are often at the back surface of the microscope
objectives.

In practice, most of the polarization interferometers (such as DIC microscopes) use Nomarski
prisms instead of Wollaston prisms that shift the position of the interference plane outside the
prism, which makes it easier to conjugate with the objective back focal plane [8,[12,[126]. In
contrast with Wollaston prism, Nomarski prisms use a first wedge with a tilted orientation (see
figure D). At the entrance of this first wedge, the extraordinary ray (with the polarization
perpendicular to the plane) is supposed to keep its direction. On the contrary, the ordinary ray
changes direction because a part of it travels at the speed - and another part at .= If we call 3,
the angle between the first wedge orientation and the entrance surface, and o/, the first angular
shift between the two polarization, we can easily calculate:

_ ngcos(f3)
~ ne sin(B)

After similar refraction at the wedges separation similarly to what happens with the Wollaston

tan(a’)

(2.14)

prism, it allows for the two rays to cross outside the Nomarski prisms. Apart from this feature,
Nomarski prisms exhibit similar properties to Wollaston prisms.

2.6.2 Interest for wide-angle Nomarski prisms

As its name lets guess, the main difference between DIC and wide angle DIC is the use of a wide
angle Nomarski prism. In an imaging configuration, the angle divergence leads the two rays to
focalize at two separate locations as illustrated in figure 2111 (or better explained in Annex [Al).
Obviously, the transverse shift depends on the angular divergence and can be easily calculated for
small angular divergence:

dtrans = fobj~a (215)

with fo;, the focal length of the microscope objective. In DIC, the Nomarski is chosen so that
the beam divergence is extremely low (on the order of 107 rad) and the two beams are shifted of
a few dozen nanometers, a distance smaller than the diffraction limit. Therefore, the transverse
shift can not be imaged but the phase difference can be considered as the phase gradient along the
shear direction. In wide-angle DIC microscopy, we chose to work with a larger beam divergence
and therefore a larger transverse shift of a few microns, as illustrated infigure 211l In the case of a
single small object, one polarization goes through the object before being reflected, while the other
polarization does not cross any object a few microns apart so that it can serve as a phase reference.
Therefore, the phase of the object can be directly measured instead of the phase gradient. Note
that, thanks to the spatial multiplexing offered by the microscope objective and the full-field
configuration, the objects are imaged twice, once with a first polarization and a second time with
the other polarization, as it will be illustrated in the next section. This configuration is supposed
to be particularly effective to provide quantitative phase imaging of neurites that are only a few
microns large in diameter and can be easily separated into two distinct objects. Nevertheless,
the phase image interpretation becomes more complicated for larger objects or dense cultures
because the second beam also passes through an object of an uncontrolled refractive index. If
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Figure 2.10 — Principle of Wollaston and Nomarski prisms. Panels A and B show a 3-D and 2-D views
of a Wollaston prism illustrating the angular divergence between the two polarizations and the
localization of the interference plane at the wedges separation. Panel C shows a 3-D view of
one configuration of Nomarski prisms illustrating the shift of the interference plane outside the
prism. The 3 images have been reproduced from [8]. Panel D shows a 2-D view of a Nomarski
prism in a different configuration than Panel C. In this configuration, the wedge with a tilted
orientation is the entrance wedge, which gives a more intuitive notion of Nomarski prisms in
my opinion. Pay attention that the color code between the ordinary and extraordinary beams
are inverted compared to the previous panels. The tilted orientation in Nomarski prism causes
the ordinary ray to be deflected at the entrance of the prism, which shifts the interference
plane. Panel D has been extracted from Olympus website [126].

more complicated, we will show in the next section that it is theoretically possible to reconstruct
a quantitative phase image even for large objects.

2.6.3 Phase Modulator and phase-stepping in Wa-DIC

Compared to regular DIC microscopes, our Wa-DIC microscope can also measure quantitative
phase measurements using a liquid crystal phase modulator. On the contrary to the Linnik
interferometer that has two independent arms making it easy to mechanically modulate the optical
path length difference, it is more complicated in a common-path interferometer. Nevertheless, in
polarization interferometers, it is possible to modulate the optical path difference using phase
modulators that will increase the optical path of only one polarization [32]. In practice, we used
a liquid crystal phase retarder. Its principle relies on a small layer of a liquid crystal solution in
its nematic phase with a preferential orientation. In presence of an electric field, the molecules
tend to align along the field with an order degree controlled by the amplitude of the electric field.
When no voltage is applied, the orientation of the molecules is parallel to the largest surface and
perpendicular to the light propagation so that the medium is birefringent with an axis oriented in
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Figure 2.11 — Principle of Wollaston microscope. The Wollaston or Nomarski prism divides the beam into
two beams of diverging angles and of perpendicular polarizations. Coming on the back focal

plane of the objective with two different angles, the two beams focus at different transverse
positions in the sample arm. Being reflected back and recombined by the objective and Wol-
laston prism on the way back, the final intensity at one given pixel depends on the interference
between the two beams, hence on the phase difference between two transverse positions inside
the sample. This image has been taken from the PhD manuscript of P.Gleyzes [18].

the plane and perpendicular to the light propagation. In presence of a high electric field applied in
the direction of the light propagation, the molecules become oriented in the direction of the light
propagation so that no birefringence is measured by the light. We can note that the liquid crystal
retarder often use a compensator to reach no retardance between the two polarizations because
the order in presence of a voltage is not perfect and a remaining birefringence can be observed
even at maximal voltage [127]. The maximal amount of retardance is controlled by the thickness
of the liquid crystal as well as by the birefringence of the molecules used, but is often a fixed
value. Liquid crystal phase retarders are useful tools to modulate the optical path difference in
polarization microscopes, although they usually offer medium speed performances, as illustrated
in figure D. If switching time from two different polarized states is quite short to go from
high retardance to a low retardance, it becomes much slower to perform the inverse process []EI
In practice, we performed 4 phases steps measurement from the high retardance state to the low
retardance state that allows to minimize the switching time to return to the high retardance state
with a maximal voltage differenceﬁ. We could perform acquisitions to up to 100 Hz (phase image

"It is not surprising to understand that the molecules quickly follow the electric field, but require more time to

go back to the polarized orientation at low voltages with only low forces applied to the molecules.

81f someone needs to use this liquid crystal retarder, attention needs to be paid so that the signal is continuously
modulated with a 2 kHz square pattern and the applied voltage corresponds to the amplitude of the steps. A
sinusoidal or triangular modulation can be performed by multiplying the 2 kHz signal with a carrier signal with
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at 25 Hz) with a 2 ms exposure time triggered at the end of each phase step.
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Figure 2.12 — Principle of liquid crystal phase retarder. Panels A and B illustrate the liquid crystal
orientation in different voltage conditions, respectively 0 V and 25 V. Without any electric
field, the molecules are oriented perpendicularly to the smallest dimension, while they follow
the electric field orientation when applied. The degree of longitudinal orientation varies from
1 without electric field toa few percents at 25 V. Panel C shows the typical switching times

of our liquid crystal retarder, enabling a maximal modulation frequency between 100 Hz and
50 Hz.

2.6.4 Changing the shear angle

One common problem of DIC microscopes, including Wa-DIC microscope, is that they provide a
preferential direction which might not be adequate to the sample orientation. It can be especially
dramatic when imaging neurites that are small in diameter but can be very long. If the neurite
grows along the shear direction, the wide angle strategy would obviously fail, and the phase
gradient in DIC microscopy would be smaller. To prevent this effect, we mounted the Nomarski
prism on a rotation mount so that the shear angle can be easily modified and manually chosen
to be optimal with respect to the object. Note that it would be similar to rotate the object
in the transverse plane and that the rotation mount would permit to carefully choose the shear
directions. An image independent of any shear direction could be theoretically reconstructed from
3 shear directions with an increasing angle of 120°. We also emphasize that an ideal similar setup
could be obtained by replacing the Nomarski prism by a phase SLM (spatial light modulator).
SLM often works with a single polarization so that the perpendicular polarization is not affected
by the phase mask of the SLM, while the other polarization can be deflected by adding a linear
phase delay on the SLM (or a phase grating). Advantageously, the SLM would directly give the
possibility to modulate the phase by adding a continuous phase to the SLM pattern, and would
directly allow to change the shear angle without any mechanical part.

the desired modulation.
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2.7 Wa-DIC reflection microscope in practice

This section aims at describing the practical implementation of the Wa-DIC reflection microscope
and aims to illustrate the different features offered by this microscope. If the setup configuration
is apparently simple and compact, its complexity comes from the phase image interpretation.
Indeed, the phase image is the sum of the phase difference obtained with one polarization minus
the phase difference obtained with the other with a given transverse shift. Our initial interest was
to study neurites that are in the order of 1 to 2 pm in diameter so that the two phase images do not
overlap and the object phase can directly be measured. The first subsection will illustrate some
examples of phase images that can be obtained with the Wa-DIC microscope and will show that
the phase difference is not well defined in larger objects. To recover a real phase information, it
corresponds to a single mathematical operation that can be reversed in some sort of deconvolution
process that I will present in a second subsection. Finally, I will illustrate another interest of the
Wa-DIC microscope that can provide a local birefringence measurement for small objects with an
interferometric sensitivity.

2.7.1 Quantitative phase imaging
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Figure 2.13 — Scheme and photograph of the WaDIC setup, the description of which can be found in
the main text.

The Wa-DIC microscope consists in using a classical reflection microscope and inserting a No-
marski prism and a phase modulator in between the microscope objective and the illumination and
detection path. A spectrally extended LED illuminates a polarizing beamsplitter in a Kohler-like
illumination. The polarizing beamsplitter acts as a linear polarizer and as a beam deflector for the
light to reach the microscope objective. The light beam then reaches a Nomarski prism that splits
the light into two beams of different polarizations and different angle that further pass through
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a liquid crystal phase modulator (Half-wave liquid crystal retarder LCC1221-A, Thorlabs) that
can introduce a variable phase shift between the two beams of different polarization. The two
beams then reach the microscope objective (Olympus, 40X 0.8 NA) back focal plane with different
angles and at different positions. This will respectively lead the beam to focalize at two different
positions in the object plane and will introduce an angular shift between the two beams, which
will create interference fringes. The Nomarski prism introduces an angular shift of 10~ radH that
induces a transverse shift of 4.5 ym between the two beams, corresponding to about 15 times the
transverse resolution. The light is then reflected by the glass or silicon coverslip and back travels
through the phase modulator, is recombined by the Nomarski prism, and is linearly polarized
again through the polarizing beam splitter. It is then focused onto a CMOS camera by a tube
lens of 250 mm of focal length. Note that the phase modulator is crossed twice so that a half-wave
retarder is enough to modulate the phase difference to up to 2w. The Nomarski prism is mounted
on a 2" XY translation stage to adjust carefully its center in the center of the beam, which permits
to have the zero path difference at the center of the field, being of critical importance when using
a spectrally extended light source. Its relative axial position to the microscope objective can be
manually changed to adjust fringes spacing, which is maximal when the back focal plane of the
objective lies in the plane of phase reference (whose position is characteristics to the Nomarski
prism). The Nomarski prism is finally attached to a rotation mount to allow for a quick manual
change of the shear direction and to choose the most advantageous one depending on the sample.
Compared to transmission DIC microscope, this reflection configuration offers the advantage of
using a single objective, a single Nomarski prism, and to be easy to align. The microscope scheme
of the Wa-DIC microscope is presented in figure

The Wa-DIC microscope measures the interference between the two recombined beams at the
camera plane. The interference term can be isolated using a phase-stepping algorithm as described
in section by modulating the phase difference with the phase modulator. Generally, the phase
difference is the sum of a fringe pattern controlled by the position of the microscope objective
and the phase of the object. In order to estimate it, we will further consider the shear direction
along the x-axis only, but the result would be identical for any shear direction. At a single pixel
of the camera corresponding to the pixel at the position (x,y), the measured phase difference can
be written as:
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with n. and n, being respectively the refractive index of the object for extraordinary and
ordinary directions, hopject, the object height at a given position, and d the transverse shift caused
by the shear. In the case of a small object only surrounded by the external medium, the phase
image of the image is split in two with a first positive phase measured with the extraordinary
polarization in (Zobject — g,y) and a negative phase map measured with the ordinary polarization
in (Tobject + g,y), as illustrated in figure .14l In practice, for small phase differences, it can
be convenient to work with the microscope objective in the plane of phase reference and with a
phase shift of m’ 50 that the intensity change is directly proportional to small phase differences.
Interestingly, the 5 Phase shift can be simply obtained by transversely translating the Nomarski
prism without the need for the liquid crystal retarder once and for al 1. Nevertheless, when looking
at higher phase difference, a phase shifting algorithm can be applied. In practice, I noticed that

9where the typical Nomarski prisms used in DIC introduce an angular shift around 10~° rad
OMore generally, the liquid crystal retarder could be replaced by a motorized translation stage of the Nomarski
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phase unwrapping algorithms were performing better when the two beams were slightly off axis
producing a fringe pattern with a few fringes in the field of view but I have no physical argument
to support this claim. Fringes are obtained by translating the microscope objective further from
the Nomarski, which will be a requirement for inserting a dichroic mirror and add a fluorescence
path that I will describe in section

0.5

iy

] Distance along the line

Optical Path (micron)

Figure 2.14 - Wa-DIC images of cell cultures. Panel A shows a direct intensity image obtained with
the Wa-DIC image on a neuron culture with the objective back focal plane close to the phase
reference plane (interference fringes larger than the field of view). It produces a doubled image,
composed of the extraordinary phase of the objects superimposed to minus its ordinary phase
transversely shifted. If the neurites are well separated, the phase difference around the cell
somas is more complex. Panel B shows a phase map measured on a 3t3 (fibroblast cell line)
cell culture and panel C plots the phase profile along the green line. It shows that Wa-DIC
microscope can access two phase maps obtained with the different polarizations shifted along
the shear direction.

2.7.2 Deconvolution of the phase image

With the Wa-DIC microscope, we can either directly measure the phase evolution of a small
object or try to reconstruct a phase map of extended objects. In fact, equation of the phase
difference in Wa-DIC corresponds to a single convolution with a Dirac difference, as I will show
it in this subsection. Therefore, passing to the Fourier plane, the effect of such convolution can
be theoretically canceled to recover the local object phase map. In this subsection, I will go
through the maths of this deconvolution and will show a first practical attempt of it and discuss
the experimental problems of deconvolution.

In order to reconstruct the physical phase of the object at its real position, we first neglect the
potential object birefringence in order to obtain:

21 d

d d d
P(xy) =~ )\—(n(az + 579)-hobject($ + b% y) —n(xr — 9 y)-hobject(ﬂj - 579)) (2.17)
0

This equation can easily be rewritten as a convolution between the physical phase of the object
at the position (x,y) with a difference between two diracs centered at the two shifted positions:

prism. Nevertheless, because of its size and weight, it is easier, more robust and faster to work with such liquid
crystal retarder.
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00c) = () hages(2.9) # (0o + 5.9) = 6z = 5.0) (2.15)

To simplify this equation, it is possible to express its equivalent in the Fourier space, taking
advantage of the fact that the Fourier transform of a convolution is the dot product of the Fourier
transforms. Additionally:

FT((6(+2,y) — 8w — 3,y))) = e-2ibemt _ gaibert (2.19)

2 2
= —2i.sin(rk,d) (2.20)

From equations .18 and 220, and going back to the real space, the physical phase at the
position (x,y) can be expressed as:

i FT(¢mes(km7 ky))
2isin(mk,d)

¢(xy) = FTY( ) (2.21)
Equation 2.2T] states that, in theory, at least, the physical phase map can be reconstructed by cal-
culating the inverse Fourier transform of the ratio between the Fourier transform of the measured
phase map and 2i times a sinus depending on the transverse shift. We can add that for a given
shear direction, the argument of the sinus becomes: 7(k,d, + kyd,).

However, this deconvolution is complex to realize in practice due to the real nature of the
measurement. In theory, the Fourier transform of the measured phase should have periodic true
zeros, corresponding to the zeros of the sine function. In practice, because of the noise, the
amplitude of the Fourier transform is not exactly zero at the expected zeros. Therefore, at these
positions, the division by the sinus corresponds to a division by zero, which amplifies the noise
at these positions in the Fourier space. Back to the real space, it creates artifacts, creating ghost
replicates of the objects, as illustrated in figure 213l Nevertheless, with more time, we could have
used similar algorithms to the ones used for deconvolution or phase integration, which have been
widely studied. For the deconvolution process, we used a Wiener filter, inspired by discussions
with C. Demene from the Institut Langevin [I28] which consists in dividing the signal in the
Fourier space by the sum of the sinus and the noise power spectral density (P.S D) instead of
the sinus only:

FT(Qbmes(kxa k:y))
223m(7rk$d) + PSDnoise(k:xv ky))

It is known to partly remove the noise artifacts close to the zeros of the sinus. With such a

p(x,y) ~ FT7(— ) (2.22)

filter, we could obtain real phase maps of the objects, even though some ghost images can still be
observed, as shown in figure

2.7.3 Birefringence measurement

Coming back to equation .16l we can also directly measure the phase without deconvolution for
small objects and for both polarizations giving access to a birefringence parameter. Indeed, if
there is no other object at a distance d, we obtain:

2T

d
¢($ + 57 y) = A_O-(nmedium - no(xa y))-hobject(xa y) (223)

' Nevertheless, such ghost images can also be found in most of the deconvolution strategies and seem to be a
common artifact.
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Figure 2.15 - Wa-DIC deconvolution process. The object is retrieved, but several ghost images ap-
peared.

And,
d 2m
¢($ - 59 —.(ne(x, y) - nmedium)-hobject ('T; y) (224)

2 =5
From these two equations, we can calculate a relative birefringence change by subtracting equa-
tions 224l and [2.23] and by dividing by equation [2.24

Ne — No _ qbe - gbo (225)

Ne — Nimedium ¢e

This can be of particular importance to compare a phase change to a birefringence change. Indeed,
as will be described in section [T, both birefringence and optical path are expected to change during
the propagation of an action potential in a nerve. Here, with a single setup, we expect to be able
to follow both effects simultaneously to see whether a similar deformation can be observed in
single mammalian neurons.

2.8 Simultaneous QPI and fluorescence measurement with
Wa-DIC configuration

Keeping the idea to follow activity-related phase (and birefringence) changes in neuron cultures,
the next step is to couple the Wa-DIC setup with a fluorescence path similarly to what has been
described for the Linnik interferometer. As a reminder, the fluorescence path can be used for the
optical recording of electrical activity of neuron cultures or for providing an independent height
measurement using Fluorescence exclusion. The configuration of the Wa-DIC microscope allows
a simple coupling with a fluorescence path as presented in figure ZT6 Indeed, thanks to the
common-path configuration, any non-birefringent object can be inserted in the light path. In
practice, we add a simple dichroic filter in between the liquid crystal phase modulator and the
microscope objective to optimize the fluorescence collection. In addition to this dichroic filter, a
block containing an illumination path and a detection path is attached to the system. The only
constraint of this configuration is that the objective has to be moved further from the Nomarski
prism and the plane of phase reference can not be conjugated with the objective back focal
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plane. Nevertheless, in the current configuration the distance between the Nomarski prism and
the objective is small enough to generate only a few interference fringes in the field of view with
little amplitude decrease over the entire field, as illustrated in figure 2.16. Interestingly, we could
use the same cameras and the same software to synchronize the phase and fluorescence imaging as
the one developed for the Linnik interferometer. Additionally, the fluorescence information might
have another interest. It might be interesting to use the a priori information on the position
and the shape of the object obtained by a fluorescence measurement to optimize the Wa-DIC
deconvolution procedure. However, if similar algorithms using a priori information are quite
popular, it would have required to spend some time to write or to adapt a proper deconvolution
algorithm, which might be an interesting future development.
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Figure 2.16 — Multimodal setup combining Wa-DIC and fluorescence microscopy. Panel A presents a
scheme of the setup. Compared with the Wa-DIC setup in figure 213} a simple dichroic filter
has been inserted in between the phase modulator and the microscope objective. It does not
change the path difference because the filter is not birefringent but prevents the matching of the
interference plane and the objective back focal plane, leading to the formation of interference
fringes. Panels B and C respectively show a phase image in a 3 days neuronal rat hippocampal
neuron culture and the corresponding fluorescence image (Fluo-4) acquired simultaneously.
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Intermediate conclusion

In this first part of the manuscript, we have introduced quantitative phase microscopy, a set of
label-free optical techniques that can measure sub-nanometric optical path fluctuations inside
cells. It can access mechanical displacements, mass transport and can track subcellular dynamics
in various cell types and extended time and spatial scales. In chapter 0l I have reviewed many
quantitative phase strategies and showed that they can be of great interest in various biological
and medical applications. In a second chapter, I described two quantitative phase microscopes we
have developed during my PhD with the idea of measuring an activity-dependent phase variation
in neuronal cultures, which will be the object of the last chapter of this manuscript. Interest-
ingly, both systems integrate a fluorescence path that may offer the possibility to follow electrical
dynamics of the neurons simultaneously to the phase measurement. Finally, we have introduced
a third optical technique named Fluorescence exclusion in chapter [I] that we also contributed to
developing. This technique provides an independent volume measurement that permits to sep-
arate the height from the refractive index in a QPI measurement. But, more importantly, we
have emphasized the similarity in terms of principles and performances between this technique
and quantitative phase systems. In this first part, I have demonstrated the strength of the opti-
cal approach consisting in transforming an axial information into an intensity information, which
allows for a sub-wavelength axial sensitivity. We have proposed a quite general framework and
set of calculations of the axial sensitivity offered by such a strategy in various optical conditions.
Interestingly, we will show in the next part that quantitative phase imaging can be extended to
scattering tissues using low-coherence interferometry. Finally, a few applications to cellular phase
imaging will be detailed in chapter [ as well as some theories describing the activity-dependent
phase changes I have been aiming at detecting.
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Tissue imaging with full-field optical coherence tomography (FF-OCT). The top image shows
a high-resolution en face view of a kidney and the image at the bottom presents a spheroid of tumorous
cells as imaged with dynamic FF-OCT presented in chapter[3.
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So far, we have seen how to optically measure sub-wavelength mechanical deformations and
intracellular motion in single cells. Nevertheless, it is often of critical importance to be able to
characterize any observation in tissues in a second step, maybe more importantly when looking
at mechanical cues. In terms of mechanics, we can particularly mention the important difference
between the Young’s Modulus, 7.e. mechanical deformability, of tissues and the Young’s modulus
of glass coverslips, while cells behavior usually depend on their mechanical environment [I]. More-
over, tissues are usually much more compact cellular environments than cell cultures, which might
also impact the local mechanics of the cells. At this point, we can add that QPI would probably
fail at measuring phase variations in cultures grown on tissue mimicking polymers, or on pillars,
as it would probably create small local phase fluctuations, since these supports are not flat at all,
requiring QPI systems to be adapted to these configurations in order to be effective. Therefore,
we felt it would be more interesting in moving directly to optical systems that can operate tissues
measurement. However, it can be easily imagined that many additional difficulties may arise from
the extension of such measurements in thick samples and in vivo. In this part, I will first show
some of those issues, and present of few systems that enable phase measurements in thick samples.
[ will particularly emphasize the development of Optical Coherence Tomography (OCT), which
is probably the first and the most common class of low-coherence interferometric optical micro-
scopes. If most of applications of OCT rely on measuring of the tissue morphology by simply
measuring the backscattered amplitude of the different tissue structures, I will highlight some
more recent developments of OCT that measure the phase variations to extract a sub-wavelength
motion information. Then, in chapter ] I will present Full-Field OCT, an OCT-derived technique
based on the same Linnik interferometer presented in chapter 2land used for phase imaging in cell
cultures. FF-OCT, invented and developed at the Institut Langevin 19 years ago by the group
of Claude Boccara, is the main technique I have used during my thesis. Interestingly, I will show
that FF-OCT provides a very versatile phase imaging approach, as it can work both in cultures
and in thick scattering samples. Its versatility comes from the reflection configuration, and the
ability to have high intensities in the reference arm to enhance weak sample backscattering signals
in tissues by homodyne detection. Finally, chapter B will mainly focus on our development of two
novel multimodal FF-OCT systems, associating respectively Dynamic FF-OCT and Structured
[lumination Microscopy (SIM) to the standard FF-OCT system. Thanks to these systems, the
usual structural contrast of FF-OCT can be enriched by motility contrast and molecular contrast.
The development of these systems enabled us to answer a few specific biological questions, that
will be further described within the next and last part [IIl
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Imaging phase changes with low-coherence interferometry. The image presents a perfect il-
lustration of the goal of this chapter. It aims at detecting angular (phase) changes with low-coherence
interferences that account for the irridescent coloration of the plastic under compression.
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In this chapter, I will first illustrate some obstacles of imaging thick samples with quantitative
phase imaging. However, I will show that low-coherence interferometry offers an optical sectioning
that allows to localize the phase measurement at a single depth. Quantitative phase measurements
can therefore be retrieved, especially temporal variations of the phase. Then, I will present
the most common versions of Optical Coherence Tomography (OCT), a technique that relies on
low-coherence interferometry and can access quantitative phase variations at optically important
depths in thick samples. I will finally highlight the phase sensitivity of OCT through two recent
techniques that measure sub-wavelength motions in biological tissues, either caused by blood flow,
or by shear waves propagation. Most of the notions introduced here will be used in the two next
chapters, in which I will describe more specifically the work we have been doing in the team for
the past few years, including mine. Indeed, the techniques we developed are based on FF-OCT,
which is nothing but one of the many variants of OCT.

3.1 Quantitative phase imaging in thick tissues

As previously discussed in chapter [, the phase information can be understood as the optical time
required for the object wave to propagate to a given depth and then to arrive at the detector. If
we keep on using this analogy, we can illustrate most of the constraints arising from measurements
in thick scattering samples. In this section, I will highlight some of these issues. Throughout the
rest of the chapter, I will focus on Optical Coherence Tomography (OCT), which is at the core
of the techniques we have been developing during my thesis, and that I will describe in the next
two chapters.

3.1.1 Problems arising in thick tissues

The objective of this subsection is to introduce some of the most important pitfalls when trying
to perform QPI measurements inside scattering samples. We will mainly consider here the case
of a reflection QPI system because it seems more relevant to perform measurements in thick
tissues where light can not penetrate easily through or to perform in vivo measurements. We
also make this assumption, as FF-OCT is mounted in a reflection configuration. However, to my
knowledge, apart from OCT measurements that I will further describe, most of the other QPI
systems used in tissues are operated in transmission through very thin samples, or in transmission-
like configuration [48[85]. Compared to the case of a reflection QPI system in cell cultures, the
sample light is no longer reflected by a mirror but is backscattered by the tissues structures. Not
only does it reduce the contrast but it does also prevent having a flat phase reference often required
to perform a nice unwrapping process. Finally, an important point to consider in tissues is that
except at the tissue surface, there might be potentially moving objects everywhere between the
front aperture of the microscope objective and the focal point so that measured phase changes
could theoretically originate from anywhere between the surface and the imaging depth.
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Tissue and structures scattering properties

As stated above, the first important difference is the typical low reflectivity of biological struc-
tures in comparison to the previously used metallic or dielectric mirror in the sample arm. Figure
Bl illustrates different processes to bring back the light to the photodetector. As mentioned in
appendix [Al and depending on the size of the microstructure, light can be more or less backscat-
tered to the detector. As a general rule of thumb and reminder, the apparent reflectivities of small
particles increase with their size and with their refractive index difference with the surrounding
medium as illustrated in figure Bl (D to F). Therefore, lower reflectivity lowers contrast, which
causes the phase sensitivity to decrease. Indeed, as described in chapter [, the phase sensitivity
for small contrasts can be written as:

1 1
VR0 VEWC

A simple solution would therefore be to choose a low reflectivity mirror in the reference arm

(3.1)

09

to match reflectivities of the two arms and restore the contrast. However, in practice, sample
reflectivities are 2 to 5 orders of magnitude smaller than usual silicon wafers that we used for
our QPI experiments. If the reference mirror is chosen so that its reflectivity matches the sample
reflectivity, we first would not be able to fill the camera full well capacity without significantly
increasing the light intensity, at the risk of heating, even burning, the sample. Plus, because a
tissue is composed of plenty of scatterers that all contribute for a small part to the final intensity,
but their contributions add up and result in a significant incoherent signal. Since the camera
would still capture these photons, it would limit the useful full well capacity of the camera and
limit the SNR accordingly. Finally, if signals from reference and sample arms are weak, and the
power is increased, the few percent of reflection occurring at each optical elements (Beamsplitter,
Lenses and microscope objectives) start to become significant and also contribute to decreasing
the useful FWC. In practice, we choose to use the same silicon wafer mirror in the reference
arm with a relatively high reflectivity, so that the interference signal /I cflsampie is amplified by
the reference arm and the contribution of incoherent light from either sample or optical elements
is reduced. This is an important feature of interferometric microscopes compared to confocal
reflectance microscopes that require using much higher power to be able to detect low reflectivity

structures. Nevertheless, because the SNR depends on the ratio %‘—, it is significantly lower

Rsample
in tissue than in cultures. In practice, it is hard to be sensitive to phase variations smaller than 50

nm in tissues. Additionally, we should add that the phase sensitivity is also lowered by naturally
occurring phase variations of the sample.

Absence of a phase reference

In chapter [I we have seen the importance for a QPI system to have a flat reference surface,
especially to perform phase unwrapping. We have also seen that phase unwrapping algorithms
often fail in too dense cell cultures, in which the spatial phase fluctuations are too important. We
can add that common-path systems, like the Wa-DIC interferometer presented in chapter 2], will
particularly fail at measuring phase if there is no single reference point. Not surprisingly, the case
of tissue imaging is therefore complicated as we are no longer looking at light reflected from a single
flat surface. Because objects within the tissue can be both in-focus and separated by an axial
distance of a few wavelengths, it means that the relative phase between two neighboring objects can
be random, as it depends on the 3-D position of objects in a priori random positions, as illustrated
in figure[3.2l It results in a so-called speckle-like image of apparently random intensity fluctuations
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Figure 3.1 — Scattering regimes and backscattering amplitude in tissues. Panels A and B illustrate
two scattering regimes. For particles much larger than visible wavelengths (about 5 to 10 pm),
the object can be considered as a local low reflectivity mirror that simply partially reflects light,
as illustrated in A. However, for smaller particles, the light is first only partially scattered.
Plus, it is scattered in many directions, following either Mie or Rayleigh scattering, so that
the backscattered intensity coming back to the detector is significantly attenuated. Panel C
is an illustration of an attempt to perform a QPl measurement (somehow equivalent to the
measurement of the light propagation time) inside a tissue. It illustrates the attenuation of
the signal coming back to the detector, which lowers the SNR, and therefore the accuracy of
the phase measurement. Addition SNR deterioration comes from backscattering of incoherent
signal from layers above the imaging depth, as illustrated by the addition of weak signal that
tends to blur the direct signal close to the photodetector. Panels D and E present a more
mathematical vision of the different optical scattering regimes. Panel D shows the evolution of
a particle cross-section with its size and the corresponding scattering regimes. Even though the
total scattered intensity remains roughly within the same order of magnitude in the Mie regime,
panel E shows that as the particle size increases, the forward scattering becomes more and more
important, which would decrease the apparent reflectivity of the particle.

caused by an apparently random phase fluctuation between adjacent pixels. I named these images
speckle-like images because usual speckle maps are generated from the collective interference
between several wavevectors and are mainly arising from random multiple scattering in biological
samples. These usual speckle maps also result in a random phase map. In reflection interferometry,
the random phase maps can come from a combination of the random scatterer positions inside a
single voxel, from one voxel to its neighboring pixel, and from multiple scattering. Nevertheless,
we can add that for large structures, such as nuclei, or myelin fibers, close from the sample surface,
interference fringes can be detected along these structures. Interestingly, fringes spacing can be
ingeniously used to determine the angle of fibers with respect to the focal plane [129].

Anyway, in a general case, the phase is apparently random spatially so that no phase unwrapping
algorithm could even find the phase difference associated with a single depth inside the sample.
Hopefully, if the object positions are apparently random at a given plane and time, their position
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should be fairly constant between 2 successive image acquisition. In other words, the acquired
random phase map should be quite static over time, or at least should change continuously, at
least if the frame rate is important enough. Therefore, if direct quantitative phase imaging is
not possible in scattering samples, phase imaging systems can still measure quantitative phase
differences. From this, two options are then available. One can either look at phase difference
over time at a single position, as it will be further described in this chapter with the Doppler OCT,
and in chapter Bl with the development of dynamic FF-OCT. The second option is to calculate
the phase difference at two successive close axial positions. As it will be detailed in chapter [ it
authorizes the reconstruction of the phase of a single tissue layer.

Figure 3.2 — Speckle-like maps in QPI tissue measurements. Panel A illustrates one origin of random
phase images in reflection interferometers. Two objects can be within the same focus, but shifted

of %, which would correspond to a phase shift of Z, changing the phase significantly between

two adjacent pixels. Panels B and C present an example of an amplitude and phase image
respectively in an ex vivo retina. They show that even if many structures can be captured in
the amplitude image, the phase map appears random. Nevertheless, panel D highlights the
temporal phase variation, which enables to find back many different structures, illustrating that
the phase difference can therefore be calculated quantitatively. The contrast obtained in this
image will be further described in chapter Bl

Out-of-focus phase changes

The last pitfall I want to discuss here concerns the localization of the phase changes one can expect
to see in a reflection interferometer, which is quite critical if a quantitative phase is to be measured.
Indeed, in biological tissues, because the light path can go through several complex layers before
reaching the focal plane, one has to make sure that the acquired phase differences really come
from a change at the plane of interest, and not at a random location between the sample surface
and the imaging depth. This is a quite common issue in optical imaging and is often referred to
as optical sectioning, 7.e. the ability for an optical system to separate the contribution of the in-
focus signal and the contribution of the out-of-focus noise. For example, in fluorescence, confocal
microscopy, multiphoton microscopy or Structured Illumination Fluorescence Microscopy are sys-
tems providing optical sectioning in contrast to widefield fluorescence microscopy. These systems
are almost mandatory to perform fluorescence measurements in scattering samples. Similarly, in
interferometric measurements, optical sectioning is important to separate the interference signal
coming from the sample plane, and the interference signal coming from out-of-focus structures.
Optical sectioning in interferometric measurements is also a very common problem and has been
thoroughly studied. It can be provided quite classically using low-coherence interferometry, that I
will detail in the next section, since this a very vast topic. However, in a few words, low-coherence
interferometry allows axial localization of interferences at a given plane, i.e. at a given depth, as
the interference signal is blurred when the optical path difference exceeds a given length, generally
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named the coherence length. Therefore, it becomes possible to filter the contribution coming from
a given plane of interest, which corresponds to a given optical path difference with the reference
arm from the contribution of different planes, or multiple scattering that has propagated for a
shorter or longer time in the sample. In short, low-coherence interferometry enables to select a
given arrival time of sample photons as illustrated in figure A and C. Nevertheless, photons
can undergo different scattering scenarios, as illustrated in figure B and the photons arrival
time is not sufficient to filter the contribution of multiply scattered photons. Nevertheless, the
microscopy configuration emphasizes the contribution of ballistic photons at shallow depths and
eliminates the high frequencies of phase variation caused by defocused multiply scattered photons.
Additionally, most of the scattered photons can be spatially filtered using confocal pinholes as in
standard OCT or using a low spatial coherence as in full-field OCT. I will provide further details
on this matter in section B.3l as I will describe the principle of Optical Coherence Tomography,
based on low-coherence interferometry. We can also mention that it becomes a bit different when
considering the effect of small temporal phases changes happening outside the focal plane, but I
will address this issue in chapter
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Figure 3.3 — Depth selection based on photons arrival time. Panel A and C illustrate the propagation
time difference between two different depths inside a sample. A given depth can be chosen
by adapting the length of the reference arm in low-coherence interferometry. Panel B shows
different scattering regimes that a photon can encounter and illustrates the propagation time
increase for scattered photons that arrive at a time larger than their depth would give with a
ballistic propagation. These scattered photons are usually spatially filtered to be selective to a
single depth.

3.1.2 Other 3-D phase imaging systems

Obviously, we are not the first team claiming that we are able to perform quantitative phase
imaging inside scattering tissues, as it has been extensively studied in recent years. Apart from
OCT techniques that I will voluntary forget here (as section will be entirely dedicated to
it) and that correspond to the large majority of reflection low-coherence interferometers, we can
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mention a few other QPI strategies in transmission and transmission-like configurations that can
provide 3-D information. A first strategy consists in imaging thin tissues (such as histology
slides) in low-coherence transmission QPI microscopes, which can eventually integrate the phase
from one surface to the other as it has been evoked in the previous chapter [48,[85]. A second
strategy is based on phase gradient microscopy, also previously mentioned, in a low-coherence
and transmission-like configuration. In these cases, the plane of interest can be illuminated by
multiply scattered photons oriented to the sample surface [41] or by ballistic photons reflected by a
strongly backscattering structure below the plane of interest [42]. In low-coherence phase gradient
microscopy, all the measurable phase changes originate from the objective image plane [41].

3.2 Low-coherence interferometry

Low-coherence optical interferometry aims at using light with short coherence, either spatially
or temporally, to produce a localization of the interference patterns in space along the light
propagation direction. This localization is very important since it allows a 3-D microscopy by
scanning the plane of localization, also named as coherence volume, in depth. If low-coherence
interferometry has mainly started around 1990 to increase surface profiling performances [130,131]
or to measure optical thickness of biological objects [19], it has become very popular from the
2000’s with the development and popularization of OCT [20] and low-coherence QPI [48][85]132]
to suppress coherent noise and enable 3-D localization. Even though the basic principle of low-
coherence interferometry is quite simple and popular, the full characterization of the coherence
effects in complex microscopy geometries is still a complex problem and is still being investigated
[133]. In this section, I will briefly go through low-coherence interferometry, either from low
temporal coherence systems or from low longitudinal coherence systems, trying to provide an
intuitive notion of both cases rather than going into intense calculation and modeling. More
accurate theories and calculations, as well as the coupling between low temporal and low spatial
coherence can be found in an inspiring review from Abdulhalim [I33] and articles cited herein.
However, let’s note that such theories are mainly developed in the case where the interferometer is
operated with a flat mirror or any flat reflective surface, but I could hardly find complex modeling
explaining the case of imaging a complex biological sample with a complex mix between Rayleigh
or Mie scatterers.

3.2.1 Low temporal coherence

The first quite intuitive, and most popular, example of low-coherence concerns the low temporal
coherence in a Michelson interferometer, which is a simple version of Michelson interferometer
operated in white light, or any spectrally extended light source. The most simple case is to
consider plane waves (only one single spatial frequency) interfering with a given optical path
difference, and to analyze the effect of the spectral bandwidth on the interference pattern.

I Lt E.E*d
= — Erdt 3.2
2T /—T (3.2)
with E the total electric field:
1 Wmin
E(t) = A /wmaz E(w)eliwt)dw (3.3)

For the sake of simplicity, let’s only consider two frequencies only of equal spectral irradiance,
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to show that after sufficiently long temporal average, cross terms naturally disappear. Therefore,
the intensities are summed:
1 At (Ep.e“tt + Ef.e 1) + (Ey.e™2t + Ej.e2t)

I o —
OCAto( 2

C.C. (3.4)

With C.C'., expressing the complex conjugate. The multiplication of two 4 terms quantities will
generate 16 terms of which I only put a concatenated form:

1 1 At ; i(wg—wq)t
T oo [ QIE[(2 4 elrmenireta
o RCTCR )

+ EO.ES<€2iwlt _'_ e*?iwlt _'_ e2iw2t + e*2iw2t + 2(61'(0.)170.}2)15 + ei(UJwal)t>>) (35)

From equation 3.0, we can invoke similar arguments than in appendix [A] taking advantage of
the long response times of optical detectors with respect to the inverse of the optical frequencies
to cancel all the terms in ™'t for any «’. In this case, the consequence is that the final intensity
is only proportional to twice the intensity of the single wavelength intensity, while all the cross
terms have canceled. We can easily generalize to the case where the spectral irradiance is no
longer constant. In this case, we could show that total irradiance is the sum of the two spectral
irradiances. Additionally, we can equally easily generalize this result to the case of multiple
wavelengths. We would be able to show that the total irradiance is simply the integral of the
spectral irradiance I'(z,y,t, \):

)\maz

I(z,y,1) = / ', y, £, \)dA (3.6)
Amin

This result is quite important when considering the temporal low-coherence interferometry because

it states that we can consider each wavelength independently. It shows that the different spectral

intensities do not interfere with each other. When using sources with extended spectral bandwidths

S(w), the total intensity can be written as:

—+00
Itotal(X7Y7t> - / Idetector<X7Y7w7t>'S<w> dw (37)

— 00

This form allows to interpret the white light spectrum as the convolution between a single
wavelength interferogram and the source spectrum. Usually, the final spectrum is mainly controlled
by the source spectrum, but one should also consider the attenuation by the different optical
elements of the experimental setup, and the camera detection range. I(x,yw,t) can be expressed
as the single wavelength interference intensity, similarly to equation 3.8}

<w.5sample(x,y,w,t) )
Clight

Lietector (3,,0,t) = Line + Leon (X,y,w,t).cos (3.8)

From such equations, the effect of spectrally extended sources is quite straight forward, as the
different wavelengths only are in constructive interference altogether when the path difference is
equal to zero. When the optical path difference increases, all wavelengths present different states of
interference, with some wavelength interfering constructively, and others interfering destructively,
so that interferences are blurred, and the averaged intensity becomes simply equal to the sum of
intensities.

If we neglect the spectral dependence of the backscattering coefficient, we can develop the
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integral into:

+o0 W.Osample (X,y,w,t
Itotal(XaYat) - Iinc + Icoh(Xaynt)-/ 005( Z] (h ))
—0o0 ight

dw (3.9)

which we can easily calculate numerically, with the optical parameters of our experiments, as
presented in figure 3.4]

Another way, to illustrate the effect of temporal low-coherence, that is more mathematical,
but enables easier calculation of the final intensity, is to calculate the intensity coming onto the
detector as a function of the time delay introduced between the two arms of the detector:

I(1) =<| Egpject(t +7) + Er 4 (t) |*>¢ (3.10)
For similar arguments regarding the detector integration time, and spatial average, we obtain:

[<7-) — dobject + [ref + 2\/ [Ref-lobject%(< fVRS(T) >) (311)

with yrs(7), the temporal cross-correlation between the reference field and the sample field:

_ < Eopjear(t + 1) E7 4 (1) >

Yrs(T) =
2\/ [Ref-lobject

From these 2 previous equations, and assuming that reference and sample arms reflectivities do

(3.12)

no depend on the wavelength, we can invoke the Wiener Khinchin theorem that demonstrates the
equality between the coherence function and the Fourier transform of the source:

400 .
vrs(T) = / S(w)e dw (3.13)
—c0

With S(w), the source power spectral density. Therefore, the total intensity captured by the
detector can be written as the sum of an incoherent intensity and a coherent intensity multiplied
by the real part of the Fourier transform of the source power spectral density. We can add that
at the end, this not only the source spectrum that matters but the entire system spectrum. It
corresponds to the product between the source spectrum and the spectral transfer functions of all
the optical elements in the light path, including the camera spectral response.

To illustrate it, we can choose the case of a single wavelength source:

S(w) = d(wp) (3.14)
So that the total intensity becomes:

[<T) = Lobject + [ref + 2 \/ [Ref-[objectéR<ew0T> (315)

which corresponds to classical single wavelength interference equation:

[(T) = lobject + [ref + 2 % \/[Ref-[objectCQS(WOT) (316)

Another intuitive example is the case of a flat spectrum source on a region centered around wy
and of Aw spectral bandwidth, which can be written as the convolution between a rectangular
function of extension Aw and a delta Dirac function centered at wy :

S(w) = So(Rect(Aw) * d(wp)) (3.17)

Therefore, the Fourier transform of this convolution becoming the dot product of the Fourier
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transforms of each term, and the Fourier transform of a rectangular function being a sinus cardinal,
we can write the correlation function as:

AwT
2
Finally, the total intensity for a flat spectrum can be written:

Yrs(T) = sinc( ).e™ 0T (3.18)

AwT

I(7) = Lopject + Lres + 2 % \/Lre - Lopjectcos(2mT).sinc( ) (3.19)

Interestingly, the interference term is modulated as a cosinus similarly to a single wavelength
interference, but its amplitude decreases as a sinc function of the phase shift between the two
arms. To estimate a coherence length, i.e. a length scale that describes the attenuation of the
interference signal, we can choose this length to be the full-width at half maximum of this sinc
function, and we can rewrite the above equation as a function of the optical path difference drg,
and of the main wavelengths A\g and A\ :

2m , AN
[<5RS) = Lobject + [ref + 2 % \/[Ref-[object003<)\_-5RS)-San<7T-5RS-m> (320)

0 0

Finally, we can calculate the full-width half maximum of a sinc function to be 2.1.896 ~ 3.79, and
then the coherence length [. to be El:

3.79 A2 — AN? A2 — AN?

~ 1.207.22

Le T AN AN

(3.21)

Similar calculations can be performed for several different source spectra [133], and we especially
2 A2 2 A2
mention the gaussian source that gives a coherence length of [, = Sl;ff) 2o Ai)‘ ~ ().882% Ai)‘ , which

is the general coherence length formula one can find in most of the articles describing low-coherence

systems, even though the system spectrum is rarely gaussian. Here, A\ measures the wavelength

difference at the full-width half maximum of the gaussian spectrum. We can also cite the case of
2 A2

Lorentzian-shaped sources that give coherence length [, ~ 0.441%, about half of the Gaussian

source for a similar spectral extension.

To conclude this subsection about temporal coherence, we have seen that it is possible to loose
the interference signal for large phase shifts between the two interferometer arms by choosing
spectrally extended light sources. The coherence length indicates a length scale after which the
interference signal is lost. This coherence length is mainly proportional to the ratio between the
central wavelength squared and the spectral bandwidth of the source. Nevertheless, one has to
keep in mind that this coherence length is only a length scale, meaning that the interference signal
is lost only after a few times of the coherence length. Additionally, one has also to pay attention
to the values of coherence lengths that could be found in the literature, as the hypothesis of the
Gaussian source is often chosen, without considering neither the actual spectrum shape nor the
absorption caused by the different optical elements of the system. Interestingly, with a same
spectral bandwidth, it should be possible to tune the coherence length by changing the spectrum
shape captured by the camera. In figure [3.4] we illustrate the principle of temporal low-coherence
and give some examples of different light spectra, and the theoretical interference pattern that
should be obtained. In figure[B.4lE and F, we show the light spectrum, and theoretical interference
pattern for the Full-Field OCT system I designed, and that I will describe in chapters @ and Bl

!Note that A\ is generally considered as negligible with respect to Ag so that the coherence length is often
2
written as proportional to %’X
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Principle of temporal low-coherence interferometry. Panels A to C illustrate the principle
of interference localization caused by the incoherent summation of the different wavelengths
interferograms. Panel B presents three different spectral interferograms for respectively one
blue, one green and one red wavelengths. At zero path difference, the interferograms are in
phase, so that the total intensity (Panel A) looks like any spectral interferogram. As the path
difference increases, the spectral interferograms become out-of-phase, up to a point where the
red wavelength shows a maximum of intensity, while the blue wavelength shows a minimum of
intensity so that the total intensity only corresponds to the green wavelength intensity. Panel
C shows the iridescence generated by the white light interference. Close to the zero path
difference, all wavelengths interference in phase, which creates black and white fringes. Further
apart from the zero path difference, only a few wavelengths interfere constructively, leading to
a local dominant color of the fringe pattern. Panels D to G are results of a simulation of
different spectra, and the corresponding interference pattern. Panels D and E compare two
different rectangular spectra of different bandwidths and a gaussian spectrum (Panel D), and
their interference pattern close to the zero path difference. The small insert at the bottom
left corner shows the first long-range rebound exhibiting a nonnegligible interference signal 400
pm away from the zero path difference. Panels F and G show a similar simulation that here
takes into account all the optical elements in the light path (blue line), and not only the source
spectrum (red line, panel F). Panel G shows the corresponding interference pattern in a semi-log
scale that can nicely exhibit the zero path difference pattern and the first rebound.

3.2.2 Low Spatial Coherence

A more inconspicuous form of incoherence, although of large importance for Linnik interferometers

or every configuration where the light beam is not collimated, is known as the longitudinal spatial
coherence [133], which accounts for the interference signal attenuation in presence of defocus in

one arm of the interferometer. Here again, the longitudinal spatial coherence can be understood

in two ways,

one phenomenological, and one using more intense calculation. Let’s first consider a

plane wave entering a Linnik interferometer. The effect of the imaging lens would be to create a
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spherical wave focusing at the focal point, i.e. to create a phase law that transforms a plane wave
into a spherical wave, generating wavevectors ranging from 0 to 6,,,,. The maximal angle 0,,,,
depends on the imaging lens numerical aperture, with NA = ncqium-Sin(0maz ). If a reflective
mirror is placed at the focal plane of the imaging lens, the same spherical wave is sent back to the
lens, which recreates a plane wave at the system output. However, if the mirror is placed outside
the focal plane, the reflected wave is going to be either converging or diverging when coming out
the imaging lens, but will still be a spherical wave. Therefore, let’s consider now the interference
between the signal reflected by an in-focus reference mirror and the signal reflected by an out-of-
focus sample mirror, or structure. As illustrated by figure A, the output signal will be the
interference between a plane wave and a spherical wave, the curvature of which being controlled
by the importance of the defocus and by the imaging lens focal length and NA. Therefore, we can
qualitatively imagine that interferences can only occur where the two wavefronts overlap so that
the interference signal will be attenuated as the sample beam curvature increases, meaning that
the defocus or the imaging lens NA increases.

L L=l

© conjugate of O1

Microscope

objective Tube lens

Plane wave
O ax = asin(NA/n)

/ Ab=2k,5, =4T"nAzcos(e)

Focal Plane
( = Reference Plane)

Spherical
wave

Objective

Rs (w) Object Plane
(= Sample Plane)

Figure 3.5 — Intuitive principle of spatial low-coherence interferometry. Panel A illustrates the phase
shift caused by a defocus of the object with respect to the focal plane, virtually corresponding
to the plane of the reference mirror. It simply corresponds to the phase shift associated with a
double interface of thickness ndz. The phase shift depends on the incidence angle ranging from
0 to O,4e, and can therefore not be compensated for by adjusting the reference arm length.
Panel B illustrates the interference term decrease associated with an axial defocus of an object.
The reference mirror reflects the light in a spherical wave of curvature corresponding to the lens
curvature so that the reference light comes out of the objective as a plane wave (blue dotted
lines). On the contrary, a defocused object backscatters a spherical wave which curvature does
not match the curvature of the lens anymore. Therefore, the sample light is still a spherical wave
at the exit of the objective, trying to focus at the virtual point, placed here after the tube lens.
The curvature of the spherical wave depends on the defocus, and on the objective numerical
aperture. It shows that, due to the difference in curvature of the two-phase planes, the overlap
is not optimal, which decreases the interference term accordingly to the curvature difference.
For the sake of clarity, the light beams stop at the tube lens, even though the two curvatures
that should be compared are the ones after the tube lens, at the focal point at the camera, but
the principle is the same.

The mathematical expression of the effect of lateral spatial coherence can be found in several
studies [I31,133,[134]. To understand this effect, we can realize that the presence of a defocus ¢z
induces a phase shift that depends on the wavevector of the incident beam, as illustrated by figure
B:

A¢ = 2k,.0z (3.22)
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with k., the axial wavector, so that, under the assumption of rotational symmetry around the
optical axis, we can write:

2
k= Jk2+ k2= TW (3.23)
Finally, we can define 6, ranging between 0 and 0,,,, = asin( Nd‘f‘ ), the angle between the
optical axis and the converging beam, so that we can write:
k., = k.cos(6) (3.24)
and
k. = k.sin(0) (3.25)

2
B

total intensity coming onto the detector as the integral of the intensity at a given angle over the

In the case of a monochromatic light, the wavevector £ = =T is unique, and we can write the

angular distribution offered by the imaging lens:

kmaz .
1(52) = Iy + Lampie + 2R [(k )\ Rres (k) Roaunpie (k) €255 ke, (3.26)

k=0

From equation .25l we can change of variable inside the integral to write the interference term
as an integral on the angle 6. Equation .26 therefore becomes:

emaz

1(62) = Les + Laample + 2R 1(9)\/Rref(H)Rsample(G)emézcos(e)k2.cos(9)sin(«9)d9 (3.27)
6=0

To simplify equation [3.27] we can postulate the independence of the Fresnel reflection coefficient
with the incoming angle (which tends to fail at high angles [135]), and the independence of I
with the angle, which corresponds to having a homogeneous illumination of the imaging lens back
focal plane. Therefore, and using the linearity of the real function, equation B.27 reduces to:

gmax
1(02) = Lier + Lsample + 21/Iref-[sample-/0_0 cos(2kdzcos(0)).k*.cos(6)sin(6)dl (3.28)

Here again, we can directly use this integral formula in a numerical model to estimate the shape
of the interference signal. Otherwise, we also recognize equation [3.26], as the expression of the
Van Cittert Zernike theorem, which is equivalent to the Wiener-Kinchine theorem in the spatial
domain [I33] to relate the spatial coherence function to the Fourier transform of the light spatial
distribution function I(k,). Similar to the case of temporal low-coherence, the interference fringes
envelope will attenuate over a typical distance, hereby named spatial coherence length, and with a
shape that depends on the angular distribution of intensity (instead of the spectral distribution).
Similar to the previous section, if we still assume a constant spatial distribution function or an
homogeneous filling of the imaging lens back aperture, we can write the interference term in
equation as a convolution between a rectangular function and a function that depends on 6.
When inverse Fourier transformed, it gives a multiplication between a sinc function and a somehow
cosinusoidal fast modulation. In a similar manner, we can easily imagine that if we fill the aperture
with a Gaussian beam, we should have an interference term corresponding to the multiplication of
a slowly varying Gaussian-shape envelope with a rapidly varying cosinusoidal modulation. Figures
C and D illustrate the result of the theoretical calculation of the fringe pattern in the case
of low spatial coherence, for different imaging lens NA’s and for different illuminations of the back
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focal plane. They show, likewise previous work on spatial coherence [133,[134], that interferences
can be potentially strongly localized using high NA microscope objectives, even when using single
wavelength illumination, with extremely high temporal and spatial coherence, such as laser beams.
Figures A and B show the evolution of the longitudinal spatial coherence length versus the
objective NA in the case of a laser illumination. We can finally add that, in order to perform a
good simulation of our interferometers illuminated via a Kohler illumination, we should account
for the spatial inhomogeneity at the back focal plane of the objective, since it is illuminated by
the image of the LED. However, such a simulation would be a bit more difficult, as it breaks the
rotational symmetry, and would require a reasonable measurement of the light intensity at the
back focal plane in our systems, which we have never performed.

A C Illumination of the objective backfocal plane with 2 homogeneous illumination
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Figure 3.6 — Principle of spatial low-coherence interferometry. Panels A and B illustrate the principle
of interference localization caused by the objectives wide aperture [134]. A Linnik interferometer
is illuminated by a Helium-Neon laser, which is spatially and temporally coherent on very large
coherence lengths (Panel A). Nevertheless, the angular distribution created by the microscope
objectives might be important enough to localize the interference, with a full-width half maxi-
mum of the fringe envelope decrease with the numerical aperture, down to a few microns (Panel
B). Panels C and D show the result of a simulation of a single wavelength interference signal
generated as the two arms go trough microscope objectives of different NAs. The back focal
plane of the objectives can be illuminated homogeneously for either 0.3 NA (blue curve), 0.8
NA (red curve), or with a gaussian illumination of a 0.8 NA objective (green curve). Different
patterns of interference can be observed in panel D. Similarly to the temporal coherence, the ho-
mogeneous illumination creates several rebounds of small fringes, while the Gaussian illumination
does not show similar feature.

A final form of spatial coherence is referred to as lateral spatial coherence, which often originates
from a spatially inhomogeneous light sources, such as metallic filaments or LEDs. However,
to my knowledge, lateral spatial coherence has never been directly used to axially localize the
interferences. It can generate a long range correlation between different transverse points at a
given axial position and can introduce a cross-talk noise in the interferograms. We will mainly
discuss the interest of working with low lateral spatial coherence sources in the next chapter about
Full Field OCT. However, we can mention that in low spatial lateral coherence systems, a lateral
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mismatch obtained by translating one of the interferometer imaging lenses along its back focal
plane can attenuate the measured interference pattern [I33], as the mutual coherence decreases
with the lateral mismatch. To my knowledge, it seems to be only considered as a drawback and
has never been used as a source of fringes localization. However, it might explain an asymmetry
of the fringe envelope, as it is sometimes observed in interferometers.

3.2.3 Combining low spatial and low temporal coherence

To conclude this part on low-coherence, we should add that understanding carefully the interfer-
ence effects in high NA interferometers is even more difficult, as we often combine low temporal
coherence and low spatial coherence. As we will see, all previous equations cannot therefore be
simplified and, to my knowledge, there is no extended analytical solution to account for the cou-
pling of these two coherence effects. What is often performed however, is the calculation of the
smallest NA above which the low longitudinal spatial coherence should be taken into account for
a given temporal coherence length [133], as illustrated in figure B771 A. Otherwise, the interference
fringes pattern can still be calculated numerically, as I have performed it in figure 371 B and C for
our different microscopes. Indeed, the difference starts from equation B.26], where the wavevectors
k, not only depend on angle # but also depend on the wavelength, which can be developed into:

[(5Z> = Lref + [sample

= e / 9”;‘” 109, M)/ Ryes (0 X) Rearmpic (6 A)e%éms@(27”)%03<9)5m(9)d9dx (3.29)

Equation might seem complicated and is analytically hardly calculable, but simply corre-
sponds to a sum, that can be calculated numerically, even though it starts becoming computation-
ally intense. In the case of the microscopes I used during my work, and that I will present in the
next chapter, they mainly display extreme cases, in which the spatial coherence length is either
dominant, with almost no influence of the temporal coherence, or almost negligible. However, in
the case of the LightCT commercial FF-OCT setup operated with a high power red LED (figure
B C), spatial coherence starts to have an influence on the interference pattern. Nevertheless, in
an interferometer operated with a LED, such an interplay will mainly happen for intermediate
NA objectives, from 0.3 to 0.7.

3.3 Optical Coherence Tomography (OCT)

Optical coherence tomography (OCT) is one of the most popular low-coherence interferometers
among the biomedical imaging community and has been revolutionizing ophthalmology since its
modern development in 1991 [20]. OCT is often cited as one the fastest examples of translational
research to medicine with most of modern hospitals using OCT measurements for routine eye
examination less than 25 years after its initial development. OCT is a reflection interferometer
that can label-free and non-invasively measure backscattering coefficients in highly scattering
samples with an extreme sensitivity (over 130 dB for current systems). Throughout the years,
OCT has been declined in several different versions and is still an active field of research. In this
section, I will review the two main families of OCT systems, namely time domain and Fourier
domain OCT. A goldmine of information and references can be found in the book by W. Drexler

and J. G. Fujimoto [21].
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Figure 3.7 — Competition between spatial and temporal low-coherence in high NA interferometers.
Panel A shows the evolution of the minimal NA value for the temporal coherence length not to be
affected by the spatial coherence length [133]. Panel B presents the result of a simulation of the
competition between temporal and spatial coherence with 0.8 NA objectives, and 625nm LED,
similarly to my setup. The temporal coherence length of about 17 pum, the spatial coherence
length is 3 um, and the total coherence length is mainly imposed by the spatial coherence. Panel
C presents the result of a similar simulation, but with microscope objectives of 0.3 NA, in a
configuration close the LightCT commercial system (that will be described in the next chapter).
Here, the spatial coherence length is of about 30 um and is much larger than the temporal
coherence length. However, the spatial coherence impacts the interference signal, reducing the
total coherence length to 16 um instead of the 18 yum of the temporal coherence length.

3.3.1 Principle of time domain Optical Coherence Tomography

Using the same extended metaphor of a pulse propagation timer, as we used for QPI description,
the principle of OCT becomes fairly simple. The following explanation, and the associated figure
BIA, are strongly inspired by J.Mertz’s book [I36]. When a short light pulse in sent onto a
complex scattering medium, a part of the light will be naturally backscattered. Nevertheless, due
to various axial positions of the scatterers, and due to multiple diffusion, the backscattered signal
is temporally broadened. Interestingly, if we initially neglect multiple scattering, first photons
to arrive at the detector are photons that have been backscattered at the surface of the tissue.
And the longer time it takes for the photons to arrive at the photodetector, the deeper they have
propagated inside the sample. Obviously, because light propagates so fast, there is no detector
that could electronically select the arrival time of these photons. On the contrary, if the light pulse
is reflected onto a mirror, its shape and temporal extension are globally conserved, as illustrated
in the reference arm of the Michelson interferometer in figure A. Therefore, when a light pulse
comes onto such an interferometer, it is backscattered and temporally broadened in the sample
arm, and is reflected while maintaining its short temporal extension in the reference arm. The
light coming from both arms are recombined before reaching the detector. Finally, there is only
a short time overlap between the two beams, when the reference arm length is adjusted to match
sample arm length. The reference arm length can further be adjusted so that the reference light
overlaps the sample light coming from a given depth. The longer the reference arm, the deeper the
location of the backscattering event inside the sample it is. Obviously, interferences can only be
detected if the two beams temporally overlap and, using phase-shifting algorithms as described in
chapter [I] the interference term can be extracted over the noninterfering intensity. Only the light
coming from the given depth corresponding to the reference arm optical path can be extracted.

Interestingly, it is not required to send such pulsed light, which would require very expensive
and complicated lasers. Indeed, using low-coherence interferometry, it is equivalent, in terms of
interferences generation, to send a short pulse or a continuous low coherent light. The continuous
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light behaves, in terms of interference once again, like a successive generation of very short light
pulses that can not interfere with each other. For a low-coherence light beam with a coherence
length of 1 pum, it would correspond to the continuous successive emission of light pulses of
temporal extension of 3.107!% s that can not interfere with each other. Figure B presents
a more realistic scheme of a time domain OCT, as it can still be found in commercial systems.
A spectrally extended light source is sent onto a fiber interferometer. The sample arm contains
galvanometric scanning mirrors so that the transverse position inside the sample can be adjusted.
Usually, a low NA objective, or imaging lens, focuses the light on the sample, in a large depth
of field beam, scanning a substantial depth inside the sample. Therefore, the entire depth of
the sample can be reconstructed by only scanning the reference arm length. We can add that
higher NA objectives can be used to increase the transverse resolution but it requires to scan the
sample in depth synchronously to the reference arm length or to use of Bessel beams to obtain
a large depth of field with a short transverse extension [137]. Finally, so far, we have put aside
the contribution of the multiple scattering. Indeed, at large depths, the time information is not
sufficient to discriminate between deep ballistic photons, and surface multiply scattered photons.
However, and particularly at low NA, the multiply scattered photons have mostly changed their
directions, exhibiting wavevectors that are mostly different from the ballistic photons. Therefore,
it becomes possible to spatially filter out most part of the multiply scattered photons, either
directly from the NA limitation of the objective, or by adding a confocal pinhole at the detection.
It should be noted that fiber-based OCT systems, such as the one presented in figure B.8], use the
fiber as the confocal pinhole as single mode fiber inner cores are usually below 10 um of diameter.
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Figure 3.8 — Principle of time domain OCT. Panel A originates from J.Mertz book [136]. It illustrates the
principle of time domain OCT using the metaphor of light pulses sent to the sample. Because
light from the sample arm can be backscattered from multiple depths, the pulse is temporally
broadened. However, the light captured by the detector is the sum of the light coming from the
sample arm with some short pulse light coming from the reference, producing interferences only
when the two beams temporally overlap. The interference can be selective of a given depth inside
the sample by adjusting the length of the reference arm. Panel B has been taken from [138]
and shows a practical implementation of a time domain OCT setup.

3.3.2 Spectral domain and swept-source OCT

OCT can also be performed in the Fourier or spectral domain. We will show that the interference
signal spectrum is linked to the axial profile distribution of scatterers inside the sample arm.
Therefore, from the measurement of the interference spectrum, it is possible to compute an axial
profile of amplitude [I39]. Interestingly, it allows the reconstruction of an axial profile without the
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need of mechanical scanning of the reference arm, as the depth information is embedded in the
interference spectrum. There are two main solutions to measure the spectrum, either by directly
measuring it, using a spectrometer, or any spectral grating coupled to a line detector and using any
white light source, or by using a swept source laser and by consecutively acquiring signal with small
wavelength shifts. Spectral domain OCT (SD-OCT) axial performances are mainly controlled by
two parameters. The first parameter is 6\, the smallest detectable spectral shift, controlled either
by the spectrometer resolution or by the spectral extension of the swept source laser. It is inversely
proportional to the scanning depth. The second parameter is the total extension of the spectrum
A\, which imposes system optical sectioning, or axial resolution, similarly to time domain OCT.
Each spectral interferogram has a very long coherence length controlled by A and can measure
interference signal from a large depth. However, the integration of all wavelengths permits to
localize the origin of the different structures with good accuracy.

To explain SD-OCT, we will write the interference term as a function of A, for a reflector at a
single depth, corresponding to an optical path shift of §(z) with the reference arm:

1) = LegO) + ramgie ) + 2y Tres (N reg (eos(6(2) (3.30)

A phase modulation allows the extraction of the complex interference term only:

CN) =\ Lres V) Lsampie(8(2), \)e X0 (3.31)

By calculating the inverse Fourier transform, we can find back the position of the scatterer:

— 1 Amaz 2T (§(2)—2
[<Z) =FT 1<C<>\)) = B/}\ \/[ref()\)[sample<)\)e > (0()=2) (332)

which, in the case of a single scatterer in §(z), gives a single peak at z = §(z) with an extension
corresponding the source power spectral density.

Of course, a similar calculation can be performed in the case of multiple layers and continuous
samples and can be found in an especially comprehensive form in G.Hausler et. al. [140]. In this
article, they also explain an important feature of Fourier domain OCT that can even reconstruct
an axial and phase profiles without the need for phase modulation of the reference arm. Indeed,
when calculating the inverse Fourier transform of the total intensity (not only the complex inter-
ference term), it creates additional terms as expected, and creates ghost images. The ghost image
corresponding to the conjugate of the complex interfering term is found in the negative optical
path differences, while a DC term, corresponding to the source autocorrelation, can be found at
the depth z=0, as illustrated in figure D. This DC ghost image can be shifted away from the
signal of interest by simply adding an offset of the reference plane to the sample surface.

The interest of using Fourier domain are two fold. First, as previously mentioned, it does not
require any axial mechanical translation of the reference arm, which stabilizes the interferometer
and therefore authorizes to acquire at faster speeds. Additionally, because the information but
also noise is multiplexed on the N pixels of the spectrometer, it increases the SNR of a factor v/ N,
which can be increased by up to 15 dB (10.log(10')) for large line detectors, and up to 30 dB at
important depths [141], as illustrated in figure E and F A. In recent years, swept source OCT

In spectral domain, the power is divided onto the N pixels of the detector but the exposure time is considered
to be N times longer to reach similar A-line acquisition speed between spectral domain and time domain OCT.
Therefore, the captured intensity is similar between both configurations but the noise is equally distributed over
N pixels in spectral domain and not in timed domain OCT.
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has taken advantage over spectrometer-based SD-OCT, mainly in terms of speed. It seems that
swept source OCT offers higher scanning speeds with an A-line rate of up to 6 MHz [142], while
spectrometer-based OCT seems to be limited to around 100 kHz, probably limited by technological
features of line cameras in terms of speed and sensitivity.
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Figure 3.9 — Principle of Fourier domain OCT. Panel A to D originates from W.Drexler et al. review
on OCT [139]. They illustrate the strategy of spectral domain OCT, using white light and
a line spectrometer to measure the spectral interferograms in panel A, and the strategy of
swept source OCT, successively recording the spectral interferogram of a sweeping frequency
light source with a single detector, in panel B. Panel C shows a typical spectrum recorded
by a Fourier domain OCT system, and panel D presents the result of the inverse Fourier
transform enabling to recover the axial amplitude and phase profiles of the sample. To record a
3-D volume, a transverse scanning has finally to be performed. Panel E shows the sensitivity
improvement offered by Fourier domain OCT versus time domain OCT, ranging from 10 dB to
30 dB, depending on the spectral bandwidth and the recorded depth [141]. Panel F illustrates
the sensitivity gain by comparing two retinal OCT scans obtained either with a time domain on
the left-hand side or with a Fourier domain OCT on the right-hand side [143].

3.4 Phase imaging using OCT

Similar to other tissue QPI systems, OCT is sensitive to sub-wavelength phase differences inside
tissues depending on the backscattering strength of the structure of interest, as described in section
B.Il Moreover, as discussed in chapter [[l on the comparison between reflection and transmission-
like configuration, the advantage of the reflection configuration displayed by OCT is that the phase
change is likely to be a pure axial displacement, while a change in the refractive index difference
would affect the backscattering amplitude. Therefore, OCT microscopes allow a sub-wavelength
measurement of axial displacement inside tissues. In this section, I will present different OCT
systems that take advantage of the phase sensitivity to provide a relevant and different contrast
than the usual OCT backscattering contrast. I will first describe a small procedure that I started
using during my PhD project to extract the phase difference information. Then, I will present
two technologies, Doppler OCT and dynamic optical elastography OCT, that use phase difference
information to measure blood flow and tissue mechanical properties respectively.

3.4.1 Recovery of quantitative phase differences

To be more exhaustive on the phase difference calculation, let me add that it can generally
be calculated as long as the phase difference between the two successive phase maps is smaller
than 27, corresponding to an optical path difference of ﬁ for all pixels. Therefore, the phase



106 Chapter 3. Introduction to Optical Coherence Tomography (OCT)

can be locally reconstructed without ambiguity by 1-D phase unwrapping algorithms separately
performed on each of the image pixels. To calculate accurate phase differences map, another
option that we started to use in the lab after the suggestion of Michael Atlan was to calculate
the product between one complex interference signal (without decoupling the amplitude and the
phase), and the complex conjugate of the previously measured complex signal:

P(z,y,t) = (A(z,y,t + At)e?@HH20) (A(z, y, )e?o00) (3.33)

with A the signal amplitude, and ¢, the phase. Under the assumption that the amplitude is
constant over a short period of time, we obtain:

P(z,y,t) =~ |A(z, y, t[?. 20000 (3.34)

From the complex number obtained in equation B.34] we can calculate its modulus, giving access
to the amplitude squared, and its angle, giving access to the phase difference. The main advantage
of this calculation is that, as long as the phase difference is smaller than 27, it directly creates a
correct phase difference map, without the need of phase unwrapping algorithms. It is advantageous
as phase unwrapping, even in 1-D, can fail in presence of noise, and can be computationally intense
for large 2-D maps.

I chose not to illustrate the interest of this algorithm here, as I will discuss it later in chapter
I would like to insist here, though it is not intrinsically different than performing a 1-D temporal
phase unwrapping algorithm along every single pixel, except that it seems to be less sensitive to
noise, and faster to compute.

3.4.2 Doppler and Functional OCT

Thanks to its phase and frequency sensitivity, it is important to note that OCT is also able to
measure flow-induced Doppler shift, similarly to functional ultrasounds [I44]. Local measurement
of blood flows is the main application of Doppler OCT since other biological fluids provide little
backscattering. The optical resolution offered by OCT, and especially high-resolution OCT, are
particularly interesting to reveal the many microcapillaries of the organism without the need to
compromise between spatial resolution and temporal resolution to access these microcapillaries as
in ultrasounds [145]

Doppler OCT principle is based on the frequency shift caused by the Doppler shift of the moving
scatterer, which is equal to:
2n

v, = 2k, Vs .(Zfocus) = QA—\/S(Zfocus)cos(oz) (3.35)
0

with dv,, the frequency shift, k., the axial wavevector, nearly equal to kg = ?\—Z for low NA
OCT systems (even more when a confocal pinhole is used in the detection path), n, the medium
refractive index, Vi, the axial component of the scatterer velocity, and «, the angle between the
OCT beam, and the direction of motion. The measurement of the frequency shift can be performed
by calculating the Fourier transform of the temporal evolution of the interference signal at a given
pixel, either measured with time domain [146,[147] or Fourier domain OCT [148]. The Doppler
shift can also be calculated as a phase shift between two consecutive measurements [149]. At a
given time and a given voxel, the interference signal difference can be expressed, as presented in

equation3.33] to emphasize the phase shift:
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27

P(x,y,2,t) = (A, y, t + A OB (A(z,y, 1)) ~ |A(z,y, 2,1) e (3.36)
The axial component of the blood velocity can be computed as:

Ao

Tncos(a) etan(P(z,9,2,1)) (3.37)

‘/«3<x7y7 z? t) -

! can be measured, depending on

Blood flow velocities ranging from 1 pm.s~! to a few mm.s~
the time scale of the measurements, accounting for the fact that flows that are too fast for the time
resolution create a modulation higher than 27, that can not be unambiguously calculated [I50].
Only the axial component of the flow can be easily computed from phase measurements, but
more complex schemes enable quantitative flow velocity measurementEl. By either measuring the
vessel angles in a 3-D data set, by measuring the Doppler spectrum standard deviation [I51], or
by measuring the temporal extension of the temporal autocorrelation function [I52], as presented
in figure B.I0. The blood flow can also be accurately measured by integrating the flow on the
surface of the vessel [I52]. An external measurement of the blood vessels dimensions with higher
resolution techniques enables the computation of 3-D blood flows ranging from a few nanoliters

per second to several microliters per second, as illustrated in figure B.111
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Figure 3.10 — Principle of Doppler Optical Coherence Tomography. Panel A illustrates the interaction
between OCT beam and a blood flow. The phase shift only depends on the axial component
of the velocity [I50]. Panel B shows a possible calculation of the blood velocity and the
blood flow using Doppler OCT [153]. From an axial versus time data set, a short time Fourier
transform is applied on the time axis at a given depth, which gives the Doppler spectrum, from
which the average frequency i and the standard deviation o. These two parameter values
are used to compute the axial and transverse velocities, while the axial velocity can also be
integrated on the transverse section of the capillary to quantify the blood flow. Panel C shows
another way to extract the transverse velocity by measuring the full-width half maximum of
the temporal autocorrelation function [152].

3Let’s note that I could not find any report of time domain Doppler OCT measurements with high NA objectives.
Nevertheless, it seems that due to the spatial spectral extension, a measurement sensitive to the transverse velocity
is possible. From equation [326] we can write in presence of a flow:

max

k
I =Tres + Lsampie + 2R / I(kzr)\/Rref(k:r)Rsample(kr)e%(kz'”S’”kr'”s’r)kr.dkr (3.38)
ko

=0

and,

Amax

I= Iref + Isample + 2R I(a)\/RTef (a)Rsam;Dle (O‘)emvs.COS(a,ia)dea (339)
a=0

with o/, the angle between the optical axis and the capillary. We notice that it seems to create a phase shift that
depends on the real velocity directly in contrast to low NA measurements.
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Here, the phase sensitivity of OCT enables the quantitative label-free depth-resolved measure-
ment of blood flows, giving access to a first functional contrast of in vivo tissues with OCT, that
could successfully be used to detect several diseases, especially in the eye [I50] or at the cortical
surface [I54]. Recent successful experiments could detect an additional functional contrast from
this blood flow measurement, by assessing the local hemoglobin saturation level with visible light
spectral domain OCT [I55]. Surprisingly, if Doppler OCT can accurately quantify blood flows and
hemoglobin content, it would seem possible to measure an even more interesting functional con-
trast that would take advantage of the BOLD (Blood-oxygen-level dependent) signal to measure a
local neuronal activity, but it has yet never been reported in Doppler OCT to my knowledge. The
BOLD signal corresponds to an increase of the blood flow (as measured in functional ultrasounds
for example [144]), and a decrease in the hemoglobin content (as measured in functional MRI),
linked with the neuronal activity. Nevertheless, the only few applications of functional Doppler
OCT that seem to have been reported in the literature is the accurate following of flow changes
associated with heart beat [I53]. It might finally help to answer one of the key challenges in
the understanding of the BOLD signal, which is to understand the link between the local single
cell, or a single patch of cells activity and the associated change in the blood flow at the local
scale. Thanks to its optical resolution, to its depth-resolved measurements, and to its high speed,
Doppler OCT seems to be the perfect candidate to investigate such a local BOLD activity.
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Figure 3.11 — Applications of Doppler Optical Coherence Tomography. Panel A shows a mosaic Doppler
OCT angiogram of a human eye, acquired with a commercially available OCT device (Avanti,
Optovue, Inc) [156]. Panels B to D present a 3-D quantitative reconstruction of blood flows
in a mouse cortex [I57] (panel D), calculated from a structural angiogram obtained with two-
photon microscopy and the injection of FITC in the blood circulation (panel B) to accurately
measure the blood vessels diameter, and from a Doppler-OCT map (panel C) to measure the
blood mean velocity.

3.4.3 Optical elastography with OCT

Another important application of phase-sensitive OCT is undoubtedly optical coherence elas-
tography that aims to measure mechanical parameters of a sample in 3-D with optical resolu-
tion. Quantitative phase measurements are important in this case since they allow to follow
sub-micrometric mechanical deformations of a biological sample. The smaller the deformation,
the less perturbative is the measurement, but more importantly it is important to stay within
the elastic regime of deformations, within which the induced deformation is directly proportional
to the mechanical strain applied to the sample. More details about the measurement of a me-
chanical contrast using optics can be found in appendix Nevertheless, as mentioned in this
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manuscript introduction, the mechanical characterization of biological samples is not only com-
plicated, but also of major interest for both the theoretical understanding of tissue development
and for the mechanically-mediated biological activity. It can also be of interest as a diagnostics
tool as discussed in appendix [Cl Optical elastography has the potential to bring these mechanical
measurements at cellular level inside tissues, which might bring an entirely new perspective in the
biomechanics field. In short, there are two main strategies to measure mechanical parameters in-
side a tissue, either in a quasi-static approach or in a dynamic time-resolved approach. The static
approach can consist of applying a small deformation of the entire tissue and of measuring the
3-D phase variation map corresponding to the local deformation map to a given stress. Using the
phase displacement map permits the detection of small deformations and to stay within the elastic
regime. The stiffer the tissue, or some part of it, the less contracted it will be, and quantitative
stiffness maps can be measured. Nevertheless, this approach can only work with fixed samples
exhibiting no external phase fluctuation within a time frame of several seconds but it cannot
account for dynamic mechanical changes. Moreover, it often fails at measuring a 3-D stiffness
map with a good axial resolution, since a hard inclusion is likely to influence the deformability
of the tissue above it. Otherwise, a second approach, presented in figure .12 consists in the
dynamic measurement of externally induced shear waves inside the tissue. Phase measurements
using OCT can easily detect transverse shear waves that propagate an axial mechanical deforma-
tion in the transverse plane. The shear wave can either be generated with an air puff, a vibrating
mechanical-contacting probe [54] or by ultrasounds [I58]. As discussed in appendix [ the local
shear wave velocity being proportional to the local sample stiffness, OCT can access 3-D stiffness
maps by measuring the local shear wave velocity. Nevertheless, these measurements can often be
complicated in optics, as the shear waves propagate at speeds between 0.1 m.s™! and 100 m.s™!.
It means that for small optical field of views (of a few millimeters at best), the acquisition speed
has to be around 100 kHz to be able to follow their propagation. Scanning OCT, and especially
Fourier-domain OCT for its superior speed, can interestingly follow the shear wave propagation
with a good accuracy by synchronizing the shear wave emission with the camera detection, and
can send multiple shear waves at progressively increasing time delays (similarly to a stroboscopic
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Figure 3.12 — Principle of Shear wave Optical Coherence Elastography. Panel A shows the setup
scheme (a simple SD-OCT with an ultrasound generator), as used in M.O’Donnell lab [158].
Panel B illustrates the propagation of mechanical waves in the sample versus time, while panel
C shows the evolution of the axial displacement in a single pixel versus time, as well as its
quite broadband frequency content [54]. Panels D and E present the contrast enhancement
of optical elastography(panel E) versus OCT (panel D) in an agarose phantom with a hard
inclusion inside, which results in the local acceleration of the shear wave [159]).
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A brain on fire. This image shows myelin fibers in a rat cortex as imaged with high-resolution full-field
optical coherence tomography.
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In this chapter, I will rapidly detail the principle of Full-Field OCT (FF-OCT). At this point,
we have already introduced all main concepts in previous chapters. FF-OCT relies on the same
Linnik interferometer presented in chapter 2l operated in low coherence conditions, mostly using
spatially and temporally incoherent illumination. In this chapter, I will explain how to reconstruct
an FF-OCT image, and present the different systems I used during my thesis. I will discuss
Ff-OCT specific features and compare it with other standard techniques. I will notably show
that FF-OCT can produce label-free and artifact-free images that resemble standard histology
images, hence being a promising tool for medical diagnosis, especially when coupled with other
modalities. In this chapter, I will mainly put aside the idea of phase imaging. As a matter of
fact, the FF-OCT basic principle aims to detect the sample backscattering amplitude and reveal
its 3-D microstructure organization. And even if FF-OCT is based on interferometry, the phase
information has been rarely used so far as phase fluctuations are often averaged out to enhance
the contrast of the amplitude maps. Nevertheless, we will have to wait until the following chapter,
in which I will show that the phase information can be used in several ways to extract additional
sub-wavelength axial information on the sample. I will show that phase sensitivity in tissues
offered by FF-OCT is particularly important as it can provide mechanical and metabolic contrast
at a given depth inside tissues.

4.1 Full-Field Optical Coherence Tomography

4.1.1 Basic layout and interest

Full-Field OCT is a modified version of OCT, in which en face images are directly obtained in
contrast to scanning OCT that acquires single pixels, or single lines (A-lines). Images are obtained
by a simple optical conjugation of the microscope objective focal plane with a 2-D detector, often a
CMOS camera in our case. The optical sectioning ability comes from the low coherence interference
with a reference arm of similar length. In practice, FF-OCT systems I have used are based on the
Linnik interferometer presented in chapter 2] however operated in a low coherence configuration, as
described in the previous chapter. Optical sectioning can be either controlled by the low temporal
coherence, or by the low spatial coherence, depending on the system characteristics. From an OCT
specialist point of view, FF-OCT can be understood as a time domain OCT system which uses an
incoherent broadband illumination and a camera, instead of a scanning laser and a single detector.
Further comparison between a full-field approach and a scanning approach will be performed in
the next section.

I would like now to highlight FF-OCT benefits in a different approach that is possibly clearer for
non-specialists of OCT, explained through figures L1 to [£4l Let us first ignore the reference arm
of FF-OCT microscope, therefore obtaining a simple widefield reflectance microscope, which is the
most basic microscope one can find, simply recording images of the sample with a camera, and
illumination coming from above. This configuration might even be more natural for imaging thick
non-transparent samples compared to more commonly used transmission widefield microscopes.
Furthemore, this configuration would be somehow equivalent to have a side illumination from
external fiber sources, as could be found in some commercial microscopes. Figure [A1] shows the
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system layout, as well as a typical image that can be recorded with such microscope. Here, I have
imaged a few millimeters thick brain coronal slice close to the surface, in a white matter region.
[ have successively imaged the same sample with the reference arm first being blocked out(figure
A1), and then with the reference arm but without phase modulation (figure 2)). Finally, I have
imaged the sample with 2 phases (figure [£3]) and 4 phases modulation (figure [£4]). As a reminder,
these procedures have been described in chapter 2 on quantitative phase imaging. I had chosen
to image a white matter region of the brain since such regions are rich in highly myelinated fibers
(due to the high refractive index of their myelin sheath, mainly composed of fat and proteins).
Moreover, elongated structures such as myelin, tend to enhance backscattering in comparison to
spherical scatterers (see appendix[Al), so the backscattered signal from white matter regions of the
brain is usually quite important, and should be easily detectable with a reflectance microscope.
However, even in such favorable conditions, we can see two limits of our widefield microscope,
that will further be overcome by FF-OCT. The first limit is the relatively low backscattering
that requires to increase the exposure time or increase the illumination intensity to work close
to camera saturation (figure 1] B versus 1] C). Similarly to QPI measurements, working with
as many photons as possible will increase the signal-to-noise ratio. The second limit of widefield
microscopes is their absence of optical sectioning, which creates an important backscattering halo
from out-of-focus structures and importantly reduces the signal-to-noise ratio. In practice, this
halo can be partly eliminated by taking advantage of the fact that only in focus structures can
exhibit high spatial frequencies. Therefore, a high-pass filter in the Fourier space can increase the
SNR, as presented in figure LTID. In practice, it is also possible to increase the objective NA, or
to use a confocal pinhole that will physically reject most of the out-of-focus light, to increase the
SNR.
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Figure 4.1 — Widefield reflectance microscope of a thick brain sample. A. Standard widefield reflectance
microscope layout. It is composed of a simple light source, an imaging telecscope (combination
of one microscope objective and one tube lens), and a camera. B and C. Widefield images
of a brain coronal section acquired with 4 mW power, and exposure times of 10 ms and 35
ms respectively. Since the sample is highly scattering, a strong echo can be recorded on the
camera, but echoes from different planes produce a strong background and prevent from imaging
any structure. D. Panel C with a high-pass filter in the Fourier space to remove a part of the
background and recover some of the sample structures.

In this case, FF-OCT provides another way to extract the signal coming from a given depth,
as it is able to detect the localized interference between the backscattered light from the sample
and a reference beam, simply reflected on a mirror placed in a second arm. Similarly to typical
OCT’s, the length of the reference arm should control the corresponding depth inside the sample.
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However, in reality, because of spatial coherence, interferences can only be highly contrasted for
in-focus beams. For relatively high NA objectives exhibiting a sharp depth of focus, the corre-
sponding depth inside the sample is adjusted by translating the sample and eventually correcting
for refractive index mismatch with the length of the reference arm.

In the configuration presented in figure A, the sample and the reference beams are both
transmitted once and reflected once by the central beamsplitter, so that the optical path difference
does not depend on the beamsplitter characteristics. It also means that both sample and reference
beam intensities only depend on the entrance intensity and on the respective reflectivities of each
arm. Obviously, because the reference beam is reflected by a mirror, its intensity often dominates
the total intensity captured by the detector. As a reminder, the measured intensity is:

I(ZL‘, y) - ref(xa y) + ]sample(xa y) + 2\/Iref(xa y)'Isample(xv y).COS(A(}S(I‘, y)) (41)

with I(z,y) =~ L.f(z,y), as illustrated in figure B and C. We can make a further comment
that the reference mirror reflectivity is chosen as a compromise between the ability to fill the
camera close to saturation with reasonable power and exposure time, and the contrast optimiza-
tion. Similar to QPI, the optimal contrast in FF-OCT is obtained when the camera is close to
saturation and when the structure reflectivity is equal to the reference mirror reflectivity. How-
ever, because biological structures reflectivities are usually quite low, it wouldn’t be enough to fill
the pixel wells. Interferometry is interesting in that sense, as the interference term depends on

\/ Lier(2,y) Lsampie(x, y) so the signal from the sample is enhanced by the reference one and then
becomes detectable.

In practice, in most of our systems, we have chosen to use flat silicon mirrors that provide a 23%
reflection coefficient at the interface with water.

Identical Microscope I Mirror (reference)
Objectives
PZT
Oscillation (f) < 1pm

SAMPLE

Figure 4.2 — Raw images of a thick brain sample acquired with an FF-OCT microscope. A.FF-OCT
microscope layout. Compared with widefield reflectance microscope of figure [£1] a reference
arm has been mounted, in which light reflects on a silicon mirror. The respective length of the
reference and sample arms have to be almost identical, with a difference below a few microns.
B.Direct FF-OCT of the same brain coronal section, acquired with the same 4 mW power, and
exposure time of 10ms. C. High-pass filtered image of panel B, like panel [LID. Here, the
dominant signal comes from the reference arm, which is somehow homogeneous, and powerful
enough to approach camera saturation.

As easily observable in figure [L.2] the direct image captured by the camera is not really interest-
ing per se, as it mainly corresponds to the image of the reference mirror. The interfering signal is
however hidden inside this signal and simply needs to be extracted. A first approach is to perform
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2 phases modulation to get:

I(w,9) = 1@, y) = 4y Lreg (2, 9) Luampie (@, y)-cos(Ad(, 9) (4.2)

which extracts only the interference term. However, in this case, a remaining coupling between
the relevant amplitude signal \/Isumpre(, y) and an additional phase term tends to decrease the
SNR by adding an apparently random fluctuation on the structures of interest, as it can be

observed in figure £3(C.

Figure 4.3 — 2 Phases FF-OCT image of a thick brain sample. A.2 Phases procedure. 2 successive images
are acquired, while moving the piezo of about 2, corresponding to a phase shift of 7. The two
images are then subtracted to extract only the interference term.B and C. Corresponding raw
image and two phases difference image of the same brain coronal section, acquired with 4mW
power, and exposure time of 10 ms. In panel C, a few structures clearly appear, but the signal-
to-noise ratio is lowered by speckle, i.e. the random phase distribution, as the backscattered
amplitude is still coupled to the cosinus of the phase in the difference image.

Finally, in order to decouple the amplitude and the phase maps, at least one more image is
required, and procedures like 3 phases, 4 phases up to N phases, as described in chapter 2], are
applied to extract two independent amplitude and phase images. The more images are used for
these procedures, the more accurate and resistant to the noise is the separation process. However,
in the case of fresh tissues, amplitude and phase fluctuations can be relatively important over a
few frames so that using as few frames as possible often produces a better outcome as it reduces
motion and dynamic artifacts.Indeed, 4 phases modulation appears as a reasonable compromise in
most of our experiments. In chapter Pl we have shown that 4 phases modulation allows to extract
an amplitude and a phase map:

————  Jalw,y) = L(z,y)? + (L(z,y) - Is(2,))?

Isample(xvy) - 4m (43)
(14(1‘7 y) - IQ(xv y))
(h(.y) — Ilw.y) Y

Figure [4.4] presents the corresponding amplitude of phase images and demonstrates a much
higher SNR on the amplitude image than what was obtained previously. The 4 phases amplitude

Ag(x,y) = atan(

image clearly reveals many of the sample structures at the given focal depth. Interestingly, the
phase map shows its apparently random distribution, which explains the low SNR obtained in 2
phases modulation of figure
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Figure 4.4 — 4 Phases amplitude and phase maps acquired with FF-OCT in a thick brain sample. The
4 phases procedure consists in acquiring 4 successive images with incremental reference piezo
position shift of 5. A and B. Backscattering amplitude maps of the same brain coronal section,
acquired with 4 mW power, and exposure time of 10 ms. Panel A corresponds to the amplitude
map computed from a single 4 phases iteration. Panel B has been computed from the average
over 100 accumulations, and its signal-to-noise ratio should be 10 times higher than panel A.
C. Corresponding phase image. A speckle map can be retrieved similarly to figure [£1] C.

As an interim conclusion, we have demonstrated here the FF-OCT ability to reveal sample
microstructures at a given depth, but an important advantage of OCT and FF-OCT lies in its to-
mographic performances, i.e. its ability to compute 3-D maps of the microstructural organization
of the sample. The tomographic capability of FF-OCT is illustrated through figures and [4.6
Figure shows several planes acquired at successive depths in a neural ganglion of an Aplysia
punctata exhibiting numerous large axons (at least 20 pum each).

Additionally, 3-D stacks can be visualized in cross sections, similarly to scanning OCT standard
images. In figure [4.6] we demonstrate FF-OCT ability to image a 5 days post fertilization (dpf)
zebrafish larva embedded in agar on the side, so that we imaged initial sagittal 2-D views of the
larva, as shown in figure A. Figure B shows a reslice of the 3-D stack in the XZ plane
associated with a maximum projection algorithm along the third dimension. It reveals the larva
microstructure in a new coronal view.

4.1.2 Layouts of our different systems

During my thesis, I have mainly developed one FF-OCT system, which I have later used for most
of my experiments. However, I have had the opportunity to use two other FF-OCT microscopes
that are all based on the same principle but exhibit different technical characteristics that are
described briefly in this subsection.

LightCT Scanner

The LightCT scanner has been developed by LLTech, a start-up co-created by Claude Boccara
to develop and commercialize FF-OCT systems, between 2009 and 2011 and has mainly kept its
compact design since then. The system design is shown in figure [A.7] as well as typical images
acquired by the system. This system presents all the advantages of a good commercial system,
meaning that it can provide consistent and reproducible images of a given sample, is relatively easy
to use, and has long range 3-D translations. Interestingly, the LightCT scanner has been installed
in various hospitals, and benefit from a large atlas [I61] and from clinician feedbacks. However,
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Figure 4.5 — 3-D FF-OCT imaging of an Aplysia ganglion. A to H. Successive transverse views of the
ganglion with a 5 um axial displacement between each frame. It clearly shows a change in the
direction of the neurons between the different frames, illustrating FF-OCT ability to provide
optical sectioning.

Figure 4.6 — bdpf Zebrafish larva imaged in 3-D with FF-OCT. A. Initial 300 sagittal views of the larva
are acquired from one of its sides to the other.B. These frames are combined to form a 3-D
view of the entire animal. To demonstrate this on a 2-D format, we simply display another view
of the larva, in the coronal plane.

its design is fixed, its software is only optimized for a small number of imaging conditions, and
is not very robust to external mechanical noise, especially since the sample stays on a motorized
platform that is mechanically decoupled from the rest of the setup. The sample is sandwiched
between a thick silica coverslip and the bottom of the sample holder, which is not really sample-
friendly, but presents the advantage of flattening the sample. This is quite important in order to
image beautiful 2-D transverse views of the sample, and also reduces optical aberrations. Finally,
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the LightCt scanner uses 10X, 0.3 NA objectives and a thermal source that gives an isotropic 3-D
resolution of 1um. Coupled to the long range motorized translations, it can acquire large field
of views (1.2x1.2mm? single shot, and can be further extended by translating the sample and
stitching the different frames). However, due to the relatively limited transverse resolution, and
then backscattering collection, some intracellular features can be invisible with this setup.

!A

Figure 4.7 — LightCT Scanner. A. System compact design. B. Amplitude image of a pancreas. It can reveal
morphological features in both the exocrine pancreas and the endocrine pancreas (inclusion of
cells in the middle, corresponding to an islet of Langerhans). Note that the cells are particularly
well contrasted in the islets thanks to the presence of numerous Zinc-Insulin nanoparticles (of
200 to 400 nm diameter) inside [cells [162].C. Amplitude image of a rat cortex coronal slice
from the surface, and almost down to the bottom of the cortex. FF-OCT clearly reveals many
myelinated fibers and their orientations in the cortex.

Fast Full-Field OCT

[ have mainly used the fast FF-OCT system at the beginning of my thesis, before starting to
develop my own system. This system was initially developed by Jean-Marie Chassot, an engineer
from the Institut Langevin, a few years before I started my thesis. However, I had to remount
the system from scratch a few times during my PhD, as it was not really stable over time, and
was getting misaligned easily. The idea behind the setup is genuinely a brute force experiment:
Because the FF-OCT frame rate is only limited by the camera framerate, it was proposed to buy
the fastest camera that could be found at that time (Phantom V12.1). Interestingly, the camera
could go at more than 30,000 frames per second on reduced fields of 512x512 pixels. The camera
was going so fast, that the piezo modulation could not be performed in steps as usual, and a
sinusoidal modulation had to be implemented to recover the amplitude image. This procedure is
described in chapter 21 However, if the camera was able to image fast, its FWC was only of a few
dozens of photoelectrons, meaning that the sensitivity of this system was only of about 50-60 dB
and as a result, this system was able to only acquire poorly-contrasted images in depth for most
samples. Nevertheless, I have mainly used this system on cell cultures, for which the SNR was
less an issue. Figure shows the system design and two images that were acquired with this
system.



4.1. Full-Field Optical Coherence Tomography 121

. | =
57,

il

'
<

Figure 4.8 — Fast FF-OCT system. A. System design. The originality of this system lies in its camera,
that can run at up to 30,000 frames per second for reduced fields. However, due to the camera
low FWC, this setup was mainly useful for cell culture measurements, as illustrated in panel
B.Panel C. FF-OCT Amplitude image in a rat brain coronal section that illustrates the low SNR
provided by this system, especially compared with figures [£.7]1 C and C.

My final home made design

I can now rapidly introduce the system I have designed during my work at the Institut Langevin.
Because I have spent quite some time building it, unmounting it, and rebuilding it from scratch
several times, I apologize in advance if I appear not quite objective at describing it! The final
version of my system design results from many compromises (as it is probably for any microscope)
that I will mainly explain in the next chapter. This system combines an FF-OCT path with
a fluorescence path, and most of the choices I made were attempts to optimize both parts at
the same time. On top of this parallel fluorescence path addition, its most significant difference
relevant for this chapter lies with its high NA microscope objectives. I first mounted 30X, 1.05
NA oil objectives. For the (useless) record, this configuration provided the highest transverse
resolution ever achieved in an OCT system to our knowledge. However, these oil objectives
exhibit low working distance of 0.65 mm and require an additional glass coverslip of about 150 pum
between the sample and the objective. To limit aberrations with such high NA objectives, it was
moreover required to pass through oil for most of the path, and in practice, the sample had to be
squeezed against the glass coverslip to reduce propagation in water. Nevertheless, even with such
precautions, it was difficult to obtain an FF-OCT signal after 50 um inside the sample, not to
mention that these objectives were quite complicated to operate with. Therefore, we have decided
to change these objectives for 40X, 0.8 NA objectives that work in water without coverslip. These
objectives were an attempt to better preserve the sample without mechanically compressing it.
However, I have soon realized that thin samples were rapidly floating in the medium without
coverslip and that, surface heterogeneities were often drastically reducing the signal in depth
or only allowed to see tilted views of the sample. As a consequence, I have often used thin
transparent porous membranes (MILLICELL-CM, 0.4 gum) between the objective and the sample,
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with a small weight on it to flatten and immobilize the sample. In the current system layout, the
sample holder is mechanically coupled to the rest of the system, which reduces its sensitivity to
external mechanical noise. Unfortunately, I couldn’t find any 3 axis motorized translations that
would fit in such design. Charles Edouard Leroux, a post doc in the lab, helped me to design my
final translation stage, motorized in the Z axis and manual (with a 2 millimeters length course)
along the X and Y axis. Finally, because I needed to interface and synchronize acquisitions from
two cameras, I had to write my own acquisition software, a Matlab Graphical user interface of
more than 15,000 lines of code, which I will not describe in this manuscript.

Camera
Reference B8
arm
Beam

splitter

| Sample
arm

Figure 4.9 — Synchronous multimodal FF-OCT and fluorescence setup.A. System design. The corre-
sponding setup scheme will be revealed in the next chapter. B. Amplitude Image of a kidney
biopsy microstructure with 30X, 1.05 NA objectives, published in [163]. C. Amplitude image of
a rat cortex coronal slice comparable to figures [£7] C and C. We can notably see how hard
it is to find our position in the cortex. However, the higher NA allows the collection of more
photons and enables to reveal many more myelinated fibers.

4.2 Reasons for using a spatially incoherent illumination

One advantage FF-OCT is its ability to work with light sources as simple (and cheap) as halogen
lamps or LEDs. Despite their apparent simplicity, theses sources present a few other substantial
features that enhance capabilities of FF-OCT. These sources are particular as they are highly
incoherent both spatially and temporally. If thermal illumination (halogen lamps) was first used
as a simple way to provide a white illumination that provides low temporal coherence, it was shown
in 2004 that spatial incoherence was also important to suppress crosstalks, a coupling between
adjacent pixels arising from multidiffusion, in the FF-OCT images [164]. Additionally, during my
thesis, Peng Xiao from our team realized that these sources present yet another interest, as the
widefield spatially incoherent illumination authorizes to perform FF-OCT amplitude images that
are ultimately limited by the sharpest PSF between the two arms [165]. Advantageously, since
the reference arm PSF is likely to have only a few aberrations, the final system PSF is almost
insensitive to aberrations, at least low order aberrations, caused by the sample. Due to the tight
mutual coherence in low spatial coherence system, the sides of the sample arm aberrated PSF do
not interfere with the reference arm sharp PSF. Therefore, the interference term is only important
on a size controlled by the sharpest PSF. Nevertheless, because some energy is spread to the
sides of the sample arm aberrated PSF, the effect of aberrations is to decrease the interference
contrast without affecting the transverse resolution. It makes FF-OCT (even more) worthwhile,
as its high transverse resolution is preserved even at important depths inside a scattering sample,



4.3. Full-Field OCT versus scanning OCT 123

even though it reduces the penetration depth due to aberrations. Figure LI0 presents a few
experimental pieces of evidence of this effect. Even in presence of important defocus (up to ten
times the depth of field!), and even in the case where the transverse resolution of the direct image
is significantly reduced, the amplitude image displays a much sharper and constant PSF, hence
transverse resolution.
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Figure 4.10 — Experimental validation of FF-OCT insensitivity to low order aberrations.A to D. FF-
OCT amplitude image obtained on a sub-wavelength gold nanoparticle with a low NA objective
(0.2 NA) in presence of additional incremental defocus of 0, 10, 20 and 30 um, exhibiting
similar PSF extension. E. Measured PSF with normalized maxima for the previous defocus.
Even though side lobes can be observed for large defocus, the full-width at half maximum
is almost constant for all measurements. The amplitude of the maxima is decreasing with
increasing defocus, which is not displayed here for clarity. This figure has been taken and
modified from [165] F and G. Corresponding direct and FF-OCT amplitude image of a USAF
target, acquired with 40X, 0.8 NA objectives under a large defocus of 20um, corresponding to
about 6 times the depth of focus. Panel F shows the degradation of the sample arm PSF,
as the smallest targets cannot be resolved anymore, while Panel G shows the PSF restoration
due to spatially incoherent interference with an in-focus reference arm.

4.3 Full-Field OCT versus scanning OCT

The main difference between classical OCT and FF-OCT systems lies in the absence of trans-
verse scanning. In OCT, or in optical coherence microscopy (OCM), an axial line (A-line) is
captured with a single point [20,21,166] or with a line detection [I67,168] and further scanned
in the transverse plane, to successively obtain 2-D planes (B-scan) and 3-D tomograms (C-scan).
On the contrary, the full-field configuration captures a 2-D image at a single depth with a 2-D
camera, and an axial scan enables the recording of a 3-D tomogram. In both configurations, the
optical section is mostly controlled by the temporal coherence length, given by the inverse of the
spectral bandwidth. Scanning in one dimension compared to two dimensions has several major
consequences:

e Because it looks at a single depth at a time, FF-OCT can be performed with a small
depth of field, and therefore with high numerical aperture (NA) objectives. This allows high
transverse resolution to be obtained, below 1 pm for visible light. Other elegant OCT systems
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have greatly increased their transverse resolution [21,[T69-172], however, these techniques
remain more complex and often have to sacrifice their temporal resolution.

e Moreover, scanning in two directions imposes a trade-off between exposure time and the
field of view. In scanning OCT, each pixel is only illuminated for a few microseconds, while
in FF-OCT, the entire field of view is usually evenly illuminated during a few milliseconds.
It can make a difference in the light dose delivered to the sample, and the most rapid speckle
fluctuations are often averaged out [173].

e The time required to get information from the sample is much longer in FF-OCT since it is
limited by the camera frame rate, which is complicated to decrease below 1 ms, while some
scanning OCT systems can now acquire lines at more than 100,000 lines per second [174].
The consequence is that FF-OCT is much more sensitive to sample motion, and is difficult
to perform in vivo, other than on anesthetized animal or by pressing the sample against an
imaging window [175].

e An important feature of scanning OCT is the spatial localization in both emission and
detection on a single pixel. It allows the addition of a confocal pinhole in front of the
photodetector, similarly to pinholes that can be found on confocal microscopes or spinning
disks. It allows the rejection of most of out-of-focus and multiply scattered light. Even if
this light is filtered out in the final FF-OCT amplitude image thanks to the low coherence,
it might create an incoherent signal that can lower the effective FWC of FF-OCT detection
and lower the FF-OCT SNR compared to scanning OCT SNR.

e A last important difference when looking at en face images either performed in scanning
OCT or FF-OCT is that all pixels have been acquired at different times in OCT, while
they are acquired at the same time in FF-OCT (if the camera is operated in global shutter
mode), which can introduce some artifacts when looking at moving objects. On the other
hand, all axial pixels are acquired simultaneously in OCT, while they are largely separated
in time for FF-OCT. An important consequence is that the optical phase can be directly
retrieved in OCT by subtracting two adjacent axial pixels [159] while FF-OCT requires
multiple phase-shifted measurements to retrieve the optical phase.

4.4 FF-OCT performance

In this section, I will describe how to estimate most of the parameters to assess our systems
performance, and attempt to give a few orders of magnitude for the previously described systems:

e Transverse resolution: The transverse resolution is directly controlled by the microscope
objective numerical aperture (NA), giving the usual diffraction-limited resolution criterion:
Axy = 0.61%. Note that transverse resolution depends on g, the detected light central
frequency, which partly explains the higher transverse resolution of our systems working
mainly with visible light, compared with high NA scanning OCT systems rather operated
in the near infrared. The other explanation comes from the under-filling of the objective
back aperture, often required to enable efficient transverse scanning. We are usually working
with a transverse resolution of 1.05um with the 0.3 NA systems, and of 0.5 pum with the
0.8 NA system. In summary, we usually assert that the amplitude and phase map obtained
with FF-OCT exhibit similar transverse resolutions than the direct image, since they are
obtained from a set of direct images.
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e Axial resolution: Axial resolution of FF-OCT is a priori given by the microscope depth of

focus, controlled by the detection optical parameters, with the usual criterium: Ay = % +
l ire
Therefore, the ratio %" represents the pixel size in the object plane. However, what is

where [, is the physical camera pixel size and M is the system magnification.

often called axial resolution in OCT is the axial sectioning ability, controlled by the system
coherence length. As described previously in chapter B the sectioning ability can be defined
as the smaller length between the temporal coherence length that depends on the system
spectral bandwidth, and the lateral spatial coherence length, somehow controlled by the
depth of focus. In practice, there are two main cases: The first one gathers most of OCT
systems using low NA objectives, including the standard FF-OCT with 0.3 NA objectives.
In this case, the sectioning ability takes over the depth of focus, and the axial resolution
is given by the temporal coherence length, around 1 pym with a white thermal light, and
up to 7.75um with high-intensity LEDs. It means that the signal coming from the tail
of the axial PSF does not interfere anymore with the reference signal. The second case
appears for higher NA objectives, in which the depth of focus and the optical section are
somehow equal [105,[133]. Figure [£11] illustrates again this competition between temporal
and coherence lengths for the sectioning ability in the case of our high NA FF-OCT systems.
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Figure 4.11 — Experimental competition between temporal and spatial coherence lengths. All curves
are obtained by looking at interference fringes produced by placing similar silicon wafers in both
arms of our high NA FF-OCT microscope [105]. The black and red dotted curves represent the
intensity modulation and the fringe envelope respectively, obtained by changing the focus of
the sample arm to probe the spatial coherence of the system. The dashed blue line represents
the fringe envelope obtained by translating only the optical path difference, by changing the
reference arm length. This probes the temporal coherence length that is only controlled by
spectral characteristics of the source. The full width at half maximum of the envelopes,
corresponding to the spatial and temporal optical sections, were measured to be 4.0 and 7.75

©m

e Field of view: It is intrinsically controlled by the number of pixels of the camera, by the
system magnification and the field of view over which the objective is corrected. It can start
from 300x300 pm? for the high NA system, to 1.4x1.4 mm? for the commercial system and
even up to 3 cm?*for large field systems [69]. In practice, a tilted sample or a misaligned
setup affects the field over which the interference signal is detectable and lowers the effective
field of view. The sample tilt or flatness is usually controlled by pushing the sample against
a glass window, or a transparent porous membrane I have described earlier
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e Imaging speed: It is also mainly controlled by the camera frame rate. We can make a

further comment that the frame rate of most cameras can be increased by reducing the
field of view accordingly. However, one should note that for CMOS cameras, the frame rate
increase with field reduction does not scale with the number of pixels squared, as it could be
expected. Since CMOS reading process is done line by line (and often from dual opposite
lines), the frame rate only depends on the number of lines of the image. Therefore, the
camera frame rate will be similar for the same camera with reduced fields of respectively
128X1024 pixels and 128X128 pixels. Nevertheless, reducing the number of columns might
reduce transfer and processing times. To acquire an FF-OCT amplitude image, 4 images
are actually required, so that the FF-OCT frame rate should be considered 4 times lower
than the camera frame rate. However, when looking at dynamic events, the limiting factor
is ultimately the camera frame rate, as sliding windows and dynamic processing can be
applied [I76] as presented in chapter 2l The camera we are using in most of our systems can
image 1 MPixels at up to 700 frames per second. The fast FF-OCT system described above
is able to image at up to 30 kHz for 0.1 MPixels images.

Imaging depth: The imaging depth is mainly controlled by three parameters. The
first one is the extinction of the ballistic signal, which is the useful signal in FF-OCT,
coming from absorption and scattering of the sample. It typically decays exponentially
with the inverse of the extinction length (sum of the inverse of the absorption length and
of the transport length), in the order of a few hundred microns up to one millimeter in
most biological tissues. The attenuation also depends on the illumination wavelength and
is particularly low in the optical therapeutic window, between 600 nm and 1.2 pgm. In
addition, multidiffusion [I77] and aberrations [I65] will respectively blur and lower the signal.
Both effects strongly depend on the objective NA, and high NA systems effectively exhibit
relatively low imaging depth of about 100 gm. We can add that FF-OCT is also more
sensitive to multidiffusion than scanning OCT, due to the absence of a confocal pinhole that
also rejects the out-of-focus light. If the multiple diffusion intensity does not interfere at
the detector position, it is still captured on the detector, which limits the number of useful
photons coming onto it, and decreases the SNR. Figure 12 from A.Badon et al. [I77] shows
the maximal imaging depths for different optical microscopes. We can note that OCT and
FF-OCT can usually image at larger depths than widefield or confocal microscopy. I would
say that FF-OCT can often image at depths similar to two-photon microscopy, ranging
from 100 pgm to 400um in diverse biological samples, while scanning OCT can sometimes
image down to 1 millimeter. Finally, we can add that, new techniques respectively named
Dark-field FF-OCT [110] and smart-OCT [I77], based on modified full-field versions of FF-
OCT have recently been developed at the Institut Langevin to better filter out the multiple
diffusion, either physically or numerically, and increase the imaging depth accordingly.

Amplitude sensitivity (dB): The sensitivity in OCT (and in FF-OCT) is defined by the
smallest backscattering coefficient detectable, giving an SNR of 1. As described in chapter [T
the SNR in low noise conditions (negligible multidiffusion, aberrations, and optics reflection
in the light path) can be written as:

4.No-\/ Rrer-Ruackscar
SNR = (4.5)

FWcC
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Figure 4.12 — Maximal imaging depth for different microscopes. This figure, extracted from [177],
shows the evolution of the single to multiple scattering ratio (SMR) with the imaging depth,
plotted as the ratio between the imaging depth F and the scattering length [;. This evolution
is plotted for widefield microscopy in black, confocal microscopy in green, OCT in blue and
smart-OCT in red. The imaging depth corresponds to the crossing between such plots with
the line corresponding to an SMR of 1, where the multiple scattering starts to become more
important than single scattering. FF-OCT imaging depth would probably lie in between the
confocal microscopy and the OCT imaging depths.

with Ny, the number of incoming photons, R, and Rpacrscat, the reflectivities of respectively
the reference mirror and the considered object, and FWC the camera full well capacity. Gen-
erally, the camera is filled thanks to the photons coming from the reference arm (reflectivity
R,cf) and from the incoherent photons originating from all out out-of-focus reflections (in
the optical system or in the sample) and from the camera noise(and accounts for a total
reflectivity Rin.), so that: FWC = Ny(R,ef + Rine) and:

Rre R ac
SNR = 4.\/FWC.R—Vi$k (4.6)
ref inc

which is equal to 1 for Ryeer = Roin:

(Rref + Rinc)2
16.FWC . Ryo;

In most of our systems, we chose to use silicon wafers as reference mirror, which provides

Ryin = (4.7)

a reflection coefficient of 23.5% at the interface with water. In a typical sample, where the
incoherent intensity corresponds to 10% of saturation of a CMOS Adimec camera (FWC of
1,6 Me™), we obtain R,,;, = 1.85.107%, which corresponds to a 78 dB sensitivity.

e Phase sensitivity: Compared to QPI measurements on cell cultures, where sample and
reference intensities were assumed to be equal, allowing optimal phase sensitivity computa-
tion, the structures that we observe in FF-OCT are much dimmer than the reference signal.
From previous equations, it is easy to imagine that the sensitivity to phase changes depends
on the structure reflectivity. Here, I will now try to estimate the phase sensitivity FF-OCT
can provide for an average bright particle. Considerations about Rayleigh and Mie scat-
tering can be found in appendix [Al and in figure 131 With both considerations, we can
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estimate that FF-OCT can detect 200 nm vesicles of an 1.4 average refractive index that
gives an apparent reflectivity R, of 107%, far above the detection limit. To estimate the
corresponding phase sensitivity, we now use the phase sensitivity derived in chapter Il In
the case of a shot noise limited measurement and a largely dominant reference signal (low
contrast and negligible incoherent signal), the contrast becomes:

C= _]Zpa;t (4.8)

so that the phase sensitivity can be written as:

1 Rref

= ) 4.9
¢ 2\/5 V FWcC Rpart ( )

Finally, with the Adimec camera providing an FWC of about 10°, and reflectivities of 23.5%
and 10~* respectively, we obtain a phase sensitivity of 0.02 radians, which is about twenty
times worse than phase sensitivity in QPI. Nevertheless, it corresponds to axial displacements
as small as 2 nm:

o5 = ﬁxw ~ 1.72(nm) (4.10)
This calculation shows that even for intermediate biological objects such as large vesicles,
or organelles, FF-OCT is sensitive to their axial motions with a largely sub-wavelength
accuracy thanks to its phase sensitivity. Note that the reflectivity coefficient depends on
the particle radius at the power of 6 so that a 100 nm particle will give a contrast 8 times
smaller and an axial sensitivity of 20 nm, which gets worse and worse as the particle size
decreases. We will show in the next chapter that this important sensitivity to small axial
displacements permitted us to follow a global activity-dependent motion in cells, which
creates a new contrast that we revealed with Dynamic FF-OCT [I7§].

A Reflectance of a single Rayleigh particle versus its size B Reflectance of a single Rayleigh particle with n=1.4 versus its size
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Figure 4.13 — Rayleigh scattering of single spherical particles. Simulation of apparent reflectivities of

single spherical particles versus their radius and different parameters such as their refractive
index (panel A) or the illumination wavelength (panel B). These curves show that FF-OCT
can ultimately detect particles as small as 50 nm in a single amplitude image. When particles
become bigger, Mie scattering has to be considered, and more complex calculations have to
be performed, as introduced in chapter[3
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4.5 FF-OCT for histology

FF-OCT has been successfully applied for non-invasive label-free ez-vivo pathology assessment in
various tissues [I79HI86]. Thanks to its isotropic micrometric resolution, FF-OCT can often be
compared to histology slices. In contrast to histology, FF-OCT does not require time for sample
fixation, slicing, or labeling, and an histology-like image can be produced within a few minutes
after tissue extraction. It also helps to reduce fixation and slicing artifacts, as FF-OCT does not
necessarily require physical slicing and can image in depth, eventually far from a biopsy incision
edges.

However, FF-OCT may suffer from its lack of specificity and sometimes fails to equal the
diagnosis capability of gold standard histology. Yet, FF-OCT detection scores are above 80% for
most pathologies in both sensitivity and specificity [T07,[I85], and Manu Jain and colleagues could
even report a 100% correct identification of tumors in ex vivo kidneys [I63], obtaining similar
results to histology, even though the tumor subtyping is still not 100%. In order to increase
diagnosis scores, FF-OCT has therefore expanded to multimodal systems combining FF-OCT
structural contrast with other pathology biomarkers inside a single microscope. The interest of
such multimodal systems is to reduce the ambiguity in structure identification that can arise
from sequential imaging with two different microscopes and to reduce operation time. Some FF-
OCT multimodal systems have been reviewed in the recently published Handbook of Full-Field
Optical Coherence Microscopy, edited by Arnaud Dubois [I07]. We can non-exhaustively mention
the multimodal combinations of FF-OCT with: fluorescence [I87], photothermal imaging [I8§],
elastography [I89], polarization [I90], multispectral and hyperspectral imaging [T9THI93]. Most
of these multimodal systems have been inspired by similar systems developed in standard OCT,
but they needed to be adapted and redesigned to fit FF-OCT’s particular configuration.

In order to further compare histology and FF-OCT, we will describe histology contrast and
procedures. It is commonly said that Marcello Malpighi is the precursor of modern histology, as
he is the first scientist to carefully describe microanatomic features of plants and animal tissues by
the end of the 17" century with the first microscopes [T94)[195]. Since then, histology has contin-
uously benefited from advances in chemical labeling and fixatives and has benefited from a better
understanding of tissue nanostructures and organizations thanks to electron microscopy [196].
It now benefits from an extensive literature, and from digital atlases enabling direct
comparisons with normal or pathological slices of most tissues. However, the basic microscopy
principles have mainly remained unchanged since the beginning of histology. It consists of imaging
a thin slice of a sample with a simple transmission optical microscope. Since light absorption and
scattering by biological structures exhibit a low contrast, histology commonly uses chemical agents
to reveal specific contrasts of interest [200H202]. The most common staining uses two associated
stains, Hematoxylin & Eosin (H & E), that respectively labels chromatin and chromosomes in
blue, and cytoplasm in red. Hemoglobin usually appears orange, and collagen fibers appear pink.
H & E staining is particularly versatile, as it can be used with a variety of fixatives. A wide
range of different staining can be applied to a tissue slice. We can non-exhaustively mention Golgi
staining that labels 1 to 2 % of neurons with silver that absorbs light to appear dark, Nissl staining
that labels nucleic acids, or tetraoxide osmium that labels unsaturated lipids and lipoproteins.

If many subcellular structures can be selectively labeled, it is often difficult to combine different
stains in a single slide. However, using specific labels imposes a prior knowledge of the tissue
composition, and of the pathology, and some unlabeled biomarkers could be missed. Moreover,
histology requires tissue fixation, performed either chemically or by freezing the sample, and
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physical slicing of the tissue, usually performed by a microtome. The fixation first goal is to
harden the sample to be able to cut it in thin sections. However, fixation can introduce strong
artifacts, as it often removes lipidic structures, and can increase the tissue volume. The physical
slicing can induce physical damage, notably in neuronal tissues, in which many axial neurites are
usually cut, leading to neuronal death. Finally, these two steps are usually time-consuming and
can lead to the physical destruction of the samples if not adequately performed. In the case of
histopathology, the tissue is often fixated by replacing water by paraffin and is then sliced in 4 to 5
pm slices. For each slice, the dyes have then to diffuse through the paraffin scaffold. In total, these
processes can last as long as a few days. In the case of intraoperative histology, the time allowed to
the pathologist is usually not more than 15 to 30 minutes. To meet these time requirements, the
sample is frozen, and directly sectioned and colored. However, many tissues, such as fat, brain,
or retina, are not well suited for this process, and the number of available labeling is limited.

On the other hand, OCT was invented only 25 years ago, and its full-field version is 18 years
old, so comparatively little literature and atlases can be found [I61]. However, OCT and FF-OCT
provide a label-free and optically sectioned imaging. This means that imaging can be performed
right after tissue extraction, which then offers a very fast diagnosis, with the potential to provide
an intraoperative diagnosis and to define efficiently a tumor margin during the surgery for example.
The main advantage of OCT is its virtual sectioning ability, enabling imaging at a few hundred
microns below the tissue surface, hence reasonably far from the sectioned surface if any section is
even required [203]. To completely remove slicing artifacts and reach large depths, OCT systems
have successfully been coupled to a vibratome, in a procedure where an entire volume is imaged
before a physical slice smaller than the imaged volume is performed [204]. Additionally, OCT
systems capture the light naturally backscattered by the sample, without using any label. Working
label-free can be advantageous, as staining artifacts can be prevented, which significantly reduces
the time prior to imaging. On the other hand, the recorded signal often lacks specificity. The
obtained contrast is complicated to predict, as it is described by multi-scale complex theories,
notably combining Rayleigh and Mie theories, depending on the scatterer size [205]. However,
for a given tissue, the obtained contrast is highly reproducible, so that diagnosis performance
could be increased only by simply characterizing better the typical contrast obtained for each
tissue and for each condition. Quite typically, we can nevertheless emphasize the strong ability
of FF-OCT to detect high refractive index (high lipid or high-fat content) fibers, such as collagen
fibers [I79], myelin fibers [129], and even some large unmyelinated axons in the retina [206].
Furthemore, the optical contrast accessible in backscattering configuration can differ substantially
from the contrast obtained with a transmission configuration even in thick samples. However, it
is reasonable to assume for thins samples that, compared to a transmission microscope, contrast
in reflection is mainly the inverted contrast for scattering structures and the same contrast from
absorbing structures . The OCT label-free ability has a final practical advantage as imaging can
be performed prior to any tissue modification. It means that the same tissue can be further used
for another procedure, including a standard histology procedure [I79], or a fluorescence labeling.
It is usually preferred to perform OCT imaging before any sample modification, as OCT signal
alteration can occur after fixation, depending on the tissue content [206] (especially since fixatives
often remove lipidic structures of the cells). Keeping this in mind, it is nevertheless possible to
perform histology-like measurements in some fixed tissues [203].

To be impartial, we must acknowledge that scanning OCT has also been used successfully to
perform histology-like measurements [203,207-H209], and to detect tumor regions [2T0,211] through
changes in the collagen content [88], inthe tissue microangiography and backscattering [212], or
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in the tissue fractal dimension [86]. However, we believe that high resolution of FF-OCT can
significantly improve the OCT diagnostic abilities [163,[179]. With higher numerical apertures,
light collection is improved and helps revealing more structures and increase the signal to noise
ratio for the calculation of backscattering coefficients or fractal dimensions [I11213]. The signal
coming from cell contours and from intracellular structures can also be detected. This will be
described in chapter [l in the Dynamic FF-OCT section. Finally, the En-Face view of the sample
is quite natural for histologists, as it looks similar to histology slides. FF-OCT is also faster than
scanning OCT to record a single en face image. Figure [4.14] finally shows a comparison between
FF-OCT and a regular H & E histology in a breast sample which organization is altered by a
Ductal Carcinoma In Situ. FF-OCT notably reveals normal adipocytes, normal and abnormal
collagen fibers (based on their scattering strength), and enlarged ducts. These indicators are
characteristics of Ductal Carcinoma In Situ (DCIS), that could be identified with 90% sensitivity
and 75 % specificity in this case [185].

Figure 4.14 — Comparison between FF-OCT and Histology.A and B. Large field image of a breast sample
affected by Ductal Carcinoma In Situ (DCIS) acquired with FF-OCT (A) and histology (H &
E staining. B.). C to E. Zoom in from boxes represented in panel A, respectively showing
normal fibrous tissue, enlarged ducts, and the collagen organization around the carcinomatous
cells in a tumorous region [I85]. These images have been acquired by LLTech, and have been
published in O.Thouvenin et al. [214]. Scale bars in A and B represent 1 mm, and 200xm in
Cto E.
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4.6 A quick word about swept source FF-OCT

In the previous chapter, I showed the interest of performing OCT in the Fourier space, which
allows to increase the amplitude sensitivity [I41] while preventing the need for mechanical axial
scanning. If Fourier-domain Full-Field OCT has been demonstrated more than 10 years ago using
swept source lasers [215], it has gained a new important interest these two past years with the
development of fast cameras and synthetic aperture microscopy [I72], and an insightful paper by
D. Hillman et. al. [216]. T would like to shortly summarize this technique here, as it appears very
promising, and will probably be the source of an increasing interest in the near future. Using a
fast 2-D camera offering an acquisition rate of 60,000 0.35 MPixels frames per second, and a swept
source laser scanning the wavelength by 50 nm in 500 steps, D. Hillman and its colleagues could
acquire the equivalent of 38 million A-lines per second. Not only does this system exceed in speed
the fastest scanning OCT ever reported (6.7 million A-lines per second with a dual beam, to my
knowledge [142]) by almost an order of magnitude, it can also acquire 1,200 images in 20 ms, while
most of the mechanical eye motions happen below 50 Hz [217.218]. Therefore, it is one of the first
full-field OCT systems to enable volumetric acquisitions in the human eye. Likewise, this system
can work at relatively high NA (up to 0.2, with a fully open eye pupil) in contrast to standard
scanning OCT. To cope with the PSF degradation at out-of-focus planes, a numerical correction of
aberrations is performed, by using a combination of interferometric synthetic aperture [172]219],
and volumetric motion correction [220] required for fastly moving samples. The motion correction
can work efficiently only for fast acquisition rates with respect to the sample motion, which was
made possible by the fast swept source FF-OCT system. Interestingly, as any Fourier domain
OCT system, the phase variation at each pixel can be computed quite naturally, at a high frame
rate in 3-D and in vivo. In another illuminating paper, D. Hillman et. al. could demonstrate
and follow an optophysiological response of the photoreceptors [221], i.e., a mechanical change
in response to light, corresponding to a subwavelength axial motion of 50 nm extension with a
rise time of 300 ms, and a decay time of a few seconds. Figure presents the layout of the
first swept source FF-OCT system [215] and the image reconstruction process. It also presents a
volumetric reconstruction of an in vivo retina, and an example of optophysiological response of
the retina.

I found this system useful to demonstrate the advantage of full-field techniques compared to
scanning techniques. If it was theoretically known that FF-OCT could go faster than scanning
OCT as it does not require physical transverse motion, the technological limitation of the cameras
was still imposing similar pixel rates between both strategies. The articles from D.Hillman and
colleagues illustrate that as soon as the technological barrier goes away, full-field techniques will
enable faster acquisition rates but allow also to examine the fast propagation of phase changes in
a transverse plane, which would be complicated in a scanning configuration, where all pixels are
acquired separately. Nevertheless, this swept source FF-OCT system suffers from its low axial
resolution coming from the limited bandwidth of the swept source laser. Additionally, as swept
source lasers are spatially coherent, multiple scattering will reduce the contrast and create cross
talks in the images, even though it seems to me that the numerical aberration correction might
also lower down the impact of the multiple scattering.
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Figure 4.15 — Principle and application of Swept source FF-OCT. Panels A and B present the first
swept source FF-OCT system described and the principle of data analysis its this configuration
[215]. The system (Panel A) consists of a common path interferometer with the reference
beam being reflected by the glass coverslip illuminating the camera as a large halo. The
sample beam is focalized at the sample, and in the camera plane. It is equivalent to an off-
axis holography system performed with a source of swept wavelength. Panel B shows the
principle of the data acquisition. An interferogram is captured at each different wavelength.
The individual spectra are then windowed and normalized, and then Fourier transformed to
obtain an axial amplitude and phase scan at each pixel of the camera, obtaining a 3-D volume
of interference signal amplitude. An en face view at a given depth can finally be extracted
from this 3-D volume. Panel C gives an example of volumetric reconstruction of an in vivo
human retina [216] after aberration correction. Panel D shows an example of optophysiological
response of photoreceptors captured by swept source FF-OCT, and after white visible light
illumination by an eye-shaped pattern (bottom right corner) [221]. The scale bar represents
200 pm, and the color bar corresponds to phase changes from 0 to 200 nm.

4.7 Label-free In situ vesicle imaging in zebrafish larvae

In this section, I will mention another FF-OCT advantage, without going too much into the details,
as it is an ongoing project that I will probably pursue next year. After a number of discussions
with Dr. Claire Wyart and her team at the Brain and Spine Institute (ICM) in Paris (including
Jena Sternberg and Yasmine Cantaut), we have imaged a few living zebrafish larvae. We could
show that high NA FF-OCT can successfully detect and track vesicles flowing in the central canal
inside the cerebrospinal fluid (CSF). According to CSF composition, these vesicles are likely to be
exosomes, vesicles of 30 to 130 nm that can be found in most vertebrates fluids and can be used
as natural intercellular chemical cargos [222]. Even if we sometimes detect many vesicles, we are
probably only sensitive to the largest exosomes, as presented in figure [£.13] even though particle
movements sometimes allow us to extract them from the background noise allowing us to detect

smaller particles.

Even though these results still have to be confirmed, vesicle tracking allows us to measure the
CSF flow, showing a bidirectional flow, mainly imposed by motile cilia that seem to create vortices
on one side of the central canal. We have also been able to exhibit a strong decrease in the vesicles
number (which could simply be a decrease in their diameter so that they come below our detection
limit) after the second day of development of the larva. Coincidence or not, a reduction of the
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activity of the CSF-contacting neurons can also be observed after that time. Figure presents
one of the successful acquisition we have made on these 1-day old zebrafish larvae, with a quite
large and flat central canal, which is one of the main obstacles of the experiment. Panel A will
probably be easier to interpret after the presentation of Dynamic FF-OCT in the next chapter,
but let’s basically say that the interferometric signal allows us to reveal mainly cells in the larva,
and to find the central canal. In this canal, a few sub-wavelength particles can be detected, even
though it is quite hard to represent them in a static image, while many more particles can be
detected dynamically. From these datasets, Jena Sternberg from the ICM performed tracking
algorithms, which is quite difficult due to the low SNR of our measurements, although I will not
detail these here. Instead, I have plotted two temporal profiles along different lines in the canal,
exhibiting tilted propagating lines, corresponding to these vesicle movements, and from which we
have been able to calculate an average velocity of 10 um/s, corresponding to the values found in
literature measured with fluorescent particles [223].

Figure 4.16 — Exosome detection and flow measurement. Panel A presents an FF-OCT imaging of a
living 1-day old Zebrafish larva showing the central canal, in which the cerebrospinal fluid (CSF)
flows. The CSF being mainly composed of water, it does not backscatter the light, but several
subwavelength objects can be captured inside (red dots). These are most likely exosomes
flowing in the canal. The image of panel A is the overlay between the standard deviation of the
entire temporal stack of OCT image in gray scale and the standard deviation of 5 consecutive
OCT amplitude frames. It helps enhancing the signal from the moving particles while being
short enough not to lose the particle. Panels B and C present the temporal profile (Xt)
along the blue (left bottom part of the canal) and green (right and upper part of the canal)
lines of panel A respectively. Here again, these profiles present the temporal evolution of the
standard deviation calculated from 5 consecutive OCT images. Patterns of flowing particles
can be observed in these profiles, enabling to follow and measure an average CSF flow. The
upper and bottom parts of the canal exhibit a bidirectional flow that can be captured in the
two different profiles. In the lower part of the canal, particles flow toward the right-hand side.
while particles flow inside the upper part of the canal is more chaotic, with some particles
going toward the left-hand side of the image. Such flow could be explained by the rotation of
a motile cilia attached to CSF-contacting neurons [223].

Finally, it is worth noting that FF-OCT ability to detect and track exosomes is quite appealing,
as exosomes are likely to control many biological phenomena, while being hard to image with a
limited number of fluorescence tools to label them, and being too small to generate a strong signal
with most of label-free optical techniques. To my knowledge, I have heard about only two (still
unpublished) optical systems that are able to follow exosomes inside tissues. The first one from a
group in Nice uses a fluorescent specific label, and the second one from S.Boppart’s group in the
USA uses a very complex system that includes third harmonic generation and can only detect the
largest exosomes. Otherwise, one has to use electron microscopy to detect such exosomes.
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Imaging motility with dynamic FF-OCT. The image at the top corresponds to a color-coded dynamic
FF-OCT image of a macaque retina. The small insert shows angry nuclei captured in a rat liver.
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In the previous chapter, we have seen the interest of FF-OCT to provide a noninvasive label-free
tomographic microscope that captures images similar to standard histology images. Nevertheless,
FF-OCT may suffer from its lack of specificity and sometimes fails to match the diagnostic capac-
ity of gold standard histology. Yet, FF-OCT detection scores are above 80% for most pathologies
in both sensitivity and specificity [T07[185], and Manu Jain and colleagues have even been able to
report a 100% correct identification of tumors in ez vivo kidneys [I63], obtaining similar results
to histology, even though the tumor subtyping is still not reaching 100%. In order to increase
diagnosis scores, FF-OCT has therefore expanded to multimodal systems combining FF-OCT
structural contrast with other pathology biomarkers inside a single microscope. The added value
of such multimodal systems is to reduce the ambiguity in structure identification that can arise
from sequential imaging with two different microscopes and to reduce operation time. Some FF-
OCT multimodal systems have been reviewed in the recently published Handbook of Full-Field
Optical Coherence Microscopy, edited by Arnaud Dubois [I07]. We can non-exhaustively mention
the multimodal combinations of FF-OCT with fluorescence [I87], photothermal imaging [I188],
elastography [I89], polarization [190], multispectral and hyperspectral imaging [T9THI93]. Most of
these multimodal systems have been inspired by similar systems developed in standard OCT, but
they needed to be adapted and redesigned to fit FF-OCT’s particular configuration. If appendix[C]
is dedicated to the description of an additional mechanical contrast that we have partly developed
in the lab, this chapter aims at introducing two new modalities that we have developed and com-
bined together with FF-OCT. First, I will (at last) describe the parallel combination of FF-OCT
and structured illumination fluorescence microscopy (SIM) I have mentioned in chapter 2land @l I
will explain the SIM principle, detail the advantage of adding a fluorescence contrast to FF-OCT
and explain how I have optimized the simultaneous combination of these two techniques. Then, I
will introduce Dynamic FF-OCT (D-FF-OCT), that has been developed in our group by several
persons, including me, and that takes advantage of the higher intracellular phase fluctuations to
reveal a specific contrast inside cells and tissue active structures. I will describe this new contrast
as we currently understand it, and, most importantly, I will show that the amplitude of phase
fluctuations depends on the metabolic activity of cells, and discuss D-FF-OCT ability to measure
the effect of drugs on cell metabolic activity. I will illustrate that FF-OCT, Dynamic FF-OCT,
and SIM can be combined in a single platform to increase the performance of these modalities.
However, the main specific biological applications that we have been able to target using these
systems will not be detailed in here but in the next chapters of part [TIl

5.1 Simultaneous FF-OCT and SIM microscope

If OCT and FF-OCT can access a label-free nonspecific microstructural contrast, fluorescence
microscopy, on the other hand, can reveal a very specific molecular contrast using chemical dyes
or genetically encoded proteins that can be attached to a specific structure of interest. It can also
take advantage of dynamic fluorophores and observe fluorescence fluctuations caused by changes in
the biochemical properties of the tissue. As mentioned in chapter 2l dynamic fluorescence probes
can be as various as calcium indicators, voltage indicators, ATP or apoptosis indicators. Accu-
rate fluorescence measurements can be performed inside biological tissues using optical techniques
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that provide optical sectioning. Among them, structured illumination microscopy (SIM) can be
described as a full-field version of confocal microscopy and can perform optical sections as thin
as a few micrometers inside a tissue. Therefore, fluorescence and OCT techniques are quite com-
plementary and multimodal systems combining both can help with diagnosis, as we will illustrate
throughout this section. Many such multimodal setups have been developed with both scanning
OCT approaches [2241225] and full-field approaches. The latter are using either a flip mirror to
switch from one modality to the other [I87226] or a simultaneous approach [227]. If all these mul-
timodal approaches share a common interest, scanning OCT approaches are more easily combined
with scanning fluorescence approaches, such as confocal or two-photon microscopies, whereas FF-
OCT systems have been developed in combination with widefield fluorescence techniques, such as
structured illumination microscopy (SIM).

Furthermore, usual histology staining and fluorescence techniques are quite similar in terms of
contrast, except that fluorescence techniques use fluorescence probes instead of absorbing probes
in histology. Some fluorescence techniques have been part of the histology toolkit for decades [228],
such as immunofluorescence, which aims at detecting the interaction of a labeled antibody with a
structure of interest [229] or Fluorescence In Situ Hybridization (FISH) [230,231), Chapter 6], which
aims at detecting the interaction of a labeled nucleotide sequence with its specific complementary
sequence in a cell. More recently, confocal microscopy and two-photon microscopy have
been used in order to detect fluorescent probes in depth in tissues. Thanks to optical sectioning
provided by these techniques, it has become possible to follow some fluorescent structures in
ex-vivo tissues and in-vivo [234,235]. However, fluorescence techniques still require fluorescent
labels, that need to be injected into the tissue. It can take a long time before the label diffuses
in depth inside a tissue. Moreover, similarly to classic histology stains, these labels only tag a
few structures of interest and it might be hard to understand the organization of these structures
inside their microenvironment. Multiple labeling can be used to tag several structures, but it
increases the complexity and the cost of such experiments. We can also comment further that
usually, confocal and two-photon microscopy can only access shallow depth inside a tissue, down
to a few hundred pum at best. In contrast, OCT techniques can access deeper regions down to
one millimeter considering the signal is often enhanced by the reference arm. Recently, clearing
techniques [2306,237] with low tissue distortions have been developed in order to increase tissue
transparency and to image through the entire tissue. OCT can also benefit from these approaches
[238], even if we would expect the intrinsic signal to be reduced in OCT since clearing tends to
remove lipid structures and to average out the refractive index fluctuations. However, it can help
to detect exogenous OCT contrast agent at important depths, such as metallic nanoparticles. Here
again, clearing processes are often time-consuming and can induce tissue distortions. All these
concerns show both the interest of OCT and FF-OCT with respect to fluorescence microscopy and
the potential for combining both in a single platform. In this section, I will first describe structured
illumination fluorescence microscopy (SIM) and then demonstrate how it can be associated with
FF-OCT in a synchronous manner. Finally, I will illustrate the advantage of this dual-modality
platform for biomedical imaging.

5.1.1 Structured Illumination Fluorescence Microscopy

Structured [lumination Microscopy (SIM) can be understood as the widefield version of confocal
microscopy (and as often in widefield microscopy, as a cheaper version!). This axially resolved
fluorescence technique is convenient to associate with FF-OCT, because of its widefield configu-
ration. This also means that the frame acquisition rate does not depend directly on the field size,
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but depends only on a camera frame rate. It is notably faster for large fields and usually provides
a higher number of “pixels” (1 pixel corresponds to a scanned position in scanning techniques).
Especially, it allows working with higher exposure times for a similar acquisition time since all the
pixels are illuminated at the same time. Widefield fluorescence systems are finally usually oper-
ated with sources that are more stable than lasers, which reduces the pixel-to-pixel variability and
reduces the so-called salt and pepper noise that can be encountered in scanning fluorescence tech-
niques. Nevertheless, widefield fluorescence microscopes can generate more photobleaching and
phototoxicity because of the continuous illumination; They also do not allow for out-of-focus light
rejection, which gives lower SNR and makes it complicated to perform in scattering tissues. The
SIM basic principle can be easily understandable: In standard widefield fluorescence microscopy,
only objects from the depth of field are conjugated to the camera. However, the camera detects
the fluorescence from all fluorescent structures inside the sample. Light emitted or scattered from
structures out of the depth of field thus create a fluorescence background in the entire field of view.
This background can significantly decrease the signal-to-noise ratio. To isolate the light coming
from the focal plane, the sample can be illuminated with a structured illumination [239-241]. The
usual implementation is to add a grid, usually named Ronchi ruling, in a plane conjugated to the
sample plane (and to the field diaphragm if there is any). The illumination pattern will modulate
the light only around the sample plane. By scanning the illumination pattern in successive images,
only a part of the light will be modulated. This corresponds to the light coming from an optical
section around the focal plane, as illustrated in figure B.11
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Figure 5.1 — Principle of Structured lllumination Microscopy. Panels A and B present two fluorescent
beads illuminated by a structured illumination, using a grid pattern. Only one of the beads
stays within the depth of field. As the grid is conjugated to the focal plane and, therefore,
its image overlaps the image of objects that are inside the field of view. Here, the image of
the first bead is modulated by the grid pattern, whereas the image of the second bead is not
modified by the structured illumination. By changing the orientation of the grid pattern, it is
later possible to reconstruct only the image of structures that are inside the depth of field and
to remove the grid pattern from the images. This image has been taken from F. Chasles thesis
manuscript [240]. Panel C shows the theoretical evolution of the SIM optical section with the
grid frequency, calculated with our optical system parameters. A grid pattern of 100 lines/mm
has been chosen, which should provide an optical section of 2.4 pm.

In SIM, the optical section thickness depends on the spatial frequency (or spatial frequencies in
more complex patterns) of the illumination pattern and depends on the optical parameters of the
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imaging path. It can be qualitatively understood. Due to the diffraction limit and because the
imaging system does not have an infinite angle collection (i.e. maximal numerical aperture equal
to the medium refractive index), the sample higher spatial frequencies are lost. And the longer
distance to the focal plane is, the more high spatial frequencies are eliminated. To perform an
efficient sectioning with structured illumination, the grid must be imaged in the focal plane and
has to become blurred when the object moves away from the focal plane. The cut-off frequency
is mainly defined by the diffraction limit. However, at such a spatial frequency, the grid is hardly
detectable and, as a result, it is better to image lower spatial frequencies to provide a better
contrast. To the contrary, with a lower spatial frequency, the grid will still be detectable at a
larger distance from the focal plane and sectioning would then not be efficient. Therefore, we can
understand why the minimal section thickness is obtained when the grid frequency in the sample
plane (The grid is often magnified before the sample plane) is around NTA. In practice, as illustrated
in figure 011 A, the optical section thickness, defined as the distance to the focal plane at which
the intensity is halved, is symmetric and relatively flat around its minimal value. The latter is

obtained when the grid frequency in the focal plane is equal to NTA. It is often preferred to choose

NA
A

which makes it more robust to PSF degradation due to aberrations. The full calculation of the
relationship between the grid frequency and the SIM optical section can be found in [239,240,242]
and gives:

imaged grid frequencies smaller than so that the grid pattern can be imaged on several pixels,

Ji(vyu.(1 — %))‘2
viu(1— 27
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(5.1)

with v, the normalized grid frequency in the sample arm and u, the axial distance from focus in
optical coordinates. They are respectively related to the physical grid frequency fy,;4 (in lines/mm)
and to the cartesian axial distance z by:

V.NA

Joria = 1000.M.~ (5.2)
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with NA = npeqiumsin(a), the detection objective numerical aperture and M the illumination
magnification, 7.e. the yield between the focal length of the lens making the image of the grid
and the focal length of the imaging objective. From equation [5.] the size of the optical section
can be computed by finding the axial position at which the intensity is divided by 2. Figure G.1]
C presents the evolution of the optical section versus the physical grid frequency for the optical
characteristics of our system.

Furthermore, SIM can also slightly increase the transverse resolution and is more often used
for its super resolution abilities than for its optical sectioning ability [243,244]. This can be
explained by the Moiré effect, illustrated in figure G B. When two patterns of two different
spatial frequencies are superimposed, a third frequency appear, which is the difference between
the two first frequencies. These so-called Moiré fringes can have a spatial frequency detectable
by the microscope, whereas one of the two first two frequencies is not resolvable. In classical
SIM experiments, the transverse resolution can be increased by a factor 2. It has also been
demonstrated that other spatial frequencies can be added with a single frequency pattern by
saturating the illumination. The more saturated the illumination is, the more spatial frequencies
are created and the more the resolution improves. The transverse resolution has been improved
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down to 50 nm in some cases [243,[244]. However, to achieve such resolution, a lot of power is
required, which can increase photobleaching or sample damage while many images are also needed
which also limits the actual frame rate.

B

Figure 5.2 — Principle of the Moiré effect and resolution improvement using Structured lllumination
microscopy. Panels A to C. illustrate the principle of the Moiréffect and are adapted from [243].
An unresolvable pattern is hidden in panel A and multiplied by a known regular illumination
pattern (Panel B). It reveals a beat pattern (known as Moiré fringes) (Panel C) that corresponds
to the difference between the spatial frequencies of the pattern frequency and each spatial
frequency component of the sample structure and can be coarse enough to be revealed by a
diffraction-limited microscope. Panels D to J present a more technical sequence leading to the
transverse resolution improvement in SIM and are adapted from P.Vermeulen PhD manuscript
[241]. Panels D to F show the initial images and their respective Fourier transform. The
structured illumination will generate the product(Panel F) between the initial sample (Panel D)
and the illumination pattern (Panel E), which corresponds to a convolution between the two
images Fourier transform (Panel F on the right hand side). By shifting the grid pattern, it
becomes possible to reconstruct 3 domains in the Fourier space (Panel G). These domains have
a spectral extension that is limited by the microscope transverse resolution, i.e. the objective
NA. They respectively correspond to the sample central frequencies, the frequencies centered
around + fpaitern and the frequencies centered around — fpattern from left to right, with fpattern,
the illumination pattern frequency. By numerically recombining these 3 spectra with respect
to their corresponding shift (panel H), an image with super-resolution along one direction can
be obtained (panel I). Finally, the illumination pattern can be further rotated to allow a better
mapping of the Fourier space and obtain a fully 2D super-resolution image (Panel J) from 9
images (3 phases for each of the 3 illumination angles). A theoretically unlimited increase in
resolution can further be obtained by reducing the illumination pattern frequency, by saturating
the illumination pattern, or by illuminating with a rectangular pattern instead of a sinusoid
pattern, which creates multiple-order spatial components in the Fourier space [243].

In figure B3] we present the imaging principle of SIM in cell cultures where the pattern can
easily be detectable. The SIM reconstruction is performed by translating the Ronchi ruling in 4
successive steps, similarly to the 4 phase steps algorithms used for QPI and FF-OCT and presented
in chapter 2L

Finally, one drawback of SIM is that this technique is quite sensitive to aberrations. Because
the fringe pattern is chosen with a spatial frequency close to the diffraction limit, the visibility of
the fringes and their sectioning ability can decrease significantly in presence of aberrations. It will
especially become an issue in mammalian tissues source of much scattering and that create many
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Figure 5.3 — Fluorescence and SIM in cells cultures. Panels A to G illustrate the principle of
the SIM reconstruction in our fluorescence microscope in a dense 3t3 (one of the most common
fibroblast cell line) cell culture, with cells growing on top of each other, forming two main cellular
layers. Panels A to D show the 4 phases image while the illumination pattern is scanned. From
these 4 images, we could compute the average (Panel E) image, that is equivalent to a widefield
image and reveals most of the cells in the culture. We could also compute the SIM amplitude
image (Panel F) that mainly reveals the cells of the upper layer. The SIM procedure fails at
removing all traces of the illumination pattern, but a low-pass filter can help to filter out the
remaining artifacts (Panel G). Panels H and | compare the axial sectioning of widefield (Panel
H) and SIM images (Panel I). A rat hippocampal cultured neuron tagged with Fluo-4 is imaged
and the axial profile of the average fluorescence collected on 10 um is displayed. The smallest
resolvable object in SIM is measured at 2.9 pum, which is supposedly larger than the smallest
compartments of a neuron. Therefore, we can estimate the size of the SIM optical section in
our system to be equal to 2.9 p m.

optical aberrations. In such samples, the sectioning ability is usually lost after only 50 to 100
pm inside tissues. However, using adaptive optics or creating a structured illumination pattern
with a DMD [245] or SLM enables fast modulation of the pattern and correction of aberrations to
restore a sharp pattern in depth. Figure B.4] illustrates the SIM limitation when imaging tissues
of increasing scattering lengths. We can finally add that the out-of-focus fluorescence signal has
a low spatial frequency so that the signal at a given depth can often be emphasized with a simple
high-pass filter in a widefield fluorescence microscope. In scattering samples, such a strategy often
performs better than SIM as illustrated in figure [5.4] B and G. It can be interesting to note that
it is hard to find SIM images of structures embedded in scattering samples in the literature.

5.1.2 Multimodal system optical design

In this subsection, I will finally go into the details of the construction of my microscope, as
promised in previous chapters. Our experimental setup is presented in figure A and combines
an FF-OCT path in red to a SIM path in blue. In the following subsections, I will first describe
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Figure 5.4 — Fluorescence and SIM images in tissues with various scattering properties. Pan-
els A to C compare the fluorescence and SIM images in a rat cornea, which is almost transpar-
ent so that the fluorescence SNR is quite high. Panel A shows the direct fluorescence intensity
in which the illumination pattern can be easily observed. Panel B is the average fluorescence
intensity, corresponding to the widefield image, with an additional low pass filter to decrease
the contribution of out-of-focus structures. Panel C shows the SIM image that gives a sharper
optical sectioning mostly excluding the large fiber above the cell. Panels D and E are the
corresponding fluorescence and SIM images of a ganglion cell inside a retina, which is a bit more
scattering, with a lower SNR. In the SIM image, we can observe a single depth inside the cell,
but the cell starts to become hardly visible. Panels F to H are the results of an imaging of
a rat cortex with fluorescent myelin fibers. The cortex starts to be a quite highly scattering
sample. Panel F shows the fluorescence image, where the illumination pattern is almost invisible
since the contribution of the fluorescence signal coming from a single depth is weak. Panel G
shows the low-pass filtered corresponding fluorescence image, reducing the contribution of the
low-frequency background signal and revealing more fibers. Finally, panel H shows the SIM
image that gives almost no signal from a single depth.

each path independently and then explain compromises we had to make when combining both
paths.

Full-Field Optical Coherence Tomography

To perform FF-OCT measurements, a Linnik interference microscope is illuminated by a tempo-
rally and spatially incoherent light source. In practice, we use a high power red LED (Thorlabs
M660L3, nominal wavelength: 660 nm, spectral bandwidth: 20 nm) mounted in a pseudo-Kohler
configuration. In such arrangement, we use only one lens in the illumination path in order to
collect more light and to build a more compact system. The aperture diaphragm is directly con-
jugated with the back focal plane of the objective, while the field diaphragm is at the focal plane
of the lens and is therefore imaged at the focal plane. The source is mounted as close as possible
to the aperture diaphragm. The light is split to sample and reference arms by a 90:10 visible cube
beamsplitter. Fach arm consists of an identical 40X water immersion microscope objective (Nikon
CFI APO 40X Water NIR Objective, 0.8 Numerical Aperture, 3.5 mm Working Distance).
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Figure 5.5 — Setup scheme and characterization. A. Synchronous multimodal setup associating Full-
Field Optical Coherence Tomography and Structured lllumination microscopy. The light path
presented in red is the FF-OCT path, which consists in a Linnik interferometer performed with a
90:10 beamsplitter, two 40X, 0.8 NA objectives and with a red LED (660 +10 nm), placed in a
pseudo-Kéhler illumination. F.D. and A.D. stand respectively for field and aperture diaphragms.
A dichroic filter (DF) at 595 nm separates the FF-OCT path from the fluorescence part, repre-
sented in blue and green on the scheme. A blue LED (470 +13nm) shines onto a Ronchi ruling
with a frequency of 100 lines per mm. The latter is imaged with a 4X, 0.1 NA objective and
conjugated with the focal plane of the imaging objectives. Fluorescence from the sample arm
is back-emitted, reflected by the interferometer beamsplitter and the dichroic filter. A second
dichroic filter at 500nm finally separates excitation from emission light and fluorescence is finally
imaged with an sCMQS camera. Tube lenses from FF-OCT and SIM paths are respectively 250
and 150 mm. B and C. Transverse resolution of the FF-OCT path. An USAF target is imaged
to illustrate the high transverse resolution of the microscope. The blue scale bar in panel B
represents 50 pm. The transverse resolution has been independently measured at 530 nm using
subwavelength gold nanoparticles but is not displayed here.

In the reference arm, the light is focused onto a flat silicon wafer that provides a reflection
coefficient of about 23.5 % at the interface with water. Such reflection is chosen as a compro-
mise between having a large number of photons and having a reflection coefficient not too far

from the sample’s. Indeed, the signal-to-noise ratio depends on v/Nppotons and on 4/ RZYT’”'J’C’”, with

Nphotons, the number of photoelectrons detected by a single pixel of the camera during one expo-
sure, proportional to the full-well capacity of the camera. Rggmpie and Rp.s are respectively the
reflection coefficients in the sample and in the reference arms. Imaging a high number of photons
also allows to reduce the importance of the camera noise with respect to the shot noise. The
reference arm length can be adjusted using a motorized 1D translation stage. One manual XY
translation stage is attached to the sample objective so that the two beams can be adjusted to be
nearly co-linear. One final manual XY and one motorized 7 translation stage are used to move
the sample independently of the objective.

In the sample arm, FF-OCT detects any structure that could either reflect or backscatter the
light. The backscattered and reflected coefficients are notably controlled by the refractive in-
dex, the size and the shape of the imaged structures [205]. Finally, the light back-reflected by
the sample is recombined with the light reflected by the reference silicon mirror by the entrance
beamsplitter. The two beams interfere only if the optical path length difference between both
arms stays within the temporal coherence length of the system. At the output of the interferome-
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ter, a highpass dichroic filter (cut-off wavelength of 595nm) transmits the FF-OCT beam. A final
25cm focal length achromatic doublet focuses the light to a high speed and high Full Well Ca-
pacity Cmos Camera (PhotonFocus, MV-D1024E-160-CL-12). The image focal plane is therefore
conjugated with this camera. Complex Amplitude and phase images are obtained by modulating
the optical path difference in 4 steps. Such modulation is performed via a piezo actuator that
modulates the silicon mirror position along the optical axis. The entire interferometer is built as
one mechanical block, in order to reduce mechanical vibrations. The transverse resolution and
the depth of field are only constrained by the microscope objective. With the objectives we use,
theoretical resolutions are 0.503 pm transversely and 1.31um axially. We have measured our sys-
tem experimental transverse resolution by looking at the signal backscattered from 50 nm gold
beads and have measured a transverse resolution of 0.525 pym. The interferometer has also been
built in such a way that changing objectives in both arms would preserve the optical path length
difference. So, any microscope objective can be used, as long as the same objectives are used in
each arm. Since we are using water in each arm, the dispersion is largely compensated, which
preserves the FF-OCT signal.

Due to the temporal coherence length of the source, only light from a section of thickness 7.75
pm can interfere as seen in the previous chapters. To be able to measure a fluorescent light
simultaneously, the source spectral bandwidth has to be limited meaning that the optical section
has to be rather large. However, due to the high NA objective, the actual optical section is
controlled by the spatial coherence length [I33,[134], here equal to 4.0 pm. Finally, our camera
can acquire 1440x1440 pixels images at up to 500 Hz and can acquire images at more than 1000
images/s for reduced fields of view.

Structured Illumination Fluorescence Microscopy

In the current microscope configuration, we use a high power blue LED (Thorlabs, M470L3,
nominal wavelength: 470 nm, spectral bandwidth: 25nm) filtered with a bandpass filter centered
at 480 nm to excite fluorophores. The LED shines onto a grid of 100 lines/mm imaged by a
microscope air objective (Olympus 10X, 0.1 NA ) and conjugated to the sample image plane. The
light coming out the objective is made collinear with FF-OCT beam due to a dichroic mirror
centered at 500 nm. The light then enters the interferometer, but fluorescence is only collected
from the sample arm. Then, a long-pass dichroic filter centered at 595nm reflects the fluorescence
signal onto an achromatic doublet of focal length 150 mm. The latter focuses the light on a
high-speed low-noise sSCMOS camera (PCO.edge 5.1). To reconstruct optically sectioned images,
we have designed a structured illumination (SIM) by conjugating a physical grid (Ronchi ruling)
with the sample plane and we have mounted the grid on a piezo-driven translation stage. Even
though only 3 images are required to reconstruct a fluorescence image, we usually acquire 4 of
them. It helps reducing grid artifacts, but more importantly, it permits to match SIM and FF-
OCT acquisition rates, with similar exposure times between the modalities. The grid frequency
is chosen to be 100 lines/mm, which is magnified by the telescope formed with the 10X Olympus
objective and the 40X Nikon objective:

ube mpus M ikon 180 40
Juscotymps Mihon 180 20 _ 5 g (5.4)
MOlympus ftubeNikon 10 200
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This telescope images the grid in the sample image plane and gives a spatial period of the grid
in this plane of 2.78 pm. The fluorescence imaged pixel size being 0.216 pm, it means that one
period of the grid is imaged on almost 13 pixels and corresponds to 6 times the system transverse
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resolution. As a result, we should be able to image the grid even in presence of optical aberrations
and PSF degradation. The corresponding optical section thickness (full width at half maximum)
is 2.45 pm. Here again, a trade-off needs to be made between the thin optical section and the grid
pattern visibility. The higher the grid frequency, the less visible is the grid in the sample plane,
especially in thick tissues where aberrations can be significant. Transverse resolution and depth
of field are imposed by the microscope objective and are supposed to be respectively 0.40 pm and
1.45 pm with the 40X 0.8 water objective.

Optimization of the combination of the modalities

Acquiring simultaneously an FF-OCT image and a SIM image imposes several constraints, but
the current configuration has been developed in order to minimize such constraints. First, the use
of high NA objectives provides two major advantages as it enhances the collection of fluorescent
photons and enhances the size of the FF-OCT and fluorescence optical section, as described
previously. The latter property is particularly useful as the spectral bandwidth of the FF-OCT is
necessarily limited in such a configuration. Interestingly, our setup configuration can be adjusted
to use any wavelength for FF-OCT or fluorescence sources, according to needs. With high NA
objectives, even a quasi-monochromatic source can be used [246]. However, we have showed
in chapter M that, even if a temporally coherent source can be used, it is more efficient to use a
spatially incoherent illumination since cross talks are suppressed [164] and the transverse resolution
becomes almost independent of aberrations in the sample arm [165]. To prevent any spectral
overlap between the two modalities, additional band-pass filters are inserted in front of both
cameras (respectively centered around 525 and 660 nm). We overlay the images of the camera
by taking an image of the red illumination field diaphragm with both cameras and by removing
the filter in front of the sSCMOS camera. Synchronization between the two cameras, the OCT
and SIM piezo actuators and eventually the illumination (to reduce illumination time and sample
heating) is ensured by a DAQ card with a 10 us precision.

We should add that having the dichroic filter separating FF-OCT and SIM out of the inter-
ferometer is not ideal since some of the fluorescence light is then lost. However, we have tried
several configurations where a short-pass or long-pass dichroic filter was inserted into the sample
arm, but we have never been able to observe a strong FF-OCT signal. Modeling and different
failures let us believe that the reason comes from the fact that most dichroic filters have multiple
coatings/reflection planes so that the optical path length takes multiple values. Imaging fringes
on a mirror then gives a dozen of very low contrast rebounds, which reduce the contrast of the
main fringe pattern. However, if a dichroic mirror having no effect on the FF-OCT signal is to be
found, the optimal configuration would be to insert this dichroic in the sample arm only.

To minimize this issue, we have decided to use a 90:10 beamsplitter at the center of the inter-
ferometer and to mount the fluorescence detection part on the illumination side. Therefore, the
illumination and fluorescence light are reflected at 90% by the beamsplitter so that 21% of the
light used for fluorescence is lost instead of 75%. Because the light in each path of the interferom-
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is conserved. The drawback is that only 9% of the light can be collected instead of 25% as we

eter in FF-OCT has been transmitted and reflected once by the beamsplitter, the ratio

could have with a 50:50 beamsplitter. However, we have chosen the 90:10 configuration, as we are
much more often limited by the intensity in fluorescence than in FF-OCT, especially when using
dynamical fluorescent probes.

Finally, our setup configuration requires 2 cameras, which increases its cost and complexity.
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However, this is justified since FF-OCT and SIM require cameras with nearly opposite technical
characteristics. FF-OCT requires fast cameras with large Full well capacities. To the contrary,
fluorescence measurements require low-noise measurements, enabling the detection of a small
number of photons.

5.1.3 Static association of FF-OCT and SIM

First, we are going to demonstrate the interest of our system for combining a structural informa-
tion, captured with FF-OCT to a specific molecular contrast, captured by fluorescence microscopy.
The static combination has already been demonstrated in previous work [I87,226]227] and does
not necessarily require that both modalities are acquired at the same time. A first advantage of
combining static OCT with fluorescence is to identify structures that are captured in OCT, in
order to better understand and characterize OCT contrast [206]. A second benefit is to use fluo-
rescence to reveal some structures, proteins or ultimately any structure that cannot be captured
by OCT. It can help to understand how a structure of interest integrates and evolves inside its
microenvironment, such as neurons in the intestine [247] or to find the location of stem cells in
the cornea [I83], as we will illustrate it further in chapter
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Figure 5.6 — Imaging of a Gal4*'%2! /UAS:GFP zebrafish larva. A. 10X wide field Full-Field OCT
image of the larva 100 um below the surface, first acquired with an FF-OCT commercial system,
developed by LLTech [160]. The main functional microstructures of the zebrafish can be iden-
tified. The scale bar represents 300 um. B to D. 40X 0.8 NA images of the same larva then
acquired with our multimodal setup, right after the imaging with the other microscope. The
imaged area roughly corresponds to the yellow box in panel A. Panel B is the FF-OCT image,
panel C is the SIM image and panel D shows the overlay of panels B in red and C in green,
illustrating the position of the larva motoneurons with respect to the notochord and spinal cord.
All three scale bars represent 50 pum.

Figure shows such a combination in 5 days post fertilization Zebrafish larvae with fluores-
cent motoneurons. Figures A and B show en face views of the structural contrast of a
zebrafish larva at different magnifications. The main feature of the FF-OCT image is to image the
microstructures of the zebrafish larva at a given depth. However, if the muscles and the notochord
are clearly visible on the FF-OCT image, we can only suggest the presence of some cells corre-
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sponding to small white round objects in the image. Among these cells, there is no information
about their nature or their function. To identify the cells, we have imaged the same zebrafish,
which is from transgenic line exhibiting GFP-fluorescent motoneurons along the larva spinal cord.
Figure 0.6l C illustrates a SIM image obtained from a zebrafish larva, using the fluorescence part of
our setup. Combining the two modalities allows us to see the organization of these motoneurons
with respect to the surrounding tissue of the fish. In particular, we are able to see that some of
these neurons have projections either onto the notochord or onto the spinal cord.

Additionally, figure (.7 illustrates the benefit of the static association of FF-OCT and fluores-
cence in the context of histology measurements. Figure [B.7] shows the imaging of a tumorous
intestine tissue, in which cell nuclei are labeled with fluorescence. It emphasizes the comple-
mentary contrast that can be obtained with both modalities. Additionally, with both sources of
information, we can localize the cells on the contours of organized structures, named intestine villi,
indicating that this field of view has been acquired in a healthy region of the cancerous tissue.

Figure 5.7 — Revealing cells in tumors with FF-OCT /SIM. A fixed tumorous tissue of intestine is
imaged in FF-OCT (A), in Fluorescence (B) and the overlay is displayed in panel C. Fluores-
cence reveals cell nuclei in the tissue. These images show that the cells are located within a
well-defined structure captured by FF-OCT, indicating that we are imaging in a healthy part of
the tissue. The scale bars represent 40 pm.

5.1.4 Mechanical wave observation

Finally, we have imaged simultaneous dynamic processes in both FF-OCT and Fluorescence to
illustrate the importance of synchronizing both modalities. Figure presents the results of
the imaging of a fresh beating rat heart interventricular septum. As expected in the literature,
spontaneous uptakes of calcium should lead to fiber contractions, that further lead to heart beat
[248]. In the atrioventricular node at the top of the interventricular septum, one can find pacemaker
cells that spontaneously activate at a given frequency and regulate the calcium uptakes and heart
beating rhythm [249]. Therefore, the interventricular septum is one of the only regions of the heart
that is still beating and electrically active after dissection. If this region is labeled with a calcium
fluorescent indicator, it is then possible to observe spontaneous calcium waves propagating inside
the tissue, even several hours after the heart dissection. Similarly, as the calcium propagates
inside the tissue, it causes fibers contraction, which creates a mechanical force inside the tissue
that should be observable in FF-OCT or with other interferometric techniques.

Figure shows one result of the imaging on such tissue [I05]. More technically, we have
represented the evolution of the standard deviation calculated on 5 direct images without piezo
modulation. On the right-hand side, the evolution of the fluorescence signal is displayed. We can
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Figure 5.8 - Dynamic imaging of mechanical wave and calcium waves in a beating heart. All
panels show the result of imaging a beating section of a rat heart using FF-OCT and fluorescence
microscopy. The corresponding raw data movie can be found in O.Thouvenin et al. [105].
Panel A shows the propagation of a mechanical wave observed over time along a fiber. The
corresponding fiber is masked with the red line in the first image. The images are the results of
the standard deviation (STD) of 5 consecutive images to enhance the signal to noise ratio.The
scale bar represents 40 um. Panel C represents a temporal profile along the red line presented
in panel A. This is the result of a sliding STD to keep the temporal resolution. On the right
of the panel, the profile exhibits clear parallel tilted lines, characteristic of propagating waves.
The scale bars represent 13 um and 550 ms respectively. The slope of the lines can give us the
wave propagation speed of about 100 zzm.s~!. Panel B shows the initiation and propagation of
calcium waves imaged from the Fluo-4, a calcium fluorescent indicator, response. To enhance
the signal-to-noise ratio, the fluorescence image has been superimposed on the fluorescence
variation AF, in green, at different times. The scale bar represents 40 um and is valid for all
five images of the panel. Panel E represents the temporal profile along the red line of panel C.
This fiber corresponds to the fiber along which the mechanical wave propagates, as illustrated in
panels A and B. The profile represents the fluorescence difference AF across the fiber. Finally,
panel D is the overlay of panels C and E.

identify mechanical wave and calcium waves propagating in the tissue. Figures A and B
present the mechanical wave observed with FF-OCT, as we can see a propagating wavefront in
panel A and stereotypic tilted lines in the spatiotemporal profile in panel B. This profile allows

! which is too slow to be a mechanical wave [250],

to calculate the wave speed, around 100 pym.s~
especially in a stiff tissue like the heart. With the FF-OCT information only, it is therefore
complicated to understand what this wave corresponds to. On the other hand, the fluorescence
information shows slow calcium uptakes and slow calcium propagation, happening simultaneously
to the mechanical waves. Figures C and D respectively show calcium propagation in the
tissue and calcium fluctuations over time at a single position in the tissue, exhibiting a spontaneous
excitation around 1 Hz. Interestingly, we have measured the propagation time of the calcium wave
and have found a propagation speed also very close to 100 ym.s~!. For this experiment, we used

simple fluorescent measurement instead of SIM for two reasons: First, we have imaged at a depth
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close to the tissue surface, so optical sectioning was less critical. More importantly, we had wanted
to optimize the speed and the signal, while SIM would have required 4 images and would have
reduced the excitation power due to the attenuation of the Ronchi ruling.

To conclude this subsection, our multimodal setup enables us to simultaneously acquire the
propagation of a mechanical wave using FF-OCT and the propagation of a calcium wave using
fluorescence. Because of the simultaneity of the measurements, we demonstrate that the mechan-
ical waves propagating in the sample are linked to a biological activity of the tissue, i.e. the
calcium wave, which is known to cause fibers contraction. It provides a potential mechanism
explaining the initiation of mechanical waves observed. It is likely to be only the consequence of
a sub-wavelength mechanical contraction of the muscle, rather than shear waves created by such
deformation. We can further comment that the simultaneous acquisition was particularly critical
in this experiment. Indeed, we have observed after a few minutes that the calcium uptakes have
become more chaotic, which was probably the beginning of atrial fibrillation, which has led to
the inactivation and destruction of the tissue. Therefore, with a switching multimodal system,
by the time we take a movie with one modality, the activity may have stopped before switching
to the other. And because, we are looking for waves, switching between modalities between each
frame would significantly lower the acquisition speed and the wave propagation might become
undetectable. Another insightful conclusion about this last experiment is that we have demon-
strated the FF-OCT ability to detect mechanical waves propagation at high transverse resolution
and sensitivity, in contrast to what was observed in A.Nahas et al. [251]. Even though these waves
are too slow to be shear waves, it demonstrates that the only limit to perform dynamic optical
elastography with FF-OCT is only a technological limit that could soon be overcome. If we could
find a camera that could take up to 10,000 images per second with high FWC, we should thus
be able to measure such waves propagation. We can add that with the new Adimec camera, the
frame rate is already close to 700 frames/sec in full field. If we were to limit the number of lines to
a few dozen, it might already be possible to follow a propagating wave along the columns direction
at a maximal frame rate of 2 kHz (limited by the acquisition card and not the camera itself).

To conclude this section, I have reported on the development of a new multimodal system
combining simultaneous FF-OCT and structured illumination fluorescence microscopy. 1 have
illustrated the interest of this multimodal system to validate or enhance the contrast obtained
with FF-OCT and its benefit in the context of histology. Finally, I would like to emphasize the
importance of dynamic measurements with both fluorescence and FF-OCT. It also allowed us to
combine fluorescence with dynamic FF-OCT, a phase-dependent FF-OCT signal giving us access
to a metabolic contrast and revealing cells inside tissues, as I will present in the next section.
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5.2 Dynamic FF-OCT

In this section, dynamic FF-OCT (D-FF-OCT) will be described in details, including available
contrasts and structures that can be revealed. I will also introduce a few potential applications.
Inspired by phase measurements in dynamic light scattering, OCT, and holography techniques,
we have taken advantage of phase fluctuations of the FF-OCT signal to create a contrast that
is significantly different from the usual static FF-OCT contrast. However, compared to the pre-
viously cited techniques, FF-OCT offers higher transverse resolution and offers widefield parallel
acquisition of the phase fluctuations that reveals a contrast that is, for us, unique compared to
what can be observed with other microscopes.

5.2.1 Principle of D-FF-OCT

We have developed dynamic full-field OCT (D-FF-OCT), inspired by the work on quasi elas-
tic dynamic light scattering and other dynamic measurements to measure biological activity
[173,252H257]. We have therefore speculated whether intracellular movements and vibrations
can be important enough to be able to modulate the optical path length of our interferometer
by themselves, even without reference piezo modulation. Interestingly, we have found out that in
fresh biological samples, calculating the standard deviation of the interferometric signal over time
gives a substantially different contrast in comparison to the regular FF-OCT signal. To obtain a
significant dynamic contrast, the sample has to be as fresh as possible. Usually, we have extracted
organs directly after an animal sacrifice and image them as soon as possible. Hopefully, FF-OCT
optical sectioning allows for minimal tissue preparation and be ready for imaging only a few min-
utes after the animal sacrifice. Tissues are usually kept in saline solution for transport and imaging
or in complete solutions for more fragile tissues (as the brain or the eye). No dynamic contrast
can be observed in tissues extracted several hours ago nor from fixed tissues. We have discovered
later that this dynamic signal was somehow related to cellular metabolism [I7§]. Additionally,
D-FF-OCT can access a motility contrast in 3-D, taking advantage of the FF-OCT low coherence
to select mainly the phase variations at a given plane, as it will be detailed in section 5.2.4l Figure
presents the principle of D-FF-OCT and shows the intracellular contrast enhancement that
is offered by the technique. It shows typical temporal evolution of interferometric signals at var-
ious locations inside a sample and their corresponding spectral evolution. It illustrates different
dynamic features that can be revealed with D-FF-OCT, that will be detailed later in a specific
section. Figures B and E show that D-FF-OCT can reduce signal from static and potentially
highly scattering structures down to the noise level and can also reveal cells that would normally
be hidden by such static structures El

The new contrast revealed by D-FF-OCT originates from a different interpretation of the tem-
poral fluctuations of the signal. In regular FF-OCT, temporal fluctuations are averaged out to
increase the signal-to-noise ratio of strongly back scattering structures. To the contrary, in first
versions of D-FF-OCT [I7§], we have emphasized the amplitude of fluctuations of the signal by
calculating its standard deviation, as described previously. This amplitude of fluctuations not only
depends on the backscattering strength, but also on the scatterers dynamics inside a given voxel.
An interesting layout of D-FF-OCT is to remove the piezo modulation, since the incoherent light

'We can add that, due to its high phase sensitivity, FF-OCT and particularly D-FF-OCT, is very sensitive to
sample motion artifacts and to mechanical vibrations. In presence of any external movements of amplitude on the
order of the wavelength, the D-FF-OCT image tends to look like a blurred standard amplitude image that could
be acquired with FF-OCT.
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Figure 5.9 - Dynamic FF-OCT (D-FF-OCT) principle. Panel A shows the direct image of an ex
vivo rat retina captured with our high NA FF-OCT system. If a few structures can directly
be identified, the signal is dominated by the reference intensity. Panel B presents a classical
FF-OCT amplitude image that would be obtained from a 4 phases scheme. The corresponding
phase map is presented in panel F. In this static FF-OCT amplitude image, the dominant signal
comes from large static fibers, such as large ganglion cell axons and capillary walls. Even though
little differences can be found in either direct intensity signals or amplitude signals from the
different regions in the image, panel C shows that the temporal evolution of the intensity at
each region can exhibit significant differences. It illustrates the different temporal evolution of
signals in either red blood cells (RBC) (blue box), axonal fiber (red box) or a cell (blue box). The
RBC presents a strong variation due to its important membrane flickering, the cell presents an
intermediate, but significant, fluctuation, while the signal from the axonal fiber is mainly shot-
noise limited. Panel D presents the spectral evolution of the previous signals, which also present
different specific characteristics. From these observations, we have developed D-FF-OCT, which
consists in displaying a metric based on the interferometric signal temporal evolution. Panel
E shows an average of temporal standard deviation maps calculated on a few direct images,
which corresponds to the most basic D-FF-OCT scheme we use. D-FF-OCT reveals intracellular
contrast, with the position of some cell nuclei. It also enhances the signal from RBC edges,
highlighting their 3-D shapes. Finally, D-FF-OCT reduces the signal from static structures and is
even able to reveal cells hidden below static but highly backscattering structures (yellow arrow).

varies less and more slowly than the interference term. In such a configuration, the backscattering
amplitude and the phase fluctuation magnitude are coupled in the final image. In one of the next
subsections, I will discuss the possibility to decouple these two pieces of information.

Now, what we generally name Dynamic FF-OCT is not only the calculation of the temporal
standard deviation, but also a set of mathematical techniques that analyze the temporal fluctua-
tions of the interferometric signal captured by FF-OCT. Through the following subsections, I will
show that these fluctuations are mainly caused by phase fluctuations or movements of scatterers in
the axial direction, to which OCT and FF-OCT are particularly sensitive. Trying to understand
and quantify these fluctuations, we have been inspired and influenced by similar measurements
performed with more standard OCT [258-261], other interferometric techniques [173,255] or gen-
eral dynamic techniques [262].

Finally, we can further comment that D-FF-OCT is attractive in terms of multimodality, as it



154 Chapter 5. Multimodal FF-OCT

does not require any modification from a regular FF-OCT microscope. It can be associated with
any other dual modality system to provide 3 different contrasts [105], as it will be pointed out in
yet another subsection. D-FF-OCT is highly complementary to standard FF-OCT especially in
fibrous environments, as fibers are highly backscattering structures and often hide cells entangled
inside the matrix. However, fibers are usually still, while cells have an intracellular activity that
produces a highly dynamic signal. Hence, D-FF-OCT can easily reveal these cells and suppress
the stationary signal from the fibers.

Figure 5.10 - Multimodal SIM/Dynamic FF-OCT of a macaque retina. The 4 panels show
the ganglion cell layer of a fresh macaque retina revealed by 3 different modalities acquired
simultaneously with our microscope. Panel A is the FF-OCT image and the signal from ganglion
cells is masked by collagen signal. A sparse labeling of ganglion cells has been performed on
this retina and the corresponding SIM image is displayed in panel B. Panel C shows the same
field of view imaged with Dynamic FF-OCT, which removes the signal from the static collagen
fibers to reveal several cells. The D-FF-OCT also reveals intracellular details. Finally, panel
D is the overlay between the Dynamic FF-OCT image and the SIM image, revealing a perfect
overlap between one of the ganglion cells and one cell revealed by Dynamic FF-OCT. All the
scale bars represent 35 um.

To further illustrate the benefit of our system to identify specific structures visible with dynamic-
FF-OCT using fluorescence, we have imaged a macaque retina, labeled via gene gun to tag ganglion
cells inside the retina. The gene gun technique produces a sparse labeling [263]. Thanks to
fluorescence imaging, we were able to confirm that the cells we were imaging are indeed ganglion
cells. Here, the imaging plane is in between the ganglion cell layer and the inner plexiform layer
and strong signal from stationary fibers inside the inner plexiform layer dominates the static FF-
OCT image, as illustrated in figure A. However, using the temporal fluctuations of the signal,
and displaying the average image over 10 standard deviation images calculated over 10 consecutive
FF-OCT direct images, we could attenuate the signal from the collagen and reveal the cells at
this depth, as illustrated in figure C. However, two cell populations can be observed in the
image, as expected, since the ganglion cell layer is mainly composed of ganglion cells and displaced
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amacrine cells [264]. The overlay performed in figure D shows that the ganglion cell labeled
with fluorescence perfectly matches one of the cells at the center of the D-FF-OCT. In accordance
with the literature describing ganglion cell morphology and distribution [264], we postulate that
the dark central region corresponds to the nucleus, while the elongated bright surround is the
cytoplasm. It appears that the axon hillock can also be observed in D-FF-OCT, as it matches the
beginning of the ganglion cell axon labeled with fluorescence. The other rounded cells with lower
intracellular contrast might then be amacrine cells. This is consistent with many more FF-OCT
and D-FF-OCT images of the retinal ganglion cell layer, where the two same populations are
observed [206]. In this figure, only one ganglion cell is labeled with fluorescence, due to the low
success rate of the gene gun, producing a sparse labeling. The two smaller hot fluorescence spots
are probably buddings along the ganglion cell neurites, which we don’t necessarily see in D-FF-
OCT. We can add that we are now trying to measure the ratio of ganglion cells that D-FF-OCT
is able to reveal in the ganglion cell layer, but it is probably not 100%.
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5.2.2 Motility contrast in cells

This initial phenomenological description of dynamic FF-OCT, as well as images laid out in
figure 0.9 show that the display of the amplitude of fluctuations enhances the signal from cells
while reducing the signal from stationary structures. Moreover, such contrast change had never
been observed in fixed samples. Therefore, we have started to wonder whether these dynamic
effects come from active processes inside cells or simply originate from passive confined Brownian
motion. Indeed, as fixation can alter intracellular content, but can also modify refractive index
difference distribution inside tissues, the absence of dynamic signal after fixation could originate
from changes in the tissue optical properties. Similarly to D-FF-OCT contrast drop after fixation,
we can observe a general decrease of the dynamic signal over time with a typical timescale of
several hours for most tissues, even tough the tissue is kept at room temperature and in saline
solution without proper pH or oxygen control. Nevertheless, we noted that tissues that are known
to be highly energy-demanding, such as heart, brain or retina usually exhibit a faster decrease
of their dynamic contrast. Figure [.I11] A illustrates such contrast decrease over time. This
additional observation might help to believe that D-FF-OCT signal depends on active processes,
but is still not completely convincing. Indeed, dying tissues undergoing apoptosis tend to change
their volume, by first contracting and then expanding, meaning that cells inside tissues probably
undergo similar volume changes, and concentrate, then dilute their intracellular material [55].
Additionally, apoptosis often pairs with an intracellular proteolysis [265], which would lead to
further decrease of the cytosol refractive index. In any case, the decrease in the dynamic signal
can originate from changes in the optical properties of the degrading tissue. More importantly
and as reported in figure 511 B and C, as well as in C.Apelian et al. [I78], we have used drugs
to block the energy production inside cells and we have been able to monitor a corresponding
decrease in the D-FF-OCT signal. Clément Apelian from our research group, have demonstrated
that adding 2-deoxy-D-glucose to ez wivo liver samples rapidly kills all the dynamic signal (in
less than an hour, compared to 27 hours with normal tissue degradation) from this tissue. It
should be further noted that the injection of 2-deoxy-D-glucose is known to block glycolysis or
anaerobic ATP production inside cells, but glycolysis also produces pyruvate, which is essential
for aerobic ATP production of the cells. Therefore, the injection of 2-deoxy-D-glucose, without
adding pyruvate, leads to a complete disruption of ATP production and to a complete stop of
most active processes of the cells, including active transport.

This insightful experiment shows that signal fluctuations mostly depend on active processes
inside cells and that confined Brownian diffusion does probably not create enough movements or
enough movements heterogeneities to create a significant D-FF-OCT signal. However, we can
discuss here the particular case of red blood cells, as illustrated in figure E whose membrane
produces a strong dynamic signal, as earlier explained in chapter [1l

But still, even with such an experiment, it is unclear whether D-FF-OCT signal comes from
happily living cells or whether it is particularly enhanced in cells that are slowly entering in
apoptosis, as it might enhance scatterers flow inside and outside the cell and could create such
measured signal fluctuations. In order to further answer this concern, we have performed the
following experiment, as illustrated in figure B.121 It shows the result of the Clicklt TUNEL assay
(from ThermoFisher Scientific [266]) on a fresh liver tissue. The Clicklt TUNEL directly probes
the cell apoptotic state, even though the sample has to be fixed before. During this experiment,
we have first and on purpose excised the tissue with a corner shape to elicit and follow the cell
death propagation from the margin to the center of the tissue. After several minutes, the tissue
has been imaged with FF-OCT and D-FF-OCT and an inactive region (dark region from the
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Figure 5.11 — Metabolic-dependent contrast of D-FF-OCT. Panel A presents the D-FF-OCT signal
decrease over time in an excised rat liver, a particularly resistant organ. The liver sample is
kept in the imaging chamber at room temperature, in a saline solution, without light exposure
in between the experiments. Even if some signal can still be captured after 24 hours, the
signal intensity has decreased by a factor of 2.25. The signal decreased below the noise level
after 27 hours. Panels B and C show the evolution of dynamic FF-OCT signal after injection
of 2-deoxy-D-glucose, a glycolysis and ATP production inhibitor. Panel B is the D-FF-OCT
obtained right after the injection and panel C is the D-FF-OCT image at the same location
after 1 hour. The white arrow points the injection site. Even though the image in panel C
has been multiplied by a factor of 10, the D-FF-OCT signal looks clearly dimer and totally
disappeared a few minutes afterward.

tissue margin) has been detected with D-FF-OCT (panels A to C). Directly after the imaging,
the tissue has been fixed, in order to start the TUNEL assay and detect the apoptotic regions of
this tissue. Unfortunately, this assay requires fixed tissues so that we were not able to overlay a
D-FF-OCT and a fluorescence image. However, we have been able to detect that almost all cells in
a 200 um region from the tissue border were in apoptosis (panels D to F'). The fluorescence signal
started decreasing as we went further from the tissue margin and is almost equal to zero at the
center of the tissue. Figure[.12 tends to demonstrate that apoptotic cells do not produce dynamic
contrast, at least for cells in apoptosis for a long time. Surprisingly, this indirect result is different
from what was obtained with OCT measurements [267], where the authors have shown a decrease
of the speckle decorrelation time (i.e., an increase of the intracellular activity) in apoptotic cells.
Explanations for this result may be the following: In contrast to G.Farhat et al. [267], we have
used a brute force method to generate apoptosis, as we have physically cut the sample and have
performed the imaging close to the tissue edge. It is likely that cells in the dark D-FF-OCT region
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are in late stages of apoptosis. Furthermore, since cells in apoptosis tend to dilute and homogenize
their intracellular material [268], it should lower the backscattered signal from the cell to a level
that may be beneath our system detection limit, thus creating a dark D-FF-OCT image, even if
dynamics have increased.

Figure 5.12 — Imaging apoptosis with multimodal FF-OCT systems. This figure presents the
imaging of the edge of an ex-vivo liver. Here, the liver has been excised with a triangular
edge to illustrate the propagation of cellular death from the excised edge. First, a large field
FF-OCT and D-FF-OCT images have been acquired with the commercial LLTech system (A,B
and overlay in C) 30 minutes after the excision. Then, the tissue has been fixed and labeled
with Clicklt Plus TUNEL Alexa 488 assay (ThermoFisher) to reveal apoptotic cells. Panels
D, E and F respectively show the FF-OCT and fluorescence signals (and the overlay) acquired
from the part of the tissue in the yellow box in panel A. In this region close to the excised edge,
almost all cells are apoptotic, as suggested by the low level of dynamic signal in panel B. Scale
bars for panels A, B, and C represent 125 um and scale bars in D to F represent 40 um.

5.2.3 Separation between amplitude and phase

So far, we have mostly investigated dynamic signals from the interferometric signal variations and,
therefore, we have been possibly sensitive to either amplitude or phase fluctuations (even though
the phase sensitivity is supposedly much higher than amplitude sensitivity for most scatterers).
Moreover, as pointed out in the two previous chapters, one of the key features of OCT technologies,
and phase shifting techniques in general, is their ability to separate the amplitude and the phase
information by shifting the phase in at least 3 positions. Therefore, we have naturally tried to
perform similar dynamic analysis on either the amplitude or phase signals acquired from 4 phases
measurements. Nevertheless, as illustrated in figure 213 the dynamic amplitude and phase images
often look similar (with inverted contrast though) and give quite similar contrasts than what has
already been observed without piezo modulation. But, more importantly, D-FF-OCT images
without piezo modulation look sharper and highly scattering static structures seem to be more
attenuated without piezo modulation, which seems to be counter-intuitive.

Even if we do not fully understand these observations, we will review here a few thoughts on
this topic. First, figure (.14 presents a quick and simple simulation showing that the separation
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Figure 5.13 - D-FF-OCT images obtained from direct, amplitude and phase images. Panel A
shows the same D-FF-OCT image of an ex vivo retina sample than figure[5.9 A. After acquiring
direct images without piezo modulation, we have acquired the same number of images with
4 phases piezo modulation to calculate both amplitude and phase images over time. Panels
B and C show the temporal standard deviation calculated from the amplitude and from the
unwrapped phase images respectively. If the amplitude and phase fluctuations can enhance
the contrast from the cells and the red blood cells, similarly to panel A, the images look less
contrasted and the static structures are less excluded as well.

between amplitude and phase is in fact not really effective when the phase fluctuates more rapidly
than the 4 phases process. Indeed, as mentioned in chapter Plthe 4 phases calculation of amplitude
fails in presence of small additive random phase fluctuations. The calculated amplitude ultimately
depends on the first order of the phase fluctuations amplitude. It might explain why the temporal
STD of the amplitude gives a significant signal, and a signal similar to the temporal STD calculated
either directly on the interferometric signal or on the phase image. Additionally, we might explain
the loss of contrast in dynamic amplitude and phase images since the actual frame rate is divided
by 4, and as a result, it might lower the sensitivity to fast phase fluctuations happening in cells.
Finally, the contrast reduction might also be caused by piezo-induced movements, either axially
then adding a random phase fluctuation on the entire image or laterally (a transverse piezoelectric
effect can often be induced at large voltages [269]), which then would correlate neighboring pixel
signals and decrease images sharpness.

Since the amplitude and phase can hardly be separated, we had to investigate some more
complex signal analysis to access the different parameters of the phase signal only, as it will be
described in the next subsection. Nevertheless, it shows that using 4 phases calculation might not
be as important as it is for regular FF-OCT, which more or less justifies why we record direct
images in most of our experiments.
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Figure 5.14 — Simulation of 4 phases reconstruction in presence of phase fluctuations. Panels

A and B show the initial amplitude and phase maps respectively. For a given phase map, 4
different regions with variable contrasts (from 0.25 to 1) are computed. 1000 direct images
are then calculated from these maps, with a 7 phase shift and an additional random phase
fluctuation (of £0.1 rad maximal extension) between each frame. The amplitude is constant
over time. From 4 consecutive images, the respective amplitude and phase image are calculated.
250 images of each type are obtained. Panel C. The amplitude image shows that the phase
fluctuations corrupt the amplitude reconstruction, while the temporal standard deviation (Panel
D) of the amplitude image presents a coupling between the amplitude and the phase. On the
other hand, panels E and F show the temporal standard deviation of the calculated phase
images that do not depend on the amplitude. Panel E is the standard deviation map on
the directly calculated phase map and shows highly varying regions that correspond to phase
wrapping regions. Performing a 1D phase unwrapping prior to the STD calculation allows the

reconstruction of the phase fluctuations map without artifacts (Panel F.
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5.2.4 Origin of the phase fluctuations and optical sectioning in D-
FF-OCT

We have not discussed yet the origin of the interferometric signal fluctuations, as we have never
been able to find a fully indisputable unambiguous answer. In this subsection, I will discuss its
origin and that, although we can not fully understand it, we can claim that we are much more
sensitive to phase and corresponding axial displacements of scatterers. I will also show that we
are in fact mostly sensitive to phase fluctuations caused by backscatterers that lie within the
coherence volume. This will allow us to discuss the optical sectioning ability of D-FF-OCT.

The first comment to be made is that, as discussed with QPI measurements in chapter [II, the
measured phase information is the spatial average of everything that backscatters the light within
a voxel, that in this case corresponds to a diffraction-limited transverse pixel with a height corre-
sponding to the coherence length. It means that the measured phase signal can either originate
from the backscattering of a roughly micrometric size object (organelles, nuclei, large fibers, etc...)
or from the complex backscattered interference between numerous nanometric scatterers (proteins,
vesicles, cytoskeleton, etc...) and probably originates from a mix of both. If we have sometimes
been able to see interference fringes on the myelin fibers [129] or on the nuclear envelopes, we
have not been able to find any simple experiment to validate either of the hypotheses in the cell
cytoplasm. In order to estimate the phase fluctuations depth origin and in order to estimate the
optical sectioning ability of D-FF-OCT, I will take the example of a single scatterer, assuming that
everything happens the same in the case of multiple small scatterers, since the collective interfer-
ence signal might only produce a significant signal if all scatterers move with a net flow in a given
direction. As food for thoughts, the schemes presented in figure illustrate the interference in-
tensity created by various displacements of a single scatterer. First, if the backscatters light comes
from the moving scatterer, the particle axial motion will produce a sinusoidal modulation and re-
quire only a % (corresponding to a phase shift of %i with the light feeling twice the displacement of
the particle in backscattering) displacement to go from a maximum to the average value. On the
other hand, the particle transverse motion creates an intensity modulation corresponding to the
PSF decay, with a half width half maximum being equal to %, which is about 2\ for a 0.3 NA
objective and 0.75\ with the 0.8 NA objective. In both cases, the axial sensitivity is supposedly
5 to 16 times higher than sensitivity to transverse motion. More importantly, let’s consider the
case when the particle is outside the coherence volume, meaning that the detected interference
signal necessarily originates from the backscattering by another particle. In this case, the phase at
the focal plane could still be modified by phase changes happening above the coherence volume.
Nevertheless, it should be noted that when the phase change happens outside the depth of focus
(and outside the coherence volume), it is averaged on a section that can be much larger than a
diffraction-limited spot and that corresponds to the section of the imaging cone at the particle
depth. However, as illustrated in figure 5. 151 D, axial motions from a particle outside the coherence
volume do not create a significant phase fluctuation, as the light still passes trough the particle.
Nonetheless, the phase at the focal plane can depend on the transverse flow of scatterers flowing
through a section of the imaging cone above the coherence volume. As we previously noticed, we
are more sensitive to axial motions so that we can most of the time neglect this transverse flow
contribution, especially when particles are out-of-focus with their contributions being averaged
out. Nevertheless, in the case of blood flow, which generates a large-scale net transverse flow, the
phase fluctuation can be important enough to be detected several microns away from the capillary
plane. Finally, because capillaries are generally large only along 1 dimension, phase fluctuations
caused by the blood flow is geometrically attenuated as the coherence volume is set further apart
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from the capillary. Finally, we can estimate that D-FF-OCT is able to provide optical sectioning,

as it is mostly sensitive to axial phase fluctuations happening at the same coherence volume than

standard FF-OCT, but keeping in mind that large phase fluctuations outside of this coherence

volume can generate a significant D-FF-OCT signal.
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Sensitivity to scatterers motion. Panels A to C illustrate the intensity modulation coming
from a scatterer in focus and within the coherence volume. The effect of a transverse motion
of the scatterer (red displacement in panel A) is governed by classical microscopy, with a signal
intensity that will be attenuated as a jinc (first order Bessel function divided by its argument)
function, as illustrated in panel B. Axial motion on the other hand (Panel C), will generate
a sinusoidal modulation that will be attenuated as the scatterer goes out of the coherence
volume. Note that, in the case of 10X 0.3NA objective and a 0.63 pum LED illumination,
the scatterer has to move away from the pixel of more than 1 um to generate a significant
signal, while it requires only a 100 nm axial movement before the interference signal is divided
by a factor 2. Panel D presents a similar scheme in the case where the scatterer is outside
the coherence volume. In this case, the light goes through the scatterer instead of being
reflected. Therefore, if the scatterer moves axially, the light still goes through. However, a
small modulation can be obtained due to the geometrical tightening of the conical cross section.
In this case, the interference signal is only sensitive to transverse motions, as a scatterer would
leave the illumination path. However, the further away from the focal plane the scatterer is, the
wider the cone cross section is, so the less sensitive to a single scatterer contribution the signal
becomes. Panel E finally illustrates the case of an out-of-focus flow. If the flow goes through
the entire cone cross section, the phase variation created by the flow can significantly modify
the phase at the focal plane. However, this is only a 2D scheme, whereas the illumination
path is a 3-D cone, while most of the biological flows are large only in one direction. The
attenuation caused by the third dimension will decrease the phase coupling between the flow
and the focal plane, as the flow goes further from the focal plane.

Even though the explanation might be too qualitative or a bit fuzzy, we have been able to

demonstrate experimentally the D-FF-OCT ability to provide 3-D reconstructions of cells inside

tissues, as illustrated in figure 010, with a sharp axial accuracy (hard to quantitatively estimate

however). We can add that, to our knowledge, and except in the case of blood flows, we have

never detected a D-FF-OCT signal from out-of-focus scatterers. As it will be discussed in the
subsection on in vivo D-FF-OCT measurement, we have indeed been able to detect a D-FF-OCT
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signal originating from a blood flow several microns away from the focus, but that eventually
attenuates when going in depth away from the flow.
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Figure 5.16 — 3-D performances of D-FF-OCT. Panel A and B are extracted from Apelian et
al. [178] and show 3-D views of an ex wvivo rat liver imaged with Dynamic FF-OCT with
the LightCT commercial system. D-FF-OCT provides optical sectioning and allows a label-
free 3-D reconstruction of the hepatocytes. Panel A shows a proper 3-D view of the entire
sample, while panel B shows an X-Z projection of one line in the sample and highlights the
position of nucleus inside hepatocytes. Panel C, D, and E show similar 3-D views of a 5
dpf zebrafish larva imaged with D-FF-OCT with our high NA microscope. Panel C shows a
first transverse view of the larva and illustrates again D-FF-OCT ability to reveal otherwise
transparent cells in complex tissues. 200 similar transverse planes have been acquired with a
1 pum step between each plane. Panels D and E present orthogonal slices obtained from this
3-D stack, respectively XZ slice and YZ slice.
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5.2.5 Phase fluctuation signal analysis

We have already described several features that can be captured from the interferometric signal
fluctuations, but so far, we have only used one component of these fluctuations, i.e. the magnitude
of the fluctuations, while the signal is potentially much richer. Additionally, the amplitude of
fluctuations that we calculate is also coupled to the FF-OCT signal amplitude, as we have seen
in the previous subsection.

To extract more information from these dynamic signals, we have tried to run various analysis
to properly emphasize not only the amplitude of fluctuations, but also the time scales of their
variations. This subsection is dedicated to the description of these different analyses. 1 will
present several of them, as well as a useful way for displaying all these pieces of information in a
single 2D image. It will emphasize that two major different features can be extracted from these
fluctuations, the amplitude of fluctuations, that is referred to as motility metrics [270] or metabolic
indez [271] on one hand and the time scales of fluctuations on the other hand. We have been able
to demonstrate that these two features create two significantly different contrasts, as it will be
illustrated in figure

Standard D-FF-OCT analysis and color coded D-FF-OCT

Our initial treatment of the D-FF-OCT signal has consisted in calculating the temporal standard
deviation on several consecutive images and then in averaging the computed sub-stack. If such
treatment reveals the amplitude of fluctuations, we have also rapidly realized that it was possible
on the size of the sub-stacks from which we calculate the standard deviation in order to get a first
idea of the local temporal dynamics. For example, if we calculate the standard deviation on 5 to
10 images (corresponding to a total time of 100 ms), the standard deviation will be significant
for rapidly-fluctuating structures, while slower structures will have almost no temporal variation,
meaning that after average it will only emphasize fast scatterers. On the other hand, calculating
the standard deviation on longer sub-stacks (100 images or 1 second) emphasizes both fast and
slower scatterers. Usually, if the standard deviation is calculated on the entire stack, without
averaging, the resulting image looks like the OCT image, which is probably caused by external
motion artifacts. To extract intermediate dynamics, we can use a treatment consisting in starting
to average on a few consecutive images to eliminate the fast phase fluctuations, then calculating
the standard deviation on a few consecutive images of this first sub-stack and finally average the
remaining images. From such a naive treatment, we have been able to generate 3 colors map
to emphasize different temporal dynamics, as illustrated in figure 17 A, in which the blue color
corresponds to the fast dynamics, the green color to intermediate dynamics and the red color to the
slow dynamics, somehow comparable to the FF-OCT amplitude image. However, this requires to
manually choose the color balance to emphasize a particular contrast, which obviously introduces
a bias. Clément Apelian has therefore particularly worked on the computation of an automatic
colormap that would be comparable between different data sets and would be user-independent.
It is usually performed by using an HSV (hue-saturation-value) color space that permits to define
the central wavelength, the color saturation and the pixel brightness independently, and that can
finally be transformed to a more usual RGB color space so that it can be displayed in usual
image formats. We can choose different metrics for the three different parameters, but a useful set
of parameters is to choose the characteristic frequency that defines the exponential decay of the
Fourier spectrum as the central wavelength (I will detail this frequency in the next paragraph), i.e.
the hue, to have a fix saturation value of 0.9 and to choose the amplitude of fluctuations (standard
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deviation on 100 images averaged 10 times for example) as the value. Such a user-independent
color coded D-FF-OCT image is illustrated in figure 517 B.

Figure 5.17 — Color coded D-FF-OCT. Panel A shows an RGB display of the D-FF-OCT signal obtained
in a rat retinal ganglion cell layer. The red color corresponds to the amplitude FF-OCT
image. The green color corresponds to a D-FF-OCT image computed by averaging 10 frames,
calculating the STD on 10 images and averaging again 10 times. It eliminates the fast varying
signals while emphasizing the intermediate dynamics. The blue color corresponds to the fast
dynamics, obtained by calculating the STD on 10 images and averaging on the 100 calculated
frames. If we can segregate a few different objects using either the shape or the color, the
balance of colors has to be manually adjusted. Panel B presents a way to go around that
by calculating a colormap depending on the signal characteristics. This image has been taken
in another rat retina, also in the ganglion cell layer. It has been obtained by transforming an
HSV color space into a regular RGB space. In the HSV color space, we used the characteristic
temporal frequency as the hue, a fixed saturation of 0.9 and the amplitude of fluctuations as
the value, calculated at each pixel of the image.

Display of the temporal characteristics of the phase fluctuations signal

To obtain an information about the temporal scales of variation of the phase fluctuations signal,
we have tried several strategies that I will describe and compare. One of this strategy consists
of fitting the slow part of the autocorrelation function as a bi-exponential; it has been mainly
developed by Charles Edouard Leroux, a post doc of the team [I11]. The autocorrelation function
(ACF) is hereby defined as:

N—l-m
ACF(r = m.dt) = ﬁ S OCT,(k).0CTy(k +m) (5.5)
k=0
with m the number of shifted images, dt the acquisition frame time and OCT;; the interference
signal recorded at the pixel (i,j). The calculation of the autocorrelation function is computationally
intensive on large data sets, but it provides useful information. First, the signal strength can be
accurately estimated by the zero lag amplitude ACF (dt) of the autocorrelation function [T111260]
so that the ratio 2S£

ACF(dt)
ratio can ultimately be fitted by a biexponential function that is often used to model a continuous

only bears the temporal evolution of the phase fluctuations signal. This

distribution of characteristics times:

ACF(r) . Ty
ACF ) ae T+ (1 —a)e (5.6)
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The model sorts the fluctuations into two populations of respective fractions o and (1 — «v) exhibit-
ing either a fast decorrelation time T} or a slower decorrelation time T5. In developing spheroids,
T is on the order of 0.5 to 1 second, Ts of 3 to 10 seconds and « is typically around 0.3 [I11]. This
biexponential fit is supposedly advantageous since we can probably distinguish between an active
transport component and a more passive subdiffusive component [ITI], which both are regulated
by different molecular pathways. Nevertheless, both the autocorrelation function computation and
the bi-exponential function are time-consuming calculation, especially when dealing with data sets
of several Go and are also quite sensitive to noise. To increase the SNR and decrease computation
time, we could either bin the spatially adjacent pixels, manually select region of interest, or corre-
sponding elements matching together, or finally average pixels of similar signal strength, assuming
that they originate from similar biological structures (see figure 6 in C.FE.Leroux et. al. [IT1] for
this last segregation strategy).

Alternatively, fluctuations timescales can also be estimated by calculating the Fourier transform
of the time signal at a given pixel or a set of pixels. Then, two strategies are possible. It is first
possible to select 3 frequency bands and associate them with one color of the RGB color space, as
illustrated in figure LIS E and F, in a similar way to what was described in the previous subsection
by changing the size of the sub-stack on which we calculate the standard deviation. A more subtle
way of using the Fourier transform is to fit the interference signal power spectral density by an
inverse power law function, similarly to what was performed in a paper from . A.Oldenburg et
al. [260]. Tt appears to correspond to the estimation of a fractal dimension [272], as suggested by
Clement Gastaud, an M2 intern in our group who has worked on these fluctuations signal analysis,
which can be explained by the average contribution of scatterers with a continuous distribution
of characteristic times [273]. The fractal dimension can arise from the automatic self-organization
of dissipative dynamical systems with many temporal and spatial degrees of freedom [260L274],
which is likely to be a good estimation of our signal origin. Here, the computation of the fractal
dimension is much faster than the autocorrelation, as it simply requires the calculation of the
signal squared, its Fourier Transform, and to linearly fit its logarithm. However, in practice, the
scales of variations of the fractal coefficient being quite narrow, it requires an accurate fit of the
signal and, therefore, a good SNR. To reach a high enough SNR, we often have to bin the spatially
adjacent pixels, similarly to what was performed for the autocorrelation function calculation.
Figure illustrates some of the hereby described signal analysis strategies.

Difference between the amplitude of fluctuations and the characteristic times

Hopefully, I have not put all these previous different methods simply to show you how many of
them we have tried, but because we can extract information that is significantly different than the
usual amplitude of fluctuations we can obtain using the standard deviation and average process.
I believe that figures A and E, adapted from the work of C. Apelian [271] are of great
importance, as they show that these different ways to analyze the D-FF-OCT signal produce
significantly different contrasts. By combing them, it becomes possible to create clusters helping
to segment the different pixels according to the cell type or even cell state they are corresponding
to. Even in cases where the STD process was not accurate enough to separate the signal from the
different cells. However, these results are still preliminary and need to be confirmed on a larger
scale. At the end, the ultimate objective we are hoping to reach with these treatments would be
to create a user-free automatic cell segmentation algorithm that would be able to automatically
detect the number of cells corresponding to each cell type, compute cell density and the state of
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Figure 5.18 — Estimation of characteristic times of variation of the D-FF-OCT signal and correspond-
ing color coded maps. All panels present several frequency-based analysis of the D-FF-OCT
signal and are adapted from [271]. Panel A shows a D-FF-OCT image of a rat cancerous
intestine with the color code based on the full width at half maximum of the individual pixels
autocorrelation function. The color code is simply an LUT from Fiji. Panel B illustrates the
mean autocorrelation function calculated on a few adjacent pixels in a cancerous region of
panel A. Panel C shows a D-FF-OCT image of the same sample, with a color code calculated
using an exponential fit of the power spectrum computed at each individual pixel. One of such
fit is displayed in panel D. Here, the color code is given by the Green Fire Blue LUT from
Fiji. Panel E shows yet another temporal analysis of the D-FF-OCT signal using the temporal
Fourier transform calculated at each pixel. 3 frequency bands are then arbitrary chosen and
associated with one color of the RGB space. Panel F shows the separation into 3 frequency
bands at a given pixel.

the cells, leading to automatic diagnostics. This is the main objective of Clément Apelian thesis
and these results show an important step forward towards that goal. Finally, the complexity of
these signals should be emphasized, making such deep and complex multi-parametric analysis a
pre-requisite to analyse fine motility changes in the future.

Singular Value Decomposition for signal extraction

Finally, both our group and H. Ammari ’s [275] have also used singular value decomposition
(SVD) to better separate large structures that are slowly varying from smaller structures that
are varying more rapidly. SVD can also eliminate slow movements from the entire sample, in
a similar way to what was obtained in ultrasounds [I128]. SVD is the spatiotemporal equivalent
of the more famous principal component analysis (PCA) and consists of finding an appropriate
space to accurately describe the spatiotemporal evolution of the signal. To the contrary of Fourier
transform, wavelet transforms and other metric-based transformations, SVD and PCA work in a
metric that corresponds only to the corresponding data set and can not be directly interpreted in
terms of spatial and temporal frequencies. However, because they use data-based metrics, they
might better separate clusters of variations [276]. Both PCA and SVD are based on a matrix-
based diagonalization of the initial spatiotemporal dataset. In the case of a 3-D or 4D time-space
dataset, PCA aims at identifying spatial clusters of similar temporal evolution and outputs several
eigenvectors, that are the corresponding spatial maps of those clusters. They are sorted in terms
of their ability to better fit the entire dataset. On the other hand, SVD aims at identifying
spatiotemporal clusters of similar spatiotemporal evolution. The difference lies in the ability of



168 Chapter 5. Multimodal FF-OCT

§
g ) » cytoplasm
W nuclel
W Red blood cells
5 W noise
% % w0 w Pk v
Standard deviation ¥ o * "K' A
E Parametric visualization of cells state
12 . -
10
L
8 -

Normal pancreatic
exocrine cells

B cancerous cells

- Chemotherapy treated

Metabolic Velocity constant

50 150 250 350 as0 550 650 750 850 950
Metabolic Index

Figure 5.19 — Orthogonality between dynamic parameters and automatic segmentation using the full
information of the D-FF-OCT signal. Panel A to D show a calculated segmentation. From
a given D-FF-OCT image of a rat liver (panel B), pixels corresponding to cytoplasms (green),
nuclei (blue), red blood cells (red), or noise (black) were manually selected (panel C).At each
corresponding pixel, the standard deviation (in arbitrary units) over 100 consecutive images
and averaged 10 times is calculated and plotted versus the decorrelation time (in ms) in panel
A. Different clusters can be interestingly observed so that we can finally take all pixels of the
first image, plot them on the same graph and give them a color corresponding to the cluster
they most likely belong to. The result of this treatment is displayed in Panel D, showing a good
agreement between the estimated and the observed cell types. Panel E presents preliminary
results on a similar segmentation algorithm in healthy and cancerous human pancreas samples.
We hope to be able to create four separable clusters that could either identify healthy cells,
cancerous cells, efficiently treated cells and necrotic cells. All panels are adapted from [271].

SVD to extract a given pattern, not only spatially, but also temporally. SVD outputs a set of
spatial eigenvectors, as well as a set of temporal eigenvectors, that corresponds to the specific
temporal pattern followed by the corresponding spatial pattern. In brief, SVD imposes a coupling
between the temporal and spatial evolution of the data and is supposedly efficient to filter out
large scale slowly varying external mechanical vibrations and to filter out the shot noise, as it is
supposed to vary independently from one pixel to the other and from one time frame to the other
(then high temporal and spatial frequencies).

To describe the SVD mathematically, let’s take a 3-D spatiotemporal data set M(x,y,t) of
dimensions (N,, N,, N;) and transform it into 2 dimensions by concatenating the two spatial
dimensions into one:

M(z,y,t) = M'(s,t) (5.7)

M’ dimensions are (N,.N,, N;), that we will try to decompose using an SVD algorithm to create a
set of spatial eigenvectors U, a set of temporal eigenvectors V and a diagonal matrix corresponding
to the eigenvalues:

M =UDV* (5.8)
Dimensions of U, D, and V respectively are (N,.N,, N;.Ny), (N,.N,, Ny) and (Ny, N;), which is
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problematic in our case. Indeed, for large N, and N, the SVD calculation has to compute a matrix
of size (N,.N,)? or 10" in our case and would require having a computer with at least 1 To of
RAM! An option would be to reduce the field of view, but, in the end, it is not very convenient to
combine images as they are projected onto different eigenvectors. Additionally, when using SVD
with rectangular matrices M’, the maximal number of eigenvectors that we can compute at the
end is limited by the smallest dimension, meaning that the D matrix is diagonal in its upper part
of dimension (N, N;) and there are zeros in the rest of the matrix. It also means that in the
very large matrix U, there is plenty of useless information, as it will be multiplied by zeros when
reprojected. Anyway, we calculate a tremendous amount of data, while only a fraction of them
contains meaningful values.

Nevertheless, after a discussion with Amaury Badon and especially Charlie Demene from the
Institut Langevin, we came out with a trick to reduce the computational cost of our SVDs. A
similar scheme can exist somewhere else and is possibly not quite accurate from a mathematical
point of view but it gives decent results in our case. First, we want to reduce the dimension of
the matrix to the useful dimension so that we compute the matrix (M’)* M, which dimensions are
(Ny, Ny) and to apply the SVD algorithm on this matrix:

(M')*M = (UDV*)*.UDV* = (VD*U*).UDV"* (5.9)

Therefore, the large matrix U gives the identity and the diagonal matrix remains a diagonal
matrix:

(M')*M =V D*V* (5.10)

Therefore, if we now apply an SVD algorithm to the matrix (M’)*M, it is possible to obtain a di-
agonal matrix with the matrix M eigenvalues squared, resulting in an computation of the diagonal
matrix D, also enabling direct access to the matrix V, corresponding to the temporal eigenvectors.
Finally, we can calculate a reduced matrix U, that we will call U’, that corresponds to the useful
part of the matrix U, of dimensions (IV,.N,, N;) and that contains the spatial eigenvectors of M:

U =MDV (5.11)

Finally, we have to reconstruct a 2D image from one eigenvector ( A (N,.N,) size column of U).
In the end, this all procedure last only a few minutes, instead of one day that would be required
if the SVD was performed on independent subspaces.

Figure[5.20] presents an example of a data set where the SVD was useful. In that case, there are 2
important artifacts that prevent us from getting a neat D-FF-OCT image. First, there are bubbles
in the reference that create a strong noise and that can be seen on the D-FF-OCT. Additionally,
the tissue is slowly sliding down, which blurs the D-FF-OCT image. By using an SVD, we can
choose the eigenvectors corresponding only to the cell activity. Basically, the first eigenvector
corresponds to the strong signal from the reference arm, including the bubble vibrations. It is
also worth noting that the eigenvectors after rank 11 are mostly noise. However, the choice is
quite arbitrary, even though we could attempt to give an arbitrary threshold on the energy. In
H.Ammari et. al., they have demonstrated that SVD should be able to separate static signals from
fibers (low spatial and low temporal frequency) and dynamic signals from cells (high spatial and
high temporal frequency) [275] but SVD does not seem to perform much better than D-FF-OCT
with standard deviation. Finally, it would eventually make more sense to apply a PCA algorithm
to our data sets in order to identify spatial clusters of identical temporal variations. Nevertheless,
PCA only works on the spatial components and would compute the above mentioned U matrix
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which requires more than 1 To of RAM but we couldn’t find any solution to go around that nicely.

Evolution of the energy of the SVD eigenvector
of a D-FF-OCT image versus its number

Value of the corresponding
diagonal eigenvalue

0 V
10° 10! 10? 10°
Number of the eigenvalue

Figure 5.20 — D-FF-OCT with Singular Value Decomposition (SVD). Panel A shows a poorly contrasted
D-FF-OCT image of a rat retina photoreceptor layer. Here, the poor contrast comes from
moving structures in the reference arm that can hide some of the sample D-FF-OCT signal and
from sample motions that blur the signal. Panel B shows the standard deviation calculated on
10 eigenvectors computed with an SVD.Panel C plots the singular value of the corresponding
eigenvectors versus their rank and show the decrease of the singular value. To compute panel
B, we exclude the first eigenvector that looks like the reference arm signal and exclude all the
eigenvectors after rank 11 that mostly contain noise. The selected eigenvectors lie within the
arbitrary region delimited by the red dotted lines of panel C.
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5.2.6 D-FF-OCT for histology and to reveal various sample features

Although the location of cells bodies can often be inferred from the FF-OCT image in regions with
low signal, D-FF-OCT can for example make the difference between a cell and a local oedema
(which appears black in D-FF-OCT). It also gives a better precision of cell contours. In figure
(2T and in the cortex region of coronal brain slices, the position of neuron somas can be inferred
from the FF-OCT image, but the dynamic image can better reveal individual neuron shapes and
sizes, from which the neuron type might be inferred (pyramidal or stellate neurons). Ultimately,
identification of cortical layers can be performed in situ.

Figure 5.21 — D-FF-OCT as a histology tool for the brain. This figure presents a combination of
FF-OCT (Panel A) and D-FF-OCT (Panel B) in a thick coronal section of fresh ex-vivo rat
brain. This image has been acquired at a few dozen microns below the section surface and
presents the first cellular layers of the cortex. It reveals myelinated axons in FF-OCT, as well
as the neuronal cell bodies in D-FF-OCT. Panel C shows a frequency analysis performed in
D-FF-OCT, which reveals highly dynamic nuclei in red, neuronal cytoplasms with intermediate
dynamics (mostly in green) and mostly static myelin fibers in blue. The scale bar represents
60 pm.

In addition, D-FF-OCT may play an important role as a diagnostic tool since it can detect
nuclei in large cells (Figures E and F and figure 0.21]). Nuclear size and shape is an important
biomarker of cancer, with higher nuclear to cytoplasmic ratios in tumor cells [277,278]. Nuclei
mainly appear black in D-FF-OCT, even though the inner dynamics of the nuclei are significant
and usually faster than cytoplasm dynamics [254]. Our hypothesis for the dark appearance of the
nuclei is that they are more densely packed than cytoplasm and appear somehow homogeneous
at a 1 pm resolution. Inside a homegenous nucleus, there should be no backscattering except on
its contour and no dynamics to image, which may explain why nuclei appear black in both FF-
OCT and D-FF-OCT. Interestingly, imaging cells with higher NA objectives and with a transverse
resolution below 500 nm, allows us to recover some dynamic signal inside nuclei (See figure
F as an example).

Another useful D-FF-OCT feature for diagnosis is its ability to detect red blood cells and
immune cells (See figure B, D, and E). Indeed, in ez-vivo tissues, red blood cells are trapped
inside capillaries and can be imaged even at low framerates. Due to their strong membrane
fluctuations [53], they produce an intense and fast dynamic signal (See figure E and G) on
their edges. Similarly, immune cells are known for their intense motility as they are constantly
exploring their environment and changing shapes, as their protrusions are looking for abnormal
markers to suppress [279]. The nature of the immune cell might even be inferred from their
motility coefficient [279]. Firstly, D-FF-OCT can therefore detect immune cells infiltration inside
the tumors, which seems to be correlated with the tumor grade [280,281]. Secondly, FF-OCT can
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usually detect capillaries, but cannot make the difference between a blood vessel and a lymphatic
vessel. Thanks to the additional information from D-FF-OCT and by detecting either red blood
cells or lymphocytes in a vessel, a more accurate angiogram and lymphogram could be established
in cancerous tissues. Furthermore, correlations between an increase in the blood vessel density and
tumor grades have been well established for a long time ( [282,283] among many others). Similar
results with the lymphangiogram have been obtained [284]. Quite generally, denser angiograms
and lymphangiograms increase the risk of metastasis.

—166ms

—833ms

Figure 5.22 — Dynamic FF-OCT accessible contrasts. A and B. Same field of view of an ex vivo
subcutaneous pancreatic tumor respectively with FF-OCT and D-FF-OCT. Panel A shows a
fibrous environment dense in collagen fibers without specific cues of cancerous cells. On the
other hand, panel B identifies slowly varying cell bodies (in blue) and rapidly varying immune
cells (bright white cells). C and D. Zoom corresponding to the white areas of panels A and
B respectively. E. D-FF-OCT image of a fresh rat liver with 10X 0.3 NA objectives, based on
a frequency analysis to compute the color. D-FF-OCT can reveal hepatocyte cytoplasms and
nuclei(black region at the center of cells), organized along stationary capillaries, characterized
by the presence of rapidly varying red blood cells trapped inside. F. D-FF-OCT image of a
similar fresh rat liver with 40X 0.8 NA objectives. The increased resolution allows to better
capture intracellular dynamics and to capture some dynamic signal inside the nucleus. G.
High-resolution image of red blood cells trapped in a capillary of a fresh rat retina, acquired
with the 40X 0.8 objectives. The better resolution allows capturing the enhanced dynamics
localized at the red blood cells membrane.

D-FF-OCT is promising, when compared with digital holography techniques [I73], dynamic
light scattering techniques [254] or quantitative phase imaging [941285286], as it provides optical
sectioning and can access motility-based contrast in 3-D in scattering tissues with a subcellular
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resolution. Additionally, compared with dynamic OCT techniques [153,261], we take advantage
of the higher spatial resolution to capture subcellular variations, which further permit the cells
to be revealed. To our knowledge, the contrast revealed by D-FF-OCT is therefore quite unique.
Similar dynamic measurements in OCT mainly focus on the blood flow velocity [150}I511261],
even with high transverse resolution [287] similar to ours, but they never directly show dynamic
signals coming from intracellular dynamics. We are wondering whether it comes from a loss in
the signal collection due to the use of lower NA illumination, from a difference in the algorithms
used (if only blood flow was expected), or from a difference in the exposure time per pixel.
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5.2.7 D-FF-OCT signal variation under different conditions

So far, we have shown the D-FF-OCT ability to measure a metabolic contrast from intracellular
motions inside tissues. However, it is quite surprising at first to obtain such a contrast while the
ex vivo tissues we usually image are far from optimal operating conditions. In this subsection, we
will first discuss the effect of temperature on D-FF-OCT contrast and on cells metabolic activity
in general. Then, I will discuss the possibility to use D-FF-OCT not only to reveal different cells
inside a tissue, but also to measure and compare cell motility, notably in presence of cytoskeleton
inhibitors.

Effect of temperature

One fundamental effect we first wanted to investigate was the effect of temperature on D-FF-
OCT. We have always been quite surprised to be able to monitor a metabolism-based contrast at
room temperature in ex vivo tissues far from their optimal operating conditions. I will start this
subsection, trying to justify why we did not perform many experiments at 37° C and then show
that the D-FF-OCT contrast is not deeply modified by temperature but it tends to increase the
proportion of faster dynamics in D-FF-OCT.

e Of temperature control in FF-OCT. We have first to admit that despite our initial intent
to better control our measurements, environment control is rather complicated to perform in
FF-OCT or in any dual arms interferometer, so we rather tried to get the most of our signal
at 20° C instead. Indeed, as previously described, most of our systems have translation
stages mechanically coupled to the interferometer through cage systems, but this limits the
size of the sample stand and the most common sample heaters do not mechanically fit in our
microscopes. Additionally, changing the environment in the sample arm only might change
the air and other media refractive index, which creates phase changes that in turn generate
noise in our measurements. The most reliable way to have an environment control in our
microscopes would be to add a wide environmental chamber that would contain our entire
microscope, but even in this case, the temperature-dependent refractive index might be able
to change light scattering and might alter our measurements. However, these systems are
quite expensive, especially if they have to fit custom microscope designs and tend to create
significant mechanical noise that might also interfere with our measurements. We have
considered many times building our own environmental control chamber, but, at the end,
we have never taken the time to build it. I can add that I have designed plans to build a low-
cost environmental chamber (estimated below 500%) controlled by an Arduino and inspired
by complex environmental chambers used for soilless hydroponic agriculture [288289]. T will
try to build it and share it in future work.

Charles Edouard Leroux was the main expert on temperature control in the team and he
has performed most of the experiments we did at 37° C, mostly in spheroids [I11]. He
used a temperature controlled chamber (Delta T system, Bioptechs Inc.), which consists of
a glass window with a conductive Indium Tin Oxide (ITO) coating, a thermocouple and a
PIV (proportional integral derivative) regulator. These measurements were however quite
complicated to perform as the temperature had to be homogenized for one to two hours prior
to experiments to avoid phase fluctuations, not to mention that the sample had to be placed
far above the conductive coating to avoid all rapid small temperature fluctuations. Finally,
we have tried to install this temperature controller on the high NA FF-OCT microscope. We
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have also tried to install a microfluidic perfusion chamber with a temperature control, but
without great success for both measurements. In most experiments, we have finally worked
at room temperature, in controlled osmolarity solutions, with HEPES, to control pH during
long experiments.

o Effect of temperature change. In the end, the influence of temperature is not drastic
on the D-FF-OCT contrast. When we first tried to simply compute the amplitude of fluc-
tuations (by computing the average of short time standard deviation), we could not see any
difference in the D-FF-OCT signal at 20° C and 37° C. However, when taking a closer look
at the full phase fluctuation signal, by calculating the autocorrelation function, as described
previously, we could exhibit a significant difference, as presented in C.E.Leroux et al. [IT1]
and in figure The effect of temperature seems to be mainly of increasing the speed of
signal decorrelation while having almost no effect on the signal strength. Indeed, in figure
(23] the near zero lag is not modified by the increased temperature, while the autocorrela-
tion function decreases faster at 37° C. Additionally, after signal strength normalization, the
bi-exponential fit of the autocorrelation function shows both an increase of «, the fraction of
rapidly decorrelating events and the increase of both the 77 and T, time constants, showing
a global increase of high-frequency events in place of lower frequency events.

e Biological discussion. Once again, one of our early concern was to make sure that the D-
FF-OCT signal originates from biological activity and not simply from Brownian motion, or
from cellular death, or pathological activity. No temperature dependency would have been
suspicious, as most of the cells, enzymes or proteins are supposed to function around 37° C.
These results noticeably suggest that cells in tissues might be partly active even at lower
temperature and do not necessarily stop their intracellular dynamics at room temperature,
even though as expected, a more intense cell trafficking happen at body temperature. Nev-
ertheless, such information is hard to correlate with literature, as I could hardly find papers
describing temperature dependency on cellular motility, noting that such effect seems to be
biologist-dependent and experience-dependent, with a few contradictory comments on the
importance of temperature control for basic cell dynamics.

Effect of drugs

Probably one of the most important results obtained with D-FF-OCT was reported in C.F. Leroux
et. al. [I11] and is presented in figure (.24l It shows the effect of drug injection on the D-FF-
OCT signal and illustrates Dynamic FF-OCT ability to measure a functional intracellular contrast
inside tissues. It paves the way for tumor characterization and drugs testing, in a similar way to
what has been performed in OCT [260] or in digital holography [255,290], but giving additional
access to subcellular resolution. Here, the injected drug is blebbistatin, a myosin II inhibitor [291]
and is known to accelerate cell migration and to lower cytoplasm viscoelasticity. It is therefore
not so surprising to see an increase of the a coefficient that can be interpreted as the acceleration
of some dynamic elements of the slower fraction of the signal. We can further note that we
expect the high NA FF-OCT system to be more accurate in detecting such small changes in the
intracellular dynamics, but the low field of view and the geometrical constraints have prevented
us from performing reproducible high throughput measurements, especially in a thermalized 37°
C environment. Finally, we have tested a few other cytoskeleton-specific drugs on fresh tissues on
the high NA FF-OCT microscope at room temperature, but we have not been able to measure
significant changes at this time.
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Temperature dependence of the D-FF-OCT Signal. All panels illustrate the same aspect
of temperature dependence of the D-FF-OCT signal in spheroids and have been adapted from
C.E.Lerouz et. al. [I11I]. Panel A shows two histograms of autocorrelation function (ACF)
values at near zero lag (solid lines) and after 1 second (M;;, dotted lines) at 20° C (blue lines)
and 37° C (red lines). The near zero lag ACF value is not modified but the ACF value at
1 second shows an acceleration of the D-FF-OCT decorrelation at 37° C. Panel B directly
displays autocorrelation functions at 20 © C and 37° C, with an obvious faster decrease at
higher temperature. Panel C plots the residuals of the biexponential fit of the autocorrelation
function, showing the biexponential model accuracy. Panel D shows yet another evidence of
the role of temperature on the D-FF-OCT in the frequency domain. The effect of temperature
is to enhance high-frequency components over low-frequency.
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Effect of blebbistatin on the D-FF-OCT Signal. Panel A shows the distribution of the «
value, i.e. the fraction of rapidly varying elements, with or without the addition of blebbistatin,
a Myosin Il inhibitor, measured on 146 CT26 (undifferentiated colon carcinoma cell line) cells
(71 control cells and 75 with blebbistatin). Panel B shows the same effect on another cell type,
named HT29 (differentiated epithelial cells from a human colon carcinoma), on respectively
57 control cells and 47 with the blebbistatin addition. This figure has been reproduced from
C.E.Leroux et. al. [111].

It should be noted that such analysis can be associated with drug testing and could be performed
in the context of histology directly on biopsies, with the hope to increase the success rate of a
potential treatment. Using D-FF-OCT signal, it has been possible to measure an overall decrease
of intracellular dynamics speed of transport correlated with the spheroids age and potentially
correlated with the spheroids growth rate [I11].
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5.2.8 In vivo D-FF-OCT

From all our concerns about D-FF-OCT and its potential imaging of slowly dying cells, we were
highly motivated to demonstrate the feasibility of D-FF-OCT measurements in vivo to observe
contrast that can be obtained with dynamic measurements. As previously mentioned in chapter
[, T had the chance to image numerous paralyzed in vivo zebrafish larvae mounted in agarose. The
agarose mounting, as well as the use of neuromuscular blocking drugs, were important to prevent
any sample motion that would destroy our D-FF-OCT contrast. However, for several hours, the
larva is still living, with its heart beating and with almost functional brain activity [292]. In figure
B.25] T have illustrated our ability to obtain a subcellular contrast with D-FF-OCT in vivo, even
in presence of blood flow. The dynamic signal is saturated above and below the blood vessels,
but cells can be detected in between the vessels. Subcellular contrast, including nucleus position,
has even been revealed in many similar experiments, as illustrated in figure B. As the larva
still lives and blood is running through its capillaries, it is unlikely that its cells would undergo
apoptosis during the imaging. It is even less likely since the warm environments (about 25-27°
C) of our experimental room is within typical comfort zones of zebrafish larvae. Therefore, being
able to retrieve a similar contrast to what was observed in ex vivo samples is an additional proof
of the ability of D-FF-OCT to provide motility-based contrast within normally behaving cells.
Nevertheless, we agree that cells undergoing apoptosis might still generate a D-FF-OCT contrast
for a short period of time and that further experiments should be conducted if we want to quantify
the cell state from dynamic FF-OCT signatures. Finally, we hope that these vivo experiments
will pave the way for the use of D-FF-OCT in larger animals and in patients. We acknowledge
that the usual intracellular dynamics we have been probing are on the second timescale, which
is usually longer than the mechanical vibrations timescales in humans. Nevertheless, we hope
that using mechanical deflectors to correct dynamically the position and using phase-dependent
motion correction algorithms [293], will allow the use of D-FF-OCT in wvivo without paralytic
measurements.
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Figure 5.25 — In vivo Dynamic FF-OCT in a 2 dpf zebrafish larva. Despite strong phase variations
caused by the blood flow, which generates a strong dynamic signal, some cells can still be
revealed in between the capillaries. The scale bar represents 40 pum.
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Intermediate conclusion

In this second part, I have first tried to illustrate that extending quantitative phase measurements
inside scattering biological tissues is not trivial at all. Nevertheless, using low-coherence inter-
ferometry, smart optical microscopes have been developed to measure the localized interference
term in 3-D in scattering samples and to amplify the weakly backscattering signals from biolog-
ical samples. One set of techniques among these smart 3-D optical interferometers is known as
optical coherence tomography (OCT) that has been described in chapter Bl From the interference
term, OCT can extract either its amplitude that measures a structural map of the diverse tissue
microstructures or a phase map that can be used to follow and track axial deformations inside
samples. If the OCT signal amplitude allows the measurement of a structural contrast, the phase
signal allows the recovering of diverse functional contrasts inside scattering samples. In chapter 3],
I have emphasized two applications of the dynamic phase measurements allowed by OCT that can
be used to measure blood flows (and ultimately functional activity of a tissue region) or to mea-
sure mechanical parameters of the sample. Over its 26 years of existence, OCT has been declined
in many different configurations and has revolutionized several domains of biomedical imaging,
especially ophthalmology, as it will be further discussed in chapter [6l One of these configurations
is known as full-field OCT (FF-OCT) and has been developed at the ESPCI by Claude Boccara in
1999. FF-OCT is based on the same Linnik interferometer described in chapter 2l and authorizes
to access submicrometric resolution deep inside a sample. In chapter @l the different FF-OCT
systems I have used or developed have been described and compared to OCT. FF-OCT main
features are its cost and its transverse resolution. It enables to perform measurements similar
to histology in terms of contrast and resolution but it can provide tomographic images each one
being similar to an histology slide obtained with almost no tissue preparation. Furthermore, FF-
OCT can reduce slicing, staining, and fixation artifacts known in histology and can significantly
shorten the biopsy-to-diagnosis time down to a few minutes. Unfortunately, FF-OCT diagnosis
scores are yet not 100% when compared with the histology gold standard. It raises the interest
for multimodal platforms that combine the structural contrast of FF-OCT and as many other
contrasts as possible. The aim of chapter [l was to describe one such platform I have developed
during my thesis, combining FF-OCT structural contrast with molecular contrast obtained with
structured illumination fluorescence microscopy and a motility and metabolic contrast obtained
by taking advantage of the local phase fluctuations of the dynamic FF-OCT signal. In chapter [,
we have reported on the new development of dynamic FF-OCT and discussed the available con-
trast and benefits. If many other characterizations could be further required, D-FF-OCT seems
to be a very promising technology to provide both a label-free detection of most cell types inside a
complex tissue, and a motility-based, and metabolic-driven, functional contrast in the same cells.
In the next part, chapter [6l will be dedicated to the application of this multimodal platform to
ophthalmology.

Beyond the scope of histology, we hope that the development of such multimodal platforms will
increase the potential interest for FF-OCT, not only as an ex vivo diagnosis tool but also as a tool
to answer complex biological questions. We have shown in this second part that FF-OCT reveals a
label-free original contrast and can be used either in ez vivo tissues or in vivo in small animals. For
example, in chapter [B, we have also reported on the first detection of sample-induced mechanical
waves propagation inside ex vivo hearts, triggered by electrical activity using the phase sensitivity
of FF-OCT. In chapter ] I have also reported on the in vivo detection of extracellular vesicles that
can hardly be tagged with fluorophores. In chapter [ I will develop some ideas and experiment
to use FF-OCT and D-FF-OCT to simultaneously record phase fluctuations and a biological
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activity at relatively large depth inside biological samples. If scanning OCT techniques are now
extensively used in vivo and in clinics, FF-OCT suffers from the slow speed of 2D detectors that
do not allow dynamic correction of the sample motion, and is, therefore, challenging to implement
in vivo, reducing the impact of FF-OCT. However, a few FF-OCT in vivo experiments have
been successfully performed in paralyzed or anesthetized small animals [T29,[175] and in human
skins pressed against an imaging window. We recently successfully performed simultaneous FF-
OCT, D-FF-OCT, and fluorescence measurements in living zebrafish larvae, as reported in [l
Additionally, an important effort is being made by P. Xiao, V. Mazlin, and E. Auksorius to
enable FF-OCT measurements in patients, with the recent development of two adaptive optics
FF-OCT systems [294,295] for retina and cornea imaging, an FF-OCT system coupled with an
OCT system to dynamically compensate for sample motion and a dark field FF-OCT system [110]
to record internal fingerprints. Additionally, a group from the Institut Langevin recently developed
an en face matrix based approach of OCT, which allows increasing the penetration depth by a
factor 2 [I77] and could be beneficial to compete with in vivo fluorescence experiments.
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Big brother is watching you. This image presents a dynamic FF-OCT image of the eye of a Zebrafish
larva.
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If the two first parts of this manuscript have mainly focused on technological development,
this part aims at describing some biological systems and at showing how dynamic phase imag-
ing might help o understand and assess both their normal and abnormal functioning. In this
part, most of the described measurements have been performed with the multimodal platform
combining full-field OCT, dynamic full-field OCT, and structured illumination fluorescence mi-
croscopy I have presented in chapter Al In this manuscript, two main biological applications are
considered, keeping in mind that our ultimate goal was to image a neuronal functional activity.
Chapter [@ will first focus on corneal and retinal imaging and on diverse application of dynamic
phase imaging for Ophthalmology and vision investigation. Experiments towards both biological
fundamental questions and clinical translational applications are described. The functioning of
the retina is particularly emphasized especially since some of its cells behave similarly to cortical
neurons. In this regards, the retina, often described as an open window to the brain, offers an
optically-accessible brain region from which fundamental questions of neuroscience can be ad-
dressed and from which some neurological disorders could be detected. Similarly, more and more
research projects aim at optically detecting diseases, such as diabete, invasive tumors (from the
detection of circulating tumor cells), or blood diseases, and at doing so using a non-invasive ex-
ternal measurement of the retina. The optical accessibility is so convenient that a few research
groups have even performed grafts of various pieces of some tissues (such as the pancreas) inside
the ocular glob to externally and longitudinally study these tissues development. Nevertheless,
if the optical accessibility is advantageous for optical imaging, the continuous eye displacements
have forced optical systems to increase their speed and to produce a significant number of images
between two motion artifacts. Because FF-OCT outputs data at a slower rate than standard
OCT, FF-OCT has been little used for in vivo ophthalmologic measurements. As a consequence,
most of the results presented in chapter [@ have been performed ex vivo although I will evoke
the work of some of my colleagues who tried to push the FF-OCT speed further to perform in
vivo experiments. Besides, the last chapter of this manuscript, chapter [7 focuses more direclty
on Neurophotonics applications. It reviews the previous detection of fast intrinsic optical signals
and discuss their potential origin. The potential detection of such activity-related intrinsic signals
with our phase imaging systems is reported in both neuronal cultures and tissues. Chapter [1 also
emphasizes some recent questioning of the standard model of electrical propagation in nerves and
axons, known as the Hodgkin-Huxley model. It discusses the recent theories going beyond this
standard model and that predict the existence of electromechanical waves to propagate neuronal
information. It finally describes technological requirements to verify such theories and shows that
they are probably yet too important to be met in a single optical system.
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The aim of this chapter is to demonstrate that FF-OCT and the multimodal platform we have
developed can be of interest for ophthalmology, both for the theoretical understanding of the
functioning of the eye and for clinical applications. This chapter will mainly focus on the cornea
and the retina, the organization of which will be presented in a first section. Then, a second
section will focus on the imaging of the cornea with both FF-OCT and D-FF-OCT, while a third
section will detail the imaging of the retina. Finally, a few potential further experiments to develop
will be detailed in the last section. Most of our work on the eye has been led by Kate Grieve, a
research associate at the Institut de la Vision in Paris and I have been involved when additional
contrasts to FF-OCT were of interest to demonstrate some observed effects. Interestingly, this
work has been one part of a larger collaboration between the Institut Langevin and the Institut
de la Vision, for which an ERC Synergy Grant has been awarded and that aims to develop new
tools, both in optics and in ultrasound, to improve the understanding of the functioning of the
eye and to develop more accurate clinical tools. In the two previous chapters, we have seen
that FF-OCT and its multimodal declinations were of particular interest to perform histology-like
measurements and that OCT has revolutionized ophthalmology, and especially retinal imaging,
thanks to its ability to measure the retinal layer organization non-invasively and without any label.
Although OCT can access all the retinal layers, it usually provides a moderate axial resolution
and a poor lateral resolution, while adaptive optics flood-illumination ophthalmoscopes [296],297]
can image the nerve fiber layer and the cone maps with good resolution, it can merely access
other layers of the retina due to its low contrast. On the hand, FF-OCT can be of major interest
as it can access subcellular details in all layers of both the cornea and the retina but has been
limited to ez-vivo measurements so far. Unfortunately, full-thickness retinal biopsies [298] and
corneal biopsies [299] are extremely invasive and complicated surgeries that are only performed
for oncology and are not a routine examination as it could be for other organs, which obviously
limits the potential impact of FF-OCT in ophthalmology for medical diagnosis. However, the
increased need for label-free and non-invasive corneal graft assessment, as well as the development
of recent FF-OCT systems for eye examination in our group [300,301], will probably increase the
interest of FF-OCT for ophthalmology diagnosis. Interestingly, usual histology procedures for the
corneal and retinal typically observe axial sections of the samples, as both tissues are generaly
too thin and too soft to be accurately cut without damage . Moreover, both cornea and retina
are highly organized structures, whose structure ensures their transparency [303]. Therefore, even
slight structural changes that can be caused by fixation or slicing artifacts have a dramatic effect
on the optical properties of these samples, as illustrated in K.Grieve et al. [206]. If the work
presented in this chapter will focus on healthy ez-vivo eyes, we hope that it will be useful to
demonstrate the interest of FF-OCT for a further in-vivo eye examination but also for increasing
the fundamental understanding of the eye’s function and dysfunctions in explanted retinas.

'Nevertheless, en face histology can be performed, especially in the cornea and more rarely in the retina [42,[302]
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6.1 Organization of the eye

This section aims to present the basic function of the eye and to introduce its complexity. Obvi-
ously, the eye is the fundamental organ that enables vision and is therefore dedicated to transform-
ing an electromagnetic signal (visible light) into an electrical signal that can be understood and
processed by the brain. The active transductive part of the eye consists of the photoreceptors that
are located in a small layer of the retina, which is itself a thin structure compared to the eye size.
The photoreceptor cells response to light does not look like a stereotypic train of action potentials.
Transforming position and intensity information into trains of action potentials the firing rate of
which encodes the signal amplitude requires subtle preprocessing, which is precisely the aim of
the rest of the retina. The final preprocessed electrical signal is output by the ganglion cells that
behave like usual neurons and is sent to the visual cortex in the brain through the optic nerve.
Therefore, the retina can be thought of as a small, exposed, and optically-accessible part of the
brain, and exhibits similar or even higher energy consumption rates than the brain [304]. Because
the eye is exposed, its mechanics, osmolarity, and temperature have to be highly controlled and
maintained, which is the aim of the larger parts of the eye. The sclera or white outer part of the
eye plays the role of the supporting wall of the eyeball and controls the eye mechanics together
with the vitreous humor, a gel-like viscous transparent liquid that presses against the retina to
maintain it in place. Interestingly, the sclera is continuous with the cornea at its foremost section
and with the dura in the brain. The aqueous humor is contained in the anterior and posterior
chambers, respectively between the cornea and the iris, and between the iris and the crystalline
lens. Together with the tears liquid, it controls the nutrient and oxygen (dissolved in the tears)
diffusion in the cornea. The front part of the eye serves as a dynamic optical system that enables
the formation of an image on the retina. It is composed of two lenses: the fixed cornea, of high
curvature and that mostly controls the eye focal length, and the crystalline lens, the curvature of
which can be controlled by the ciliary muscles to adapt from a vision at an infinite distance to
a plane at a finite close distance, a process known as accommodation. The iris is a thin circular
colored structure on top of the crystalline lens and contains a muscle that controls the size of the
pupil (black region at the center of the eye). The pupil plays the equivalent role to a physical
aperture placed in the back-focal plane of a lens and controls the amount of light coming onto
the retina and controls the resolution. Nevertheless, in contrast to usual optical systems, the
resolution is higher for smaller pupil sizes, where the eye’s aberrations are limited. The eye blood
supply is controlled by the choroid, a highly vascularized layer of particular importance since most
of the parts of the eye have a minimal vascularization to optimize the eye transparency. Finally,
the eye is constantly moving in its orbit and can extend over a visual field over 200°. The eye
motion is controlled by the 7 extraocular muscles and is important to focus on parts of our visual
field to conjugate them with the macula, the region of the retina with the highest photoreceptor
cone density, which allows for the sharpest image formation. Ocular motion is also important to
constantly modify the signal captured by a given photoreceptor and avoid a decay of excitability
that is often associated with constant signals in neurons. The cellular structures of the cornea and
the retina will be more extensively detailed in the next subsections before showing that FF-OCT
and dynamic FF-OCT can reveal most of the details of these cellular structures in the two next
sections.



190 Chapter 6. Eye imaging

A B Sciera _ Choroid
. Retina

Optic nerve

Ciliary body

Figure 6.1 — Basic structure of the human eye. Panel A is a simple photograph of an eye, showing
the white supporting wall of the eye, or sclera, the colored iris, which is mainly a colored aperture
that controls the pupil (black region) size. Panel B shows a sagittal section schematics of a
human eye that illustrates the function of an eye. A first fixed transparent membrane, named
cornea, serves as a lens in conjunction with the eye lens, to focus the light on the retina. In
contrast, the cornea, the lens focal length can be tuned thanks to the ciliary bodies. The retina
is the active part of the eye that transforms the light into an electrical signal and sends it to
the brain through the optical nerve. The fovea is the most accurate part of the retina, only
composed of a compact pack of cone photoreceptors, the projection of which are shifted on the
sides. The fovea lies at the center of the visual axis of the eye (dotted line), while the macula
refers to a more extended region that includes the fovea and whose border is delimited by the
optical axis of the eye (full line) that is defined as the center of the eye. The optical nerve
defines a blind spot in the retina, which is shifted from the center of the eye. Both panels have
been adapted from the Webvision book [264]. Panel C shows a typical retina photograph with
a commercial ophthalmoscope, showing the eye vascularization and different characteristics of

the retina [305].

6.1.1 Cellular organization of the cornea

The cornea is a mostly passive structure that protects the intraocular space from the outer world.
The cornea has to preserve its curvature to keep a constant focal length, and has to be highly
transparent 4 to allow an optimal light collection by the retina. The cornea accounts for about 2 of
the eye’s converging power 3. The cellular organization of the cornea is presented in figure [6 and
mainly supports cornea function. The most important part of the cornea in terms of size is the
corneal stroma composed of highly organized parallel packing of collagen fibers and interconnected
large branched cells named keratocytes. The corneal stroma helps the cornea to keep its shape
while the highly controlled organization ensures corneal transparency [303] despite its relatively
high average refractive index of 1.376. The corneal stroma is protected and sandwiched between
two layers each one being composed of a fibrous layer in contact with the stroma and a cellular
layer. At the entrance of the cornea, the latter is first composed of a series of epithelial cells
organized in six distinctive layers of increasing cell sizes. In contact with the external world, this
epithelium is important to protect the cornea but also to control the diffusion of nutrient and
oxygen present in the tears liquid. This epithelium can partly regenerate, as epithelial stem cells
can be found in the corneoscleral limbus on the sides of the cornea [I83]. At the bottom of the
epithelium layer, the Bowman’s layer is an acellular structure with several collagen fibers and
contains most of the corneal nerve fibers. The Bowman’s layer function is not fully understood
and is thought to be absent in most nonprimates species. At the back surface of the cornea lies the

2which makes cornea difficult to image without any labeling!
3Eye disorders such as myopia are caused by abnormal eye length or cornea curvature.
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Descemet’s membrane and the endothelium. The endothelium is particularly important because
it makes the link between the aqueous humor and the cornea and allows the leakage and diffusion
of solutes and nutrients inside the cornea (since there is no blood vessel in the cornea to ensure
its transparency). The endothelium also controls the flux of water from the cornea to the aqueous
humor and prevents the hypotonic shock of corneal cells. The endothelium is also particularly
precious because it does not regenerate. If a damage is caused and an endothelial cell is destroyed,
its neighbors will grow in size to prevent the leakage. With successive damage, the endothelial
cells density will decrease and the endothelial cells will grow up to a point when the cells are
too big to extend more, which leads to the endothelium disruption (corneal edema) and cause
blindness.

Nowadays, severe damage to the cornea affecting its transparency can not be treated. The only
solution is to perform a corneal graft, which is in number the most frequent graft performed in the
world with about 200,000 corneal transplants reported in the world in 2012 [306]. Nevertheless,
there is still an important imbalance between corneal demand and supply, especially in developing
countries mainly China, India, and Africa [306]. Moreover, the risk of corneal graft rejection is
still on the order of 5% [307]. Therefore, there is an important research effort made to better
predict the graft rejection and to design artificial corneas made of transparent collagen matrices
injected with the patient stem cells [308].
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Figure 6.2 — Organization of the cornea. Panel A presents the different layers of the cornea, suc-
cessively named epithelium (organized in 6 layers being composed of 3 epithelial cell types of
decreasing sizes), Bowman's layer, stroma (highly organized parallel packing of collagen fibers
and keratocytes), Descemet's membrane and endothelium. Panels B and C respectively present
an H & E stained histology of the cornea and a typical OCT image of the cornea.

6.1.2 Cellular organization of the retina

The anatomy of a retina and the processing of the visual signal are presented in figure and6.5]
respectively. Here again, the retina layered organization supports its function, which is to trans-
form a visual signal into an electrical signal that can be understood by the brain. In a quick glance,
the retina is composed of three cellular (or nuclear) layers and two layers of neuronal synapses,
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named plexiform layers. The cellular layers are layers that contain the retinal neuron cell bodies.
The outer nuclear layer (ONL) packs the photoreceptors cell bodies that are the light-sensitive
cells. On the other side of the retina, the ganglion cell layer (GCL) contains the final neurons that
integrate the preprocessed signal captured by several photoreceptors inside a visual field and send
this signal to the brain through their axons that are packed in the nerve fiber layer and directly
form the fibers of the optic nerve. In between, the inner nuclear layer (INL) gathers bipolar cells,
horizontal cells and amacrine cells that are interneurons used for the visual signal pre-processing.
The bipolar cells have two major extensions, one forming synapses with the photoreceptors and
the second forming synapses with the ganglion cells. The inner plexiform layer(IPL) is the area
where the ganglion cells and the bipolar and amacrine cells form and develop their synaptic con-
nections. The outer plexiform layer (OPL) is the equivalent connective layer between the INL and
its bipolar and horizontal cells and the ONL and its photoreceptors. Finally, the active elements
of the photoreceptors are contained in the outer segment (OS) of each individual photoreceptor
cell while the inner segments serve as a supply unit to maintain the membrane voltage of the
outer segment. The photoreceptors outer segments are maintained and supplied by the retinal
pigmented epithelium (RPE) cells at the bottom of the retina. Below the RPE runs the choroid
blood vessels that supply the photoreceptors in oxygen and represents 65% to 80% of the oxygen
supply of the retina. The 20 to 30 % remaining oxygen supply is ensured by blood vessels running
through transversely in the INL and the GCL. A surprising feature of the retina is that it seems
to be mounted upside down since the light has to propagate through the all retina before reaching
the photoreceptors. This organization can be explained by the high energetic and nutrient con-
sumption of the photoreceptors, especially of the vitamin A, essential for the transformation of
the opsin into rhodopsin the light-sensitive channel of the photoreceptor. The transport of oxygen
and vitamin A is carefully controlled by the compact epithelial barrier of the RPE that would be
too dense to allow for the synaptic connection between the photoreceptors and the other retinal
neurons. Additionally, the RPE cells have developed a high concentration of melanin and absorb
the remaining light not captured by the photoreceptors. It prevents the light to be backscattered
by the choroid, which would create a blurred defocused second image on the retina. To emphasize
the complexity of the retina, we can point out that primate retinas have 4 photoreceptors types,
1 to 4 types of horizontal cells, 11 types of bipolar cells, 22 to 30 types of amacrine cells and 20
types of ganglion cells H More information about the retina organization and function can be
found in several reviews or books [264,[309,[310] and the numerous references therein.

To go a bit further into the description of the retinal function, the functioning of the differ-
ent retinal cells have to be investigated, as illustrated in figures and B3 The opsins light-
activatable channels are simple channels that can only hyperpolarize the photoreceptor cells with
an hyperpolarization amplitude that increases linearly with the light intensity. The change of
the membrane voltage is therefore quite different from a usual action potential. In the dark, the
photoreceptor cells are in a depolarized state and are continuously releasing glutamate, the main
neurotransmitter to which the bipolar cells react to. Under illumination, the photoreceptor cells
membrane voltage decreases (hyperpolarization), which decreases the release of glutamate, which
in turn affects the firing rate of the bipolar cells. On the contrary to usual neurons, photoreceptor
cells sustain their hyperpolarized state as long as they are illuminated, which is controlled by ac-
tive ion pumps that explain the extreme energy consumption of photoreceptors cells. In primates,
there are 4 different types of photoreceptor cells: 3 cone photoreceptors sensitive to 3 wavelengths
bands (blue, green and red cones) that are dedicated to daylight bright colored vision and exhibit

4The number varies depending on the primate species
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Figure 6.3 — Basic structure of the retina. Panel A presents a scheme of the retina organization. It is
composed of five main distinct layers, respectively named ganglion cell layer (GCL), inner plexi-
form layer (IPL), inner nuclear layer (INL), outer plexiform layer (OPL), and the outer nuclear
layer (ONL). The photoreceptor cell extremities are composed of an inner segment(IS) and of
an outer segment (OS), which is the only light-sensitive part of the retina. The photoreceptor
cells are attached to the cells of the retinal pigmented epithelium (RPE), which also controls
the oxygen and nutrient flow (supplied by the highly vascularized choroid) to the photoreceptor
layer. The ganglion cell axons form a last transverse layer named nerve fiber layer that directly
forms the nerve fibers of the optic nerve. Panel B shows a typical histological vertical slice
of the centered region of a human retina, which illustrates the layered organization. Panel C
shows an eye fundus with the foveal pit (bright spot marked with a white arrow) and panel D
shows an OCT scan of the profile marked in green in panel C. OCT scans can clearly identify
the different layers of the retina based on their backscattering strength. The nerve fiber layer
is particularly backscattering and the plexiform layers are often more backscattering than the
nuclear layers.

a faster response to light fluctuations. A fourth photoreceptor, referred to as rods, exhibit an
extreme light sensitivity (down to 3 to 5 photons) and possess its own processing pathway in the
retina with specialized rod bipolar cells. The blue cone photoreceptors also exhibit a specialized
processing pathway with specialized bipolar and ganglion cells. The macula exhibits a dense com-
pact packing of cone photoreceptors with almost no rod photoreceptors, while the periphery areas
are mainly composed of rod photoreceptors. Each individual photoreceptor has a very narrow
receptive field that corresponds to the transverse extension of its external segment, while ganglion
cells respond to larger visual fields by integrating the signal of many photoreceptors.

The bipolar cells integrate the signal from the photoreceptors thanks to glutamate receptors of
various response speeds and nature specific to each type of bipolar cells. The main types of bipolar
cells are ON cells that have inhibitory glutamate receptors (as the glutamate release is decreased
in presence of light) and OFF cells that have excitatory glutamate receptors. Ganglion cells are
also divided in these two ON and OFF responses. The ON pathway enables the detection of light
images against a dark background, while the OFF pathway detects dark images against a bright
background. The bipolar cells exhibit graded potentials, with a varying amplitude and temporal
extension depending on the strength of the stimulus. While bipolar cells form synapses with only
a few photoreceptors, the horizontal cells receive inputs from many cones and are connected to
each other so that their effective receptive field is large. They give information on the global light
exposure of a wider environment and are involved in the adaptive response to different light levels.
Finally, ganglion cells have a receptive field organized as concentric circles, as illustrated in figure
with an on area and an off area and integrate color information and surrounding information
thanks to a supplementary level of integration offered by the amacrine cells. Ganglion cells exhibit
a normal neuronal response with the intensity of stimulus encoded in their firing rate. Ganglion
cells also divide into sustained cells that keep firing during the entire stimulus or a transient type
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Basic structure and functioning of photoreceptor cells. Panel A illustrates the
anatomy of rod and cone photoreceptors. The outer segment consists of stacks of disks of cellular
membrane to enhance the membrane total surface and hence, the number of rhodopsin light-
sensitive transmembrane channels. The more extended outer segment in rods explains the higher
light absorption and the better sensitivity to low light. Inner segments contain mitochondria
and most of the machinery for protein synthesis. Panel B shows the basic functioning of
photoreceptors cells under illumination. In the dark, photoreceptor cells are slightly depolarized
around -40 mV but light stimuli close the sodium and calcium channels (cancels the negative
inward current) and hyperpolarize the photoreceptors cells to bring the membrane voltage to
about -70 mV. The different types of photoreceptors correspond to the nature of their rhodopsin
light-sensitive channel that can be sensitive to a given spectral range and can respond with
various speeds. Panel C illustrates the photoreceptor cell density in the retina versus the
eccentricity. At the fovea (eccentricity of 0), the photoreceptor layer is composed of a high-
density packing of cone photoreceptors exclusively (up to 10° cells per mm? while it is mostly
composed of rod photoreceptors at the periphery with a cone density dropping to a few thousand
per mm? for about ten to one hundred times more rods). Panels A and B are adapted from the
book of E. Kandel et al. [310] and panel C from the Webvision book [264].

firing only at the beginning and the end of the stimulus depending on their nature.
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Figure 6.5 — Visual field of the retinal ganglion cells and their electrical response. Panel A
shows different light stimuli, either bright or dark, to which ON ganglion cells and OFF ganglion
cells would respond to in a similar way. If the diameter for the on and off areas are variable of the
ganglion cell type and eccentricity, it usually ranges between 20 um to 100um, which corresponds
to the integration of 20 to 200 photoreceptor cells. Panel B illustrates the corresponding electric
response of sustained and transient ganglion cells in a thought experiment. Panel B represents
various plots of the firing rate versus time during a corresponding light stimulus. This figure has
been taken from E. Kandel et al. [310].
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6.2 Static and dynamic FF-OCT imaging of the cornea

Due to its transparency, the cornea is quite difficult to image. If the usual slit lamp is tradi-
tionally used by the ophthalmologist to assess the corneal transparency, the investigation of a
specific corneal layer requires the use of additional higher resolution techniques. They include
the reflectance confocal laser scanning microscope and high axial resolution OCT that can both
provide label-free imaging of the corneal layers. If reflectance confocal scanning microscopy dis-
plays high-resolution images of the cornea, it offers a limited field of view since increasing the
field would increase the acquisition time or would need to work with lower transverse resolution
but that would also lower the axial resolution and would prevent the detection of some corneal
layers. It cannot reconstruct quantitative 3-D stacks of the cornea due to the eye motions. On the
other hand, OCT can record low transverse resolution axial sections of almost the entire cornea.
The interest of OCT is to decouple the axial sectioning from the transverse resolution that allows
reduction of the resolution to image larger fields. Using lower NA objectives would also allow
the use of long working distance objective and allow for noncontact techniques in contrast to
scanning confocal microscopes, that are therefore less unpleasant for patients. FF-OCT would lie
in between and is able to image the cornea in 3-D over a few mm? field of view with a cellular
resolution. A large field of view noncontact FF-OCT microscope for clinical corneal imaging is
currently being developed during the thesis of Viacheslav Mazlin [301]. FF-OCT is also being
investigated to offer a quantitative assessment of corneal transparency to be used as a pre-marker
of diseases [311]. Finally, OCT and FF-OCT can also advantageously image the corneoscleral
ring, which is much more scattering than the cornea, while being of interest for corneal health
assessment. If OCT can measure the layers disorganization to successfully identify several corneal
diseases such as keratoconus, Fuch’s endothelium dystrophy, or epithelium erosion [312], we expect
that the cellular resolution offered by FF-OCT might help to detect similar diseases at the single
cell level before the entire layer is disorganized. Figure shows the imaging of a cornea with the
LLTech commercial system. Epithelial and collagen fibers can be detected throughout the cornea.
Endothelium organization can also be assessed, which is interesting as endothelial cell sizes and
density are markers for the endothelium barrier disruption. Besides, I will show in this section
several examples where FF-OCT and our multimodal platform has been or could be useful.

6.2.1 Evidence of the stem cell niche in the cornea

The fist study of the cornea using FF-OCT that I was involved in has demonstrated the ability of
FF-OCT to investigate the 3-D structure and organization of the corneal limbus (at the frontier
between the cornea and the sclera) and of the limbal crypts extending inside [I83]. Such limbal
crypts are of large interest as they provide a microenvironment that fosters the development of
epithelial stem cells crucial for the renewal of the corneal epithelium [I83,B13]. The corneal
limbus is often referred to as a stem cell niche due to its highly-vascularized microenvironment
with a dense innervation, high protection from light, and highly controlled biomechanics. FF-OCT
enabled the 3-D investigation of the limbal crypts and to calculate their volumes. The multimodal
FF-OCT and fluorescence microscope enabled us to demonstrate the presence of epithelial stem
cells and differentiated corneal epithelial cells only inside these limbal crypts. Interestingly, a
correlation was found between the mean crypt volume and the ability of the dissociated limbus to
form epithelial cell colonies (which is an indicator of the health of the epithelial stem cells through
their ability to divide and to differentiate). Using FFOCT as a screening tool to identify regions
of limbus with dense, large limbal crypts could allow both the selection of limbal zones for graft
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Figure 6.6 — Imaging mouse cornea with FF-OCT. Panels A to C show different amplitude OCT
images (in log scale) obtained with the LLTech FF-OCT microscope at different depths and layers
in the cornea, respectively epithelium, stroma, and endothelium. Compared to regular OCT, FF-
OCT reveals the cellular contours of the epithelial and endothelial cells (Panels A and C), with
a strong specular reflection visible on the top and bottom surfaces of the endothelial cells, and
reveals collagen fibers as wells as keratocytes extensions. Panel D shows the corresponding axial
profile that can be compared to OCT cornea images, as illustrated in figure but displays
a better resolution. Panel E shows a higher resolution image of the corneal epithelium to
emphasize FF-OCT ability to reveal epithelial cell contours.

in limbal insufficiance patients and the identification of optimal zones of corneoscleral donor rims
(left over after graft of central cornea) for cell culture in the development of artificial cornea [183].

6.2.2 Another interest for static FF-OCT and fluorescence in the
cornea

Figure illustrates another interest to combine FF-OCT and fluorescence imaging for cornea
imaging. In this example, the 3-D organization of the cornea is measured thanks to FF-OCT
while the fluorescence imaging specifically reveals nerves and nerve terminals in a mouse with
fluorescently labeled nerves. In this example, FF-OCT can clearly identify the corresponding
corneal layers and their associated structures that help to identify the position of the nerves
with respect to the 3-D organization of the corneal layers. We could show that most of the thin
sub-basal nerves in the cornea were located at the interface between the epithelium layer and
the Bowman’s layer, as expected from literature [314.[315]. We could identify some of the nerve
terminals in the different layers of the epithelium layer and a few thicker nerve fiber at the top of
the stroma. Interestingly, some of the thickest nerve fibers in the Bowman’s layer can be detected
with FF-OCT. However, FF-OCT fails to detect the thinner nerve fibers in the Bowman’s layer,
the nerve terminals, and the thicker stromal nerve fibers. Our ability to detect a few nerve fibers
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Figure 6.7 — Identification of the cellular content of limbal crypts using FF-OCT and fluo-
rescence multimodal platform. Panels A to F show the corresponding FF-OCT and
fluorescence images at different locations in the limbus. OCT amplitude images are displayed
on the 3 left panels and fluorescence images overlaid with OCT on the 3 right panels. Panels
A and B are taken near the limbal surface and show presence of epithelial cells (fluorescence is
epithelial cell marker KC3). Panels C and D are taken at greater depth in the limbus, towards
the crypt base, where stem cells are seen (fluorescence is stem cell marker p63alpha). E and F
show that not all crypts contain stem cells (fluorescent marker p63alpha is used, but identifies
no cells in this crypt). Stem cells are only present in a small percentage of crypts, but we found
that crypt volume correlated with culture yield, meaning that zones with larger, denser crypts
are more likely to contain stem cells and should therefore be targeted for efficient culture. These
images have been reproduced from K.Grieve et al. [183].

suggests that FF-OCT could detect more fibers if the SNR were increasedﬁ but also highlights the
importance of combining both FF-OCT and fluorescence contrasts. In this case, it could help to
better understand the nerve formation or regeneration in different mouse models with the precise
layer the nerve fiber is growing. In previous studies [314], the position of the nerve fibers with
respect to the 3-D organization of the cornea could only be inferred with electron microscopy,
which limits the available field of view, is quite complicated to obtain, and is not compatible with
longitudinal studies.

5As a reminder, the SNR could be increased using cameras with higher full well capacities, objectives with
higher NAs, or using accumulations.



6.3. Static and dynamic FF-OCT imaging of the retina 199

Figure 6.8 — Identification of nerve terminals in a mouse cornea with FF-OCT and fluores-
cence multimodal system. Panels A to C show the superimposition of an amplitude
FF-OCT image (gray scale) with the corresponding fluorescence image (green channel) at three
different depths around the Bowman's layer. Panel A shows nerve terminals projecting in the
last epithelium cells layer. Panel B shows that most of the nerve fibers originate from the sides
in the Bowman's layer, while panel C illustrate the presence of a few larger nerve fibers at the
top of the Stromal layer of the cornea. Panel A is located 15 um above the Bowman's layer
(Panel B) and panel C is located 10 um below.

6.2.3 Dynamic FF-OCT in the cornea

Similarly to other organs, Dynamic FF-OCT can be applied to corneal imaging to reveal cell
bodies, as illustrated in figure 6.9 Especially, D-FF-OCT is particularly efficient at revealing
epithelial cells, whereas FF-OCT can merely detect epithelial cell contours. As discussed in chapter
Bl D-FF-OCT contrast is an indicator of cell motility and of the associated metabolism and can
therefore be an indicator of the cell health. A dim dynamic FF-OCT signal can be detected in
keratocytes but the obtained contrast is not necessarily different from static FF-OCT’s. Finally,
dynamic FF-OCT fails at detecting any metabolic activity inside the endothelial cells, while
their surfaces are bright in both FF-OCT and D-FF-OCT. Indeed, there seems to be a strong
specular reflection at the endothelial cell top and bottom surfaces so that interference fringes
can be observed on these surfaces. Due to small motions (from either the sample or the surface
itself) of these fringes, the intracellular D-FF-OCT signal is probably hindered 1. Nevertheless, as
previously suggested, endothelial cell sizes and density can be a good indicator of endothelium-
impacting diseases. A last possible investigation enabled by D-FF-OCT is illustrated in figure
C. It consists in injecting stem cells in a cornea, or cornea-mimicking matrix in order to follow their
migration and differentiation into keratocytes, as proposed and investigated by Djida Ghoubay at
the Institut de la vision in order to design efficient rejection-free artificial corneas. If this could
be followed by fluorescence imaging as well, the label-free ability of FF-OCT can be of interest to
follow the correct migration of stem cells in explanted or artificial corneas prior to a cornea graft.

6.3 Static and dynamic FF-OCT imaging of the retina

The goal of this section is to show the potential interest of FF-OCT and dynamic FF-OCT for
retinal imaging. Similarly to OCT systems, FF-OCT can image all the retinal layers but its

6We can add that dynamic signal from the endothelial cells might be detected by increasing the axial resolution
(optical sectioning) down to 1 um using white light sources instead of red LEDs.
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Figure 6.9 — Dynamic FF-OCT imaging in the cornea. Panels A and B compare the FF-OCT
(Panel A) and dynamic FF-OCT (panel B) images of one of the first layers of a monkey corneal
epithelium, illustrating the ability of D-FF-OCT to highlight the epithelium organization. Panel
C presents a dynamic FF-OCT image acquired with the LLTech commercial system in a monkey
cornea injected with stem cells. D-FF-OCT can reveal the epithelium organization (on the sides
due to the curvature of the cornea) and the injection site as some stem cells are probably trapped
inside. A few dynamic areas have been circled in yellow as they could be stems cells that have
migrated in the stroma.

superior lateral resolution allows for the detection of cellular details of interest that are hidden
in scanning OCT. These details include cellular contours, nerve fibers, or small capillaries, as
illustrated in figure 610l The detection of the nerve fibers disruption in the top layer of the retina
can be an indicator for a few diseases such as retinitis pigmentosa or glaucoma while an abnormal
thinning of the nerve fiber layer is observed at the later stages of these diseases but that can
be confused with the usual thinning of this layer with aging at the early stages of the disease.
Interestingly, we suggest that FF-OCT could detect early stages of myelinated retinal nerve fiber
layer, in which, not surprisingly, some of the ganglion cell axons become myelinated. Additionally,
dynamic FF-OCT enabled us to reveal most of the retinal cells and to measure their metabolism
and health over time, as illustrated in figure[6.1Tthat compares FF-OCT and D-FF-OCT contrasts
in a macaque retina as imaged with the LLTech commercial microscope. The appearance of the
retina with FF-OCT has been described in K. Grieve et al. and we are currently preparing
another article describing the interest of D-FF-OCT for retinal imaging. Interestingly, and as
will be discussed in the next subsection, Dynamic FF-OCT can identify most of the retinal cell
populations and probably most of the retinal cells. High-resolution D-FF-OCT can additionally
measure a cytoplasm-to-nucleus ratio that can further help to classify and identify the different
cells based on morphological parameters.

Figures and present typical images of a retina acquired with FF-OCT and D-FF-OCT
respectively and illustrate that D-FF-OCT enables the detection of a higher number of cells. They
can be compared to the retina imaged with OCT presented in figurd6.3l nevertheless keeping in
mind that the OCT images are acquired in vivo in a moving eye. In the next subsection, high-
resolution images of the different cellular layers of the retina will be described both in FF-OCT
and D-FF-OCT. We imaged dozens of retinas from mice, rats, pigs, macaques, and even humans
and can detect cellular activity in most of them, at least in the first retinal layers. FF-OCT can
image the entire retina of rodents from the bottom to the top but fails at imaging deeper than
the outer nuclear layer at the center of primate and pig retinas, where the density of fibers is
important. This is probably due to aberrations and signal attenuation caused by the nerve fibers
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Figure 6.10 — Appearance of a macaque retina with FF-OCT acquired with the LLTech com-
mercial system. The center image presents the cross-section of the retina, similarly to OCT
or histological images, and the 8 small images present typical transverse views of the ganglion
cell layer (GCL), the inner plexiform and nuclear layers (IPL and INL), the outer plexiform and
nuclear layers (OPL and ONL), as well as the inner segments (IS) and outer segments(OS) of
the photoreceptors and the retinal pigmented epithelium (RPE). FF-OCT can not only detect
the different layers but can also detect cell somas in the GCL, the INL and the ONL. FF-OCT
can additionally detect small blood capillaries and some of the photoreceptors. This image has
been taken from K. Grieve et al. [206].

of the retina first layer. This decrease is especially important with the high-resolution system.
In primates, we often image the periphery of the retina, where the fiber density and the cellular
density is lower so that we could acquire images throughout the retina.

In order to validate the contrast obtained with dynamic FF-OCT, we used the multimodal
fluorescence and FF-OCT platform with selective probes for ganglion cells, as illustrated in figure
and in figure in the previous chapter. In figure [6.12, we could detect a few ganglion
cells with dynamic FF-OCT and fluorescence, as well as two large cells with a large nucleus on
one side of the cell and that are not labeled in fluorescence. Interestingly, these cells look like
displaced starburst amacrine cells (see figure 37b (!) of the chapter on amacrine cells in the book
Webvision [264]). With adequate labels, or specific genetic lines encoding for the (green) labeling
of the different retinal cell populations, we could have theoretically validated D-FF-OCT for each
cell population. For instance, we could also confirm the detection of amacrine cells at the bottom
of the inner plexiform layer of the retina with a specific line (Choline acetyltransferase for amacrine
starburst cells for example), the imaging of which is not displayed here. Nevertheless, this type of
labeling is not common, is very specialized, and has variable success so that we could not image
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Figure 6.11 — Appearance of a macaque retina comparing FF-OCT and dynamic FF-OCT
acquired with the LLTech commercial system. Similarly to figure [6.10], the red chan-
nels in all the panels present the FF-OCT view of the first layers of the retina. The green
channel encodes the dynamic FF-OCT (cal