
HAL Id: tel-02082400
https://theses.hal.science/tel-02082400

Submitted on 28 Mar 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Modeling an oil injector for a FCC reactor
Javier Añez

To cite this version:
Javier Añez. Modeling an oil injector for a FCC reactor. Fluid mechanics [physics.class-ph]. Nor-
mandie Université, 2018. English. �NNT : 2018NORMR132�. �tel-02082400�

https://theses.hal.science/tel-02082400
https://hal.archives-ouvertes.fr








ii

Phd research, University of Rouen Normandie and CORIA - France

This research was done under the supervision of Pr. F.X. Demoulin and J. Reveillon, with the
financial support of VINCI Technology®.

Edition date March 27, 2019

Javier J. Añez P. University of Rouen - CORIA March 27, 2019



Résumé

Cette thèse est une entreprise commune de VINCI Technologies et du laboratoire CNRS
CORIA. De nombreux injecteurs comportent une zone de mélange interne dans laquelle les
phases liquides et gazeuses sont toutes deux présentes dans une proportion significative. Par
conséquent, cette zone appartient à la catégorie des écoulements diphasiques denses. Pour
simuler la dispersion du liquide et caractériser le spray de ces injecteurs, des modèles appropriés
sont nécessaires. Les points clés de cette approche sont la dispersion du liquide qui peut
être associé au flux liquide turbulent et la quantité de surface liquide-gaz. En particulier, ce
manuscrit rapporte, d’une part le développement théorique des modèles de la famille ELSA
et, d’autre part, les approximations industrielles correspondantes. Le solveur proposé bascule
dynamiquement du spray ICM au spray de sous- maille, à travers le concept ELSA et grâce
à l’indicateur basé sur la résolution (IRQ). D’autre part, une fois la zone diluée se forme,
l’approche ELSA est couplée à la méthode d’écoulement multiphase, qui vise à déterminer la
distribution du spray à l’aide de l’équation WBE. Cette dernière équation est résolue avec une
méthode hybride Euler-Lagrange. Le but est de résoudre l’équation WBE avec une approche
stochastique Lagrangienne, tout en préservant la compatibilité avec la description Eulerienne
de l’écoulement diphasique, basée sur ELSA, pour tirer parti des deux approches. Finalement,
ces approches développées ont été utilisées pour des applications industrielles montrant leur
robustesse et leur capacité à aider dans le processus de développement de nouveaux injecteurs.

Mots-clés: Approche multi-échelle dynamique, Couplage hybride Euler-Lagrange.
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Abstract

This PhD is a joint venture between V INCI Technologies and the CNRS Laboratory CORIA.
For its application, V INCI Technologies, developed mainly oil-related equipments and in
particular injection/atomization systems. Some of these injectors are characterized by a very
big geometrical dimensions (several meters long), that leads to very high Reynolds and Weber
number. In addition, many injectors incorporate an internal mixing zone, in which liquid and
gas phases are both present in a significant proportion. Consequently, this zone belongs to
the dense two-phase flow category. To simulate the liquid dispersion and to characterize the
spray formation special from these injectors, appropriate models are required. On its side, the
CORIA team, has developed a suitable approach, so-called ELSA, based on the pioneering
work of Borghi and Vallet [1, 2]. Key points of this approach are the liquid dispersion that
can be associated to the turbulent liquid flux and the amount of liquid-gas surface that can
be used to determine eventually the Sauter mean diameter (SMD) of the spray.

During this PhD, the applications proposed by V INCI Technologies, have promoted a
review of a large part of the multiphase flow approaches to find the more appropriate for
each case. This has been the opportunity to clarify the range of application of each approach,
and therefore stress the necessity to develop coupled approaches, in order to cover the
proposed application in the most suitable way. In particular, this manuscript reports, in one
hand, the theoretical development of the ELSA family models, and on the other hand, the
corresponding industrial approximations. Since ELSA approaches are originally developed for
RANS simulation of the dense zone, it has been extended to LES description. The link of this
approach to the DNS− ICM approach, has been studied with a special care. The resulting
proposed solver, switches dynamically from ICM to subgrid spray, through the ELSA concept,
and thanks to resolution based indicator (IRQ). On the opposite side, once the dispersed
spray is formed, the ELSA approach is coupled to multiphase flow method, that aims to
determine the spray distribution through the WBE equation. This later equation, is solved
with an original hybrid Euler-Lagrange method. The purpose is to solve the WBE equation
with a Lagrange stochastic approach, and at the same time, preserving the compatibility to
the Euler description of two-phase flow, based on ELSA, to benefit from both approaches.
This coupled approach has been tested against academic experimental data coming from
ECN research initiative, a combined DNS and experimental measurement of dispersed spray
on a Diesel jet, and under an air-blast atomizer numerical test case, for which the mean
liquid volume fraction has been measured. Eventually, these developed approaches have been
applied to industrial application showing there robustness and their capacity to help in the
process of design development of new injectors.

Keywords: Dynamic multi-scale approach, Hybrid coupling Euler-Lagrange.
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- −
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- −
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- −
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Chap. 1 | Introduction

1.1 General context

Nowadays, global demand for transportation fuels will continue to grow and this demand
will be met largely by gasoline and diesel fuels. The fluid catalytic cracking (FCC) process
continues to play a key role in an integrated refinery, as the primary conversion process of
transforming crude oil into lighter products. It converts crude oil to useful and lighter products
like LPG, gasoline and cycle oils by catalytic cracking [25]. A schematic view is shown in Fig.
1.1, where FCC Nozzles can be viewed within the highlighted small circle.

Figure 1.1: Emblematic FCC Reactor [8].

Since the first FCC Reactor unit started in 1942, several design improvements have been made
[26]. On one hand single parts were added to enhance the FCC performance over the years,
such as the regenerators, separated cyclones, stripper section, among others. On the other
hand, special attention was also given to FCC catalysts quality, higher pressure regenerator,
nozzle design, and feed atomization zone to named just a few. Besides the developments
in FCC technology toward the conversion of heavier feedstock, recent developments have
also been implemented to satisfy the increasing propylene demand [27]. The FCC alliance
(Axens, Shaw, Total and IFP Energies Nouvelles) funded in 2008, have worked since then on
the PetroRiser technology, which is designed for the production of high yields of propylene.
This new technology incorporates a separate riser in the FCC process, in which the light
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cracked naphtha produced in the first riser is sent to this second riser for further cracking
[28]. The French enterprise Vinci Technologies, manufactures and provides a broad range of
laboratory equipments and specific field instruments for the Oil and Gas Industry. A portion
of them is developed in close collaboration with IFPEN. One of its goals is to design and
build durable, reliable, high-efficient and low maintenance FCC Nozzles. To that end, Vinci
Technologies and the research institute CORIA (COmplexe de Recherche Interprofessionnel
en Aerothermochimie) have begun a project to assist the design of new generation of FCC
Nozzles, by using Computational Fluid Dynamics (CFD).

1.2 Fluid Catalytic Cracking

A typical FCC Reactor consists of a three-step process: reaction, product separation, and
regeneration, as shown in fig. 1.1. Being the latter, the most important step in the conversion
process, namely, the regeneration or commonly known as the Riser. The feed atomization,
vaporization and cracking reactions occur inside the riser, while catalyst, hydrocarbon liquid
droplets, and hydrocarbon vapors travel upward [27]. In the next two decades, the FCC
process will be likely used with biofuels, as a enhanced process for reducing CO2 emissions [9].
For clarity, the process description has been broken down into the following main sections:
Catalyst separation, Stripping, Regenerator, and Feed nozzles/riser.

Separator

After exiting the riser, catalyst enters the reactor vessel which serves as housing for the
cyclones and/or a disengaging device for catalyst separation, as shown in fig. 1.1 and on the
left of Fig. 1.2. Most FCC units employ either single or two-stage cyclones to separate the
remaining catalyst particles from the cracked vapors. The cyclones collect and return the
catalyst to the catalyst stripper or exhauster. The product vapors exit the upper cyclones and
flow to the main fractionator tower (not shown in the fig. 1.1). It is important to separate
catalyst and vapors as soon as they enter the reactor. If not, the extended contact time of the
vapors with the catalyst in the reactor housing will allow for non-selective catalytic to recrack
some of the desirable products. The extended residence time also promotes undesirable
thermal cracking of the intermediate products [9].

Figure 1.2: An example of a Catalyst separator[9] (left), Stripper[9] (center), and
Regenerator[10] (right).

Stripping section

The stripper or exhauster in the fig. 1.2 is a standpipe, which typically has horizontal baffles.
Steam is injected in one or more locations in the lower section of the stripper and rises
counter-currently to the down-flowing solids. The steam displaces hydrocarbon vapor and
strips hydrocarbons adsorbed on the catalyst. There are hydrocarbon vapors that fill the
catalyst’s pores, and hydrocarbon vapors that are entrained with the catalyst [9]. More
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importantly, these hydrocarbons are not combusted in the regenerator, where they deactivate
the catalyst and decrease the allowed cracking severity, otherwise the throughput of the FCC
unit will be reduced [10].

Regenerator catalyst recovery

The regenerator in FCC units is a combustor where coke deposited on the catalyst and
unstripped hydrocarbons are oxidized by air [10]. The regenerator has three main functions.
Firstly, it restores catalyst activity. Secondly, it supplies heat for cracking reactions, and finally,
it delivers fluidized catalyst to the feed nozzles.

Feed nozzles/riser

The reactor-regenerator is the heart of the FCC process. In today’s cat cracking, the riser
is the reactor, see Fig. 1.3. Efficient contact of the feed and regenerated catalyst is critical
for achieving the desired cracking reactions [9]. Feed nozzle(s) are used to atomize the feed
with the help of dispersion or atomizing steam. The cracking reactions ideally occur in the
vapor phase. Cracking reactions begin as soon as the feed is vaporized by the hot regenerated
catalyst. The expanding volume of the vapors is the main driving force that is used to carry the
catalyst up in the riser. The hot regenerated catalyst will not only provide the necessary heat
to vaporize the gas oil feed and bring its temperature to the desired cracking temperature,
but also compensate for the internal cooling that takes place in the riser due to endothermic
heat of reaction.

Figure 1.3: Typical riser section [9].

There are some design requirements that any FCC Nozzle must meet, specially within the
atomization zone in the Riser, such as:
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• Fast and uniform mixing is essential to ensure quick vaporization and intimate contact
between the oil and catalyst during their brief residence time in the riser. Therefore,
oil needs to be atomized into small droplets with a narrow size distribution since small
droplets vaporize more quickly than larger ones.

• The feed injection system (FCC Nozzles) and the design of the riser should produce
the most uniform cracking environment possible. Poor feed injection creates localized
regions of high and low catalyst-to-oil ratios and induces catalyst back-mixing. This
generally reduces conversion and leads to increased coking.

• The feed also needs sufficient momentum to effectively penetrate the flowing catalyst
without causing erosion of the riser wall [10].

As shall be explained later in chapter 5, to the best of our knowledge, very few experimental
and numerical simulations have been made inside the FCC Injector itself, and even less,
coupled with the feed atomization zone, under normal industrial operating conditions. Despite
the recent advancement of LES and RANS turbulence models, and above all, CPU available
power, the majority of numerical research, have been focused instead on internal combustion
(IC) engines, in which the atomization process within and in the near-field zone of the fuel
injector, have been extensively studied (see chapter 3 for more details). Another injector type,
which is used for completely different application range, is the following water sprayer.

1.3 Water spray systems

Another twin-fluid injector of relevant importance is the water spray injector, that has
been recently used in many industries such as, petrochemical, thermo-electrical, automotive,
biological, among others. Cooling is achieved by spraying a cooler liquid that absorbs and
carries away heat, in which usually, the liquid is sprayed-assisted with steam. Heat energy is
transferred to the coolant either by warming it or by evaporating the liquid into a gaseous
state. The water latent heat capacity (energy to change water from liquid to gas) and the
water specific heat capacity (energy needed to warm the water in its liquid phase) are both
high compared to most other fluids. These thermal properties of water make it a useful
coolant. A typical arrangement e.g., in turbine applications, a steam-water air-cooling device
is shown in the fig. 1.4.

Figure 1.4: Air-cooled-system [11].

On the figure above, the application was designed for steam conditioning, the case corresponds
to a typical heat recovery device in a power plant, however, there are other scenarios when
waste heat is not utilized thus, cooling of flue gases in special cooling chambers becomes
necessary. The two most common methods of gas cooling are by dilution with ambient air, and
by evaporation of water in the gas stream [29]. In this research project, we will focus on the
latter method. Therefore, flue gas efficiency depends on the location, type and maintenance
of the spray nozzles. Correct nozzle selection is then of critical importance, as the properties
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nevertheless, turbulence disturbances within nozzle were missing. Non-evaporating diesel
fuel spray measurements were compared with VOF phase-fraction based interface capturing
method [37], in which well-resolved Large Eddy Simulation (LES) and subgrid-scale modeling
were used for inside and near nozzle flow, respectively. However, first and second order time
discretization schemes showed up some numerical issues, that the Volume of Fluid (VOF)
model can not overcome due to grid resolution restriction outside of the nozzle. Therefore,
passage modeling from segregated and dispersed flow regimes cannot be neglected [38] (more
detail about this topic will be given in chapters 2 and 3). Transition from primary to secondary
atomization is found even more challenging. Small-scale droplets not captured by direct
numerical simulation (DNS) nor Interface Capturing Method (ICM) i.e., mainly due to mesh
resolution and CPU time limitations, are numerically modeled as a mass transfer to the gas
phase. Thus, the Lagrangian method is used instead, to modelise the small liquid ligaments
or structures not captured by subgrid modeling using LES. Several switching criteria from Eu-
ler to Lagrange already exist [38, 39, 7] (more detail about this topic will be given in chapter 4).

These atomization scales are found externally i.e., at the exit of both FCC and water spray
injector, and some of them are found internally, depending on the operating conditions. It is the
purpose of this project to propose a numerical strategy, using CFD, to study the flow within a
chosen FCC and water spray injector, in order to know the key parameters that influence its
performance on certain variables of interests, for instance, turbulence mixing, droplet diameter,
droplet surface interface, among others. To accomplish such tasks, numerical development
and validation steps of the discretized Navier-Stoke equations, for liquid turbulent jets, against
experimental and DNS data already available, are planned.

1.5 Outline

This research project is systematized in five chapters, organized as follow:

Chapter 2:Atomization: theory and modeling

This chapter, describes the atomization theory, which is a especial case of two-phase flow.
Firstly, the two-phase flow is characterized for turbulent liquid jet atomization purpose i.e.,
primary and secondary atomization, physical scales, turbulence, among others physics, are
detailed. Secondly, experimental techniques applicable to two-phase flow are reviewed. These
experimental techniques, are the one used on the experimental data available, that will be
later employ for comparison and validation purpose in the following chapters 3, and 4. Finally,
a state of art modeling approach on turbulent liquid jets, is presented.

Chapter 3: Dynamic multi-scale spray atomization model.

This chapter constitutes the development and validation procedure of the coupling between
two interface topological regions in the atomization of turbulent liquid jets i.e., resolved and
unresolved interface. To that end, the coupling of an Eulerian-Lagrangian Spray Atomization
(ELSA) model and an Interface Capturing Method (ICM), is assessed based on several criteria,
such as, mesh-based, and gas-liquid surface interface criteria. Lastly, a validation procedure
will be carried out, employing experimental data already available by the Engine Combustion
Network (ECN).

Chapter 4: Transition from multi-scale approach to dispersed phase

This chapter gives the details of WBE modeling (solved by a Lagrangian formalism) for the dis-
persed flow region of turbulent liquid jets. Additionally, a coupling strategy is proposed between
the dispersed and multi-scale approach (chapter 3). Two specific aspects are approached:
droplet turbulent dispersion and the Lagrange droplet production and characterization from
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the Eulerian field i.e., droplet velocity and diameter at the mixing layer of liquid turbulent
jets. Firstly, a literature review will be made for existing turbulent dispersion models, followed
by an implementation of an enhanced turbulent dispersion model in the numerical software
OpenFOAM® , namely a Stochastic Differential Equation (SDE). Secondly, several droplet
injection methods at the turbulent mixing layer are examined. Finally, the model performance
is compared with experiments, DNS, and previous LES data available.

Chapter 5: Industrial liquid jets application

This chapter is about the application of the physical models developed and validated in the
previous chapters 3, and 4. As previously mentioned, there will be two injectors, completely
different from the physical point of view, namely the FCC Injector and the Water Sprayer. To
that end, the previous validated model in chapter 3 will be applied.
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Chap. 2 | Atomization: theory and
modeling

This chapter, describes the atomization process in general, which is a especial case of two-phase
flow. Firstly, the liquid surface instabilities are detailed. Secondly, experimental limitations
in spray measurements with high Weber and Reynolds number are highlighted. Thirdly, the
two-phase flow is characterized for liquid jet atomization purpose i.e., primary and secondary
atomization, physical scales, turbulence liquid jets, among others physics, are detailed. Finally,
a state of the art modeling approach on turbulent liquid jets, is presented.

2.1 Multiphase approach

Commonly, the term multiphase flow is used to refer any fluid flow consisting of more than
one phase or component [40]. One could classify them according to the state of different
phases or components (gas/solids flows, or liquid/solids flows or gas/particle flows or bubbly
flows and so on). In the context of this thesis, only two-phase flow is considered i.e., a liquid
and a gas phase, separated by a well defined liquid-gas interface. Therefore, two topologies
can be identified, namely disperse flows and separated flows.

Disperse flows, consist of well defined particles (disperse phase), distributed in a connected
volume of continuous phase. The coupling between the particle and its surroundings can be
used to classify and choose the appropriate numerical technique. As shown in the figure 2.1,
a multiphase flow can be considered dispersed, if the effects of particle-fluid interactions
dominates the overall transport of particles. On the contrary, if particle-particle motion
dominates, the flow can be considered to be dense. Dispersed flow, will generally include
one-way coupling (where the dispersed-phase motion is affected by the continuous phase),
two-way coupling (in which the dispersed-phase also affects the continuous phase), three-
way coupling (in which particle wakes, and other continuous phase disturbances, affect the
particle motion), and four-way coupling (where particle collisions, and particle-wall interactions
dominate the particle motion). Dense flow, in this case, can be considered a special case of
four-way coupling (e.g., granular flow).

Regarding dispersed flow in sprays, they can be divided into two regions, namely dilute and
dense flow, depending on the relevance of droplets-droplets interactions and the possibility and
frequency of droplet-droplet collisions. Therefore, at low droplet concentration (dilute flow),
droplet motion is influenced by the continuous phase. However, at high droplet concentration
(dense flow), droplet size distribution and motion are mainly governed by droplet-droplet
collisions. In sprays, the are close to the atomizer is typically a dense spray, as here the number
concentration of droplets is high, while with an increase in distance to the atomizer, due to
the spreading of the spray cone, droplet collisional effects decrease and transition to dilute
flow is achieved [13].

From the numerical point of view, there are two modeling approaches prevalent in disperse
flows, namely trajectory models and two-fluid models [40]. In the former, the motion of
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Figure 2.1: Dilute, dispersed, and dense flow conditions based on various interphase coupling
[13].

the disperse phase is assessed by following either the motion of actual particles, or larger
representative particles. In this case, a discrete method, normally referred to as Lagrange
method, is applied on each droplet (or representative droplet), in which droplet properties
are update along the path of an individual (or cloud of) droplets. In the latter modeling
approach, two-fluid models, the discrete phase is treated as a second continuous phase
on which conservation equations (of mass, momentum and energy) are developed for the
two-fluid flow. This modeling approach, is also referred as multiphase approach, in which an
Eulerian treatment describes the droplet concentration through a droplet volume fraction,
which is the fraction of computational cell composed of droplets. Treatment selection is
highly dependent on the droplet number density, Np, see figure 2.2. Normally, Lagrangian
treatment is preferred for nondeforming droplets, in which high accuracy of the interface
discontinuity is desired, however, the Eulerian treatment is more efficient in terms of droplet
breakup or coalescence. There is a third approach, which uses particle distribution functions
(PDF approach), to describe the particle flow properties in stochastic systems, based on the
well-known Maxwell-Boltzmann equation [41, 42]. More information about the Lagrangian,
Eulerian, and PDF treatment on droplet field can be found in [13, 40].
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Figure 2.2: Lagrangian approach defined on droplet centroid (Top). Eulerian approach defined
on Eulerian computational nodes (Bottom) [13].

On the other hand, separated flows consists of two continuous streams of fluids separated by
a well-defined interface. In turbulent liquid jets, separated flows are found close to the exit of
the nozzle. There are several modeling approaches to compute the interface motion. Front
Tracking Methods [43], Volume of Fluid Methods [44] and Level Set methods [45], are the
most common numerical strategies used to predict interface motion. Front Tracking Methods,
are based on the Lagrangian approach of marker particles, that are attached to the interface
motion, however, is numerically limited for 3D geometries, especially for the distribution of
the marker particles when irregularities occur on the liquid-gas interface. Volume of Fluid
Methods (VOF), are based on the description of the volumetric fraction of each phase in grid
cells. The main difficulty of the method is that 2D interface reconstruction, is quite difficult,
and 3D reconstruction is numerically prohibitive. A consequence of that, is the uncertainties
on the interface curvature thus, on the surface tension forces. The basis of the Level Set
methods (LS), has been proposed by [46], in which the interface is described with a zero level
curve of a continuous function, defined by the signed distance to the interface. Nevertheless,
it is well known that, can numerically generate mass losses in some regions. This is the main
drawback of level set methods. Finally, to describe the interface discontinuities, two approaches
can be used, namely the Continuous Force Formulation (delta formulation), which assumes
that the interface is 2 or 3 grid meshes thick, and the Ghost Fluid Method (GFM), which
has been derived by [47], to capture jump conditions on the interface. The GFM approach,
not only avoids the introduction of fictitious interface thickness, but provides also a more
accurate discretization of discontinuous terms hence, improving the resolution on the pressure
jump condition [48, 49, 50]. More than a decade ago, improvements have been obtained
by combining VOF-LS methods (i.e., the so-called CLSVOF), in which interface tracking is
performed by level set method, the ghost fluid method is used to capture accurately sharp
discontinuities, and the level set and VOF methods are coupled to ensure mass conservation
[51, 34, 34].

Hybrid regimes, namely both disperse and separated flows, are formed when the interface
between liquid and gas becomes highly deformed and droplets might be generated, which
normally occurs in turbulent liquid jets. Consequently, it is not straightforward to define
a discrete phase and a continuous phase, as it is normally requested by multiphase flow
approaches. Indeed, just at the exit of the injector nozzle, the amount of liquid phase is
very high, and cannot be decomposed as set of discrete particles. Moreover, bubbles could
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2.2 Experimental observations

Experimental two-phase flow observations, within the near field injector, are presented. Firstly,
surfaces instabilities can be observed using relative low liquid injection velocities. Secondly,
recent experimental advancements made it clear the dominant liquid core, at the exit of the
injector, as shown in the figure 2.4 for a coaxial liquid jet, in which the liquid is surrounded
by a annulus gas flow with higher velocity. On the experimental figure, it is visualized the
Kelvin-Helmholtz instabilities [55] due to the initial aerodynamic high shear stress between
the liquid and gas, hence the first liquid waves are formed. Later on, irregularities on the
interface start to grow based on the density ratio i.e., Rayleigh-Taylor instabilities can be
inferred, thus perturbations are expected to increase exponentially and the instabilities are
no longer two-dimensional. On the bottom part of the figure, ligaments are broken up into
droplets, which is a Rayleigh-Plateau instability. The Rayleigh-Plateau instability is defined by
two factors: the growth rate of the perturbations and length scale over which the instability
grows [56].

Figure 2.4: Liquid jet instabilities visualization [14].

It is to be remarked, that the experimental conditions used to characterize the liquid/gas
interface instabilities shown on the figure, were far from the one used in industrial injectors,
in which the liquid Reynolds and gas Weber numbers, defined below, are a lot higher.







Re l =
ρlUl dl

µ
,

Weg =
ρg(Urel)
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σ
,
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ρg(Ug)2

ρl(Ul)
2

,

(2.1)

where, M, is the momentum flux ratio per unit volume. This quantity is an important parameter
[57], especially in coaxial jets. Considering an hypothetical case, in which gas velocity were
higher, thus stronger shear stress exists. The Kelvin-Helmholtz instabilities would grow faster
and smaller liquid structures would be developed close to the exit of the nozzle. Therefore, for
experimental measurements, become even harder to assess the two-phase flow morphology
and measurements uncertainties increase within near flow field. Two decades ago, some
interesting experimental findings were made available while varying Reynolds, Weber, and
Mass flux ratio [3]. Figure 2.5, displays instantaneous images of the near-field regions of
the breakup of a round water jet by a high-speed annular air jet, under different operational
conditions (see the table 2.1, below).
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Table 2.1: Operational conditions used in figure 2.5 [3].

Cases Ug [m/s] M Weg Reg

a 15.75 3.8 16 850

b 21.7 7.35 31 1120

c 28 12.2 52 1450

d 40.6 25 110 2100

e 21.7 2.05 31 1120

f 40.6 7 110 2100

g 56 13 210 2900

h 85.4 31 489 4400

Liquid velocity and Reynolds were kept Ul = 0.33 m/s, Re l = 1250, respectively. Surface
tension clearly dominates the near-field breakup in figure 2.5 for cases a, b, and c, but
qualitatively, seems to play a minor role in figure d. Fiber-type ligaments begin to form in
case d, and they are observed to be broken into drops, via a Rayleigh-type capillary breakup
mechanism. In figure 2.5 from cases e to h, similar images are displayed, however, with the
air velocity going up to 85 m/s (Reg = 4400) and for a water velocity 0.58 m/s (Re l = 2230).
These fibers are also seen to decrease in size as the gas Weber number is increased. However,
increasing the air velocity for a given water velocity increases not only the gas Weber number
but also momentum flux ratio M. Looking at the same gas Weber number Weg, but for
different values of M (cases b and e), it was found the following: at lower M, an intact liquid
core persists further downstream (case e). On the other hand, when the gas Weber number
is large (cases d and f ), the momentum flux ratio M is, therefore, the crucial parameter in
determining the liquid core length (or liquid intact length).

2.2.1 X-Ray radiography: Industrial nozzle application

Experimentally speaking, there are some drawbacks such as the measures on a dense gaseous
atmosphere, surrounding the liquid core, related to engine operating conditions (e.g., high
temperature and pressure), which are difficult and expensive to replicate in a laboratory scale.
In another example, within the far field of two-phase flow, the Phase Doppler Anenometry
(PDA) is a experimental technique normally used for droplet size and velocity measurements,
specially for the secondary atomization. One drawback in this technique, is that droplets
interaction can not be captured. On the other hand, recently, there have been quite a few
advancements in technique measurements, specially within the near flow field, such as: Laser
Correlation Velocimetry (LCV) [58], balistique image [59], X-Radiography [60], among others.
The latter, X-ray radiography, has been developed as a spray diagnostic tool that specializes
in measuring the density in the spray formation region [61]. The results obtained by means
of this experimental technique [61], were used for comparison purposes in this work. Since
the main interaction between X-rays and fuel spray is absorption, this technique allows for
quantitative measurements of fuel density in the dense spray region. Comparisons have also
been made with the near-field dense spray structure (spray boundary) between the light-based
optical microscopy and X-ray radiography [62].

2.2.2 Image technique: Diesel injector application

Although a number of optical techniques are commonly used for the study of fluid motion on
small scales and at high velocity, the most are not suitable for the study of diesel injection
that produces a flow optically dense. Indeed, single-point techniques, such as laser Doppler
velocimetry and other related methods [58] are based on properties of spherical droplets which
make them not usable in the near field of the injector. Laser correlation velocimetry (LCV) is
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Figure 2.5: Instantaneous flow visualization of the break-up of the liquid jet by annular air jet
[3].

a local velocity measuring technique which has proved applicable to flows with high optical
thickness [63]. However, the interpretation of the LCV information requires consideration of
various parameters (distance, time of flight, time window size, etc.) making the measurement
complicated. Particle image velocimetry (PIV), the most used imaging technique for velocity
measurement, requires that the region of interest is seeded with particles [64]. This technique
has been successfully used to measure the velocity of gas flow around the spray, but it is
difficult to use this technique on the jet itself. One useful technique developed for industrial
Diesel injectors, in the near-field region of practical fuel-injection sprays (which generally
require high injection pressures (>100 MPa) and small nozzle orifice diameters (100 µm)), is
the high-resolution imaging technique, as shown in the figure 2.6.
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Figure 2.6: Spray image with displacement vectors estimated from the time-correlated
image-pair [6].

The idea is to get velocity field information from spatially resolved regions of spray images
by identifying and correlating image features in successive time-resolved image-pairs. This
procedure is selectively applied over the spatial extent of the image-pair, yielding a map
of displacement vectors describing fluid motion [6]. The velocity data and shadow images
of the diesel spray used in the analysis were obtained by ultrafast imaging, which provides
high-resolution visualization of the spray edges and droplets. The results obtained by means
of this experimental technique [6], were also used for validation purposes in this work.

2.3 Liquid jets: theoretical background

Technically, there are many ways to atomize a liquid jet e.g., by means of the liquid kinetic
energy, gas kinetic energy, mechanical and acoustical devices, among others. Atomization
process is the mechanism that leads to increase the liquid-gas interface area. Liquid atomization
has applications in numerous industrial branches, for instance, atomized fuel inside combustion
chambers, liquid film atomizers, water spray for gas cooling/scrubbing applications, aerospace,
pharmaceuticals, just to name a few. Atomization, by definition, leads to pulverization of the
liquid jet into multiple droplets in which, eventually will become smaller and smaller. Within
atomization, the pulverization / disintegration process itself is caused either by intrinsic (e.g.,
potential) or extrinsic (e.g., kinetic) energy, where the liquid, which is typically fed into the
process in the form of a liquid jet or sheet, is atomized either due to the kinetic energy
contained in the liquid itself, by the interaction of the liquid sheet or jet with a (high-velocity)
gas, or by means of mechanical energy delivered externally (e.g., by rotating devices).

2.3.1 Liquid atomizers

For internal combustion engines, the purpose of an liquid injector is to introduce the liquid
fuel into a combustion chamber and, at the same time, to favor the mixing of the combustive
agent and the combustible, in order to optimize the conditions of combustion. In industry, at
least two main configurations of injector can be distinguished [13, 65]:

• Pressure or single fluid atomizers: In these devices, high pressure forces the liquid
to flow at high velocity through a small opening into a steady ambient atmosphere.
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Primary Atomization

For the case of a liquid emerging into a quiescent gaseous atmosphere e.g., pressure or single
fluid atomizer, the interface regimes have already been detailed [66]. Some examples are
illustrated in figure 2.8. It can be seen, at low Reynolds number, on the first image from left
to right, the jet disintegrates due to surface tension effects i.e., Rayleigh regime, into fairly
identical droplets sizes. At intermediate Reynolds numbers, drop formation is influenced by
aerodynamic forces, namely the aerodynamic regime. Finally, at higher Reynolds numbers,
the jet disintegrates almost spontaneously at nozzle exit. This mode is called the atomization

regime.

Figure 2.8: Disintegration of a liquid jet in a pressure atomizer [13].

This region where instabilities and first liquid detachments appear, is called primary atomization
zone, also dense zone of the spray. In this thesis, there will be two atomizers, one pressure
atomizer, in which X-ray radiography has been taken from previous experiments [67], and one
air-blast atomizer, where fluorescence induced in the liquid phase by a pulsed laser sheet has
been used to derive the near field of liquid volume fraction [17]. These two atomizers will be
used for the numerical validation step i.e., along with Large Eddies Simulations (LES), which
will be explained in detail and validated in the following chapter 3.

Secondary Atomization

Secondary atomization follows the primary atomization. It is defined as the disintegrations
of larger droplets and ligaments into smaller droplets. There are five distinct mechanisms of
droplet breakup as determined by the initial Weber number. They are categorized based on
the gas Weber number Weg, and displayed in table 2.2.

Table 2.2: Breakup mechanisms based on gas Weber number Weg [4].

Vibrational breakup Weg ≤ 12

Bag breakup 12 < Weg ≤ 50

Bag-and-stamen breakup 50 < Weg ≤ 100

Sheet stripping 100 < Weg ≤ 350

Wave crest stripping followed
by catastrophic breakup

Weg > 350
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These breakup mechanisms, are illustrated in the following figure 2.9.

Figure 2.9: Breakup mechanisms [4].

• Vibrational breakup, can occur when the gas Weber number is small, oscillations develop
at the natural frequency of the drop. Under certain conditions, the flow field interacts
with the drop in such a way as to increase the oscillation amplitude, which in turn
causes the drop to decompose into a few large fragments. Vibrational breakup, does not
necessarily occur in every instance. This breakup mechanism, when it does occur, only
produces a few large fragments, and the overall breakup time is long compared to the
other breakup mechanisms. Consequently, vibrational breakup is not usually considered
when drop breakup is studied.

• Bag breakup, is analogous to the bursting of soap bubbles blown from a soap film
attached to a ring. A thin hollow bag is blown downstream, while it is attached to a
more massive toroidal rim. The bag eventually bursts, forming a large number of small
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fragments. The rim disintegrates a short time later, producing a small number of large
fragments.

• Bag-and-stamen breakup, is a transition mechanism that has several features in common
with bag breakup. As in bag breakup, a thin bag is blown downstream while being
anchored to a massive toroidal rim, however, a column of liquid (stamen) is formed
along the drop axis parallel to the approaching flow. The bag bursts first, rim and
stamen disintegration follows.

• Sheet stripping, is distinctly different from the two breakup mechanisms just discussed.
No bags are formed; instead, a thin sheet is continuously drawn from the periphery
of the deforming drop. The sheet disintegrates a short distance downstream from the
drop. A coherent residual drop exists during the entire breakup process.

• At still higher Weber numbers, large-amplitude, small-wavelength waves are formed
on the windward surface of the drop. The wave crests are continuously eroded by the
action of the flow field over the surface of the drop. This process is referred to as wave

crest stripping. Large-amplitude, long-wavelength waves ultimately penetrate the drop
creating several large fragments before wave crest stripping can significantly reduce
the drop mass. Drop penetration by large-amplitude surface waves is referred to as
catastrophic breakup. Catastrophic breakup, leads to a multistage process in which
fragments, and fragments of fragments, are subject to further breakup. This cascading
process continues until all the fragments have gas Weber numbers below a critical value.

Finally, liquid structures leaving the primary atomization area, may interact between them.
Two typical interactions are coalescence and collision. In the coalescence case, two liquid
structures encounter each other and are unified to form a single entity. In the collision case,
the two structures have different velocities and encounter each other in a more violent way,
that could eventually provoke their breakup i.e., the creation of smaller structures [68, 69].

Dispersed Spray

Further from injector, liquid structures do not interact each other any more (or very weakly).
At this scale, surface tension prevails. This zone is called dispersed spray. The analysis of spray
behavior is divided into two regions, depending on the relevance of droplet-droplet collision
and the possibility and frequency of droplet-droplet collision, namely dilute and dense spray
region. Therefore, at low droplet concentration (dilute flow) particulate transport is mainly
determined by fluid dynamic interactions of individual droplets with the continuous carrier
phase (e.g., drag, lift, etc.). At high droplet concentration (dense flow), the influence of
particle collision affects the movement of the droplets and the droplet size distribution [13]. In
this thesis, a first attempt was made, using a dilute flow assumption, to couple Euler-Lagrange
equations to model the spray development, from the exit of the nozzle to the far field flow.
Chapter 4 will explain the Lagrangian approach more in depth.

2.3.3 Liquid spray modeling

Several strategies can be found in literature to model fuel injection and to cope with the
multi-phase / multi-scale nature of the flow within FCC Nozzles. A full resolution of the
interface thanks to direct numerical simulation (DNS), either Interface Capturing Methods
(ICM) or/and reconstruction methods [52, 34, 35, 36], becomes unfeasible as far as industrial
applications are concerned, due to high computational costs. Moreover, the notion of DNS
when an interface is considered must be approached with special care.

In any event, atomization modeling is necessary. Many approaches are based on kinetic
theory, where the spray is described through a number density function, that verifies the
Williams-Boltzmann Equation (WBE) [70], containing terms for spatial transport, evaporation
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and fluid drag. A widely used approach to solve the WBE, is the Lagrangian-Monte-Carlo
method [71], where the liquid is tracked with a Lagrangian description and the gas is solved
in an Eulerian framework. Its advantage lies in a straightforward implementation of physical
processes e.g., evaporation and secondary break-up, even if its computational cost is generally
challenging, especially in unsteady configurations. Indeed, a high number of parcels is required
in each cell of the numerical domain, to reach statistical convergence. Another approach
to solve the WBE, is to consider a Euler-Euler (EE) formulation, where both phases are
treated as a continuum. This solution is very attractive to describe the evolution of the
spray characteristics. Moreover, reduced computational costs and high capabilities in terms of
parallel computing are among the advantages of this formulation. These features are even
more prevalent, considering the growing use of resolved scale techniques, such as Large Eddy
Simulation (LES), to achieve a physical description of the gas flow field.

However, despite the efficiency of EE methods on actual super-computers, the direct resolution
of WBE is generally infeasible, since the dimension of the problem is multiplied by the number
of spray characteristics (position, velocity, size, temperature, etc). This feature constrains EE
methods, to only address a limited description of these properties. The numerous possible
hypotheses, have led to an abundant research in this framework. For instance, in Multi-Fluids
models [72, 73] the droplet geometry information is discretized in sections to represent the
spray distribution. Another solution [74] is a smooth reconstruction method, based on a sum
of kernel of the density functions and a quadrature method of moments, employed for this
purpose. Nevertheless, all these methods based on WBE, assume generally that the spray is
composed by numerous individual spherical droplets with well-defined features as position or
diameter, which is far from being the case with atomizers generally employed in an industrial
framework. Indeed, the liquid phase is initially a continuum (i.e. liquid jet or film) and it is not
possible to define such well-defined characteristics until the end of primary breakup.

2.3.4 Single-fluid approach

In single-fluid models, only one set of governing equations is used for the whole two-phase flow.
Therefore, the two-phase flow can be regarded as a single-fluid flow, with a single velocity and
a single pressure, composed of two species. Distinction between carrier and discrete phases is
avoided and the topology of the interface between the two phases is determined as part of
the solution. Let us describe, the two types of single-fluid models used in this project.

Unresolved interface model: ESA

A more general description of the two-phase flow has been developed by Vallet and Borghi [1].
In this model, the boundary separating pure liquid and pure gas, is considered as a mixing zone
so, both liquid and gas phases coexist at the same macroscopic position, with an occupied
portion of volume defined by the liquid volume fraction (αl). In this context, two family of
equilibrium models have been developed. A first possibility [75], is to use the liquid volume
fraction as the unique variable, allowing the description of the interface when is resolved. On
the contrary, another set of approaches are used, which are based on a transport equation for
the liquid/gas interface density [52, 1].

In this model, the Eulerian-Lagrangian Spray Atomization (ELSA) models are of major impor-
tance [52, 1]. From this work, different models based on Eulerian modeling for atomization
have been studied. Later on, Blokkeel et al. [76] working with the same team, completed
the original approach by a Lagrangian description of the spray once the primary break-up is
achieved. In addition, they proposed to call this approach ELSA, which stands for Eulerian-
Lagrangian Spray Atomization model, however, other names are still in use e.g., Σ−Y , Ω−Y

or ESA, depending on which variable has been retained or whether the Lagrangian phase
has been activated or not. An extension to LES, has been carried out by Chesnel et al. [77].
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Moreover, a new model has been attached to this approach, namely, Quasi-Multiphase Euler
(QME) [78, 50], to account for a slip velocity between phase. Indeed, despite the unique,
mixture velocity flow, a phase velocity can still be acquired, by considering phase fluxes with
respect to the flow velocity. This idea is also known as the drift model in the literature.
All in all, they belong to the ELSA family models, that try to consider and to model the
two main terms that drive the atomization process for non-fully resolved cases, hence the
subgrid/unresolved turbulent liquid flux term Rαi, and the unresolved liquid/gas interface
density, that will be characterized in this work by Σ

′ (liquid/gas interface area per unit of
volume).

Resolved interface model: ICM

The ICM (interface capturing method) model, is VOF (volume of fluid) phase-fraction based,
giving an implicit representation of the interface. This model is one of the first interface
capturing method to have been developed. It is based on mass conversation principle [79].
Initially, volume fraction of liquid (or gas) is distributed over the whole computational domain,
then transported by the velocity field.

VOF methods, are robust regarding topological changes, since they are implicit. Volume
conservation is guaranteed by transporting volume fraction, but if mesh is not fine enough,
parasite effects may occur in singular zones. This phenomenon, called numerical surface
tension [80], seems unavoidable with Eulerian formalism, in which interface structure width is
of the same order than cell size. The ICM is thus poorly adapted for dispersed flows unless the
mesh is fine enough, but it can lead to prohibitive computational costs. Another drawback in
VOF method, is the difficulty to compute geometric characteristics of the interface (normal n

and curvature K). A balance equation for the liquid volume fraction will provide the location
of the interface, but any information regarding its geometric characteristics explicitly, will be
missing. It is thus necessary to use interface reconstruction methods.

One of the first interface reconstruction method to be proposed, is the SLIC (Simple and Line
Interface Calculation) method [81]. In this method, considering a Cartesian mesh, the interface
is approximated in each cell, as segments (or planes in three dimensions), aligned with one of
the mesh coordinates. This direction depends on flow direction. The PLIC (Piecewise Linear
Interface Calculation) [82], is more accurate than the SLIC method. In PLIC, an interface
within a cell is approximated by a segment with a slope determined from the interface
normal. The resulting fluid polygon, is then used to compute fluxes through any cell face. An
alternative to geometric reconstruction algorithms, is to avoid interface reconstruction by
using an interface sharpening approach. Its principle lies on correcting the numerical diffusion
of liquid volume fraction in the advection equation, with a sharpening term. This sharpening
approach, benefits from a high resolution differencing schemes to calculate volume fluxes
[83]. Additionally, its numerical implementation on arbitrary unstructured meshes, is quite
straightforward. This approach, is used in OpenFOAM® solver [21, 22], namely interFoam.
Equations of this treatment, will be more detailed in chapter 3. Historically, VOF method has
been recently used for simulation of primary atomization in air-blast atomizer [84], and in a
high-pressure diesel atomizer by Ghiji et al. [85, 86, 87].

2.3.5 Turbulence in liquid jets

Turbulence flow regimes, in contrast with laminar flow regimes, are characterized by chaotic
fluctuations in pressure and velocity, i.e., presence of eddies with different length and time
scales. Because of these fluctuations, a turbulent flow is by nature unsteady, meaning it
cannot reach a steady state. Turbulence is maintained through a energy transfer process,
namely energy cascade, that occurs from the largest scale eddies to the smallest ones. Energy
is dissipated through viscosity when reaching the smallest eddy scales. This process is known
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as the theory of energy cascade of Kolmogorov [88]. Apparition of turbulence in a flow can be
predicted with the dimensionless Reynolds number, Re, that is defined as the ratio between
inertial and viscous forces. Intensity of the turbulence also depends on this number, the higher
the Reynolds number, the greater the range of scales become. Normally, the largest eddies
will remain of the same size, defined by the flow geometry, while the smallest eddies size, will
decrease with the Reynolds number. For single-phase flow, the smallest scale of the flow is
called Kolomogorov scale. Nevertheless, in two-phase flow e.g., liquid-gas, the smallest scale
could be smaller than the Kolmogorov scale, based on surface instabilities in ligaments and in
coherent liquid structures [89]. Besides, the Kolomogorov scale for two-phase flow is not well
defined, after all, two-phase properties such as viscosity, density ratio, surface tension, are
not accounted.

Therefore, to run a Direct Numerical Simulation (DNS), all these scales must be taken
into account, in particular the Kolmogorov scale that dissipates energy. The size of the
discretization elements of the computational domain must be, at least, in same order than
the Kolmogorov scale, defined for an equivalent single-phase flow. Nonetheless, high Reynolds
number flows, usually leads to a very large number of numerical cells and as a consequence, a
prohibitive computational cost. Considering current computer performances, DNS are limited
to academic studies (e.g., for low Reynolds number flows) hence, it is far for being used
in industrial applications, such as the one used in this project, specially for high values of
Reynolds and Weber number. On the other hand, DNS, can be used to create numerical
experiments, for regions where no real experimental data can be obtained.

The cheapest turbulence approach, computational speaking, is the Reynolds Averaged Navier-
Stokes (RANS), which consists in averaging out all of the unsteadiness (fluctuations) of
the flow. These equations are time-averaged and additional unknowns appear, namely, the
Reynolds stresses. To close the system, additional transport equations are solved, from the zero
model (e.g., Mixing length model) to a model with several variables (e.g., Reynolds stresses
model). One of the most popular model is the k-ǫ model, that solves two additional transport
equations. RANS models are computationally cheap, in terms of computing resources, in
comparison with Large Eddy Simulations (LES), and they are also preferred in industry,
since for most engineering purposes, it is unnecessary to resolve all the details of turbulent
fluctuations, as soon as the closure models are sufficiently accurate.

Large Eddy Simulation (LES) approach, is the second big family of turbulent models. It
consists in modeling only the smallest scales of the flow, in which viscous dissipation becomes
preponderant. The dynamic of large-scale motions (which are affected by the flow geometry
and are not universal) are computed explicitly, the influence of smaller scales are represented
by simple models (e.g., eddy-viscosity models). Recently, LES is being introduced in industry
due to the increase of computational resources, which allows to access additional flow
information, such as unsteady effects, that were not available before [90, 91]. Indeed, the
more computational power, the less modeling the simulation requires, hence the more accurate
the results become.

To perform numerical simulation of primary atomization, which is turbulent flow in many
industrial cases, one shall apply one of the three approaches described previously, i.e. DNS,
RANS or LES. As in turbulent flow of a single-phase fluid, multiphase flows generally possess
a large range of scales, ranging from the sub-millimeter size of a small bubble or droplet to the
size of the system under investigation. In primary atomization process, thickness of ligaments
and droplets that follow the break-up of the interface can be smaller than the Kolmogorov
length scale, as previously explained. DNS-VOF of such flows without any modeling of the two
phases aspect, becomes restricted to academic configurations. Two-fluid models, however, may
be used for DNS of two-phase flow modeling, for low Reynolds number. On the other hand, for
high Reynolds number, Euler-Lagrange DNS approach was used, for understanding the effects
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of large-scale structures on the dispersion of particles [92]. Particles with different Stokes
numbers were traced by the Lagrangian approach based on one-way coupling between the
continuous and the dispersed phases. They found the presence of the streamwise large-scale
structures caused the variation of particle concentrations along the spanwise and transverse
directions. Indeed, the large structures have a dominant effect on the dispersion of particles
over a range of Stokes numbers [93, 94]. Coupling Lagrangian particle tracking of discrete
particles with DNS, of forced isotropic turbulence, it was shown that the uncorrelated part of
the particle velocities increases with inertia [95]. However, broad applications of the method
are still limited by finite computer resources and this limitation restricts the simulations to
flows with moderate Reynolds numbers and fairly simple geometries. For instance, Spectral
analysis and finite-difference schemes were used to simulate particle dispersion in decaying
isotropic and homogeneous turbulence [96]. More recently, Euler-Euler DNS approach has
been used by [97], to study the decaying of the dispersed phase in a gas-particle homogeneous
isotropic turbulence environment with one-way coupling, for low Reynolds and Stoke number
(close to unity). 40 particles were computed per gaseous node. This corresponded to a total
of 10.48 million individual particles. This high particle number ensured convergence when grid
filtered fields are computed from the discrete particle distribution. Inertial particle simulation
results, were found to be very sensitive to the mesh refinement when the particle relaxation
time is greater or equal to roughly 1/10 of the turbulent time macroscale, because the smallest
length scales of the predicted dispersed phase velocity field, can become significantly smaller
than the smallest length scales of the carrier phase turbulent motion [97].

For low-Reynolds number in turbulent liquid jets, DNS-VOF of primary atomization was
performed by Menard et al. [34], with a DNS methodology coupled with VOF (CLSVOF), to
study the primary break-up process. In that work, injection speed was deliberately reduced, in
order to increase the size of the smallest droplets in the secondary atomization region, hence
reducing the mesh resolution and the computational costs. Desjardins et al. [98] ran a DNS
of a turbulent atomization of liquid diesel jet. Shinjo and Umemura [35] studied also primary
atomization in a pressure atomizer using DNS/CLSVOF. The purpose of these previous works,
were to study the physical phenomena in primary atomization and to serve as reference for
validating other modeling approaches, such as RANS and LES models. Nevertheless, they
involved a quite small area, limited by a few injector diameters in the downstream direction.
Whilst simulating the whole atomization process until several hundred of diameters in the
downstream direction is hardly feasible with DNS.

Nowadays, some industries have started using RANS with Williams-Boltzman equation (e.g.,
Euler-Lagrange models), Eulerian approach for the gas phase and Lagrangian approach,
"reproducing" the presence of physical particles inside the domain. Normally for full spray
modeling, there have been numerous research, that were based on a wrong hypothesis:
considering a non-dense flow at the injection, pseudo-correct results can be obtained, thanks
to the convective characteristics of the Lagrangian method. Despite the fact that the provided
results are rough, this approach has been widely adopted, because of its ability to model
the whole spray i.e., from the nozzle exit to the mixing area inside the combustion chamber,
even though, if the flow is inaccurate at the nozzle outlet. RANS can be combined also with
single-fluid models, as ELSA [99] and two-fluid models.

Application of Large eddy simulations (LES) formalism, to solve primary atomization is
relatively recent. Large eddy simulations are an intermediate tool between DNS and RANS,
by mitigating the fine mesh constraint. One classical approach, is to combine the single-phase
turbulent LES model, with an Interface Capturing Method (ICM) e.g., VOF, Level-Set, among
others. Good results have been obtained when applying LES/VOF on primary atomization
[100, 84]. Recent developments tend to take into account the issue of liquid structures smaller
than the mesh size. We shall refer to this developments as ’two-phase LES’ formulation.
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Sub-grid methods have been developed and applied for simulating primary atomization in
Diesel jets [101, 77] and air-blast atomizer configurations [102, 103]. For which, LES has a
great potential in modeling accurately the atomization process, however, computational costs
are still too high to be able to treat both primary, secondary atomization region, along with
evaporation and combustion zones.

It is the purpose of this project, to validate and to improve an atomization model, capable of
dynamically detect sub-grid scales (i.e., in which energy dissipation is modeled by LES), and
to switch from primary atomization to dispersed flow, by two ways: (1) when liquid ligaments
are broken up until some spherical liquid shape (i.e., at least within certain validity range
defined in chapter 4). (2) When certain droplet statistical convergence is achieved within the
computational cell. An explicative physical-modeling map is displayed in chapter 3

2.4 Governing equations

2.4.1 Liquid Volume Fraction Equation

VOF methods, track the interface with a specific algorithm. An interface algorithm must
then minimize numerical diffusion, by maintaining a compact interface thickness. Different
algorithms have been recently developed e.g., Interface Reconstruction methods [81, 82]
and Interface Capturing Method (ICM) method from Weller [104], as previously explained.
The latter technique, is used in native VOF solvers in OpenFOAM . Let’s us then, consider a
two-fluids flow e.g., liquid and gas. Both fluids are incompressible and non miscible. A volume
fraction αl, is the VOF field, a scalar field representing the volume fraction of liquid:

αl =







1 Liquid
0 Gas
0<αl < 1 At the interface

(2.2)

Considering turbulent incompressible flows, without mass transfer across the interfaces, the
governing equations includes continuity and the momentum balance, given by:







∇·U = 0 ,

∂ρU

∂t
+∇· (ρUU)=−∇p+∇·τt +ρg+ f σ ,

(2.3)

where U is the velocity vector, ρ is the density, p is the pressure, τt is the turbulent stress
tensor. The latter, τt, can be decomposed in the following form:τt = 2(µ)D, in which D,
is proportional to the rate of deformation tensor D = 0.5

[

∇U + (∇U)T
]

. The laminar fluid
viscosity µ. The two remaining terms include the gravity acceleration g and surface tension
force f σ. When a resolved interface between the two fluids is considered, the surface tension
force is applied at the interface position. Then it is defined by:

f σ =σκδ(x− xs)n , (2.4)

where σ is the surface tension coefficient, xs is the interface position, and by defining n, as
the interface unit normal, then the interface curvature κ, is defined:

κ=−∇·n=−∇·
( ∇αl

|∇αl |

)

. (2.5)
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The mixture density and viscosity are functions of the phase indicator explained above, αl,
with constant gas and liquid viscosity, µg and µl, respectively. Analogously for the gas and
liquid density, it reads:







ρ =αlρl + (1−αl)ρg ,

µ=αlµl + (1−αl)µg .
(2.6)

Besides the mass and momentum equations, the VOF method requires to keep track of
the liquid volume fraction (LVF). This is performed by advecting the VOF field with the
incompressible velocity field, through the following equation:

∂αl

∂t
+∇· (αlU)= 0 . (2.7)

Equation 2.7 transports mixture properties and position of the interface. In case of a sharp
interface, an interface capturing method is necessary to well define geometric characteristics
of the interface and correctly compute body force surface tension in momentum equation
2.3. Therefore, a conservative form of equation 2.7 is exploited, with an additional surface
compressive term, in order to keep the interface sharp [105]:







∂αl

∂t
+∇· (Uαl)=−∇· [U rαl(1−αl)]

︸ ︷︷ ︸

Sharpening term

,

U r = |U |
∇αl

|∇αl |
,

(2.8)

where the αl(1−αl) term, enforces the interface compressibility to be concentrated only at
the interface region. Thus, it has little or negligible effect on the solution throughout the
rest of the domain. U r is a suitable velocity field, selected to compress the interface region
[106], defined as a relative velocity between the two phases. As described by Rusche [105],
the artificial compressive term of eq. 2.8 provides interface straightening, without the need to
use an interface reconstruction method. The boundedness of αl, between 0 and 1, is ensured
by using a specific procedure called MULES (Multidimensional Universal Limiter with Explicit
Solution) [107], already implemented in OpenFOAM® . This method will be referred later on
in the following chapters, as Interface Capturing Method (ICM).

2.4.2 Liquid Gas Interface Density Equation

So far the large-scales properties of two-phase flows, have been defined by means of a balance
equation of the liquid volume fraction, αl, eq. 2.8. Now, the small-scale characteristics such
as droplet size distribution and mean droplet diameter can be represented by means of the
liquid gas interface density, namely Σ, which represents the liquid/gas surface interface per
unit of volume. The concept of interface density, is more general than droplet diameter or
Sauter Mean Diameter (SMD). Indeed, liquid shapes are not always spherical and SMD
cannot account for all other shaped of interface. Thus, Σ is a more generalized quantity
able to quantify any type of interface. A closed form of Σ equation is not fully established
yet. Starting with a phenomenological approach, as also presented by [2] and [33], a general
filtered form may be written e.g., Reynolds decomposition:

∂Σ

∂t
+∇· (UΣ)=∇· [Σ(U −UΣ)]+SΣ . (2.9)
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The first term of the right-hand side is unclosed, since the interface velocity, UΣ, is unknown.
This term represents the difference between the interface velocity and the global mixture
velocity. It accounts for the dispersion of the interface by turbulence. Thus, namely, a first
order closure (or gradient closure), related to the Boussinesq approximation, in which it is
modeled as turbulent dispersion [33, 2], and neglecting contribution of slip velocity, leads to
the following formulation:

Σ̄(U −UΣ)= RΣ ≈
νt

Sct

∇Σ . (2.10)

A so-called second order closure, is explained in detail in the following chapter 3, however, the
interested reader is referred to [108, 78] for a full description of the method. The equation
2.9 for Σ, takes into account two source terms. The source terms are shown in equation 2.11,
which includes firstly, the minimum production of the liquid-gas interface density induced by
liquid-gas mixture and secondly, the production/destruction of liquid-gas interface density due
to turbulent flow, vaporization, collision, and any coalescence in the dense part of the spray.
Vaporization is not considered. Hence, the following equation arises:

SΣ = Smix +Sint , (2.11)

where Smix refers to production of surface density due to liquid/gas mixing, and Sint represents
production/destruction of surface density by the mean shear, turbulence and liquid structure
interactions. Moreover, Smix is the necessary term, that ensures the presence of interface
simply because of co-existing phases. Vallet et al. [2] proposed a formulation based on the
inverse of the size of the control volume near the injector tip assuming a flat interface at the
boundary. Lebas et al. [33] proposed that, liquid characteristic scales are related to turbulent
integral scale. In both cases, it is an initialization term that does not have a strong effect on
the whole calculation, while producing a minimum surface density immediately after injection,
for high turbulent flow. The presence of an interface as long as the liquid comes into contact
with the gas, provides a mean to use a formulation based on minimum estimate of the surface
density Σmin, thus an additional quantity Σ

′ is defined, such that:







Σ=Σmin +Σ
′ ,

aΣmin = 2.4
√

αl(1−αl) ,
(2.12)

where "a" is a length scale related to the control volume. The above equation was based on
the assumption that, the surface density is at least equal to Σmin, which is defined as the
minimum amount of surface present due to liquid-gas mixing. Note that this definition is
coupled with the amount of interface that can be obtained with ICM approach. As a result, it
is required only to compute the evolution of Σ′, by using equation 2.9. Finally, the transport
equation, that represents the additional interface instabilities, is written as:

∂Σ′

∂t
+∇· (UΣ

′)=∇· [Σ′(U −UΣ)]+Sint . (2.13)

Consequently Σ
′, is solved using Equation 2.13, while Σ, is calculated using eq. 2.12. The

closure of Sint, comes from the work of Lebas et al. [33], and is given as:

Sint = CΣ

Σ

τΣ

(

1−
Σ

Σ∗

)

, (2.14)
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which is based on an equilibrium value of surface density, Σ∗, that should be reached within
a characteristic time scale, τΣ. CΣ is a constant that is set equal to 0.4. Σ∗ is given by the
Weber number at equilibrium, that can be obtained from the work of Duret et al. [89]. Finally
the modeled equation for Σ′ becomes:

∂Σ′

∂t
+∇· (UΣ

′)=∇·
[

νt

Sct

∇Σ′
]

+CΣ

Σ

τΣ

(

1−
Σ

Σ∗

)

(2.15)

Further discussions of these terms are available in works of Lebas et. al [52] and Vallet et
al [1], that proposed various forms of modeling terms. Here the purpose is to use first the
simplest formulation and introduce more complex models only when necessary. A length
scale can be defined from Σ and αl:

αl

Σ
, which is related to SMD. On the one hand, for

mono-dispersed spray of spherical droplets, the SMD will have the following form: 6αl

Σ
. On

the other hand, for very small volume fraction leading to bubbly flow: SMD = 6(1−αl )
Σ

. Finally,
to account for all structures, a length scale l32 is derived in the following equation:

l32 =
6αl(1−αl)

Σ
(2.16)

Therefore, by using LES/RANS modeling approach, ELSA has proven to be accurate for the
description of the primary atomization, as previously explained by previous research. In addition,
high efficient approaches, such as the DNS-ICM, can also be advantageous when interface
resolution is affordable, computational speaking. The purpose of the following chapter 3, is
to follow the work of Hecht [7] and Chesnel [109, 77], in order to properly build and assess a
dynamic multi-scale model, able to take advantage of high resolution and accuracy by using
DNS-ICM, in flow regions in which the interface is resolved, and then modelize the unresolved
interface by applying LES-ELSA.
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Chap. 3 | Dynamic multi-scale spray
atomization model.

3.1 Introduction

The purpose of the present chapter is, to present a dynamic multi-scale approach suitable to
perform LES for liquid jet atomization, together with the possibility to recover ICM/DNS
features for well resolved interface flow. To achieve this goal, the most important unresolved
phenomena to address are, the sub-grid turbulent liquid flux and surface density, in which
models based on ELSA concept, are developed. The work is organized as follows: section
3.2 is devoted to the description of the Eulerian solver, directly derived from Euler-Lagrange
Spray Atomization (ELSA) formulation. Then, an innovative coupling between an Interface
Capturing Method (ICM) and a complete ESA approach, is detailed. The acronym ESA

comes from the ELSA formalism without Lagrange approach. Section 3.3 accounts for the
numerical domain and meshes development. Subsequently, section 3.3.3 reports the validation
process of the proposed Eulerian solver, in which different well-established turbulence models,
such as k−ǫ [110, 111], Smagorinksy [112, 113], WALE [114], and modeling strategy, namely
ESA, and ICM coupled with ESA, are compared using experimental data. A second numerical
case is tested against experiments namely air-blast atomizer test case 3.4, in which the lower
liquid Reynolds and gas Weber number are no longer suitable for ESA model, however, the
ICM−ESA is found to be quite satisfactory, hence a prove of robustness adaptability based
on interface resolution criteria. Finally, in section 3.5 conclusions are sketched, and the best
numerical match with the experiments is presented.

3.2 Atomization modeling approach

As previously mentioned, multiphase flow can be classified in discrete and separated flow,
however, when it comes to atomizing turbulent liquid jets, a combination of both is rather
preferable. Indeed, just at the exit of the injector nozzle, the amount of liquid is very high,
and this phase cannot be decomposed as sets of discrete droplets. Moreover, bubbles could be
present in the liquid flow due to penetration of the surrounding gas during the breakup process,
and previous cavitation inside the nozzle injector. Consequently, the carrier phase would be
the liquid and the discrete phase, the gas bubbles. On the contrary, further downstream, a
spray is generated, in which the carrier phase is the gas and the discrete phase corresponds
to liquid droplets. Between these two limits, a two-phase flow exists with unclear discrete and
carrier phases [52].

The key point of the proposed ESA model, is the analogy between atomization, liquid dispersion
and turbulent mixing of a jet, with large density difference with the ambient medium [1]. By
using single-fluid approach, the choice of both carrier and discrete phases, is avoided [52].
Therefore, the two-phase flow is studied as a single-phase turbulent flow composed of two
species with highly variable density.
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3.2.1 Basic equations

In this section, starting from this complete approach, for incompressible isothermal fluids,
governing equations are presented.







∇·U = 0 ,

∂ρU

∂t
+∇·

(

ρU ⊗U
)

=−∇p+∇· (ρν(∇U +∇U t))+ f σ+ρ f b ,

∂αl

∂t
+∇· (Uαl)= 0 .

(3.1)

The continuity equation, the mixture velocity U , and the liquid volume fraction, follow
the classical transport equations in which p is the normal stress in two-phase medium at
equilibrium, ν is the kinematic mixture viscosity, f σ is the surface tension force, ρ is the
mixture density, all previously explained in chapter 2, and finally f b, is the body forces per
unit of mass. Solving these equations 3.1, at all scales, would not require any additional
model, hence this case will be refereed as DNS. Nevertheless, these equations use generalized
functions, since the surface tension force occurs only at the surface, and thus require a Dirac
pick function representative of the interface δ(x− xs). In addition, the discontinuity of the
liquid volume fraction entrains the discontinuity of density and viscosity, thus their derivatives
also require generalized functions. To keep the interface sharp, the profile of the discontinuous
variables across the interface, in particular the liquid volume fraction, has to remain a step
profile. This expected feature has strong consequences on the numerical method, in which
dedicated Interface Capturing Methods (ICM) are required, for instance VOF [115], Level
Set [45], Ghost-Fluid [47], among others, as discussed previously in chapter 2. These ICM
numerical approaches, share a common feature i.e, they are all incompatible with a smooth
profile of the liquid volume fraction.

Whenever it is not possible to solve these equations directly at all scales, some filtering or
averaging process is applied, thus necessarily introducing new terms in equations 3.1. It is
important to notice, that one of the first feature that is lost, is the accurate position of
the interface. Previously, the liquid volume fraction field, or any other phase indicator, was
sufficient to determine the position of the interface. For instance, any iso-surface of the liquid
volume fraction, within the range [0,1], is identical if the liquid volume fraction profile is a
step profile across the interface. Nevertheless, averaging or filtering will smooth the liquid
volume fraction profile, and let undetermined the actual position of the interface. Any other
VOF method faces the same problem but in different ways. For instance, by forcing a sharp
transition between liquid and gas at the interface e.g., Ghost Fluid Method (see chapter
2). This compressive feature, is in contradiction with the averaging/filtering procedure in
which, a smooth transition is considered, with the consequence to lose the interface position.
Notice that, numerous successful works in the literature ignore these problems, and use
averaged/filtered approaches whilst keeping a sharp transition between phases i.e., turbulence
models such as RANS or LES, are used and combined with ICM. Normally, it is expected that
such effects are negligible, if all scales of the flow are solved.

The purpose of the present chapter, is then to propose a less computationally demanding
model than DNS e.g., RANS / LES, dynamically adaptable to turbulent interface fluctuations
i.e., interface resolvent dependent. To that end, Interface Resolved Quality (IRQ) sensors are
developed, to evaluate when it is necessary to consider either an Interface Capturing Method
(ICM) for resolved interface, or subgrid modeling (ELSA) for unresolved interface.
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3.2.2 Averaging/Filtering remarks

Before to go any further in the details of RANS and LES approaches, both methods have
to deal with density-based correlations. Considering the simple case of constant gas and
liquid density, ρg and ρl , respectively, the filtered density, ρ̄ = ρlᾱl +ρg(1− ᾱl), is far for
being constant. There are two ways to handle this problem, namely Reynolds or Favre
averaging/filtering. Both approaches lead to modeling problems that are not yet completely
solved. Using Reynolds averaging/filtering, introduces correlation for which no models have
been established yet, for turbulent liquid-gas flow. Thus, these unclosed correlation are
generally not considered or consider being part of Reynolds stress and turbulent liquid flux
final model [78]. Regarding the Favre approach, it has been widely employed in single phase
flow with variable density, hence it can be applied for two-phase flow, by using the ELSA
approach philosophy, previously explained [1]. Nonetheless, any Favre-averaged variable is
pondered by the density. The particularity of liquid-gas flow with respect to the previously
used Favre averaging procedure for single-phase flow, is the magnitude of density fluctuations.
Figure 3.1 below, shows the Favre-averaged velocity mixture with respect to the liquid volume
fraction ᾱl, for constant liquid and gas velocity, Ūl , and Ūg, respectively. The nonlinear
relation of the Favre-averaging, namely ũ = ρu

ρ̄
, is enhanced as the density ratio (r = ρl

ρg
),

grows. For instance, when r = 100, and the mixture is composed by 90% of gas (ᾱl = 0.1),
the Favre-averaged velocity mixture is still mainly related to the liquid velocity.

Figure 3.1: Favre-averaged velocity for different density ratio r = ρl

ρl
as a function of the liquid

volume fraction [16].

Therefore, as the density ratio increase, in liquid-gas flow, the Favre averaging/filtering tends
to link the averaged variable, to the heavier phase [116, 16]. Numerically, it brings many
stability problems, because of lack of information about the lighter phase. In addition, through
Reynolds averaged/filtered, velocity field is still divergence free, which is not the case for the
Favre averaged/filtered velocity field. This is in fact, the difficulty of many pressure-based
solvers, by coupling the Favre momentum equations to the liquid volume fraction equation.

Despite these problems, both Reynolds and Favre approaches have been applied successfully
in RANS context [2, 2, 52, 78, 117]. In this thesis, Reynolds averaging/filtering formulation
together with liquid volume fraction (volume formulation) field, instead of liquid mass fraction
(mass formulation i.e., Favre-averaged) is considered. This formulation, is considered to be
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physically clearer, by letting apparent the unclosed density correlation terms, even if further
efforts to define appropriate models still require future work.

3.2.3 Turbulence modeling

The flow considered in the thesis is two-fluid flow, when both characteristic Reynold and
Weber numbers of the jet, tend to infinity [1]. In this case, early studies of liquid jets revealed
that the turbulence was the primary initiator of break-up [118]. Subsequent studies, for
instance [119, 120, 121, 122], have examined how this process works. In the early stages of
breakup, the turbulent structures in the jet produce ligaments that project into the gaseous
phase, and then fragment to form droplets. Therefore, atomization could be considered as a
turbulent mixing process. As a result, the velocity field in a two-phase flow and liquid volume
fraction are studied in terms of mean and fluctuating values as for single-phase turbulent
flows, based on the Reynolds decomposition [1].

Starting from the least resolved case, RANS approach, in which the two-phase flow consid-
ered, is averaged. From this approach, it is expected to recover the large-scales properties
(penetration length and angle of dispersion of the liquid core and) small-scales characteristics
(mean droplet diameter and their size distribution). Nevertheless, a large part of the flow has
to be modeled, and the models are then necessarily dependent on the unresolved small scale
features.

The second approach is generally known as Large Eddy Simulation (LES) [77]. In order to
separate different length scales in a turbulent flow field, a spatial filter is applied. Large scale
structures that can be resolved by the numerical method on a given mesh, are called the
super-grid scales. The influence of all other (subgrid) scales to the super-grid behavior is
modeled. The rationale behind this principle lies in the fact that, the small scales of turbulence
are more homogeneous and isotropic, and therefore, easier to model. As the mesh gets finer,
the modeling becomes less significant, thus approaching the DNS [123]. But to recover truly
the expected feature of the DNS in liquid-gas flows, ICM has to be activated, since particular
numerical models are necessary to represent the sharp interface transition. Applying the
Reynolds averaging technique for incompressible flow to equations 3.1:







∇·Ū = 0 ,

∂ρ̄Ū

∂t
+∇·

(

ρ̄Ū ⊗Ū
)

=−∇p̄+∇·
[

ρν(∇Ū +∇Ū
t
)
]

+ρ ¯f b −∇·RU +τρ ,

∂ᾱl

∂t
+∇· (Ūᾱl)=−∇·Rαl

.

(3.2)

The first term that arrives from the filtering procedure is the so-called Reynolds stress
tensor RU . The normal stresses, involve the respective variances of the x-, y- and z-velocity
fluctuations. They are always non-zero because they contain squared velocity fluctuations.
The shear tresses, contain second moments associated with correlations between different
velocity components [110]. The term on the RHS of the liquid volume fraction equation (third
equation from top to bottom), is the turbulent liquid flux.

To model these fluctuating terms, namely, Reynolds stress tensor and the turbulent liquid flux,
the Reynolds-Averaged Navier-Stokes (RANS) is firstly considered. Regarding the Reynolds
stress, single-phase flow model is initially tested. Following Boussinesq’s proposal, the turbulent
momentum transport is assumed to be proportional to mean gradients of velocity [110]. By
analogy, turbulent transport of a scalar is taken to be proportional to the gradient of the
mean value of the transported quantity. Thus, the turbulent liquid flux is seen mainly as a
dispersion term for the liquid due to the random turbulent motion. The formalism, also shows
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that the turbulent liquid flux contains the mean slip velocity of the liquid phase with respect
to the mean mixture, thus it is possible to extend the model to account for this effect [78].
Finally, the Reynolds stress tensor and the turbulent liquid flux are presented:







RU = (U ⊗U −Ū ⊗Ū) ,

≈− νt

Sct
(∇Ū +∇Ū

t
) .

Rαl
= (Uαl −Ūᾱl) ,

= ᾱl(Ū |l −Ū) ,

≈− νt

Sct
∇ᾱl .

(3.3)

where νt, is the turbulent viscosity (or sub-grid stress in LES framework) and Sct, is the
turbulent Schmidt number. On RHS of αl equation 3.3, Rαl

is the turbulent liquid flux, that
represents the transport of the liquid volume fraction induced by velocity fluctuations, and is
related to the unresolved part of the velocity that is known to produce additional dispersion.
This formulation is only valid in the absence of mean slip velocity between phases. Additionally,
it has been proven [33, 78, 50] that even with this single flow approach, it is possible to
recover the different mean liquid and gas velocities Ū |l, and Ū |g, respectively, by means of a
drift flux model. Indeed, if both phases are strictly non-miscible, the turbulent liquid flux, can
be rewritten in the following form:

Rαl
= ᾱl(Ū |l −Ū)= ᾱl (1− ᾱl)V̄ rl g . (3.4)

This shows the strong link between Rαl
and the local relative velocity V rl g [124], that can

be re-arranged as follows:

V̄ rl g =
(

Ū l −Ū g − V̄ D

)

=
(

Ū sl g − V̄ Dl g

)

. (3.5)

where Ū sl g, is the average relative velocity between the particle and the surrounding flow,
in the vicinity of the interface that is directly related to the drag force acting on the liquid,
and V̄ Dl g, is the conditional average of the fluid turbulent velocity fluctuations with respect
to the particle distribution. In the case in which the spray dynamic relaxation time τp, and
the mean effective slip velocity Ū sl g, are negligible (i.e., in the case of droplets with small
Stokes numbers), the turbulent liquid flux is only due to the drift velocity. The interested
reader is then referred to [78] where a so-called QME i.e., second order closure is developed.
Meanwhile, we will stick with the first order formulation presented in equation (3.3) in which,
based on the actual validation test case [125], was proven to be quite successful.

Additionally, density correlations represented by τρ (equation A.1), appears on this Reynolds
formalism. Their effect is still subject of research, e.g. density fluctuations in combustion
processes are not necessarily applicable when the density ratio tends to infinity, which is
also the present study case. On the other hand, by using the Favre averaging (i.e., the
mass formulation) in two-phase flow simulation, there is not an explicit approximation, in
modeling liquid-gas turbulent fluctuation stresses, as compared with the Reynolds formalism.
However, further development in the Favre formalism for two-phase flow, revealed implicitly
an equivalent density correlation issue, especially for high density ratios

(
ρl

ρg

)

. Therefore, since
this chapter will treat the conservation equation using a Reynolds formalism (LES/RANS),
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based on volumetric variables, the density correlations will be considered as part of the
global Reynolds/Residual stress model. Nevertheless, an appendix A, is dedicated to the
mathematical development for two-phase flow simulation, in which a two-phase decomposition
has been made.

3.2.4 Turbulence models

Now the kinematic turbulent viscosity, νt, needs to be addressed. The accuracy of different
RANS turbulence models, when they are applied to turbulent two-phase flows, was previously
studied [124]. It was shown that the standard k−ε turbulence model for atomization process
(Launder and Spalding, 1974), is able to reproduce the main characteristics of two-phase
flow, if special care is devoted to the modeling of the turbulent mass flux. Nevertheless,
the assumption made by RANS models, is that the turbulent viscosity νt, is isotropic: in
other words, the ratio between Reynolds stress and mean rate of deformation is the same in
all directions, which is not the case within the scale spectrum of eddies. For instance, the
smallest eddies are nearly isotropic and have a universal behavior. On the other hand, the
largest eddies, which interact by extracting energy from the mean flow, are more anisotropic
and their behavior is dictated by the geometry of the domain, the boundary conditions and
body forces [110].

Large Eddies Simulation filtering

Instead of RANS, LES uses a spatial filtering operation to separate the largest from the
smallest eddies. Even though this simple approach permits to deal with flow anisotropy on
large scales, which clearly is an advantage over RANS models, there are still some generality
issues depending on the rate-controlling process [126]. However, in free shear flows at high
Reynolds number, the transport process of interest are affected by the resolved large scales,
which makes LES suitable for our case study. The method starts with the selection of a
filtering function and a certain cutoff width, with the aim of resolving in an unsteady fashion,
all eddies with a length scale greater than the cutoff width. There are three well-known
filtering functions, namely, Top-hat filter, Gaussian filter and Spectral cutoff. The first one is
widely used in finite volume implementation, and related the mesh size. Further details can
be found in [90, 110]. The cutoff width, is intended as an indicative measure of the size of
eddies that are retained in the computations, and the eddies that are rejected. In principle,
we can choose the cutoff width ∆ to be of any size, but in CFD computations, with the finite
volume method, it is pointless to select a cutoff width smaller than the grid size. The most
common selection, is to take the cutoff width to be of the same order as the grid size, for
instance, the cubic root of the grid cell volume:

∆= 3
√

∆x∆y∆z (3.6)

As before, the conservation equations governing the filtered velocity Ū(x, t), are obtained
by applying the Top-hat filtering operation to the Navier-Stoke equation and the liquid
volume fraction equations, namely equation 3.1, LES-filtered continuity, momentum, and
liquid volume fraction equations of the mixture yield the following:







∇·Ū = 0 ,

∂ρ̄Ū

∂t
+∇·

(

ρ̄Ū ⊗Ū
)

=−∇p̄+∇·
[

ρν(∇Ū +∇Ū
t
)
]

+ρ ¯f b −∇·τr ,

∂ᾱl

∂t
+∇· (Ūᾱl)=−∇·ταl

.

(3.7)
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Equations 3.7 should be solved to yield the filtered mixture velocity Ū , the filtered mixture
pressure field p̄, filtered mixture density ρ̄ = ρlᾱl +ρg(1− ᾱl), and the filtered liquid volume
fraction distribution ᾱl. The last term on RHS, τr, results from the LES filtering operation,
just like the Reynolds Stress, in this case commonly named the residual-stress tensor or LES

SGS, which stands for subgrid-scale. However, unlike the Reynolds stresses in the RANS
equations, the LES SGS stresses contain further contributions. Based on the flow variable
decomposition φ(x, t) as the sum of the filtered function φ̄(x, t) and φ

′
(x, t), which contains

unresolved spatial variations. Now the residual (or SGS) stresses can be written in the following
form:

τr = (ρ̄UU − ρ̄ŪŪ)= ρ̄ŪŪ − ρ̄ŪŪ
︸ ︷︷ ︸

Leonard

+ ρ̄ŪU
′ + ρ̄U

′
Ū

︸ ︷︷ ︸

Cross

+ ρ̄U
′
U

′

︸ ︷︷ ︸

LES

. (3.8)

The Leonard stresses are solely due to effects at resolved scales. The cross-stresses are
due to interactions between the SGS eddies and the resolved flow. Finally, LES stresses
are caused by convective momentum transfer due to interactions of SGS eddies and are
modeled with SGS models explained in the following sections. For a complete definition and
mathematical deduction see [110]. Another aspect, in which the filtered equations 3.7 are
quite different from the RANS equations, are the three-dimensional, and unsteadiness property
of the filtered fields, Ū (x, t) and p̄(x, t), and τr(x, t), even if the flow is statistically stationary
or homogeneous [90].

SGS Models

In order to the dynamics of the resolved scales to remain correct, the subgrid terms have to
be modeled and some closure of the equations 3.7 needs to be applied, i.e. the subgrid energy
interaction with the resolved scales have to be reflected. In gas kinetics theory, molecular
agitation draws energy from the flow by way of molecular viscosity. So the energy cascade
mechanism [111], will be modeled by a term having a mathematical structure similar to that
of molecular diffusion, but in which the molecular viscosity in 3.7 is replaced by a sub-grid (or
residual) viscosity νsgs. Mainly, two approaches were studied depending on the validation test
case:

• Models based on the resolved scales: The subgrid viscosity, νsgs, is evaluated using
global quantities related to the resolved scales. Within this category is the well-known
Smagorinsky model. Based on the assumption that the smallest turbulent eddies are
almost isotropic, the Boussinesq approach is employed [112]. Thus, local SGS stresses
τr(x, t), are taken to be proportional to the local rate of strain of the resolved flow
[110]. The model is expressed in the following equation:







|S̄| = (2S̄S̄)
1/2

,

τr =−2νsgsS̄ ,

νsgs = (Cs∆)2|S̄| ,

(3.9)

where Cs is the Smagorinsky coefficient, which is proportional to the filter width ∆, |S̄|
is the characteristic filtered rate of strain, and S̄ is the filtered rate-of-strain tensor
based on the filtered velocity Ū(x, t). There are many authors that experimentally or
numerically have demonstrated different values of the constant Cs, which makes the
model flow-dependent. This gave an indication that the behavior of the small eddies is
not as universal as was thought, or the model is representative enough. Furthermore,
the modeling requires a case-by-case adjustment or a more sophisticated approach.
More shortcomings of the Smagorinsky model, have also been reported [90, 126, 111].
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• Wall Adopting Local Eddy Viscosity (WALE) Model: For reasons connected with the wall
behavior of the subgrid-scale model, a new operator based on the traceless symmetric
part of the square of the velocity gradient tensor S̄

d is used, then the subgrid-scale
viscosity is modeled as [113]:

νsgs = (Cw∆)2

(

S̄
d
S̄

d
)3/2

(

S̄S̄
)5/2 +

(

S̄
d
S̄

d
)5/4

, (3.10)

where Cw is a model constant. As reported in [114], WALE model shows better results
in predicting near wall turbulence for wall bounded flows. No wall damping is necessary
near wall regions in WALE model. Another study in channel separated flow, performed by
[127], shows that best match with DNS can be obtained using WALE model along-with
power law-wall function, proposed by Werner and Wengle [128].

3.2.5 LES formulation compatible with ICM

An expected feature of LES model, is to retrieve DNS i.e., by using proper mesh resolution e.g.,
tending to kolmogorov length scales. For single-phase flow, this is true from a theoretical point
of view. The residual stress tensor vanishes from the filtered equations. On the contrary, in
liquid-gas flow, it means that unresolved interface modeling such as ESA, has to be modified
for high mesh resolution, in order to recover resolved interface features, by using approaches
such as: Interface Capturing Method (ICM). Therefore, for highly resolved flow, LES should
switch from ESA to ICM. In the following part, considering the known shortcomings of
unresolved interfaces approaches, in the dense spray region, and in order to develop a model
suitable also in the dilute spray region, a coupling technique between ESA and an interface
capturing method ICM is proposed and detailed, as displayed in figure 3.2, highlighted in red.

There are some issues that have to be clarified. Firstly, f σ, is the additional force in the
momentum equation due to the surface tension depending on the local curvature of the
interface, and defined in equation 2.4 as f σ =σκδ(x−xs)n. To compute this force, and to apply
the jump of any variable, the most accurate ICM-DNS code applies interface reconstruction,
along with dedicated high order numerical schemes. There are many successful examples in the
literature of these fully resolved approaches, combining ICM method with DNS using mesh
resolution high enough to compute all the flow scales, based on the curvature, VOF-PLIC
(piecewise-linear interface construction), VOF/level-set coupling for unstructured and non-
uniform meshes, octree meshes, among others [129, 130, 86] (Top-left/center in figure 3.2).
For instance, the ARCHER code [34], is based on coupled VOF-Level set method for interface
reconstruction, together with a ghost-fluid approach, to represent accurately the discontinuity
of variables such as density, pressure and viscosity at the interface. This reconstruction process
generally depends on the mesh geometry, hence are difficult to reproduce for body-fitted
methods based on unstructured mesh, which are generally used to address complex geometries.
Notice that several proposals exist, for example in the open source software: OpenFOAM® to
improve this point, in particular the isoAdvector approach [131], and the so-called interFoam
[38].
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Figure 3.2: Physical-modeling representation of atomization process in turbulent liquid-gas
flow. Transition from resolved interface to unresolved interface approach, namely ICM−ESA,
using LES framework (highlighted in red).

For full-scale resolution, ICM method aims at keeping a sharp interface, thus a discontinuous
profile across the phases exits in particular during the convection process. This property is
either directly included in the numerical scheme (VOF, Level-Set, ghost-fluid, among others) or
obtained by additional correction designed to prevent numerical diffusion that could smear the
profile. The interFoam solver of OpenFOAM® is based on this last technique, where Weller
[104] proposed to use an additional flux of liquid directed toward the interface proportional
to the local velocity magnitude (U r) and located only where a mixture of liquid and gas
exists (i.e. αl ∈ [0,1]), in such a way that the local flow steepens the gradient of the volume
fraction and thus the interface resolution is improved [132]. This method is often referred
as the VOF method, even if there is no real reconstruction of the interface, as detailed in
chapter 2 in eq. (2.8), on the right-hand side, thus when Direct Numerical Simulations (DNS)
are applied, all fluctuations scales are solved up to the grid level and no filtering is required.
On the other hand, following the modeling approach in this study, LES filtering framework
is used. As for instance, diffusive methods are designed to smear the interface over several
mesh cells, to recover a continuous behavior of any variable. It is important to emphasize
that the drift/slip behavior of the residual (unresolved) liquid flux, is not compatible with the
ICM method, since the former assumes the profile to be discontinuous, thus both approaches
can not coexist at the same place. For unresolved interface approach, the general two-phase
flow spray atomization model, originally develop by Vallet and Borghi [1] is used (explained in
the preceding chapter 2). In this model, the boundary separating pure liquid and pure gas, is
considered as a mixing zone. Mass and volume formulation of the conservative variables (LVF
ᾱl, and interface surface density Σ̄), have been already validated against available experimental
and DNS data, under LES and RANS formalism, by using to that end, the so-called ESA

model [33, 89, 109, 116, 133] (Bottom-right/center in figure 3.2). Hence, starting from the
system reported in eq. (3.7), the liquid volume fraction equation is modified, considering Cα,
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which is a pondering parameter between the ESA and the ICM approach:

∂ᾱl

∂t
+∇· (Ūᾱl)+Cα∇· [U rᾱl(1− ᾱl)]

︸ ︷︷ ︸

ICM

= (1−Cα)∇· (Rαl
)

︸ ︷︷ ︸

ELSA

. (3.11)

The advantages of the proposed solver, is to determine a resolution of the interface with ICM

in a limited region, whereas it would be disabled when Rαl
prevails (i.e. when the interface

fluctuations become significant, for instance in LES framework). An additional term is also
added to the momentum equations 3.7 to account for the surface tension only when the
interface is resolved, Cα fσ. The switching strategy is introduced through Cα. Two different
criteria have been proposed to determine its value, based on the interface resolution and
the curvature of the interface. Cα was set to zero (0), when the interface is poorly-resolved
(dilute region) and set to one (1) otherwise (dense region), as shown in the picture below:

Figure 3.3: Ponderation parameter Cα.

• First criteria: IRQΣ. Given by the ratio of the minimum (resolved) interface area, Σmin

(eq. 2.12), over the actual interface area, Σ (eq. 2.15). The interface area is more
properly defined as "surface area of the liquid-gas interface per unit of volume", defined
here as liquid gas interface density. And Σmin, corresponds to the minimum surface
density that can be evaluated for a given value of resolved liquid volume fraction, where
"a" is a length scale related to the control volume. In the framework of filtering by LES,
this length is equal to the LES filter length scale.







aΣmin = 2.4
√

αl(1−αl) ,

IRQΣ =
Σmin

Σ
.

(3.12)

Here, a simple approach is used to evaluate Σmin, however, if interface reconstruction
was available, the actual resolved interface could be used. Thus, the higher the surface
interface fluctuates within a cell, the lower IRQΣ, which means subgrid effects become
important, as shown in the picture below. It is to be noted, that the interface resolution
quality IRQΣ based on Σ, would then be by definition: 0 ≤ IRQΣ ≤ 1:
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Therefore, the mesh resolution plays an important role, which symbolizes the effect from the
residual structures to the filtered one [134, 135]. On the one hand, as mentioned before, DNS
should be capable of resolving all two-phase flow scales, theoretically. Nowadays, however, is
unfeasible industrially speaking. On the other hand, the proposed dynamical model in this
thesis i.e., eq. 3.11, is thus able to take advantage of a full-interface resolution, to recover a
DNS formulation with ICM, and to switch to a diffusive (residual or sub-grid) LES approach,
only when necessary. Note that ICM is not compatible with diffusive models, hence Cα will
be dynamically adjusted to (1) one or (0) zero, depending on the interface resolution within
the cell(s). Furthermore, when the spray is formed and diluted, it is more accurate to use
a regular method dedicated to solved the Williams-Boltzmann Equation (WBE) [70], and
therefore a Lagrangian formulation should be initiated. This topic will be further explained in
the following chapter 4.

3.3 ECN numerical test case

The previous sections have described different available approaches to address the liquid-gas
turbulent flow within dense zones (i.e., non-dispersed or primary atomization). The ultimate
aim, is to conduct numerical simulation of fuel injection in a industrial scale, for which two
comprehensive data base have been set up: (1) by the Engine Combustion Network (ECN)
research group [5], and (2) by Stepowski et al. [17]. As a reminder, a full ICM-DNS approach
should give the best comparison with experimental data, but it is not affordable for the time
being, therefore models are mandatory. A numerical representation based on full ICM-DNS, for
the initial destabilization of the complex turbulent liquid jet, going up to the spray formation,
for which well established numerical model can be used, is appealing but has not yet been
applied. Indeed such an approach requires the ICM-DNS to be applied up to the formation of
each individual droplet. Hence, in many situation models have to be applied for the dense
turbulent liquid-gas flow, among them the ELSA approach, has been successfully applied on
an ECN database [5] by several teams [136, 137, 125], mainly in the RANS context, leading
to CPU cost compatible with industrial application.

The purpose of the following test cases, is to extend the analysis considering complementary
approaches based on Reynolds averaging. In addition, comparisons between RANS and LES
for the dynamics of the flow are conducted, a long with an analysis of the numerical model
used to represent the interface, in particular for the LES approach. For this latter aspect, the
interface can be considered to be captured, at the present mesh resolution, leading to an
ICM approach or the interface can be considered at residual (or subgrid) level, leading to a
diffused interface approach, for which a turbulent liquid flux driven mainly by liquid dispersion
is considered. The diffuse interface approach combined with the dispersion model has already
been successfully tested by Chesnel et al [77], in another framework by comparison with DNS
results. On the opposite view, a full ICM can be used assuming no liquid dispersion at the
subgrid level. Finally, a coupled approach is also tested base on IRQ’s sensors to determine
locally and dynamically whether or not the interface can be well captured. The following tests,
correspond to a validation step, succeeding the previous development phase [7]. Results will
be employed for further improvement of the dynamic switching approach of the model i.e.,
eq. 3.1.
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3.3.1 Numerical domain

Regarding the geometry, namely non-evaporative Spray-A, several options may be considered,
from simple 2D axisymmetric configurations [136] up to full 3D simulations, with inside-flow
injector and needle movement [125]. In both cases it has been possible to show that even with
the less resolved modeling (RANS), the essential features of the injection can be captured with
ELSA approach. An axisymmetric test case was also studied in a previous work [5]. On the
other hand, to try to determine the internal flow field as best as possible, the starting point is
to get the actual geometry of the injector. A measured 3D geometry is also available from ECN
database, which has been obtained using high resolution X-ray tomography [67]. Nevertheless,
owning to the measurement uncertainty of the experimental apparatus, combined with the
variation in the nozzle diameter/sections of the order of a fraction of microns, a representative
average profile cannot be obtained by one such measurement. Instead a smoothing process is
required based on detailed measurements of the nozzle exit diameter and specific sections to
improve the geometry [67, 138, 139]. In this case, only slight noise suppression was used to
smooth the geometry.

It is to be noted that preprocessing of mesh files obtained from tomography takes considerable
time. Hence the decision to spend time on this aspect should depend on the expected quality
of results and measurement uncertainty of experimental reconstruction algorithms. The most
important fact regarding our experience to design such a mesh [16], is the necessity to choose
between arbitrary parameters during the mesh construction/smoothing process. Eventually,
the proposed mesh would be only one possible representation of the geometry. Other choices
during the mesh building process would lead to another approximation of the geometry. The
available data, despite the great effort performed by ECN network on this topic, would not
permit to discriminate the best solution to this problem. It is also necessary to mention that
the moving needle motion is not considered in this thesis either ,which is also an important
limitation regarding the internal flow, even if results reported here concern the established
flow. Results obtained using such a geometry were reported in [16].

Here, only 3D simplified domains are considered, thus better representing the three dimensional
nature of turbulent eddies, in particular while using LES formulation. The 1D averaged axial
profile of the injector (210675) is taken from ECN website (red line on the Figure 3.6). The
geometry was extended to include the injector sac and needle. The profile is then rotated to
create a 3D mesh.

Figure 3.6: Averaged axial profile used, to make a simplified 3D geometry
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For the simplified geometry, two numerical meshes have been studied. One coarse mesh to get
quicker results, and another fine mesh to see the fluctuating interactions with the interface.
For the latter case, and with initial estimates of velocity profiles from ECN experimental
results, the Taylor length scale [90] was used, which can be calculated following the equation
below:

λg = D in j

p
10Re

− 1
2

D in j
, (3.14)

which gives λg ≈ 1.26×10−6m. The fine mesh has cell size of about 1 µm at the exit of the
injector. The cell size was increased gradually to about 12 µm at the end of the chamber.
The total length of the domain after the injector exit is 10 mm. The issued details of mesh
parameters are shown in Table 3.1. Indicated number of cells at nozzle exit in the table below,
are across the interface.

Table 3.1: 3D Meshes
Cells at the Nozzle Exit Total Number of Cells (M)

Coarse mesh 56 4.85
Fine mesh 98 32

The cross-section of meshes for the 3D simplified geometry, transverse section and at the
exit of the nozzle, are shown in the figures 3.7 and 3.8, respectively:

Figure 3.7: A transverse section of the coarse resolution mesh.
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Figure 3.8: Cross sectional view of the mesh, at nozzle exit. Fine resolution mesh

3.3.2 Properties and boundary conditions

In reality, the injector also includes an axial displacement of the needle [125]. Nevertheless,
transient mass flow rate inlet boundary condition, allows to reproduce partly the effects
of the needle motion [136, 137, 140]. In compressible formulation, one can also use time
varying total pressure inlet boundary condition to mimic the actual flow development [141].
Nonetheless, the established jet, which is the main subject of this study, can be obtained
directly with a constant mass flow rate inlet [142]. Operating conditions for a typical ECN
Spray-A, are reported in Table 3.2:

Table 3.2: Conditions for non-evaporating ECN Spray-A [5]

Fuel n-Dodecane
Ambient composition 100% N2

Injection pressure [MPa] 150
Ambient pressure [MPa] 2
Ambient temperature [K] 303
Ambient density [kg/m3] 22.8

Fuel injection temperature [K] 343

Results reported here focus on the established flows, thus simulations were performed with
constant mass flow rate inlet boundary condition, until a statistically stationary state is
obtained. For the chamber, outflow boundary condition is used. While for the chamber tip,
i.e. the surface adjacent to the injector exit, is treated as wall. A total pressure boundary
condition is imposed on the outlet and chamber patches. Σ′, is modeled with zero gradient

type boundary condition for all boundaries (outlets), except at the inlet, in which its value is
set equal to zero. Second order backward time scheme, is used for all quantities except for α,
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in which a special procedure called MULES, is used to preserve boundedness of this quantity.
This special treatment is applied for the liquid volume fraction, in order to keep it bounded
[104], besides, local sub-cycling of phase fraction equation is possible and in this work, three
local sub-cycles are used. The time-step is limited by Courant number Co, and an additional
variable defined for two-phase flow, namely Interface Courant number Cointer f ace, which is
applied on regions near the liquid-gas interface. In the software it is determined as follows:

Cointer f ace = pos(αl −0.01)pos(0.99−αl)max

( |U|
∆x

)

∆t , (3.15)

where pos(x), is a mathematical function specified in OpenFOAM® , which returns 1, if x

is greater than or equal to zero, and returns 0, otherwise. Basically, this Interface Courant
number Cointer f ace, will be only applicable only near the liquid-gas interface. The maximum
Co and Cointer f ace are then set to 0.25. The time-step is adjusted automatically to limit the
Courant number to be below the imposed constraint, which finally resulted in a time-step
between 2×10−10 s to 3×10−10 s on the fine mesh.

From the previously described models, and depending on the equations solved, there are several
possibilities: Initially, ELSA model using RANS, namely ELSAFoam solver. Likewise, LES and
ELSA using different turbulence models, such as WALE and Smagorinsky. The effect of mesh
resolution and type of LES model is also important, thus we have simulated two meshes.
Results based on Favre averaging have already been reported previously [136, 137, 125]. As
mentioned previously, a Reynolds-based averaging is used in this work. Additionally, LES with
ICM, using WALE turbulence model, namely interFOAM solver was also examined. In the
end, LES coupled with dynamic switching between ICM and ELSA, based on IRQ’s, namely
icmElsaFoam solver was verified. Summary of all the configurations studied are shown in
Table 3.3.

Table 3.3: Different cases set-up.

Solver Equations solved Coarse Mesh Fine Mesh

elsaFoam Eqn. 3.11, Static Cα = 0 LES (Smag.)
interFoam Eqn. 3.11, Static Cα = 1 LES (WALE) LES (WALE)
icmElsaFoam Eqn. 3.11, Adjustable Cα (0 or 1) LES (WALE)
icmElsaFoam Eqn. 3.11, Adjustable Cα (0 or 1) LES (Smag.)

3.3.3 Results and discussion

A comparison process has been made against experimental and numerical data available from
the Engine Combustion Network (ECN) in order to validate the proposed ELSA model. The
data available from ECN website, in the form of Liquid Volume Fraction (LVF), Projected
Mass Density (PMD) and Transverse Integrated Mass (TIM) are used for validation purpose,
and to compare the impacts of different modeling approaches. Note that LVF data were
obtained from PMD measurements, with a mathematical transformation [143], that assumed
axi-symmetrical flow. The ’Spray-A’ non evaporating configuration has been selected, with
exact aforementioned fluid properties. The experimental data used for validation include the
PMD of the fuel, which was obtained by a line-of-sight integration along the X-ray radiography
measurement [138, 62], and the TIM, which was acquired from the integral of the projected
density across a transverse position at a particular axial location [61].

In order to visualize the impact of different turbulence models, figure 3.9, shows instantaneous
velocity magnitude, scaled to an equal value for all the simulations. Smagorinsky model
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(second image from top to bottom) is not able to capture any velocity fluctuations at the exit
of the injector, even after the first ten diameters of injector (at 1 [mm]). Indeed, due to the
high Reynolds number (≈ 5.7×104), it is expected a turbulent flow at nozzle exit (right edge of
figure 3.6), as also reported in [144]. On the other hand, WALE model (first, third and fourth
image from top to bottom) shows some instabilities right at nozzle exit. On the other hand,
WALE model is able to capture the internal nozzle flow velocity fluctuations even with coarse

mesh, (third image from top to bottom), thus giving the opportunity for turbulence inside the
jet to be developed. The effect of refining the mesh is not very pronounced here, however,
decreasing the mesh size, would certainly help in resolving small-scale vortex structures. To
have a clear difference of LES models, visualization of flow field at nozzle exit using fine mesh
is shown in the next figure 3.10.

interFoam WALE-
Fine

ELSAFoam
Smag-Fine [16]

icmElsaFoam
WALE-Coarse

icmElsaFoam
WALE-Fine

Figure 3.9: Instantaneous velocity magnitude for different cases.

Figure 3.10, the top half image, shows the slice of velocity field at nozzle center plane
obtained using Smagorinsky model, while the bottom half, shows the one obtained using
WALE model. In-nozzle turbulent flow field fluctuations are captured by WALE model, as
expected, in contrast with Smagorinsky model, in which no velocity fluctuations are perceived.
By using an even finer mesh with Smagorinsky model tending to a DNS approach, results
may be comparable, however such a study is outside the scope of this work. Turbulence field
observed by WALE model, also has pronounced effect on interface surface perturbations at
the exit of the injector, as shown by the previous velocity field, figure 3.9, within the first few
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diameters downstream of the injector. Inlet boundary conditions have always been an issue
for atomization process. DNS simulations have shown the strong impact on the flow, based
on the inlet conditions, turbulent intensity and velocity profile [34, 34]. The purpose of ESA

approach is to be able to represent the flow inside the injector. In this case, it appears that
instead of fully developed flow, the flow is driven by of wall boundary layer development i.e.,
wall-bounded turbulent effects. Consequently, a suitable turbulent model should be used for
LES, e.g., WALE turbulence model, has shown better wall-bounded behavior than Smagorinsky
in this situation. Thus, in the later part of this paper no results, using Smagorinsky model,
are further discussed.

Figure 3.10: Effect of LES model on velocity. Velocity at nozzle center plane. Top figure:
Smagorinsky, bottom figure: WALE model with the identical fine mesh. On the right edge of
figure, the blue region indicates the start of ambient atmosphere, where nitrogen is initially
assumed at rest.

Qualitative analysis of instantaneous LVF of established jet, is shown in figure 3.11. As it is
known, the shortcoming of RANS is that, one cannot expect to obtain any further information
just by increasing the mesh size implicitly. LES on the other hand, simulates more and more
scales, as we keep on refining the mesh, hence decreasing the dependency on the modeling
terms (residual or SGS tensor). With LES and the turbulence WALE model, icmElsaFoam
relies on subgrid modeling, thus by decreasing mesh size, decreases the dependency on subgrid
modeling. In-contrast, interFoam is developed on the ideology of capturing the interface
and keeping it sharp, which is a physically correct approach, but is limited to cases with
high mesh resolution. Therefore, if the mesh is not fine enough, the model produces diffused
interface, which is basically numerical diffusion. This is clearly visible in figure 3.11, on the
first and second row (from top to bottom), it can be seen the effect of mesh refinement,
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which changes the liquid volume fraction field significantly. The liquid core appears to be
attached for longer axial length, and individual small packets of fluid are captured as well. Even
if the numerical diffusion seems to decrease, by increasing the mesh resolution, it only means
that the sharpening term is not able to keep the liquid parcel at the present mesh resolution.
By doing so, it applies a numerical force, that prevents droplets breakup at smaller scales
than the cell size. Indeed, this is another kind of numerical error i.e., an additional surface
tension produced by numerical error. This type of numerical behavior has to be prevented
and replaced by a physical approach. We have thus, proposed a methodology to identify
this mesh-dependent feature, by using the IRQ criteria introduced previously in chapter 2.
Consequently, icmElsaFoam should give an intermediate result between interFoam, within
the first millimeter, and elsaFoam, in the last part of the domain, which is in fact, the
expected behavior of the model. Finally, by using icmElsaFoam, the numerical diffusion is
replaced by the residual turbulent liquid flux, which is a more physical and preferable subgrid
approach.

interFoam WALE-
Coarse

interFoam WALE-
Fine

icmElsaFoam
WALE-Coarse

icmElsaFoam
WALE-Fine

Figure 3.11: Instantaneous liquid volume fraction for different cases

A quantitative analysis for mean LVF is shown in Figure 3.12. The top row in Figure 3.12
shows results obtained using coarse mesh, and those with fine mesh, are shown in the bottom
row. At 2 mm with the coarse mesh, figure 3.12(a) on the left, both models, interFoam
and icmElsaFoam, fail to predict the experimental mean LVF profile, underestimating the
liquid penetration. These results are expected, since the diffusivity added by the coarse mesh,
is playing some role, indicating that a finer mesh is required. This feature is indeed verified in
figure 3.12(b) on the left, in which a refined mesh produces comparable results. Therefore,
refining the mesh further produces a better experimental match. At 6 mm, on coarse mesh, it
seems the numerical diffusion produced by interFoam gives the same results as predicted
by subgrid modeling, icmElsaFoam. This is however, a mere coincidence, since even with
fine mesh interFoam cannot capture all the flow physics as verified by the unphysical high
value peak of LVF, figure 3.12(b) on the right. From this discussion, it is emphasized on
the point that, interface capturing methods (interFoam and others such as level set [34],
ghost-fluid [47], level set coupled with VOF method [51]) are very good as far as the mesh
requirements are met. Figure 3.12(a) on the right, proposes a challenge to determine until
what extent the numerical diffusion is backing up interFoam. Once the mesh is not refined
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ECN Exp.

elsaFoam

LES(WALE)
[16]

icmElsa

LES(WALE)

Figure 3.13: PMD results (in µg/mm2) for different cases with fine mesh.

Figure 3.13, with regard to previous results, elsaFoam and icmElsaFoam clearly show
much better and comparable results with experiments, for liquid penetration and dispersion.
Additionally, there are not observed appreciable differences between both numerical solvers.
Hence, a better way to characterize the PMD, is a quantitative radial profile at various axial
distance from the exit of the injector. The results for fine mesh, and WALE turbulence model
for such computations, are shown in figure 3.14. Again LES is able to capture the minute
details of flow stretching, at the radial periphery of jet, due to a better capturing of turbulent
flow field. Thus, instead of straight line profile at the two tails of the PMD curve, a curved
profile is predicted as indicated by experiments as well. Secondly, at 2 mm (≈ 20 times axially,
the injector diameter, on the left of the figure) there are no considerable differences between
elsaFoam and icmElsaFoam, which is an indicator of large fluctuations existence in this
near-field spray, mainly due to the high turbulence coming from the in-flow nozzle conditions
and the high shear stress with the surrounding gas, which is the highest within the near flow
field. Thirdly, at 6 mm (≈ 60 diameters from the exit, on the right of the figure), even if
differences are small, elsaFoam is the one that matches the best compared with experiments.
On the other hand, icmElsaFoam slightly overestimates liquid penetration, compared to
elsaFoam, apparently decreasing the additional fluctuations, within this dilute/dispersed zone,
more than it should.
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fractions of the liquid that has been atomized and dispersed. The configuration while being
turbulent, a Large Eddy Simulation (LES) turbulent model will be employed, to model until
certain extent, the small eddies of the flow.

3.4.1 Numerical domain and flow conditions

The considered configuration, issued from Stepowski et al. [17], consists of injecting a low-
speed liquid through a circular pipe, and a high-speed gas through an annular pipe, into a
steady atmosphere. Experimentally, to obtain the near field of liquid volume fraction, αl, the
fluorescence emission of an additional specie, incorporated into the water, induced by a pulsed
laser sheet, was used [17].The liquid used is pure water, and ambient gas is considered as dry
air, leading to a density ratio of approximately 1000. The sketch of the injector is presented
in figure below:

Figure 3.17: Schematic image of air-blast injector used by Stepowski et al. [17].

Geometrical characteristics of the experimental device, are as follows: Dl = 1.8 mm, Dg = 3.4

mm, ∆ = 0.25 mm, Ug = 115 m/s, ρg = 1.2 kg/m3, Ul = 1.3 m/s, ρl = 1000 kg/m3. An
additional non-dimensional variable is used for this numerical test case, namely the Momentum
flux ratio, J, expressed as:

J =
ρg(U g)2

ρl(U l)
2

, (3.16)

The Momentum flux ratio, plays an important role in destabilization of the liquid jet, and in
the liquid core length, especially in this type of injector Values of the known characteristic
non-dimensional numbers, are reported in the following table:

Table 3.4: Simulated flow conditions.
Ug (m/s) Ul (m/s) Weg Reg Re l J

115 1.3 500 8000 2600 10

The computational domain is defined as a cylindrical mesh, with height of 16Dl and a diameter
of 8Dl, as shown in figure 3.18. A small inner portion of the inlet pipe is modeled, whose
length is equal to 0.1Dl, and allows to account grossly for wall boundary layer, especially with
liquid inlet.
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Figure 3.19: Discretized liquid inlet patch. [18].

3.4.2 Boundary conditions

Regarding the boundary conditions, Dirichlet boundary condition, for velocity, is imposed at
gas and liquid inlets. It is also set to zero (0) value along the walls, and an inlet-outlet boundary
condition, which is a mixed Dirichlet-Neumann type, is applied on the atmospheric blue patch,
highlighted on figure 3.18. For the pressure, Total pressure, is specified on atmospheric patch.
For the liquid volume fraction, a fixed value equal to one (1) at liquid inlet and to zero (0) at
gas inlet. Zero gradient is applied along the wall, and an inlet-outlet boundary condition is
applied on the atmospheric patch. Initial conditions are at rest, for the whole domain, with null
velocity and atmospheric pressure. The liquid pipe, is initially filled with water. An adaptive
time-step is used, which constraints a maximum CFL condition equal to 0.5.

Gas inlet

Gas Reynolds number, Reg = 8000, shows the turbulent character of the flow. It was previously
shown, using momentum flux ratio, J, varying between 0.17 and 2, that the initial interface
perturbations caused by liquid and gas eddies plays an important role in the resulting surface
instability development and primary breakup process [103]. Therefore, when turbulent inflows
were specified, it was correctly predicted the experimental core breakup lengths. In the present
work, simulated configuration shows a momentum flux ratio with a value of 10. One can
thus assume that gas eddies, will have an impact on the interface disturbance and that
gas unsteady turbulent inlet velocity conditions, should be specified. To do so, the decaying
turbulence inflow generator [145, 146] is used. Hence, the velocity field, is represented as
the sum of velocities induced by a set of randomly distributed spots. Velocity distribution
inside of each spot is found in such a way that, the fluctuations possess prescribed statistical
properties. These statistical properties are mean gas velocity U g, turbulent kinetic energy k,
turbulent length scale l, and the known six components of the symmetric Reynolds-stress
tensor, expressed for a round jet as [90]. The above expressions are represented as follows:







U ′2 =
2

3
k ,

k =
2

3
(U gTi)

2 ,

Ti = 0.14(Reg)−0.079 .

(3.18)
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Despite a high mesh refinement, regarding Taylor length-scale, as previously mentioned, it is
commonly admitted that the biggest eddies should be modeled with at least 5−8 cells, to
avoid numerical decay of turbulent structures. Consequently, instead of increasing the mesh
refinement, hence computational cost and time, we chose to increase the turbulent length
scale, see equation 3.17, in order to keep turbulent structures at inlets. The turbulent length
scale value, l, used for the turbulence inflow generator, is then set to 20% of Dh.

Liquid inlet

A criterion parameter, K , was defined to assess the relative importance of liquid inlet velocity
distributions, on the liquid breakup shape, of a selected atomizer [84].







K =
δo

∆
,

δo = cDl(Re l)
−1/2 ,

(3.19)

where ∆ is the central tube thickness, and δo is the liquid initial vorticity thickness, at the
nozzle exit. The coefficient c, depends on the nozzle design. Previous work [14], studied the
boundary layer in axisymmetric nozzles, and determined that the value of c, is approximately
5.6. From the previous formulations and assumptions, a criteria value of K = 0.8, is found
appropriate. In [84], small and large K cases, are considered for criterion values of 0.3 and
2.4, respectively. It was shown that an uniform velocity distribution is convenient in the small
K case, while an exponential velocity distribution, is suitable in the large ones. In the current
configuration, with K = 0.8, we consider being closer to a small K case than to a large one.
Therefore, a uniform velocity distribution is prescribed to liquid inlet. It also allows to be
strictly conservative regarding liquid mass flow rate. Despite this is an approximation, its
expected influence should not be very important, because of the high momentum flux ratio,
which gives more importance to the gas flow.

3.4.3 Results and discussion

The experimental data available consists of mean liquid volume fraction fields, obtained with
2500 independent samples [17]. In the numerical simulations, mean fields are obtained by
averaging within a certain period of time. Consequently, to eliminate the initial transient part,
time averaging process was started after 3 liquid advection times, tUl /Dl, that corresponds
to 150 gas advection times, tUg/Dg. Convergence of each simulation, is monitored with
evolution of field averaged and variance volume fraction values. Convergence is obtained
after 72 liquid advection times, tUl /Dl, for both mean and variance values. Fluctuations and
variations are though still observable at the end of simulations. Nonetheless, for obtaining
complete statistical convergence, simulations should have been run a longer period, which has
a non negligible computational cost. It is indeed hardly achievable, numerically speaking, to
obtain more than 1000 independent samples, as it can be done experimentally.

Figure 3.20 exhibits the Liquid Volume Fraction (LVF) averaged (top half of each image) and
instantaneous (bottom half of each image) of elsaBase [19], interFoam, and icmElsaFoam.
Mean LVF values of experiments are also displayed (bottom-right of the figure). Dark blue
colors (1) represent the liquid and light yellow colors (0), the gas. Firstly, the mean LVF values
on top-left of the figure for elsaBase, the diffused interface (LVF values nearly brown),
as soon as the liquid is injected into the atmosphere. For interFoam (on top-right), the
liquid-gas interface is resolved next to nozzle exit, however, after a few diameters axially,
some numerical diffusion starts to emerge, due to poor mesh refinement downstream of the
flow, as previously explained in the first part of the chapter.
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recognized, that DNS coupled with accurate ICM approaches, are very valuable and accurate
tools to describe this flow, as soon as the mesh resolution is sufficient. This requires that the
subgrid turbulent liquid flux could be neglected. It is also important to recognize that in many
practical applications, such level of mesh refinement is not affordable and physical models, able
to represent the subgrid liquid dispersion, are expected. Since the work of Vallet and Borghi
[147], the main lines of the so-called ELSA model, have been designed for this purpose. The
turbulent liquid-gas flow is the place in which occurs strong density variation. Following the
original formulation of Vallet and Borghi, many works have been conducted using Favre mass
weighted averaging and filtering. The present work completes these frameworks by considering
Reynolds volume averaging and filtering approach. This work has shown that the volume
formulation can be used and give comparatively as accurate results as the previous mass
formulations, with respect to available experimental data, despite the approximations done in
both formulations. A benefit of the volume formulation, is to keep the liquid volume fraction
as a primary variable transported by the model, like in many ICM approaches, belonging to the
VOF family. Accordingly, a set of models is designed based on ELSA framework, for different
levels of refinement. A volume based formulation of ELSA approach, has been implemented
using the OpenFOAM® library, leading to the solver namely elsaFoam, that can be applied
using both RANS and LES turbulence model. This solver considers a subgrid turbulent liquid
flux, that depends on the local flow condition. The important point is the incompatibility
with ICM, that preserved a sharp interface representation. Thus, even when the interface
is well resolved, the turbulent liquid flux vanishes, but the numerical method, not designed
to capture the interface, prevent to recover the accuracy of ICM approaches. To solve this
problem two criteria for interface resolution quality (IRQ) have been proposed, to determine
dynamically if the subgrid turbulent liquid flux has to be considered coupled with a standard
numerical method, or if the resolution of the interface is good enough to neglect interface
subgrid effect and thus applying ICM. The corresponding solver based on the OpenFOAM®

library has been called icmElsaFoam. Moreover, the original surface density equation [1] has
been extended for all developed formulations.

The second part of the paper is devoted to the analysis of the proposed approach with respect
to the experimental data based developed by the ECN [5] research initiative. In particular
experimental data from X-ray radiography measurements of non-evaporating Spray A condition
have been used. Like previous work based on mass formulation, a global agreement has been
obtained with respect to the available data, namely: liquid volume fraction, projected mass
density and transverse integrated mass. In particular, even RANS formulation that can be very
cheap in term on CPU consumption when using axi-symmetry mesh, is able to reproduce the
global behavior of the injection. Nevertheless, to recover the actual dispersion of the liquid, a
real improvement can be obtained using LES formulation with both solvers elsaFoam and
icmElsaFoam. Accordingly, a 3D mesh with a high resolution in the injector nozzle is required.
In particular, the turbulence inside the nozzle is mainly controlled by the development of a
turbulent boundary layer, starting from the internal nozzle cavity, that develops until the end
of the injector pipe. To capture this phenomenon, mesh refinement along the injector nozzle
wall, combined with an appropriate LES-WALE model has been necessary. This turbulent
boundary layer interacts directly with the liquid-gas interface at the exit of the injector, and
the it initiates the atomization process. This phenomenon is well captured only with ICM
approaches, in particular with the interFoam solver. Nevertheless, further downstream as the
atomization process continues, the length scale of interface wrinkling decreases continuously,
leading to a numerical error in ICM approaches. By changing mesh resolution, it has been
shown that this numerical error is driving the liquid dispersion. This mesh dependency can
be released by considering subgrid scale effect with the solver: icmElsaFoam. Thus, it is
better to use a physically-based model, using subgrid turbulent liquid flux, than to rely on
numerical errors of ICM (if unresolved), to recover a mesh-dependent result. Finally, the
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detailed simulation is sensible enough to relate the liquid dispersion to the internal flow inside
the injector, mainly due to geometry uncertainties, meshing process, and numerical model
approximations, leading to noticeable modification of the liquid distribution, that finally makes
errors of few percents with respect to measured data. For the time being, it is not easy to
conclude which of these features are the most important, but the positive conclusion is that
the present models are sensible enough to detect these small changes. Main perspectives of
this work are twofold: firstly to test icmElsaFoam solver on injection with lower Reynolds
and Weber number, to recover a bigger region, in which the interface can be better captured;
secondly, to test the behavior of the model with respect to the surface density prediction with
respect to available data.
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Chap. 4 | Transition from multi-scale
approach to dispersed
phase

4.1 Introduction

The preceding chapter 3 described the modeling of primary atomization process. Accordingly,
a deterministic or probabilistic representation of liquid-gas flow is often used, in order to
have a good interface representation e.g., DNS-ICM or ICM-ESA, respectively. The former,
for instance, allows the representation of complex phenomena and changes in the liquid-gas
interface. For both cases, the two-phase flow topology is defined as separated flows, as
depicted in chapter 2. The other topology specified in turbulent liquid-gas flow, at the bottom
of figure 4.1 below, is the well-known disperse flow, consisting of well defined particles (disperse
phase), distributed in a connected volume of carrier phase. In disperse flow, the liquid volume
fraction becomes really low hence, the interface cannot be described accurately, even with
highly resolved simulations. Within the models previously explained in chapter 3, it was the
turbulence, mainly produced in great part inside or in the vicinity of the nozzle, which yielded
the first surface instabilities, and later the breakup of the liquid jet, and droplets. Usually, these
droplets may undergo several physical mechanisms e.g., breakup and coalescence in smaller,
bigger liquid structures, respectively, this is commonly known as secondary atomization zone,
as explained in chapter 2. Additionally for instance, they can be studied isolated from other
droplets i.e., individually, in which aerodynamic forces will act on each droplet, due to the slip
velocity between the ambient gas and the droplet.

To put in the context of the work done in this chapter, it is shown in the figure 4.1 (highlighted
in red), the coupling between the multi-scale approach (ICM-ESA, developed and validated in
chapter 3), and the disperse flow, within the RANS framework. Previous works for example
(at the bottom of the figure, for DNS and LES), by using a hybrid Eulerian-Lagrangian
method i.e., a particle (stochastic Lagrangian) and a continuum (Eulerian moment method)
approach, simulation of the dispersed phase in turbulent gas-solid flows was made [148].
In that work, the domain was split into two regions: a region where the particulate flow is
simulate in the Lagrangian framework, and another region, in which the flow is simulated
in the Eulerian framework. Flux boundary conditions, were employed at the interface of the
two adjacent domains. In another work, coupling a Eulerian interface-tracking method and
a Lagrangian particle tracking method to simulate liquid atomization processes has been
done [39]. The Eulerian method, was based on the Coupled Level-Set and Volume-of-Fluid
(CLSVOF) for interface tracking, and the small-scale droplets were tracked by Lagrangian
point-source droplets (droplet dimension were much smaller than the cell size). In that work,
once the Eulerian structured was identified as Lagrangian droplet (under certain criteria),
the Eulerian structured is replaced by a Lagrangian droplet, with determined droplets mass
and velocity. Following a theoretical work [149], a hybrid turbulent spray LES formulation,
which included both an Eulerian liquid jet core and Lagrangian (point-particle) droplets, was
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proposed [20]. The interactions of unresolved interface and turbulence inside a cell, which
finally lead to subgrid droplet generation, were modeled. Mathematical expressions were also
derived, that can be directly used to identify LES-grids and determine the resulting atomized
droplet characteristics, based on large We and only for a particular turbulent eddy orientation.

Figure 4.1: Physical-modeling representation of atomization process in turbulent liquid-gas
flow. Dispersed flow (bottom part of the figure). Transition from multi-scale approach to
dispersed phase flow, using RANS framework (highlighted in red).

Atomization models employed in the dispersed spray zone, are mostly based on Lagrange
approach. They are dedicated to solve the statistical evolution equation of spray, made of
spherical particles. The well-known Williams-Boltzmann equation (WBE) [70], in which the
droplet size distribution, velocity, among other relevant spray variables, are evaluated at
each location, at each time. This distribution function, f , more precisely, corresponds to the
probability of a droplet to exist within a cell volume x, in a certain time t, with velocity U ,
mass m, and temperature T. Hence, the number of droplets per unit of volume, in a certain
time, can be calculated. The Williams equation, which can be seen as a general population
balance equation of particles, is then represented as follows:

∂ f

∂t
=−

∂(U f )

∂x
−
∂(ṁ f )

∂m
−
∂(U̇ f )

∂U
−
∂(Ṫ f )

∂T
+Q+Γ . (4.1)

The above equation 4.1, takes into account the droplet size changes ṁ, aerodynamic forces
U̇ , evaporation, breakup and coalescence trough the source terms Γ, and Q, respectively,
through appropriate models for each variable. Specifically, numerous source term closures have
been developed for dispersed spray [150]. Even though, most closure models were formulated
considering the droplet completely spherical i.e., within the dilute zone of the spray, using
them in the primary atomization zone could cause some discrepancy, because droplets are
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not yet fully formed, as previously explained in detail in chapter 3. Another approach, is to
modelize the primary atomization zone, as done in the preceding chapter 3. Thus a realistic
fashion should be designed for dispersed particle initialization.

The objective of this chapter 4, is then to analyze the coupling between the multi-scale
approach (developed and validated in chapter 3), and the disperse flow, within the ELSA

framework. The idea is to take advantage of these WBE developments, in regions in which
dilute flow can be applied, in order to improve the Eulerian field solved by the multi-scale
approach. Furthermore, the Eulerian turbulent field will be considered for the droplet trajectory
model i.e., a stochastic displacement of atomized droplets, will be employed. This chapter is
then organized as follows: Firstly, droplet injection criterion transition from multi-scale to
disperse approach, is detailed. Secondly, a stochastic differential equation (SDE) derived from
the Langevin model for droplets, undergoing turbulent dispersion, is implemented. Thirdly,
the newly implemented stochastic differential equation is compared with experimental results.
At the end, conclusions are drawn from these results in the last section.

4.2 Dispersed spray modeling for atomization

Firstly, there is a quite large literature on this topic. There are several models, also imple-
mented in the numerical software OpenFOAM® , to approximate the behavior of the primary
atomization zone, to cite a few examples: (1) the Blobs modeling [151, 152], by giving directly
the velocity and droplet diameter distribution obtained from experiments at a certain distance
from the injector. Additionally, mass flow rate of the nozzle and its discharge coefficient as
well, spray angle at the injection point, among other variables can be determined. (2) The
liquid sheet atomization (LISA) model [153, 154], based on the linear instability analysis,
takes into account the effects of surface tension, liquid viscosity and the surrounding gas.
Supplementary to the atomization models, it exists different breakup models to predict the
droplet diameter evolution. One of the most used is the W AV E model, originally developed
by Reitz [155]. It is based on the Kelvin-Helmholtz instability applied on the liquid jet. In
this model, the diameter of the droplets is the one of the injecting nozzle and it decreases
all along the breakup process. The characteristic time of the breakup and the radius of the
stable droplet is given by the analysis of the velocity profile. There is also the Taylor-Analogy
Breakup (T AB) model [156], which is based on the critical deformation of an oscillating
droplet.
All these models fit quite well on the left of figure 4.2, in which the primary atomization zone
is not fully simulated, in this case, for a Diesel jet. It is to be noted on both side of the figure,
that the red line sets the boundary of the atomization process modeled in this chapter (i.e.,
spray combustion and phase change are not modeled in this work).

On the other hand the present approach (ELSA), is meant to model liquid structures in the
vicinity of the injector, but also the full atomization process (from primary to dilute spray
zone inclusive), by complementing the multi-scale (ICM−ESA) field with a well-established
disperse flow approach. This is in fact, the idea behind this chapter (figure 4.2 on the right).
Both multi-scale and disperse flow approach, would be computed by the same code at the
same time. An schematic representation of their interaction, is displayed in the figure 4.3
below. The transition criterion is based, for instance, on the level of dilution represented by
the liquid volume fraction, that is computed everywhere in the computational domain. This
transition criteria will determined the transition computational cells, in which disperse flow
approach will be applied. Once the transition is set, the part of the computational domain
that is described by disperse flow approach (which contains also the multi-scale (ICM−ESA)
unused equations that are always computed on the whole domain) will be used to correct the
velocity field in the multi-scale transport equations 3.1, defined in the previous chapter 3.This
point will be further explained in the following sections. Basically, ELSA is used in the dense
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Figure 4.2: Paradigms of spray simulation. On the left, is the conventional one, where the
droplet generation (primary atomization) is not directly simulated but given by some input
model. On the right, is the proposed paradigm, where the droplet generation is directly consid-
ered consistently with the downstream region, typically formulated in a hybrid Eulerian/Eulerian
and Eulerian/Lagrangian manner [20].

and dilute part of the flow, and when the main assumptions of dispersed flow are reached, a
WBE approach is dynamically initiated i.e., every time-step.

Figure 4.3: Typical picture of an atomizing spray obtained with the ELSA model. The dark
part represents the transition zone from the Euler description to the Lagrange description.
This transition zone is dynamically computed, hence it evolves during the injection [21].

4.3 Transition to dispersed flow

As previously described, the single-flow approach (ICM−ESA), has to be coupled with a
WBE-related hypothesis formulation, once the spray is considered to be diluted. In order to
switch from multi-scale to disperse flow formulation, a criterion must be introduced. Euler
formulation of the ESA approach, is applicable to the entire atomization process. Indeed,
the averaged mixture velocity Ū , the liquid volume fraction ᾱl, and the interface density Σ̄,
can be defined even in the disperse zone. However, WBE approach, resolved in this chapter
by a Lagrangian method, provide more detailed information. Transition zone, between the
dense and the diluted parts, is referred as transitional cells. In a previous research [21], one
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criterion used, was based on the ratio between the mean distance between droplets l, and the
mean droplet diameter l32. In fact, this corresponds to the definition of a dilution factor d f ,
displayed in the following equation 4.2:







d f =
l

l32

=
n−1/3

d
= 0.806(φl)

−1/3 ,

l32 ≈
6α(1−αl)

Σ
,

l ≈ n−1/3 .

(4.2)

Once this criteria reaches a threshold, the WBE representation is activated i.e., stochastic
particles representing the spray must be created and initial values have to be defined. The
stochastic particles are representation of droplets, computed by a stochastic weight, in order
to recover the statistical properties of the spray, and in particular the distribution function f

in equation 4.1. Those transitional zones, from dense to dilute, has been already identified
[76]. Consequently, the criteria conceived agrees with the liquid volume fraction (LVF). In this
chapter, the same idea is used i.e., Lagrange field would be initialized, in computational cells,
where the liquid volume fraction is less than 1%. According also with DNS results [89], in
which it was found that, at low αl e.g., αl ≤ 1%, small liquid structures with almost spherical
shapes are present in the domain, in which can be considered as dilute spray. The values taken
in this chapter correspond also to the ones tabulated in [96], in which was established the
presence of droplet for liquid volume fraction below 1%.

Additionally to the criteria explained, the transitional cell must also satisfy the Interface
Resolution Quality (IRQ) sensors i.e., IRQΣ and IRQK , previously defined in equation 3.12,
and 3.13 respectively, in chapter 3. For each stochastic particle, velocity, diameter, position,
and probability weight is defined. The size of the newly created droplets is chosen equal to
the local value of the Sauter Mean Diameter (SMD), as given by l32 in equation 4.2, which is
based on the liquid volume fraction and interface density, equation 3.11 and 2.15, respectively.
Additionally, a method to extract the liquid velocity and the liquid turbulence intensity kl,
from their corresponding variables in the Eulerian formulation based on the turbulent liquid

flux, has already been developed in [76, 157], using the following hypothesis: ρl kl = ρgkg.
However, those two hypothesis used at that time, namely the kinetic energy of the liquid and
the use of a single value for the droplet diameter within each cell, are probably the two points
that need further improvements. Regarding this last point, an up-to-date approach to obtain
the lagrangian particle diameter is to inject a Drop Size Distribution (DSD). Yet, it can only
be defined if droplets are already formed. Atomization process, as explained, generally starts
with a continuous liquid jet, hence a new formulation of the DSD based on the curvature of
the interface becomes necessary. A Surface Curvature Distribution, based on Gauss curvature
G = κ1∗κ2 and mean curvature H = κ1+κ2

2
, can be defined everywhere from the liquid jet until

the dilute zone, in order to have the curvature evolution during all the atomization process.
Information on the Drop Size Distribution can then be deduced. Nevertheless, this procedure
is still in development i.e., for the moment, the complete DSD formulation, remains an issue
[158].

4.3.1 Stochastic droplet injection

Stochastic droplets should then be initialized based on the multi-scale i.e., Eulerian field of
the spray. Accordingly, several stochastic droplet characteristic can be obtained by way of the
Eulerian field e.g., droplet velocity, diameter, position, among other variables. Regarding the
droplet injection position, it depends of the position of the transitional cell at a time-step ∆tk.
Specifically, the geometrical center of the transitional cell, was chosen to be the injection
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position. Another droplet position within the transitional cell could also be chosen e.g., by
a pseudo-random position within the cell, as proposed by [157]. It is also to be noted that
one (1) stochastic particle (or parcel) is injected per transitional cell. Even though, several
stochastic droplets could be injected as well (represented by a certain distribution function),
to enhance droplet statistical convergence. In the latter case, there exist already a high cell
count in the domain, which eventually, would increase the computational memory requirement,
and simulation time, becoming the case highly restrictive.

Additionally, in order to quantify the mass transfer (from multi-scale to disperse flow field),
momentum and energy, it is then necessary to define the droplet diameter (or DSD) and
velocity. In the first place, a spherical droplet assumption, in order to calculate the droplet
diameter, seems reasonable to use, since small liquid structures with almost spherical shapes
are present in transitional cells. Therefore, the Sauter Mean Diameter (SMD), define previously
in equation 2.16 in chapter 2, is recalled here, using from the Eulerian fields (identified by a
superindex E), mainly liquid volume fraction and interface surface density:







l32 = dk ≈
6ᾱl

E(1− ᾱl
E)

Σ̄E
,

Nk =
6ᾱl

E

πdk
3

.

(4.3)

where Nk, is the number of particle per parcel, which is directly obtained by considering the
liquid mass conservation in the transitional cell. With this definition of droplet diameter dk,
there is one (1) droplet diameter for each transitional cell, however, the diameter will be
different in all transitional cells, consequently, there will be a global droplet diameter distribution
in the domain. As mentioned previously, another approach to obtain the lagrangian droplet
diameter, is to inject a Droplet Size Distribution (DSD) per transitional cell. This is undergoing
work [158].

Regarding the droplet injection velocity V k, a method to extract the Eulerian liquid velocity
and the Eulerian liquid turbulence intensity, has been developed in [76, 157], however, the
hypothesis used to obtain the liquid kinetic energy i.e., ρl kl = ρgkg, might be not suitable
for this case. Initially, the assumption of different turbulent kinetic energies, one for each
phase, would apply only when the flow is separated i.e., there is a clear distinction of the
interface. But as soon as liquid-gas fluctuations dominate, the mixing induced by turbulence,
will cancel the validity of the turbulent kinetic energy hypothesis, in which should be applied
one turbulent kinetic energy equation per phase, with a proper diffusive coefficient between
them, which is not the case under the actual single-fluid approach.

In this chapter, two approaches are presented to represent the droplet velocity injection. The
first approach, is just by using the mixture velocity of the carrier phase. All multi-scale to
dispersed flow coupling will use as a basis the mixture velocity, from which the averaged
velocity in the liquid part ~Ul can be obtained, defined in chapter 3, and recall here (highlighted
in red) in equation 4.4. Using the turbulent liquid flux Rαl

, which has already been explained
in chapter 3, it has been proven [33, 78, 50] that even with this single-fluid approach, it is
possible to recover the mean liquid velocity U |l, by means of a drift flux model. The interested
reader is then referred to [78] where a so-called, second order closure is developed. The
formalism shows also, that the turbulent liquid flux contains also the mean slip velocity of
the liquid phase with respect to the mean mixture, as exposed in the second row from the
top, in equation 4.4. In the second approach, the initial velocity is given by the mean liquid
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velocity U |l, and modulated by a random velocity fluctuation based on the mixture turbulent
kinetic energy k, as displayed in the equation 4.4 below.







V k =U |l ,

Rαl
= (Uαl −Ūᾱl)= ᾱl(Ū |l −Ū)≈− νt

Sct
∇ᾱl .

V k =U |l +U ′ ,

U ′ =λ
√

U ′2 =λ

√
2k
3

.

(4.4)

In turbulent flows, DNS or LES coupled with Lagrange Particle Tracking (LPT), offer the
most rigorous way of treating turbulence-particle interactions in Euler/Lagrange framework
[159, 92, 39, 20], however, they are quite time-consuming. Hence, RANS was chosen as a
turbulence model for the simulations in this chapter. In consequence, eddies can be estimated
isotropic i.e., the fluctuations in all direction are the same. Moreover, in RANS framework,
the specific model k−ǫ, yields the mean velocity, and the fluctuating velocity components are
based on randomly distributed Gaussian variables, whose root mean square (RMS) values are
equal and deduced from the turbulent kinetic energy k, as shown in the last row of equation
4.4. Lastly, λ (fourth row from the top), is a Gaussian random variable with zero (0) mean
and unity as standard deviation.

Finally, each stochastic droplet created in the transitional cell, will have a droplet diameter
dk, a droplet velocity injection V k, and will represent the behavior of Nk particles.

4.3.2 Mass conservation

One drawback in the Euler-Lagrange coupling formulation, is the mass conservation in the
transition zone. One way to conserve the mass flux at the transition cell, is to compute
the incoming flux coming from the Eulerian part and to transfer it to a Lagrangian flux. In
practice this simple idea is difficult to achieve everywhere in the computational field. The
Eulerian liquid mass flux for instance can be computed as the sum of the convective flux plus
the turbulent diffusive flux:

ϕE =
∫

ΩE

(

Ūᾱl −
νt

Sct

∇ᾱl

)

·ndΩ , (4.5)

where ΩE is the Eulerian domain. ϕE = (ϕin)E - (ϕout)
E is the net Eulerian liquid flux to the

Lagrangian zone. This flux has to be balanced by the Lagrangian flux, that is ϕL = (ϕin)L

- (ϕout)
L. This is simply the difference between the droplet that enters into the Lagrangian

domain ((ϕin)L, the unknown variable) minus the droplet that enters into the Eulerian zone
(ϕout)

L, as exposed in the figure 4.4 below. These last droplets are deleted because Lagrangian
droplets are not considered in the Eulerian zone. In fact, for each particle coming from the
Lagrangian zone to the Eulerian zone, the huge challenge is to determine what is the transition
cell that is affected by this particle, especially when the transition cell evolved during the
same time step. Consequently, once the Eulerian formalism evolves in time and space, the
interface boundary between the Eulerian and Lagrangian zone, has its own evolution as well,
that should be accounted for.

It is to be noted that the Eulerian equations are solved in the whole computational domain.
Moreover, WBE-related hypothesis formalism is used to improve the Eulerian fields and
to add detailed information from the dilute spray zone. Therefore, the first step to mass
conservation is to ensure in every computational transitional cell, that the Eulerian and
Lagrangian fields transport the same liquid mass quantity and also an equivalent Sauter Mean
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Figure 4.4: Euler-Lagrange transition, schematic view of Eulerian and Lagrangian fluxes [21].

Diameter (SMD). The multi-scale equations of the ICM −ESA model concerned by this
point, are the equation for the liquid volume fraction and the liquid surface density, equation
3.11 and 2.15, respectively. With this information, the Eulerian equations are used in the
diluted spray zone to correct the Lagrangian variables transported by the stochastic particles.
The Lagrangian spray is, as before, described by a set of stochastic particles k, each of them
represent Nk droplets of diameter dk, and with a velocity vector Vk. The density of the liquid
ρl is supposed to be constant.

The transitional method of this hybrid Euler-Lagrange atomization model, is described below
in two steps: Firstly, the coupling Euler-Lagrange is characterized, and secondly, the coupling
Lagrange-Euler is also explained.

Hybrid coupling: from Euler to Lagrange

In the mesh cell, a Lagrangian liquid volume fraction αl
L can be defined. Therefore, at every

time-step, the properties of the stochastic droplet are determined by summing over all the
parcels in a computational cell. For instance, the number density, n, the Lagrange volume
fraction αl

L, and Lagrange surface interface density Σ
L:







n =
∑

k [Nk]

V
,

αl
L =

∑

k

[

NkVd,k

]

V
,

Σ
L =

∑

k

[

NkSd,k

]

V
,

(4.6)

where Vd,k, and Sd,k is the volume and surface area associated with an individual particle,
respectively. Our study considers spherical droplets with high density ratio: ρk >> ρg. In such
flows, the droplet response time is much larger than the Kolmogorov time scale τK : τk >>
τK . There are numerous possible ways to correct the Lagrangian variable, in order to warrant
mass conservation at the interface boundary between multi-scale and disperse flow approach.
If the Eulerian and Lagrangian fields present imbalance of liquid mass quantity, the simplest
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method would then consist in changing proportionally (by a mass and diameter corrective
factor) either all the Nk or all the dk. As shown below in equation 4.7:







N∗
k = ǫnNk ,

d∗
k = ǫddk .

(4.7)

The above equation 4.7, is applied for each stochastic particle k, in the cell considered. It is
possible to take into account the fact that the SMD d32, also has to respect the Eulerian
phase, arguing that the statistical noise has to be reduced too. The surface density equation,
gives the Eulerian value Σ

E, that has to be also compared to the Lagrangian one Σ
L. Thus,

to ensure that αl
L = αl

E, and Σ
L = Σ

E, ǫd and ǫn are determined through the following
equations 4.8, for further information see [21]:







ǫd =
αl

E

αl
L

Σ
L

ΣE
,

ǫn =
(
Σ

L

ΣE

)3 (
αl

E

αl
L

)2

.

(4.8)

By using the mass and diameter correction factors proposed in equation 4.8, a new mass and
diameter distribution would be obtained at the transitional cells, based on both Eulerian and
Lagrangian fields. Until this point, there is no real coupling. Regarding the mean values, they
are fully determined from the Euler approach and imposed to the Lagrange one. Next section
explains how the Lagrangian approach is used to improve Euler fields.

Hybrid coupling: from Lagrange to Euler

The idea behind the coupling Lagrange-Euler, is to improve the Eulerian fields by the detailed
information coming from the Lagrangian field. The Eulerian velocity can then be defined via
both Eulerian method (explained in chapter 3) and Lagrangian method, which is detailed in
the equation below:







Uα
L =

∑

k

[

UkNk

(
π
6

Dk
3
)]

Vl,L

,

UΣ
L =

∑

k

[

UkNk

(

πDk
2
)]

Sl,L

,

(4.9)

where Uα
L, and UΣ

L represent the averaged Lagrangian velocities (in every cell in the domain)
for the liquid volume and surface, respectively. Vl,L, and Sl,L represent the total Lagrange
liquid volume and total Lagrange liquid surface of the considered cell, respectively. Once these
velocities are calculated, the Lagrangian turbulent flux can be determined via the following
equation:







Rα
L =αl

L
(

Uα
L −Ū

)

,

RΣ
L =Σ

L
(

UΣ
L −Ū

)

,

(4.10)

where Ū , is the Eulerian filtered mixture velocity explained in chapter 3. It is to be recalled
that the Eulerian turbulent fluxes, coming both from the filtering operation, namely RΣ

E

and Rα
E were previously defined in chapter 2 (equation 2.4.2) and in chapter 3 (equation
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3.3), respectively. As explained before, ICM−ESA can indeed be still applied for both dense
and dilute region of the spray, however, the Lagrangian turbulent fluxes proposed in equation
4.10, can be included in the general conservation equations of liquid volume fraction αl

(chapter 3) and interface surface density Σ (chapter 2), to be integrated in the regions where
exist stochastic Lagrange particles (dilute zone). It is clear that big statistical fluctuations of
αl

L can be expected if the number of particles in the cell np, is not high enough to reach
statistical convergence. Considering this key point, it would be advisable to use the less noisy
Eulerian variable αl

E, instead of the Lagrangian one αl
L. Therefore, a proportionality function

is proposed to decide between which approach (Euler or Lagrange) should be applied, in dilute
flow regions. Consequently, if the considered numerical cell has less than 2 stochastic droplet
(Nk ≤ 2), then the Eulerian formalism will be applied. Likewise, the application between both
approaches (Euler or/and Lagrange) will depend on the number of stochastic particles within
the cell Nk. The following equation illustrate the principle:







Rα =
1

√

Nk

Rα
E +

(

1−
1

√

Nk

)

Rα
L ,

RΣ =
1

√

Nk

RΣ
E +

(

1−
1

√

Nk

)

RΣ
L .

(4.11)

This equation 4.11, is based on the statistical convergence error, which in this case is ≈ 1p
Nk

.

For instance, both approaches would be equally applied (50 % each), if there are within the cell
only 4 stochastic droplets. Finally, this new hybrid Euler-Lagrange approach, initiated by [21],
is very promising, however, still in its early development during this PhD. One final particle
aspect will be studied and adapted: the liquid dispersion. Finally, once mass conservation
within the transition zone has been achieved, and Lagrange variable have been corrected by
the Eulerian ones, droplet trajectories into a quiescent gaseous atmosphere, carrying liquid
turbulent structures, has to be modeled.

4.4 Turbulent dispersed flow modeling: liquid dispersion

To have the evolution of the trajectory of the lagrangian particle, firstly, some Lagrangian
approach are review, and the chosen one, is detailed. Secondly, the turbulence influence
i.e., vortex in the multi-scale approach, over the disperse flow is addressed. Some authors
proposed for example, to solve a stochastic differential equation like the Langevin equation.
It corresponds to the fundamental principle of Newton dynamics, with any supplementary
force term which corresponds e.g., to the effect of collisions between particles. This force
represents a Gaussian noise. This type of equation is already solved in [160], to have the
evolution of distributed particles for the composition PDF method.

4.4.1 Lagrange approach

The disperse interface scale is supposed to be composed of spherical droplets with no internal
momentum, completely isolated from each other within the gaseous atmosphere. For liquid
jet atomizations, this is far from the truth. For instance, previous researchers [161, 162],
adopted a Lagrange approach that was not limited to follow fully formed spherical droplets in
the dilute zone, but also, to modelize the liquid phase coming out of the nozzle. The liquid
jet was also represented as an injection of rather large droplet, with initial diameter as big as
the nozzle diameter. Therefore, primary atomization was seen as droplet fragmentation i.e.,
from bigger or parent droplets to smaller or child droplets. Additionally, stochastic models
based on kolmogorov analysis [163], were used for the droplet fragmentation i.e., breakup
process, until the child droplet reach a certain critical diameter value, based on the equilibrium
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between the turbulence and surface tension. Nevertheless, interface dynamics were usually
cast aside [164].

There are mainly three approaches to model the droplet within the dilute spray flow field.
One approach is to follow individual particles or sample particles i.e, the Lagrangian approach.
Another technique, is to treat the particle as a cloud with continuum-like-equations i.e.,
Eulerian approach. Another approach is to use particle distribution functions e.g., PDF
functions, to describe the particle flow properties [13]. In this chapter, as explained before, an
Euler-Lagrange approach is used, hence Euler approach for modeling the primary atomization
zone, by using ELSA model already validated in the previous chapter 3, and the Lagrange
approach, for the dilute zone of the spray. Moreover, as previously mentioned, different liquid
shapes can be formed at the nearly exit of nozzle injector, which later on, will experience
primary and secondary breakups depending on the turbulence level [7]. It is to be noted that the
Lagrange approach is equally applicable to both dilute and dense flow of dispersed spray. There
are two types also of Lagrange approach. If the flow is steady and dilute, then a trajectory

method is preferable. Likewise, when the flow is unsteady and dense, a discrete element
method is used [13]. The latter is the one employed in this chapter (neglecting particle-particle
collisions for the time being). For this method, the motion and position of individual droplets
or representative droplets i.e., parcels, are tracked with time. It is assumed then that parcels
move trough the field with the same velocity as a single physical droplet. If the initial droplet
velocity, diameter, and mass are known (from equations 4.4, and 4.7, respectively), the
droplet velocity trajectory and position evolution in time, are commonly derived from the
known ordinary differential equation (ODE), in which a solid particle drag coefficient is used
to calculate the drag force. Therefore, the momentum conservation equation has the form:







dV k

dt
=

∑
Fk = 1

βk
(u(X k, t)−V k) ,

βk =
ρk(dk)2

18µCk
,

Ck = 1+ (Rek)2/3

6
,

Rek = dk|V k−u(X k,t)|
νg

,

(4.12)

where Fk is the external applied force to the stochastic droplet k, which can be due to drag,
gravity, droplet collision, lift, stress gradient, Basset history, among other variables [13]. In
case of liquid transport in spray, only the drag force will be applied, and Magnus force will
be neglected (assuming that particle rotation is small, compared to particle translation). V k,
is the Lagrange droplet velocity. X k, is the droplet position, u(X k, t) is the gaseous (carrier
phase) velocity seen by the droplet. βk is the droplet response time, Ck, is the drag coefficient,
and finally, Rek is the droplet Reynolds number. In the case of non-settling particles (gravity is
neglected), the main force that influence the droplet motion is the the drag force in equation
4.12. Therefore, the motion of each parcel over one time-step, is obtained by integrating the
droplet motion equation 4.12.

4.4.2 Turbulent effect on particles

Turbulence in the carrier fluid, implies an unsteady flow field, and in turn unsteady motion
of particles, bubbles or drops [13]. Not to mention the significant drag coefficient changes
produced by the turbulent motion flow. On the other hand, most of the theory and experiments
have been developed for single droplet spheres, a few have worked in droplet size distribution in
liquid jet, e.g.[158, 165]. Interactions of droplets and the formation of clusters with correlated
motions, play an important role on the value of the hydrodynamic forces exerted by the
fluid. Additionally, the motion of droplets within this environment will become more costly,
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computationally speaking, as its concentration gets higher. However, on this first part of
research, the main focus would be the turbulence influence over droplet motions in liquid jets.
Droplet and particle dispersion in turbulence, is important in many engineering applications
e.g., the mixing of droplet with liquid-fueled combustion systems, is dependent on turbulent
dispersion. Droplet-fluid turbulence interaction is another relevant factor, and depends on the
coupling between the phases. Hence, physical coupling between phases will exist. The phase
coupling between the dispersed and continuous phase is initially determined by the liquid volume
fraction αl and particle Reynolds number Rep, which is analogous to Rek in equation 4.12.
A map proposed for coupling interactions projected onto volume fraction-particle Reynolds
number, is shown in figure 4.5.

Figure 4.5: Coupling regions for particle-fluid turbulence interaction [13].

The coupling could be divided into three ways, according to [13, 96]. One-way coupling,
for highly dilute dispersed flow, when αl ≤ 10−6, the flow of the carrier fluid influences the
particles trajectories, the influence from the particles to the flow is negligible [13]. For low αl

and Rep, it is expected that one-way coupling dominates. However, as the particle Reynolds
number is increased, fluid-droplet turbulence will be produced, requiring two-way coupling.
Two-way coupling, is then for dilute dispersed flow, when 10−6 < αl ≤ 10−3, it is necessary to
account for the influence of the particles on the fluid flow [166]. Four-way coupling, for dense
dispersed flow, when 10−3 < αl ≤ 10−2, particle spacing is low and the transport of particles
is influenced by collisions [166]. Therefore, the particles have influence on both continuum
flow and other particles. Consequently, in this chapter, even tough the flow can be considered
dense dispersed flow, for the time being, collisions are neglected.

To implement the Lagrangian approach on droplet dispersion in a two-phase flow, a droplet
particle motion equation is required, as defined in equation 4.12, plus an additional term that
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accounts for the influence of the carrier phase turbulent field. For two-phase flow environment
with low particle Reynolds number, it was derived a complex integral-differential equation
involving six different forces [167]. During the past decades, physical model development has
emphasized the role, that organized vortex structures produced in free shear flows, might
have in particle dispersion process [168]. These numerical studies have employed various
approaches including discrete vortex method, direct numeric simulation (DNS), and large
eddy simulation (LES). Initially, most of these numerical studies concentrated on one-way
coupling with two-dimensional flow fields. In recent years, direct numerical simulations of
two-phase free shear flow have begun to focus on three-dimensional simulations of particle
dispersion [92]. However, DNS requires significant computational resources and its application
is limited by a few droplets [159] i.e, for situations involving a large number of droplets, it is
not possible to resolve the details of the flow in and around each drop. A remedy to the DNS
limitations, would be via LES, however, its application is still at its early stages, and there are
several remaining issues regarding the effect of the residual stress tensor fluctuations on the
droplets [169, 149, 20]. In RANS, on the other hand, the most practical method has been via
stochastic Lagrange models. The simplest stochastic Lagrange model is the Langevin equation
[170], which provides a model for the velocity following a fluid particle [90]. These models
are derived by using various methods, including those based on time-series analysis [171]. In
stochastic simulations, the carrier gas is simulated using Reynolds-Averaged Navier-Stokes
(RANS) equations. The RANS models provide mean values, along with second-order moments
statistics of the carrier phase properties, such as velocity, and species concentration. The role
of the stochastic model, is to provide fluctuating values for carrier-gas properties, for each
drop in the domain. These fluctuating quantities, are required in order to capture the effects
of turbulence on the drops.

The Lagrangian approach of the fluid velocity along trajectories, was studied in single-phase
flows by Pope [41, 172]. This approach was extended to turbulent gas-particle flows by Simonin
et al. [42] to account for the inertia of the particles thus, relative velocity. Consequently,
in turbulent liquid jets, becomes necessary to take into account the turbulent flow field
applied to the particle by the so-called stochastic lagrangian models. More than a century ago,
Langevin equations were developed as a stochastic model for specific forces on a microscopic
droplet undergoing Brownian motion [90, 173]. Therefore, applying the Langevin equation,
which is a stochastic differential equation (SDE), the fluid velocity along the droplet path
would then follow the paths of Ornstein-Uhlenbeck (OU) processes. This OU process, is a
statistically stationary Gaussian process completely characterized by its mean, variance and
autocorrelation function based on the integral timescale of the process [90].

A diffusion process is a particular kind of stochastic process. It is a continuous-time Markov
process with continuous sample paths. Hence, a diffusion process has two relevant properties
defined by the drift and diffusion coefficient. Let U (t) be a stochastic process, then a non-
differentiable diffusion process described by the stochastic differential equation (SDE) is
displayed below:

U (t) = a
[

U (t), t
]

︸ ︷︷ ︸

drift

dt+b
[

U (t), t
]2

︸ ︷︷ ︸

diffusion

dW (t) (4.13)

The above equation is the basis of different variants for a diffusion process, depending of
the coefficients values a, and b. For instance: if the drift and diffusion coefficients a, and b,
respectively, are independent of time, the diffusion process becomes statistically stationary.
If a, and b are zero and unity, respectively, the diffusion process becomes a vector-valued
Wiener process denoted by W (t), which is a Gaussian process with zero mean and variance the
time interval. Finally the Ornstein-Uhlenbeck process, is the simplest statistically stationary
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diffusion process. It is defined by the linear drift coefficient a
[

U (t), t
]

= −U (t)

T
, and the constant

diffusion coefficient b
[

U (t), t
]2 = 2σ2

T
, where T is a positive time-scale, and σ a constant.

The corresponding SDE equation is the Langevin equation. Moreover, when an extension to
inhomogeneous turbulent flows is applied, the SDE based on Langevin equation is then as
follows:







dX*
(t)

dt
=U*

(t) ,

dU*
(t) =

−1

ρ

∂p̄

∂xi

dt−G
(

U*
(t) −Ū

)

dt+ (Coǫ)
1/2dW (t) ,

G =
(

1

2
+

3Co

4

)
ǫ

κ
,

(4.14)

where U*
(t) is the droplet fluctuating velocity with position X*

(t). The term p̄, denotes the
mean pressure and Ū the mean gaseous velocity, being both obtained from the Eulerian field.
The term G, is a tensor linked to the fluid turbulence viewed by the droplets [148], which
depends on the characteristic timescale of the ’seen’ fluid turbulence (eddy-particle interaction
time) i.e, Lagrangian integral timescale (which is given in terms of Eulerian variables such
as dissipation ǫ, and turbulent kinetic energy k). Finally, G stands for the deterministic drift
term that causes the velocity to relax toward the mean fluid velocity Ū on the timescale
T. The third term on RHS of the middle equation, represents the diffusion term that adds
a zero-mean random increment of standard deviation (Coǫ)

1/2, with Co the Kolmogorov’s
constant (Co = 6) [90]. In this work, equation 4.14 forms the stochastic Lagrange approach

that has been implemented to model turbulent dispersion in the software, OpenFOAM®

[174], in absence of collisions. It was numerically solved using a first-order explicit Euler
scheme. Even though higher order schemes are also available from the literature [160], the
level of statistical errors arising from the finite number of particles is expected to be minimum.
This velocity U*

(t), is the added on the RHS of equation 4.12 to close the set of Lagrangian
equation, hence each numerical droplet k obeys the following equation:

dV k

dt
=

∑

Fk =
1

βk

(

Ū −V k −U*
(t)

)

. (4.15)

4.5 Bosch injector numerical test case

The previous section has explained the so-called stochastic Lagrange model derived from
Langevin equation, to account for droplet turbulent dispersion, along with Euler-Lagrange
Atomization model (ELSA), to account for the Eulerian field variables in the dense part.
Additionally, RANS turbulence model is used in this chapter, because in this case ELSA has
reached a constant state (in time) that is convenient to test the benefit of Lagrange method.
Now, an atomization test case is presented, in order to asses the one-coupling between
the multi-scale (ICM−ElSA) and the dispersed (WBE: Lagrange) approach, within RANS
framework. Finally, the focus is on the drag force on droplet, that leads to turbulent dispersion
from the injection point. It is to be noted for a full atomization injection process, there are an
amount of experimental techniques applicable to certain regions of the flow. Normally next
to nozzle exit (primary atomization), some difficulties arise when it comes to experimental
measurements, however, a number of methods have succeeded, such as: LCV [175], image
techniques [176], and even X-Ray [177, 178], among others. See chapter 2 for more details.
Regarding the dispersed spray, the role that organized vortex structures might play in the
particle dispersion process, has been investigated both experimentally and numerically by
several research groups. Most of the early efforts in this topic, have concentrated on free
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The gray line, which represents the new proposed non-homogeneous droplet velocity injection
approach, is shown in the figure 4.14. It can be noted that little improvement can be seen
from the two previous droplet injection approaches (equation 4.3) (at least, near the liquid
jet centerline radially). It is further radially in the dispersed zone (between 350−400 µ), that
some droplets get enough radial momentum to achieve certain match with experimental and
DNS measurements. This behavior can be explained in the sense that some droplets created
indeed exist within the rare event droplet family, which is statistically speaking, belong to the
near tail region in the distribution probability function of high droplet velocity injection. These
rare droplets, are initiated way before (near nozzle exit) from the axial plane zone, in which
they are quantified (7.7D, from nozzle exit).

4.6 Summary and Conclusions

Previous chapter 3, verified the need of a dispersed approach, in order to improve the Eulerian
formalism of the multi-scale model (ICM−ESA) especially within the dilute spray region.
Indeed, the objective of this chapter 4 is to take advantage of the large development formalism
previously made in the dilute region of the spray i.e., WBE equations, within RANS framework.
The resulting novel approach, namely Hybrid Euler-Lagrange Spray Atomization (HELSA)
model, is based on the paradigm of simulating the full atomization process, beginning with the
modeling of liquid structures in the vicinity of the injector (dense flow region), until stochastic
droplets are fully formed (dilute flow region), by using the dispersed modeling approach (WBE,
solved in this chapter by a Lagrangian approach). A transition zone between the two flow
regions, was identified and described. Based on the Eulerian liquid volume fraction field, a
threshold was established as αl ≤ 1%, in which small liquid structured can be considered
spherical droplets. Regarding droplet velocity and diameter injection. Three cases were set
to model the droplet velocity injection: (1) based on the averaged velocity in the liquid part
U l, (2) the same velocity in the index before, U l, plus an additional term that accounts
for the modulation of a random velocity fluctuation based on the mixture turbulent kinetic
energy. Finally (3) includes a new approach , in which non-homogeneous injection property
in two-phase flow is presented. With regard to the droplet diameter injection, a Dirac delta
function was used for the moment i.e., the averaged Sauter Mean Diameter (SMD) within the
transition cell. The evolution of stochastic droplet trajectory undergoing Eulerian turbulent
field in two-phase flow, was described and implemented in OpenFOAM® software, based on
the stochastic Lagrangian model. Stochastic differential equation (SDE), based on Langevin
equation, were added to model the fluid velocity along the droplet path. This SDE, was shown
to improve from the physical point of view the robustness of the turbulent dispersion for the
droplet velocity undergoing Brownian motion. The one-way coupling between ICM−ESA

and WBE (Lagrange approach) has been presented and tested. Experimental, DNS, and
LES data were available for comparison purpose. Firstly, even though the case a, the droplet
velocity injection was taken to be the averaged velocity in the liquid part only (U l), it was still
possible to recover a PDF droplet velocity distribution at the measured plane, which means
that even though there is no fluctuating velocity component added to this velocity injection
(U l), the global PDF droplet velocity injection might be playing some role a major role
than we thought. Secondly, the droplet velocity injection distribution, based on an additional
diffusive term undergoing a Wiener process with zero-mean random increment of standard
deviation based on the local turbulent kinetic energy, brought non-existent statistical influence,
compared to cases without velocity distribution injection. Even though the outer radial trend
was captured by all droplet velocity injection approaches, only the last approach (based on
non-homogeneous turbulent injection properties) was able to capture the rare droplets i.e.,
droplet with high radial velocity and inertia. This droplet behavior is an indication of the
turbulence memory feature, which is somehow lost using RANS averaged equations.
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Chap. 5 | Industrial applications

5.1 Introduction

As a reminder, the main goal of this thesis is to come up with an accurate two-phase flow
liquid atomization model, able to be industrially applied in a computational affordable way.
Previous chapters 3 and 4, have addressed multi-scale and multi-physic issues within the liquid
jet atomization process. Both chapters have, until some extent, validated the proposed ELSA

model for the full liquid spray atomization process i.e., from primary atomization (chapter 3)
to dispersed flow (chapter 4).

The test cases exploited for comparison and validation purpose, namely ECN Spray-A, air-

blast atomizer and Bosch Injector, have experienced plenty of experimental and numerical
measurements, and above all, are well-accepted reference cases. Nonetheless, these test
cases still represent a modeled version of their industrial counterpart, in which in some cases,
experimental conditions were adapted to fulfill the available laboratory equipments, for instance
the gas-fuel density corrections [184], to adjust the temperature upper limits in the facility.

The objective of this chapter is then to directly apply the validated ELSA atomization
model, to two industrial liquid injectors, namely FCC Injector and Spray water injector. The
particularity regarding these liquid injectors, is the absence of experimental measurements.
The reasons are twofold: their operating conditions and dimensional size (explained in detail
later on), which make unmanageable to carry out any experimental technique utilized, at least
within the scope of previous chapters.

These two liquid injectors have been provided, for numerical study purposes, by VINCI
Technologies. The French enterprise Vinci Technologies, manufactures and provides a broad
range of laboratory equipments and specific field instruments for the Oil and Gas Industry. A
portion of them is developed in close collaboration with IFPEN. One of its goals, is to design
and build durable, reliable, high-efficient and low maintenance FCC and Spray water Nozzles.

This chapter is constituted in two parts, one part for each injector, namely FCC Injector and
Spray water injector. It is then organized as follows: Firstly, a recent bibliography review is
presented for the FCC Injector, regarding the previous experimental and numerical research.
Secondly, from the physical mechanism point of view, the FCC Injector is broken down in two
main parts namely, venturi and premixing. These two parts are numerically studied separately.
Several geometrical configurations are tested to evaluate the FCC Injector performance, on
both main parts. The Sauter Mean Diamater (SMD) and the interface surface density (Σ),
were the variables of interest utilized, to compare the mixing performance. Thirdly, with respect
to the Spray Water injector, a thermodynamic analysis is first made, to ensure the proper
fluid flow mixing properties inside the spray water injector, according to the dimensioned size.
Finally, two design geometrical conditions were examined via CFD, using ELSA atomization
model inside the spray water injector.
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5.2 FCC Injector numerical test case

5.2.1 Previous and related studies

As a refresher from concepts developed in chapter 1, Fluid Catalytic Cracking (FCC), is a
process where the crude oil is transformed into Gasoline, olefins and distillates. In this process,
the liquid oil feed, is atomized through a set of injectors connected circumferentially to a riser.
Moreover, the oil droplets are vaporized and cracked within the riser upon contacting hot
gases and catalyst, respectively [9]. The main goal in an FCC Injector design, is to produce
small size droplets in order to ensure quick vaporization and intimate contact with the catalyst
[185]. To that end, feed vaporization and the cracking reactions occur inside the riser, while
catalyst, hydrocarbon liquid droplets, and hydrocarbon vapors travel upward. Therefore, there
are several chemical and physical complex phenomena occurring simultaneously at the nozzle
exit namely, the feed atomization zone. A summary of relevant features used in FCC Risers
modeling is highlighted on figures 5.1 and 5.2:

Figure 5.1: Comparative summary of main features for FCC Riser simulations (Part 1).
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Figure 5.2: Comparative summary of main features for FCC Riser simulations (Part 2).

The figures 5.1 and 5.2, are organized historically, in which main research topics (column
on the left) have been selected such as: numerical scheme, turbulence, particle collisions,
species equations, catalyst deactivation, spray penetration, among others. Several key points
can be extracted from the historical review. For instance, feed vaporization is rarely modeled.
Normally, feed vaporization takes place in the first 1.5− 3 m, of the FCC Riser, which
corresponds to 5−10 %, of the riser total length (30−40 m) [186]. On the other hand, the
feed needs only approximately 3 %, of the mixture residence time to completely vaporize,
which corresponds to 0.3−30 ms, depending also on the drop size distribution [187]. Likewise,
the cracking reactions occur only when the feed is already vaporized [188], [189], [9], which
justifies the assumption of instantaneous vaporization in previous research. With regard to the
numerical modeling part, although various modeling approaches for the riser can be found in
the literature, mostly one and two-dimensional models can be found [190], [187], [191]. For
3-D models, two kinds of approaches are applied, Eulerian-Eulerian and Eulerian-Lagrangian
approaches, both implemented by computational fluid dynamics (CFD). Most aforementioned
studies have then assumed instant vaporization and uniform catalyst/oil ratio at the bottom
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of riser cross-sectional area, based on the assumption that the cracking time scale, is much
longer than the time scale of interface transport in the feed injection zone [192, 193]. Some
other studies considered the vaporization rate of the liquid oil, using two approaches, namely
homogeneous and heterogeneous approach, in which both methods set the limits for the
actual vaporization time [194]. When it comes to FCC riser modeling, many researchers have
focused on the upper and middle zone of the riser, and just a few researchers on nozzles
and feed atomization zone [195], mainly due to the high constraints using multidimensional
models with chemical reactions, vaporization, and atomization within an industrial scale.
Theologos [196] studied atomization effects on reactor performance, and found that smaller
droplets produce higher vaporization rates. Therefore, the need for a deeper understanding of
the physics and atomization mechanisms involved within a FCC injector, coupled with the
feed injection zone urged to be tackled. This Ph.D., the aim was to numerically model the
oil-steam mixing inside the FCC injector.

As it can be also seen on the above figures, just a few investigations have been made on the
feed atomization zone and moreover, just a few within the injector. It is the purpose of this
chapter to accurately evaluate, using CFD, the flow within a FCC Injector.

5.2.2 FCC Modeling approach

Several studies have shown the paramount influence of the feed injection system on FCC
Reactors [30] [31] [25]. Hence, the global FCC Reactor efficiency is improved by optimizing
the feed atomization zone [8] [32]. As previously stated, fast and uniform mixing is essential
to ensure quick vaporization and intimate contact between the oil and catalyst, specially
during the aforementioned residence time within the feed atomization zone. To accomplish
such task, special care should be taken in designing the FCC Injector.

Within the FCC Injector, the oil flows co-currently along with the steam, to promote the
necessary fluidity and turbulence required for mixing, and possibly vaporization, before the
mixture gets atomized as soon as it exits the injector. Since both volumetric fractions (oil,
and steam) are above 10 %, the dilute model approach cannot be used. Accordingly, the
previously validated Eulerian/Lagrangian Spray Atomization (ELSA) model (see chapters 3
and 4 for more details), will be able to characterize the liquid volume fraction that might have
been atomized and dispersed. The proposed model has then been proven to be suitable for
any interface liquid-gas topology, and it is based on the local liquid volumetric fraction and
local interface surface [147] [2]. Moreover, this model has been implemented in a numerical
framework, i.e. CFD (Computational Fluid Dynamic) using OpenFOAM® software [174],
which solves the equations of fluid mechanics with a finite volume approach [123]. This code,
can be easily parallelized to run HPC resources such as French computer centers: CINES,
TGCC, IDRIS, CRIHAN [197] [198] [199] [200]. Finally, OpenFOAM® software is distributed
by the OpenFOAM® Foundation [201], and is freely available and above all, open source,
licensed under the GNU General Public License [202].

This study consists in three parts clearly identified in the figure 5.3, as the main zones within a
schematic FCC Injector. These parts are namely premixing, venturi and nozzle. The first zone,
premixing, is dedicated for phase mixing. Ideally, it is believed, primary atomization takes place
and some droplets might be formed. Some features can be highlighted in this zone, based
on the oil/steam fluid flow properties, such as non-Newtonian behavior, gas compressibility
effects, oil-wall sticking, among others. The second zone, namely Venturi, represents the
contraction area where the two fluids flow. On one hand, compressibility effects may take
part if flow velocity is highly increased, and on the other hand, the contraction may serve as
an oil-walls contact inhibitor. Numerical analysis would allow a better understanding of the
physics involved in order to optimize the FCC Injector performance. Lastly, the nozzle zone,
is regarded as the key parameter for several reasons: a) proper radial distribution of the feed
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is shown on the figure 5.5. On the left of the figure, the oil inlet is exhibited with nearly ≈
50 cells in the transverse direction. On the right of the figure, the initial part of the venturi

zone, in which the steam is put in contact with the oil is represented, with polyhedral type
cells to adjust the circumferential shape of the venturi zone. This process is usually refered
also as meshing process. The idea behind the discretization process, consists in dividing the
modeled geometry by a number of small volumes called numerical cells. The resulting mesh
was done with an open-source library for mesh generation, by this time implemented within
OpenFOAM® framework, named cfMesh [205]. The library supports generation of meshes
of arbitrary cell types, and the currently implemented work-flow generates cartesian type cells,
in both 2D and 3D space, tetrahedral, hexahedral and arbitrary polyhedral as exhibited on the
right of figure 5.5. Moreover, discretized equations are applied to each numerical cell, based
on Finite Volume Method (FVM) [206] [110].

Figure 5.5: 3D Model of VINCI’s FCC Injector. Inner cells at liquid inlet (left). Sliced part of
venturi zone, showing the gas inlet (right)

Estimation for the minimal LES mesh resolution, ∆x, is recommended by Addad et al. [19],
and it is based on the Taylor micro-scale Λ [90], see equation 3.17 in chapter 3 for more
details. Finally, the number of cells at liquid inlet, ≈ 50, and the cell size both at liquid and
gas nozzles, is 640 µm, as shown in the figure 5.5. Consequently, to evaluate the above mesh
process and get quickly robust and computationally less expensive results e.g., than using
Large Eddies Simulation (LES), a time-averaging of the governing equations 3.11, of the
previously explained Eulerian solver ELSA, is used. Figure 5.6, displays the gradients in the
span-wise direction of axial velocity, which reveals wall-bounded effects in the apparently phase
mixing zone (venturi), due to existence of high gradients near the wall colored by red/blue.

Figure 5.6: Span-wise gradients of axial velocity, in a zoomed region within the venturi zone.

This phenomena has never been encountered e.g., in ECN Spray-A injectors [207]. Based on
that fact, the model was meshed using the same height for all first cells adjacent to the wall.
The first cell height, was then calculated based on the Y+ > 30 values at the wall, that fulfill
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the turbulent log-wall functions available in OpenFOAM® . It is apparent, by using the same
first cell height everywhere, that the highest velocities would give an indication of the highest
Y+ values in the domain, in which in this case, there are also found in the venturi zone. It is
clear for the time being, that a full-scale resolution, for this two-phase flow highly turbulent
case, using LES (i.e., Y+ = 1), is out of the reach of the computational resource available.

5.2.4 Boundary conditions

Regarding the boundary conditions, Dirichlet boundary condition, for velocity, is imposed at
gas and liquid inlets. It is also set to zero (0) value along the walls, and an outflow boundary
condition, which is a zero gradient Neumann type, is applied on the nozzle exit. For the
pressure, Total pressure, is specified on the nozzle exit. For the liquid volume fraction, Dirichlet

boundary condition equal to one (1) at liquid inlet and to zero (0) at gas inlet. Zero gradient

is applied along the wall, and an outflow boundary condition is applied as well on the nozzle
exit. Initial conditions are at rest, for the whole domain, i.e., null velocity and atmospheric
pressure. The liquid pipe, is initially filled completely by liquid. An adaptive time-step is used,
which constraints a maximum CFL condition equal to 0.5.

Gas Reynolds number Reg ≈ 47000, that shows the turbulent character of the flow. It is
shown in the work of Xiao et al. [103], in which LES of similar atomization configurations were
performed, that the initial interface perturbations caused by liquid and gas eddies plays an
important role in the resulting surface instability development and primary atomization process.
When turbulent inflows were specified, for instance, they correctly predicted experimental
core breakup lengths. Their flow conditions showed momentum flux ratio J (equation 3.16),
varying between 0.17 and 2. In the present chapter, simulated configurations own a momentum
flux ratio with a value of J = 0.04. It can be assumed that gas eddies might have some
impact on the interface disturbance, hence gas unsteady turbulent inlet velocity conditions
could be specified, as previously expressed in equation 3.18:







U ′2 =
2

3
k ,

k =
2

3
(U gTi)

2 ,

Ti = 0.14(Reg)−0.079 .

(5.1)

No specifications for turbulent liquid inlet conditions were employed, in this case, a full length
liquid pipe was employed instead, to let turbulent develop naturally, as displayed in red in the
figure 5.4.

5.2.5 Venturi zone modeling

Results have been separated in two parts. Firstly, results including oil volume fraction, mixing
velocity, droplet diameter distribution, are obtained using the actual FCC Injector dimensions
provided by VINCI’s. Secondly, a sensitive parameter was proposed, i.e., the venturi position
has been tested using different axial positions and diameters, thus allowing estimate their
effects, on the performance of the FCC Injector, by means of the Sauter Mean Diameter
(SMD). Additionally, in order to reach convergence and hence, get time-independent results,
the liquid oil was allowed to cross ten (10) times the FCC Injector completely in the axial
direction.

Actual geometry

Figure 5.7 on the left, illustrates the oil volume fraction colored map, using ELSA−LES

model without the Interface Capturing Method (ICM) i.e., equation 3.11 with Cα = 0. The

Javier J. Añez P. University of Rouen - CORIA March 27, 2019





94 Industrial applications

venturi, namely In jector 1 and In jector 2, displayed both in the figure 5.9 (second and third
row from top to bottom). The throat for In jector 1, has been placed at mid-way axially
of the venturi section, hence the diverging/converging length become exactly the same. In
In jector 2, The throat has been moved upstream one-throat length, so the converging zone
length is decreased, making the shear stress rate more aggressive within this part. Finally,
a 20% diameter reduction of the throat is considered, namely In jector 3 (last row on the
figure 5.9). This diameter reduction will certainly increase even more the velocity of both
phases, hence the turbulence mixing .

Figure 5.9: Alterations proposed, In jector 1, 2, and 3, (second, third and last row, respectively)
compared to the original FCC Injector geometry, namely base case (first row).

Simulations are done using the same validated ELSA model, explained in chapter 3 (equation
3.11). Boundary conditions, and fluid properties are taken from the In jector base case,
and will be the same for all the numerical cases. Results are displayed by the oil volume
fraction in a transverse plane, left part of figure 5.10, and at plane-view of injector exit, on the
right of figure 5.10, for base case and the three proposed modifications, namely In jector 1,
In jector 2, and In jector 3.

Firstly, In jector 1 (second row from top to bottom in figure 5.10), displays a similar well-
defined oil liquid penetration length to the base case, with coarser liquid core before the
throat. As a reminder, the throat for In jector 1, has been placed at mid-way axially of the
venturi section, hence the diverging/converging length become exactly the same. Likewise, the
throat has been axially moved downstream compared to the base case. It can be seen that
the liquid core is still broken up, exactly at the throat of In jector 1, due to the turbulence
generated, and after the throat, the phases are mixed in a sub-grid scale all the way to
nozzle exit. It is indeed at the nozzle exit, which can be verified the flow uniformity. In jector

1 exhibits higher and lower values of oil volume fraction compared to base case, at the
nozzle exit (from blue to red color transition, in the figure 5.10), supposedly due to diverging
section reduction. Therefore, it can be claimed, less time and space exist for the mixing to
accommodate and to reach the uniformity obtained in base case.

Secondly in In jector 2 (third row from top to bottom in figure 5.10), the throat has
been axially moved closer to oil and gas inlets. Accordingly, based on previous simulations
from In jector 1, the purpose of approaching the throat to both inlets, is to enhance flow
accommodation, after the throat, by increasing the diverging section length. Nevertheless, the
oil volume fraction values observed in the transverse plane are higher than its counterparts
(light green instead of blue), which might be a little unphysical while using constant flow
rate on both fluids at their inlets. The fact is that unphysical additional liquid mass in the
diverging section, is mainly based on the possibly over compression of the gas at its inlet, due
to the throat newly upward position. This compressible effect, is not being accounted in the
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model used. Therefore, this limiting position of the throat, sets the boundary at which the
incompressible ELSA model, is physically suitable. Further axial movements of the throat

upstream in the venturi zone, will therefore require additional features to be added to the
ELSA model, to accurately predict the mixing of the phases.

Figure 5.10: Oil volume fraction field. Transverse plane (left). Injector exit (right)

Finally, In jector 3 (last row from top to bottom in figure 5.10), experiences higher shear
rates before the throat due to the throat diameter reduction. In this case, the span-wise axial
velocity gradient is stronger, which is unfavorable from the numerical point of view, since the
mesh resolution requirement is increased compared to the base case. This modification in
turn, makes the turbulent mixing more aggressive as can be seen in the figure 5.10 i.e., the
phases are mixed well before reaching the throat. Likewise, the liquid core is broken up faster
compared to the base case. Nevertheless, at the nozzle exit, the flow uniformity acquired
is approximately on the same magnitude, qualitatively speaking, as the base case. Except
maybe for slightly upper values, colored in yellow at the bottom part of the nozzle exit.

Moreover, quantitative results have been reproduced using the sauter mean diameter (SMD).
A volume weighted particle size distributions is also used [208], thus it is convenient to report
parameters based upon the maximum droplet size, for a given volume percentage of the
sample. Percentiles are defined as DvB, which: D stands for diameter, v for volume, and B

= percentage of sample below a particle size e.g., 50 %, or sometimes written as a decimal
fraction i.e., 0.5. For instance, the Dv50, would be the maximum droplet diameter that
exists below the 50 % of the sample volume. Figure 5.11, illustrates the cumulative volume
percentage based on droplet diameter, for In jector base case, In jector 1 and In jector

3, colored by black, blue, and red line, respectively. For comparison purpose, 90 % of the
total volume sample is used. It can be seen the maximum droplet size picked up for each
configuration, hence the smallest droplet size among the three geometrical configurations,
corresponds to the base case with 2 mm, followed by In jector 1 with 3 mm, and lastly
In jector 3, with a maximum droplet size of 6 mm. Which certifies the base case as the
best choice among the proposed geometrical modifications. In addition, results show an
independent correlations between the diverging section length and droplet size. It is believed
that is more important how the liquid core is broken up than the diverging section length.
However, a sensitivity analysis of these variables and others such as, nozzle exit diameter,
nozzle exit length, venturi zone length, among others, should be addressed in a further
research.
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5.3 Water sprayer numerical test case

As a memo, the main goal of this thesis is to come up with an accurate two-phase flow
liquid atomization model, able to be industrially applied in a computational affordable way.
Two test cases have been proposed to be exploited for comparison and validation purpose,
namely ECN Spray-A, air-blast atomizer and Bosch Injector. The objective of this chapter
is then to directly apply the validated HELSA atomization model, to two industrial liquid
injectors, namely FCC Injector and Spray water injector. The particularity regarding these
liquid injectors, is the absence of experimental measurements. This part of chapter, will be
dedicated to the Spray water injector.

From the V INCI Technologies company, it has been expected to study a spray cooling
system, and in particular to develop a numerical strategy that could help to the design of those
injectors. This injection system belonging to the water spray system, is detailed and some
previous design development is conducted. Latter, the design guidelines of such apparatus
is studied from the literature review. Eventually numerical study related to this application
are sharply review. It appears that the injector design belongs to steam/water system with a
premixing inside the injector. Such configuration can only be studied numerically by Direct
Numerical Simulation (DNS) or by the multi-scale ICM−ESA approach. Accordingly, the
last part of this chapter is dedicated to an application of the previously developed approach
(chapter 3, and 4), to study the injector design in the context of this new V INCI application.

5.3.1 Water spray applications

The applications where spray nozzles are utilized can be severe. For instance, primarily spray
nozzles are used for exposure protection of bulk storage flammable and combustible liquid tanks
to cool the shell, prevent explosion or collapse of the tank and extension of the fire. In addition,
when designed properly and correctly installed, water spray systems can be successfully utilized
for extinguishment and control of some flammable liquids fires, some combustible liquid fires,
Class A combustibles, and electrical transformer applications. Extinguishment of a fire using
water spray, is achieved by cooling, smothering, emulsifying or diluting of flammable liquids or
by a combination of these factors [213]. Controlling of a fire can be achieved with the same
mechanisms that achieve extinguishment, however, due to different characteristics of the
fuel, suppression may not be possible [214]. Historically, the term velocity and distribution of
the size of water droplets, has been understood to describe the reach or area of coverage of
the water spray nozzle pattern [215]. However, it is the velocity and dispersion of the water
droplets themselves, which will determine a spray nozzle performance [216].

Another application of spray water system is the spray cooling, in which employs a spray of
small droplets impinging on a heated surface to increase the effectiveness of heat transfer,
as a cooling mechanism with phase change [217]. Spray cooling is widely used in various
fields: cooling of hot gases, dermatological operation and cooling of hot surfaces including
hot strip mill and high performance electronic devices. For example, in the metal production
and processing industry, spray cooling also plays an important role for the high temperature
(up to 1800 K) steel strip casting and the final micro-structure optimization after hot rolling.
Typically, a jet of gas carrying water drops is sprayed towards the hot surface to be cooled
[218]. In the electronic packaging industry, spray cooling has drawn great attention due to its
high heat flux removal ability (1200 W /cm2), while maintaining device temperature below 100

C, with spatial and temporal variations below 10 C [219, 220]. Finally, spray cooling, is an
appropriate technique for high power and high heat flux applications. By taking advantage of
the liquid relatively high latent heat, liquid impingement spray cooling, has demonstrated to
be an effective way of removing high heat power from surfaces, requiring only a small surface
superheat as well as low mass flow rate, which are essential requirements for a compact
cooling system designs [218].
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The spray cooling, is the application from which the spray water injector, is to be designed in
this second part of the chapter. In another example of spray cooling, a power plant cooling
tower exhausts heat to the ambient. Improvements of cooling tower performance lead to
increases of a power plant thermal efficiency. To enhance the performance of a natural draft
dry cooling tower, hybrid cooling methods are suggested [221, 222]. The two most common
methods include water deluge and evaporative cooling; the latter is more efficient due to a
higher heat and mass transfer contact area. Moreover, hybrid cooling uses less water compared
to water deluge. In evaporative cooling, water spray cools down the inlet air, which leads to
drop of minimum temperature of the thermodynamic cycle and consequently increase of a
power plant thermal (power conversion) efficiency. Conclusively, the evaporating cooling is the
specific application of the spray water injector in this chapter, which will be detailed later.

Spray nozzles, are used to help distribute water into the inlet airflow in order to provide a
large contact surface area between air-water, and to enhance mixing by producing very fine
droplets. This offers higher evaporation rate and greater air cooling. An effective water spray
design, needs to avoid local cooling distribution and incomplete evaporation of droplets while
providing high cooling efficiency [223]. Generally, there are two kinds of sprays implemented
for spray cooling: pressurized spray and gas-assisted spray. Pressurized sprays, are widely
utilized in spray cooling researches and applications, which are generated by high pressure
drop across the nozzle or with the aid of a swirl structure inside in some cases. Gas-assisted
spray, is rarely used in spray cooling due to its complex system structure for introducing the
secondary gas into the nozzle to provide fine liquid droplets [218]. However, it is found that
gas-assisted spray can provide faster liquid droplet speed, smaller droplet size and more even
droplet distribution on the heated surface compared with pressurized spray at similar working
conditions [219, 224]. The latter, Gas-assisted spray, is the one developed in this chapter.

There are three basic spray patterns used for two-fluid atomizers: full cone, hollow cone and
flat fan (Fig. 5.23). Each of these has specific characteristics and applications. The full cone

nozzle, can produce large, evenly distributed drops and high flow rates, and it maintains its
spray pattern over a range of pressures and flow rates. It is a low-drift nozzle. The hollow

cone nozzle, shows a spray pattern with more of the liquid concentrated at the outer edge of
the pattern, and less in the center. This type of hollow cone nozzle, will not provide uniform
droplet distribution when directed straight down at the sprayed surface [225]. However, since
hollow cone nozzles excel themselves by easily atomization of fine drops which move enough
to compensate for the non-uniformity of the pattern, they are often used for atomization
of fuels, spray-drying and in scrubbing towers for dust and gas [226]. The flat fan nozzle is
effective in a line of spray. The impact of this spray is high when compared to full or hollow

cone spray patterns. The droplet sizes produced by this type of nozzle are larger than cone

nozzles, although very fine droplets can be produced by some air atomizing flat fan nozzles
[227]. The full cone nozzle, is the one studied in this chapter.

Figure 5.16: Basic spray patterns. Flat fan (left), full cone (middle), and hollow cone nozzle
(right) [22].
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5.3.2 Water sprayer design guidelines

The selection of a specific atomizer, is made based on the feedstock, the required powder
(droplets) properties, the dryer type and capacity and the atomizer capacity. Normally there
are three types of spray water atomizers i.e., rotary, pressure, and two-fluid atomizers. Rotary

atomizers, use the energy of a high speed rotating wheel, to divide bulk liquid into droplets.
Feedstock is introduced at the center of the wheel, in which it flows over the surface to the
periphery and disintegrates into droplets when it leaves the wheel. One advantage is that
droplet size can be easily changed by modifying the wheel speed. Pressure atomizers, are the
most commonly used atomizers. Nozzles generally produce coarser, freer flowing powders
than rotary atomizers. Generally, this type of injector also uses a kind of swirl water motion
in the breakup process. Some nozzle designs, use slotted vanes to generate the vortex. The
disadvantages of slotted designs, are that they are prone to clogging and premature wear. The
rotating fluid then allows the nozzle to convert the potential energy of liquid under pressure,
into kinetic energy at the orifice by forming a thin, high-speed film at the exit of the nozzle.
As the unstable film leaves the nozzle, it disintegrates, forming the first ligaments and then
eventually droplets. Pressure nozzles can be used over a large range of flow rates, and can
be combined in multiple-nozzle installations to give them a great amount of flow rate and
particle size flexibility. Two-fluid atomizers or twin-fluid atomizers, are the type of injector
that combine compressed air (or steam) with liquid feedstock. The design utilizes the energy
of compressed air (or steam) to atomize the liquid. Two-fluid nozzles are able to atomize
highly viscous feeds, but they are expensive to operate because of the high cost of compressed
air. Two advantages of the two-fluid nozzle are its ability to produce very fine droplets and to
atomize high viscosity fluids [22]. The spray water injector is based on this type of injector.
Some design guidelines of the two-fluid atomizer, are presented below:

• Confirm that the correct nozzle flow rate, spray pattern, and operating pressures have
bee selected and supplied for the application, that the correct mounting and accessory
hardware such as thick wall adapters and clean out needles are installed on the nozzle
and that the correct number of nozzles is available.

• Be sure to account for the air pressure according to the instructions on the chart when
sizing the air piping.

• The header (for a multiple nozzle installation) and supply lines, should be sized generously
to prevent imbalance between liquid and air pressures for each nozzle and excessive
pressure loses along the header that could cause erratic nozzle operation.

• Correct size of the supply piping, to ensure that adequate air and water are supplied to
the nozzle This is specially important in multi-nozzle system, in which differences in air
and water pressures from one nozzle to the next, can cause erratic operation [22].

There are two type of twin-fluid atomizers namely, internal and external mixing type. Internally
mixed atomizers, are the one in which liquid and air streams meet within the nozzle and
are mixed together and expelled through the same orifice(s). This internal mixing means
the streams are not independent; a change in air flow will affect the liquid flow. This makes
precise metering of the liquid more difficult than with an externally mixed atomizers set-up.
Externally mixed atomizers, the air and liquid streams exit the nozzle independently and are
combined and mixed outside of the nozzle. Because there is no connection between the air
and liquid lines within the nozzle, the air and liquid flow rates can be controlled independently,
allowing precise metering of the liquid. The atomization can be controlled by adjusting the air
flow rate e.g., more air produces finer atomization.
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5.3.3 Water sprayer modeling

Research on spray cooling performance, was mainly carried out by single point injection,
on the basis of experimentally measured spray characteristics at the breakup length or
hypothetically assumed. However, this approach prevents representing real nozzle behavior
[223]. Experimental studies inside a twin-fluid atomizer has already been made. Heavy fuels
droplet SMD variations, were related to certain geometrical configurations of the nozzle,
under sonic (choked) conditions [228]. In a subsequent study, venturi-vortex twin-fluid swirl
nozzle, atomizing pure glycerin at room temperature was examined [229]. In this nozzle,
air was tangentially injected in a central convergent section, and discharged suctioning the
liquid fed to a coaxial chamber. Droplet size distributions were measured with a Spraytec
laser diffractometer [230]. The Sauter mean diameter (SMD), was used to characterize the
atomizer performance. The observed spray, had a hollow cone structure, with the biggest
droplets in the outer boundary. Additionally, Mean droplet diameter were found to increase
with liquid flow rate, and strongly decreases when increasing the gas flow rate [229].

In recent years, Computational Fluid Dynamics (CFD) models are increasingly used to
investigate the growth and suppression of fires, including the dynamics of sprays. Among the
available CFD based tools, Fire Dynamic Simulator (FDS), developed by National Institute
of Standards and Technology (NIST), in USA, is a widely used open-source software, for
simulating the spread and suppression of fires in buildings [231, 232, 233, 234, 235, 236].
Moreover, a CFD model was developed to simulate a single cone spray using saline water [237],
in a vertical cooling tower representative arrangement. By comparing the results obtained
for 3% NaCl concentration (by mass) with pure water, they showed that using saline water
shortens the length from the nozzle, covered by the wet stream. In a subsequent study,
the previous CFD model was verified against experimental results obtained from a Phase
Doppler Interferometry (PDI) study. They showed that in a spray, large droplets push the
smaller ones to the middle of the flow [238, 239]. Following this work, the performance
of different nozzle arrangements within a cooling tower was tested by using the SIMPLE

algorithm [206] with staggered grids for velocity and pressure couplings, and the Discrete
Phase Model (DPM) [240], in ANSYS FLUENT [182] to simulate multicomponent droplets
in spray. Optimization of spray nozzles design for evaporative cooling applications, using a
validated Eulerian-Lagrangian water spray CFD model, has also been made [223]. To the best
of our knowledge, no study attempted to relate nozzle design optimization, to spray cooling
performance, by investigating the impact of physical spray characteristics, in a numerical
point of view. In this second part of the chapter, a nozzle design will be carried out, followed
by Euler simulation (ELSA model) inside the nozzle, in order to obtain later on full spray
characteristics outside of the water spray nozzle.
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5.3.4 Geometrical model and flow conditions

The considered spray nozzle geometrical configuration is designed based on its application.
Therefore, is the result of a thermodynamical analysis performed on the sprayed water, in
order to correctly satisfy certain heat removal requirement. More specifically, the cooling
down process of a by-passed flue gas coming from a power plant regenerator. Water sprayers
are located on top half section of the flue gas line on a radial pattern, as displayed in the
figure 5.17, in which is also shown a typical mechanical arrangement of a water sprayer.

Figure 5.17: Typical mechanical arrangement of water sprayers.

Fluid and flow properties were fixed based on the flue gas line operating conditions. These
operating conditions are usually encountered in power plants. Table 5.2 lists the main flow
conditions per water sprayer. It is to be noted, that both water and steam volumetric flow
rates (Q̇ inlet), are adapted to already manufacturable water sprayer flow conditions at P = 7

Bar, for instance by BETE®[22].

Table 5.2: Water sprayer fluid and flow Properties.

Water Steam

Q̇ inlet 75 l/min 141 Nm3/h

ρ 947 kg/m3 3.077 kg/m3

ν 2.5e-07 m2/s 5.4e-06 m2/s

T 115 C 225 C

P 7 Bar 7 Bar

Re ≈ 556000 ≈ 77000

Weg − ≈ 133

The resulting water sprayer that fits the gas heat requirement removal, would be a high

flow air-atomizing, with a spiral spray set-up. For instance, the commercial (manufacturable
available) name for this type of water sprayer is the SpiralAir nozzle, from BETE®company.
The outside structural shape of water sprayer is shown on the left of figure 5.18, along with
some available spray pattern on the right. In this case, the wide round 90o spray pattern, is
the one chosen for the heat removal application.
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5.3.5 Numerical domain and boundary conditions

The computational discretized domain is defined in figure 5.22, in which the liquid inlet is
highlighted on the left, and the proposed helical element on the right. Unlike the patented
spiral element, the proposed spiral element is a simplified cylindrically extruded shape (i.e.,
without sharp edges). The turbulent nature of the flow was previously verified with listed
flow conditions in table 5.2 (i.e., Re l ≈ 556000, and Reg ≈ 77000) hence, in this industrial
numerical test case, a time-averaged Navier-Stokes equations (RANS) are used e.g., with k−ǫ
as the turbulence model. Using this much simpler and economic turbulence model (compared
with LES, computational speaking), some geometrical modifications could then be more
easily proposed and constructed. Finally, the cell size is about 12 mm, based on the Y plus >
30 requirements, according to the wall functions available in OpenFOAM® .

Figure 5.22: Liquid inlet patch faces (left). Discretized view of helical element within the
spray head (right).

Velocity is imposed with Dirichlet boundary conditions at steam and water inlets. It is set to
zero value along the walls (no-slip condition) and an outflow boundary condition at the outlet
orifice of the spray head, which is a Neumann type zero-gradient. Total pressure is specified
on outflow boundary with a value of 0, with respect to the reference pressure. Other boundary
patched (such as walls and inlets) are Neumann conditions with zero-gradient specified for
the pressure. Volume fraction value is fixed to 1, in water inlet and to 0, in steam inlet.
Zero-gradient is applied along the walls (i.e., spray head, and spiral element) and an outflow

boundary condition is applied at the outlet orifice. Regarding the usual specified turbulent
conditions at the inlets, it is not mandatory anymore to use coherent turbulent structure
(as the one normally use in LES) instead, a more or less educated guess of the incoming
turbulence is sufficient for RANS cases. To that end, a turbulent length scale and intensity
of 7 %, and 5 %, respectively, were employed for both water and steam, considering fully
developed pipe flow way before inlets.

5.3.6 Results and discussion

First results are shown in figure 5.23. Inlet boundary conditions are colored in blue and orange
arrows, for water and steam, respectively. A transverse colored plane (brown and blue-green)
has been placed to illustrate the water volume fraction. The phase interface (dark red) is
clearly defined from both steam and water inlets up to the orifice exit, at the far right side of
the spray head. Moreover, no disturbance is observable in the water side (liquid core). They
are mainly two reasons: (1) inherently by RANS turbulence model, which does not account
for fluctuating variables field, only mean values are plotted. (2) Even though, the helical
element are meant to promote the necessary turbulent mixing between the phases, there is
not such tangible behavior. Therefore, a geometrical modification was proposed to the water
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direction and magnitude of steam, specially at the inlet (bottom outer part on both pictures),
there is an increased in the steam velocity (highest values colored mainly in dark red) as it
gets close to the water inlet. This behavior is mainly due to the reduced steam flow area
passage. The two geometrical shoulders, recommended by the US patent, initially to redirect
the steam, are here verified on both configurations. Nevertheless, after the steam has passed
the geometrical shoulders, another steam condition is recognized compared with the original
case. On the case on right (with the reduced steam are flow passage) there is an increased
water core velocity in the middle of the spray head (colored in blue-green), in which the steam
velocity tends to approach closer to the water core velocity. In the case on the left, the water
core was somehow compressing the steam passage, as noticed by its high velocities close to
walls (colored in dark red). On the contrary on the right, the water middle core is less thick
with higher velocity, hence the velocity distribution near the zone of the spiral head, is more
appropriate, in the way to generate the necessary turbulent mixing inside the water sprayer.

Figure 5.25: Velocity vectors colored velocity. Original case (left). Proposed water inlet
modification (right).

5.4 Summary and Conclusions

After the validation procedure of the HELSA approach. The maturity has been tested in
such industrial applications, in order to help in the designing of these injectors. Tow cases
are studied. The most advanced, numerically speaking, is the originally proposed by V INCI,
namely the FCC Injector. The actual FCC Injector has been modeled using LES −ESA

algorithm implemented in OpenFOAM® . LES − ESA algorithm was validated against
experimental available data and DNS analysis. It has been demonstrated the wall-bounded
turbulent effects on the two-phase flow within a FCC Injector. Moreover, there is a liquid core
flow and annulus gas flow compressed by the latter inside the injector. This concentric behavior
pushes the gas to the wall, thus increasing its stream-wise velocity near the wall. A mixing
mechanism has been identified within the venturi section of the FCC Injector, the throat,
which is the part of the venturi with he smallest diameter and where the highest velocities
occur, thus promoting turbulent mixing. A series of modifications were made to the throat, its
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axial position and diameter were changed to evaluate its effects on the Sauter Mean Diameter.
On one hand qualitatively results confirmed the balanced performance of the Injector Base
Case between the converging and diverging zone. On the other hand, quantitative results
revealed the best performance for injector base case, with the smallest SMD taken from a
sample of 90% of the total oil volume at its exit. Additionally, the diverging section length
was discarded as a mixing mechanism, and the throat diameter heavily regulates droplet size
distribution at the exit of the FCC Injector. It is believed that is more important how the
liquid core is broken up than the converging section length. However, a sensitivity analysis of
these variables and others such as exit diameter, exit length, venturi length, among others,
should be equally addressed in a further research.

Two modifications have been made before the throat to create like a premixing section: (1)
by taking advantages of individual fluids trajectory before throat to come the two fluids in
direct contact, and (2) reducing the flow area just before the throat to increase the velocity,
thus the momentum, to enhance the turbulent mixing at the throat. Mixing the fluids before
the throat turned out to be much more successful than increasing the momentum. More
uniform surface interface (Σ) was obtained and even the droplet diameter (SMD) was reduced
compared with the original FCC Injector case. Further research in this area is suggested.
Nevertheless, the best modifications might be accomplished based on the liquid jet behavior
within the FCC Riser. A first attempted has been made by simulating the Riser gas-solid
particle flow, and high solid concentration might have a strong effect on the atomization
process. Simulations coupling liquid jet coming from the FCC Injector to gas-solid flow within
the Riser are scheduled and underway for next year of the project.

With regard to the water sprayer injector, an spray cooling numerical review and three basis
spray pattern were identified, in order to fit the heat balance requirements. The full cone spray
pattern was chosen, based on company requirements. Both injectors, namely the FCC Injector
and Water sprayer, can be classified as a two-fluid atomizer, in which design guidelines were
presented. The validated HELSA model was successfully applied to the simulation of the
water sprayer. The idea was to help in the nozzle design for future geometrical optimization.
The SpiralAir nozzle was selected for the application heat balance requirements. A simplified
3D numerical model was made based on two geometrical configurations regarding the internal
two-phase flow mixing. Turbulent mixing was found to be a paramount factor in the internal
mixing of the water sprayer. Additionally, this internal mixing was found to be sensitive enough
to the geometrical liquid and gas inlets, which indicate a prospective focus on optimization in
this part of the water spray injector.
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Chap. 6 | Conclusions
and perspectives

6.1 Conclusions

The focus of this PhD thesis is to develop a numerical strategy that could help in the design
process of liquid jet injectors, specially industry-oriented. The aim is to come up with a
numerical liquid-gas atomization model applicable to industrial scenarios i.e., high Reynolds
number, in which DNS is strictly unaffordable, computational speaking. Accordingly, V INCI

Technologies and the research institute CORI A (Complexe de Recherche Interprofessionnel
en Aerothermochimie) began a 3-years PhD project, to assist the design of new generation
FCC (Fluid Catalytic Cracking) nozzle and water sprayer for gas cooling applications. To
that end, a Hybrid Euler-Lagrange Spray Atomization (HELSA) model, has been proposed,
assessed, and validated covering the full atomization process spectrum (from dense to dilute
flow formalism). It is the purpose of this project, to validate and to improve an existing
atomization model, capable of dynamically detect residuals or subgrid scales (i.e., in which
energy dissipation is modeled by LES), and to switch from primary atomization to dispersed
flow.

Two modeling approaches available have been proposed to simulate liquid injection system,
in flow regimes characterized by high Reynolds and Weber numbers. The focus is on the
description of the dense liquid-gas flows, in which the spray is not yet formed. Even though,
the area covered by this kind of turbulent liquid-gas flow is often less than a few diameters
away from injector nozzle, it is mandatory to address it, to link the inside injector flow to
the final spray. It is recognized, that DNS coupled with accurate ICM approaches, are very
valuable and accurate tools to describe this dense flow, as soon as the mesh resolution is
sufficient. This requires that the subgrid turbulent liquid flux could be neglected. It is also
important to recognize that in many practical applications, such level of mesh refinement
is not affordable and physical models, able to represent the subgrid liquid dispersion, are
expected. Since the work of Vallet and Borghi [147], the main lines of the so-called ELSA

model, have been designed for this purpose. The turbulent liquid-gas flow is the place in which
occurs strong density variation. The main hypothesis of the work of Vallet and Borghi, are
liquid dispersion, which is kind of turbulence plus spray size motion in the dense part by the
interface surface density (Σ̄).
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Following the original formulation of Vallet and Borghi, many works have been conducted
using Favre mass weighted averaging and filtering (see figure 6.1). The surface tension force
occurs only at the surface, and thus require a Dirac pick function representative of the
interface δ(x− xs). In addition, the discontinuity of the liquid volume fraction entrains the
discontinuity of density and viscosity, thus their derivatives also require generalized functions.
To keep the interface sharp, the profile of the discontinuous variables across the interface,
in particular the liquid volume fraction, has to remain a step profile. To compute this force,
and to apply the jump of any variable, the most accurate ICM-DNS code applies interface
reconstruction, along with dedicated high order numerical schemes. There are many successful
examples in the literature of these fully resolved approaches, combining ICM method with
DNS using mesh resolution high enough to compute all the flow scales, based on the curvature,
VOF-PLIC (piecewise-linear interface construction), VOF/level-set coupling for unstructured
and non-uniform meshes, octree meshes, among others [129, 130, 86] (Top-left/center in
figure 6.1). For instance, the ARCHER code [34], is based on coupled VOF-Level set method
for interface reconstruction, together with a ghost-fluid approach, to represent accurately
the discontinuity of variables such as density, pressure and viscosity at the interface. This
reconstruction process generally depends on the mesh geometry, hence difficult to reproduce
for body-fitted methods based on unstructured mesh, which are generally used to address
complex geometries. Notice that several proposals exist, for example in the open source
software: OpenFOAM® to improve this point, in particular the isoAdvector approach [131],
and the so-called interFoam [38].

On the other hand, following the modeling approach in this thesis, LES filtering framework
is used. As for instance, diffusive methods are designed to smear the interface over several
mesh cells, to recover a continuous behavior of any variable. It is important to emphasize
that the drift/slip behavior of the residual (unresolved) liquid flux, is not compatible with the
ICM method, since the former assumes the profile to be discontinuous, thus both approaches
can not coexist at the same place. For unresolved interface approach, the general two-phase
flow spray atomization model, originally develop by Vallet and Borghi [1] is used in this thesis
(explained in chapter 2). In this model, the boundary separating pure liquid and pure gas, is
considered as a mixing zone. Mass and volume formulation of the conservative variables (LVF
ᾱl, and interface surface density Σ̄), have been already validated against available experimental
and DNS data, under LES and RANS formalism, by using to that end, the so-called ESA

model [33, 89, 109, 116, 133] (Bottom-right/center in figure 3.2).

The present work completes these frameworks by considering Reynolds volume averaging
and filtering approach. This work has shown that the volume formulation can be used and
give comparatively as accurate results as the previous mass formulations, with respect to
available experimental data, despite the approximations done in both formulations. Indeed, a
mathematical formulation have been made, in which a two-phase flow decomposition is used
for unclosed density correlation terms (see appendix A). A benefit of the volume formulation, is
to keep the liquid volume fraction as a primary variable transported by the model, like in many
Interface Capturing Method (ICM) approaches, belonging to the VOF family. Accordingly,
a set of models is designed based on ELSA framework, for different levels of refinement. A
volume based formulation of ELSA approach, has been implemented using the OpenFOAM®

library, leading to the solver namely elsaFoam, that can be applied using both RANS and
LES turbulence model.

This solver considers a subgrid turbulent liquid flux, that depends on the local flow condition.
The important point is the incompatibility with ICM, that preserved a sharp interface represen-
tation. Thus, even when the interface is well resolved, the turbulent liquid flux vanishes, but
the numerical method, not designed to capture the interface, prevent to recover the accuracy
of ICM approaches. To solve this problem, two criteria for interface resolution quality (IRQ)
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Figure 6.1: Physical-modeling representation of atomization process in turbulent liquid-gas
flow. Transition from resolved interface to unresolved interface approach, namely ICM−ESA,
using LES framework (highlighted in red).

have been proposed, to determine dynamically if the subgrid turbulent liquid flux has to be
considered by switching off the ICM, or if the resolution of the interface is good enough to
neglect interface subgrid effect and then ICM is applied. The corresponding solver based
on the OpenFOAM® library has been called icmElsaFoam. Moreover, the original surface
density equation [1] has been extended for all developed formulations.

Furthermore, this approach has been compared to experimental data developed by the ECN [5]
research initiative, and related numerical simulations published in its workshops. In particular
experimental data from X-ray radiography measurements of non-evaporating Spray-A condition,
have been used. Like previous works based on mass filtering, a global agreement has been
obtained with respect to the available data, namely: liquid volume fraction, projected mass
density (PMD) and transverse integrated mass (TIM). In particular, even RANS formulation,
that can be very cheap in term on CPU consumption, while using axi-symmetry mesh, is able
to reproduce the global behavior of the injection. Nevertheless, to recover the actual dispersion
of the liquid, a real improvement can be obtained using LES formulation with both solvers
elsaFoam and icmElsaFoam. Accordingly, a 3D mesh with a high resolution in the injector
nozzle is required. It has been found, the turbulence inside the nozzle is mainly controlled by
the development of a turbulent boundary layer, starting from the internal nozzle cavity, that
develops until the end of the injector pipe. To capture this phenomenon, mesh refinement
along the injector nozzle wall, combined with an appropriate LES-WALE turbulence model has
been necessary. This turbulent boundary layer, interacts directly with the liquid-gas interface
at the exit of the injector, and then it initiates the atomization process. This phenomenon is
well captured only with ICM approaches. Nevertheless, further downstream as the atomization
process continues, the length scale of interface wrinkling decreases continuously, leading to
a numerical error in ICM approaches. By changing mesh resolution, it has been shown that
this numerical error is driving the liquid dispersion. This mesh dependency can be released by
considering residual or subgrid scale effects, thanks to the solver: icmElsaFoam. Thus, it is
better to use a physically-based model, using subgrid turbulent liquid flux, than to rely on
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numerical errors of ICM (if unresolved), to recover a mesh-independent results.

Finally, the detailed simulation is sensible enough to relate the liquid dispersion to the internal
flow inside the injector, mainly due to geometry uncertainties, meshing process, and numerical
model approximations, leading to noticeable modification of the liquid distribution, that finally
makes errors of few percents with respect to measured data. For the time being, it is not
easy to conclude which of these features are the most important, but the positive conclusion
is that the present models are sensible enough to detect these small changes.

Thus to go further, a particular numerical test was assessed, namely Air-blast atomizer test
case. For this second test case, the above solver icmElsaFoam was applied, to predict the
primary breakup of a single cylindrical liquid jet. The test case has been chosen for three main
reasons: (i) Experimental data are available, about the mean liquid volume fraction in the
primary atomization region; (ii) previous numerical studies [116] showed, on the same test
case, that RANS turbulence models were unsuitable, which required a strong modification
in the turbulence model to get appropriate results, hence prompted the use of LES models.
And finally (iii), liquid Reynolds and gas Weber numbers are less, compared with the previous
ECN Spray-A test case, hence more flow regions are expected to be resolved. It has been
found, in the near nozzle field, the ICM effectively captured the surface instabilities and liquid
structure detachments. A fine resolution was necessary in the near flow field. Nevertheless, in
the far field, the ELSA model was able to treat low volume fractions of the liquid that has
been atomized and dispersed. This particular test case showed the importance or resolved
interface approaches such as (ICM), when dealing with moderate liquid Reynolds and gas
Weber numbers. On the contrary, the ECN Spray-A test case, displayed highly turbulence flow
inside the nozzle that atomized rapidly the liquid. Therefore, the unresolved interface approach
such ESA was more suitable for this case. More importantly, the proposed multi-scale solver
ICM−ESA was able to dynamically adapt to those interface-subgrid based changes on both
test cases.

Another flow region that is characterized in liquid-gas flow is the dispersed flow approach,
to which extensive literature have been developed. The last part of this thesis is dedicated
to the coupling between the developed and validated multi-scale approach (ICM −ESA)
(see chapter 3), and the dispersed flow approach. The idea is to take advantage of the
well-established statistical description of the dispersed spray by Williams-Boltzmann equation
(WBE) developments, in regions in which dilute flow can be applied, in order to improve the
Eulerian field solved by the multi-scale approach. The present approach (ICM −ESA), is
meant to model liquid structures in the vicinity of the injector, but also the full atomization
process (from primary to dilute spray zone inclusive), by complementing the multi-scale
(ICM−ESA) field with a well-established disperse flow approach. Therefore, both multi-scale
and disperse flow approach, are computed by the same code at the same time.

The resulting novel approach, namely Hybrid Euler-Lagrange Spray Atomization (HELSA)
model, is based on the paradigm of simulating the full atomization process, beginning with the
modeling of liquid structures in the vicinity of the injector (dense flow region), until stochastic
droplets are fully formed (dilute flow region), thus the dispersed approach can be modeled by
WBE, solved in this thesis by a Lagrangian approach. A transition zone between the two flow
regions, was identified and described. The transition criterion is based, for instance, on the
level of dilution represented by the liquid volume fraction, that is computed everywhere in the
computational domain. This transition criteria determines the transition computational cells,
in which disperse flow approach will be applied. Even though the interface boundary is fixed,
it is to be recalled that this is not a property of the model, but just a specified condition while
using RANS formalism. Once the transition is set, the part of the computational domain that
is described by disperse flow approach (which contains also the multi-scale (ICM −ESA)
unused equations that are always computed on the whole domain) will be used to correct the
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Eulerian field in the multi-scale transport equations 3.1, defined in the previous chapter 3.
Finally, based on the Eulerian liquid volume fraction field, a threshold was established as αl ≤
1%, in which small liquid structured can be considered spherical droplets. Regarding droplet
velocity and diameter injection. Furthermore, thanks to the findings in chapter 4, in which is
demonstrated that the ELSA model without a dispersed approach, is unable to represent the
liquid dispersion in the dilute flow regime.

Three cases were set to model the droplet velocity injection at the transition: (1) based on the
averaged velocity in the liquid part U l, (2) the same velocity, U l, plus an additional term that
accounts for the modulation of a random velocity fluctuation based on the mixture turbulent
kinetic energy. Finally (3) includes a new approach , in which non-homogeneous injection
property in two-phase flow is presented. With regard to the droplet diameter injection, a Dirac
delta function was used for the moment i.e., the averaged Sauter Mean Diameter (SMD)
within the transition cell. Stochastic differential equation (SDE), based on Langevin equation,
were added to model the fluid velocity along the droplet path. This SDE, was shown to
improve, from the physical point of view, the robustness of the turbulent dispersion for the
droplet velocity undergoing Brownian motion. The one-way coupling between ICM−ESA

and WBE (Lagrange approach) has been presented and tested. Experimental, DNS data were
available for comparison purpose.

Firstly, the droplet velocity injection distribution, based on an additional fluctuating velocity
term (case 2), brought non-existent statistical influence, compared to cases without fluctuating
term (case 1). Even though the outer radial trend was captured by all droplet velocity injection
approaches, only the last approach (based on non-homogeneous turbulent injection properties)
was able to capture the rare droplets i.e., droplet with high radial velocity and inertia. This
droplet behavior is an indication of the turbulence memory feature, which is somehow lost
using RANS averaged equations.

From the theoretical development, in order to fulfill the requirement of V INCI Technologies.
Numerical simulations have been conducted to help to the design of real industrial injector.
Several test cases have been set up, however, only 2 are described in chapter 5 , because
they illustrate the new application suitability issued from ELSA development. The other 2

test cases are in the appendix B.1, and B.2. With regard to numerical simulation outside
of the FCC Injector, it is a complete different approach to the one developed in this thesis,
namely a full multiphase Euler-Euler approach. Additionally, even solid particles trajectory
were evaluated. The second test case, namely the water sprayer, this type of injector is more
in line to which was made in chapter 3. Indeed, due to the low Reynolds and Weber number,
it was solved by using 100 % Interface Capturing Approach (ICM). The reason is based on the
high viscosity flow inside the injector, which makes low Reynolds and Weber number. With
the application of ELSA, it has been possible to setup LES simulations that brought new
insight, especially with the FCC Injector design concept, and somehow confirm the choice
to be applicable to industry. Finally ESLA allows to address the liquid-gas premixing stage
inside the injectors, which corresponds to the dense part of the flow. Even if there is not
actual measurement to verify the validity of the model in this case. The robustness of the
model have been demonstrated through chapters 3 and 4.
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6.2 Perspectives

Perspectives of developments and applications for this dynamic methodology are presented.

• From the X-ray measurements previously reported in ECN Spray-A test case, liquid
volume fraction (LVF) profiles, and projected mass density (PMD), along with integrated
mas density (TIM) profiles were made available for comparison and validation purpose
for the aforementioned multi-scale approach, namely ICM−ESA. However, very recent
experimental data of X-ray diagnostics to the ECN Spray-D standard [241], using cold
conditions, enabled also the quantification of distributions of mass, phase interface
area, and droplet size in the near-nozzle region from 0.1 to 14 mm from the nozzle
exit. It is also true that the interface surface density Σ has not yet been assessed, using
the proposed multi-scale model (ICM−ESA) in this thesis. Very interesting findings
could be drawn for this comparison, especially in the dispersed flow region, in which
according to the experimental measurements [241], spray predictions suggests that
peaks in the interface area distribution may coincide with regions of finely atomized
droplets. Some possible HELSA application could be beneficial to compare as well, in
which the coupling approach of dispersed flow with the multi-scale method proposed in
this thesis, could be further assessed and improved.

• With regard to the Interface Resolution Quality sensor (IRQ), based on the curvature, it
was based on the curvature definition. The issue is based on the fact that the interface
capturing method (ICM), does not possess an explicit reconstruction of the interface.
Several alternatives can be evaluated. Firstly, a more accurate model to represent the
dense flow region in two-phase flow such as the coupling Level set (LS) with Volume of
fluid (VOF) approach, namely CLSVOF. In which interface tracking is performed by
LS, and mass conservation is ensured by VOF methods. Indeed, adding this feature to
the multi-scale ICM−ESA approach could bring a certain improvement regarding the
transition from resolved to unresolved interface approach.

• Secondly, a homogeneous isotropic turbulence DNS-based simulation, in which the real
interface curvature can be computed (by using an advantageous condition i.e., low
liquid Reynolds and gas Weber number outside of the nozzle [34]), could be used to
tuned the IRQ threshold value, and determine where interface fluctuations become
important. Consequently, the multi-scale approach (ICM-ESA) could benefit from those
DNS results for tunning purpose.

• Thirdly, Regarding the nozzle inflow of the ECN Spray-A, there are still some open
questions from experimental and numerical sides. Experimentally speaking, some issues
to measure the real nozzle geometry are still far from zero tolerance measure, based on
the actual measure scale used in the experimental equipments, for more information
regarding this limitations see [61, 67, 144]. Numerically speaking, inside nozzle conditions,
there is the needle motion, which has been previously evaluated [242], along with phase
change phenomena. Nevertheless, its effect on turbulence boundary layer development
inside the nozzle has not yet been investigated. Maybe a first attempt would be finding
favorable Reynolds numbers in which the turbulence boundary layer development would
be completely characterized, in order to have a properly liquid dispersion representation
outside of the nozzle.

• Unclosed density correlation terms in two-phase flow modeling, is always an issue
specially with high density ratios, whether Favre or Reynolds averaging is applied. Using
the Reynolds/Favre averaging/filtering for instance, there is no factual evidence of
turbulent liquid flux assumption based on the viscosity Boussinesq approximation, to
be valid in turbulent liquid-gas flow. On the other hand, by using Favre averaging, the
turbulent liquid flux contribution will be hidden [116, 33]. A new approach is proposed,
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in which a liquid-gas decomposition based on the liquid volume fraction is made, using
the Reynolds averaging formalism. Mathematical development is shown in appendix
A. Further modeling and numerical implementation in DNS of those mathematical
equations, would bring a better representation of turbulent liquid-gas interactions.

• To recall, ELSA approach is based on a homogeneous approach, meaning shortly that
the averaged mixture velocity can be modeled also by a single-fluid turbulence. Creation
of the two-phase flow turbulence i.e., one equation for the liquid and other for the gas,
has not yet been done. Liquid-gas interface wrinklings come mainly from the turbulence
either by (1) the incoming turbulence-generated field of wall-bounded flow due to inside
flow nozzle, or (2) the shear stresses between the phase at the interface. Therefore,
how the liquid and gas turbulent kinetic energy play their role in the interface wrinkling,
is still an open question. Firstly, a mathematical development of this two-phase flow
turbulence, in which exist one turbulence equation for each phase, would be encouraging.
Secondly, after developed how each turbulent kinetic energy behave on each phase
respectively, specially near the liquid-gas interface, it is therefore necessary to see also
how the interaction is to each other, from the liquid turbulent kinetic energy to gas
turbulent kinetic energy and vice-versa.

• In the Bosch injector test case, actually we are focusing in trying to capture the rare
events, to take advantages on the dispersed flow approach, but finally is not very suitable
case to test the dispersed flow, because one need to extend the domain to see really the
behavior of dilute flow approach in droplets, and that would be costly (computational
speaking), so a better test case would be the air-blast atomizer (chapter 3). This test
case presents high momentum and mass flux ratio, which generates dispersed flow in
a shorter distance from the nozzle than the Bosch injector test case. But the initial
selection of the Bosch injector was due to the available experimental data regarding
the droplets velocity ligaments. Experimental speaking, there are the high-speed X-ray
imaging flow visualization and Phase Doppler Particle Analysis, in which both are equally
applicable to the air-blast atomizer test case. Using these techniques, droplet diameter
and velocity can be extracted [243]. They found that at really high momentum flux
ratio is ≈ 200 there is a liquid crow-shaped at the nozzle exit, droplet breakup process
occur in the vicinity of nozzle exit, and that even some bubbles were able to enter into
the liquid nozzle. Indeed, this numerical test case, would be a challenging approach
for ELSA. Consequently, dispersed flow regime might be better suitable studied in
gas-assisted atomizer, as the one already studied in the second part of chapter 3.

• With regard to the dispersed flow analyzed in chapter 4, the liquid-gas transition boundary,
between the multi-scale and dispersed flow approach, was fixed in time and space, due to
averaged procedure by using the RANS framework. A LES simulation, would be better
suitable to represent the actual displacement in time of the liquid-gas transition boundary.
More importantly, the large-scale vortex motion will directly influence droplet motion
properly [244]. Additionally, research in the area of droplet breakup, effect of droplet
motion on Eulerian turbulence field, are also quite extensive in the literature. Coupling
those approaches to the hybrid Euler-Lagrange Spray Atomization (HELSA) model,
interesting findings can then be drawn for such assessments. Finally, little is known about
droplet size distribution at the transition boundary when simulating the full atomization
spray process. Recent work [158] however, deduced a surface curvature distribution,
based on Gauss and mean curvature, which both being defined everywhere from the
liquid jet until the dilute zone, in order to have a curvature evolution. Nevertheless, this
procedure is still in its early development stage.

• Regarding the two numerical test cases for industrial application, firstly, the actual
oil properties were not accurately represented in this thesis, in special the possible
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oil-sticky behavior at the internal FCC Injector walls. High viscosity flow and possible
non-Newtonian behavior observed in atomized liquid [245], would certainly draw some
new findings on the oil-steam thermal-fluid-dynamic behavior inside the injector. More
importantly, how the atomization process is affected by this fluid flow properties, specially
within the feed atomization zone inside the FCC Riser (in which another approach has
to be used, for instance the Euler-Euler approach or the so-called Granular flow), would
be appraised.
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Chap. A | Two-phase decomposition:
Density correlation issue

Either averaging/filtering the equations by RANS and LES approaches, both methods have
to deal with density-based correlations. There are two ways to handle this problem, namely
Reynolds or Favre averaging/filtering. Both approaches lead to modeling problems that are
not yet completely solved. Using Reynolds averaging/filtering, introduces correlation for which
no models have been established yet, for turbulent liquid-gas flow. Thus, these unclosed
correlation are generally not considered or consider being part of Reynolds stress and turbulent
liquid flux final model [78]. Regarding the Favre approach, it has been widely employed in
single phase flow with variable density, hence it can be applied for two-phase flow, by using
the ELSA approach philosophy, previously explained [1]. Nonetheless, any Favre-averaged
variable is pondered by the density. This mathematical development tries to handle this density
correlation issues by means of two-phase flow decomposition.

A.1 Two-phase flow filtering

Here, Reynolds averaging/filtering formulation together with liquid volume fraction (volume
formulation) field, instead of liquid mass fraction (mass formulation) is considered. This
formulation is consider to be clearer by letting apparent the unclosed density correlation terms
even if further efforts to define appropriate models still require future work. Applying the
Reynolds averaging technique for incompressible flow to equations 3.1, and 2.7:







∇·Ū = 0 ,

∂ρU

∂t
+∇·

(

ρUU
)

=−∇p+∇· (ρν(∇U +∇UT ))+ ¯f b +τρ ,

∂ᾱl

∂t
+∇· (Uαl)= 0 .

(A.1)

To evaluate properly these averaged terms, it is necessary first to examine the consequences of
turbulent fluctuations for the mean flow equations for constant phase density. By summarizing
the rules which govern time averages of fluctuating properties, e.g. a = ā+a′ and b = b̄+b′,
and their derivatives and integrals, the following expression is obtained [110]:

∇· (ab)=∇· (ab)=∇· (āb̄)+∇· (a′b′) . (A.2)
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where a and b can represent any fluctuating vector or scalar quantity. Now applying equation
A.2 to the averaged LVF equation A.1, and similarly to the gas volume fraction:







∂ᾱl

∂t
+∇· (Ūᾱl)=−∇·Rαl

=−∇· (Uαl −Ūᾱl)=−∇· [ᾱl(Ū |l −Ū)] ,

∂ᾱg

∂t
+∇· (Ūᾱg)=−∇·Rαg

=−∇· (Uαg −Ūᾱg)=∇· [ᾱl(Ū |l −Ū)] .

(A.3)

On RHS of αl equation A.3, Rαl
is the turbulent liquid flux that represents the transport of

the liquid volume fraction induced by velocity fluctuations, and is related to the unresolved
part of the velocity that is known to produce additional diffusion. This formulation is only valid
in the absence of slip velocity between phases. Additionally, it has been proven [33, 78, 50]
that even with this single flow approach it is possible to recover the different mean liquid and
gas velocities Ū |l, and Ū |g, respectively by means of a drift flux model. The interested reader
is then referred to [78] where a so-called, second order closure is developed. Thus, a relation
between liquid and gas turbulent flux can be made:

Rαl
=−Rαg

. (A.4)

A.2 Liquid-gas decomposition: First approach

Thereupon, if the previous expression A.2 is used for the momentum equation in A.1, unclosed
correlation terms will arise with the density, therefore, the Favre average becomes appealing,
however, this approach somehow would hide the contribution of the key term in two-phase
flow, namely the turbulent liquid flux. Instead, a liquid-gas decomposition based on the liquid
volume fraction is applied. Leading to the following formulation of the Reynolds-averaged
transient term in the momentum equation in A.1:







∂ρU

∂t
=

∂(ρlᾱlŪ |l +ρgᾱgŪ |g)

∂t
,

=
∂(ρlᾱlŪ +ρlᾱl(Ū |l −Ū))

∂t
+
∂(ρgᾱgŪ −ρgᾱl(Ū |l −Ū))

∂t
,

=
∂ρ̄Ū

∂t
+
∂[Rαl

(ρl −ρg)]

∂t
.

(A.5)

where the mixture density follows also a liquid-gas decomposition: ρ̄ = ρlᾱl +ρgᾱg, with
constant gas and liquid density, ρg and ρl, respectively. Moreover, the above approach can
be also applied to the Reynolds-averaged convective term in momentum equation in A.1:







∇· (ρUU) =∇· (ρlᾱlUU |l +ρgᾱgUU |g)

=∇· [ρlᾱl(Ū |lŪ |l +Ru|l)+ρgᾱg(Ū |gŪ |g +Ru|g)]

=∇· (ρlᾱlŪ |lŪ |l +ρgᾱgŪ |gŪ |g)+∇· (ρlᾱlRu|l +ρgᾱgRu|g)
︸ ︷︷ ︸

Reynolds Stress

.

(A.6)

The term Ru|l, and Ru|g are the so-called liquid and gas Reynolds stress tensor, respectively.
The normal stresses involve the respective variances of the x-, y- and z-velocity fluctuations.
They are always non-zero because they contain squared velocity fluctuations. The shear
stresses contain second moments associated with correlations between different velocity
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components [110].The Reynolds stress highlighted in equation A.6 can be studied assuming a
first order closure [33]:







∇· (ρlᾱlRu|l +ρgᾱgRu|g)
︸ ︷︷ ︸

Reynolds Stress

=∇· [ρlᾱl ν̄t|l(∇Ū |l +∇(Ū |l)T )]+

+∇· [ρgᾱgν̄t|g(∇Ū |g +∇(Ū |g)T )] .

(A.7)

Nevertheless, if the liquid and gas turbulent viscosity are assumed to be the same: ν̄t|g ≈ ν̄t|l
≈ νt, then:

∇· (ρlᾱlRu|l +ρgᾱgRu|g)
︸ ︷︷ ︸

Reynolds Stress

=−∇· [ρ̄νt(∇Ū +∇(Ū)T )] (A.8)

Now, applying some mathematics to the term on the left of the Reynolds stress in equation
A.6:







∇· (ρlᾱlŪ |lŪ |l +ρgᾱgŪ |gŪ |g) =∇· (ρlᾱlŪ |lŪ |l +ρlᾱlŪŪ −ρlᾱlŪŪ)+

+∇· (ρgᾱgŪ |gŪ |g +ρgᾱgŪŪ −ρgᾱgŪŪ)

=∇· [ρlᾱl(Ū |lŪ |l −ŪŪ)+ρlᾱlŪŪ]+

+∇· [ρgᾱg(Ū |gŪ |g −ŪŪ)+ρgᾱgŪŪ] .

(A.9)

Now replacing Ū |l, and Ū |g for their respective liquid and gas turbulent flux defined in
equations A.3, and A.4, and reordering the terms, it reads:







∇· (ρlᾱlŪ |lŪ |l +ρgᾱgŪ |gŪ |g) =∇· (ρ̄ŪŪ)+∇·
[

Rαl
Rαl

(
ρl

ᾱl

+
ρ̄g

αg

)]

+

+∇· [(ρl −ρg)(Rαl
Ū +ŪRαl

)] .

(A.10)

Finally, the Reynolds-averaged convective term in equation A.6, is reconstructed based on
the equations A.8, and A.10. Thus, the convective term in the momentum equation reads:







∇· (ρUU) =∇· (ρ̄ŪŪ)−∇· [ρ̄νt(∇Ū +∇(Ū)T )]+

+∇·
[

Rαl
Rαl

(
ρl

ᾱl

+
ρ̄g

αg

)]

+∇· [(ρl −ρg)(Rαl
Ū +ŪRαl

)]

︸ ︷︷ ︸

Additional terms

. (A.11)

A.3 Liquid-gas decomposition: Second approach

The additional terms highlighted in equation A.11 come from the liquid-gas decomposition.
Nonetheless, a second approach of the convective term in the momentum equation A.1 using
the same phase decomposition can be applied after a simple mathematical passage:

∇· (ρUU)=∇· (ρUŪ)+∇· (ρUU −ρUŪ) . (A.12)
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The second term in equation A.12 is replaced by the proposed formulations A.11, and A.5,
respectively. Afterwards, some reordering of the terms was made to finally show the second
and preferred form of the convective term in the momentum equation A.1:







∇· (ρUU) =∇· (ρUŪ)−∇· [ρ̄νt(∇Ū +∇(Ū)T )]+

+∇·
[

Rαl
Rαl

(
ρl

ᾱl
+ ρ̄g

αg

)]

+∇· [(ρl −ρg)ŪRαl
] .

(A.13)

There are left two terms in the momentum equation in A.1, namely, the pressure gradient
and the stress tensor. The former, is directly obtained from Reynolds averaging, i.e. Favre
averaging is not required:

∇p =∇p̄ . (A.14)

On the other hand, a liquid-gas decomposition to the stress tensor in equation A.1 leads to
the following formulation:







∇· (ρν(∇U +∇U t)) =∇· [ρlᾱlνl(∇Ū |l +∇(Ū |l)T )]+

+∇· [ρgᾱgνg(∇Ū |g +∇(Ū |g)T )] .
(A.15)

Once again, replacing Ū |l, and Ū |g for their respective liquid and gas turbulent flux defined
in equations A.3, and A.4, and reordering the terms, the laminar stress tensor in equation
A.15 reads:







∇· (ρν(∇U +∇UT )) =∇· [ρν(∇Ū +∇Ū
T

)]+

+∇· [(ρlνl −ρgνg)(∇Rαl
+∇RT

αl
)]−

−∇·
[

(2Rαl
∇ᾱl)

(
ρlνl

ᾱl
+ ρgνg

ᾱg

)]

.

(A.16)

Ultimately, the liquid-gas decomposition allows to write the momentum equation using
Reynolds averaging with all density related correlations expressed in term of the Reynolds
stress and the turbulent liquid flux. After some rearrangement to point out the inner turbulent
liquid flux equation, the following expression of the momentum equation is displayed:







∂ρ̄Ū

∂t
+∇· (ρUŪ) =∇· [ρνe f f (∇Ū +∇(Ū)T )]−∇·

[

Rαl
Rαl

(
ρl

ᾱl

+
ρg

ᾱg

)]

−(ρl −ρg)

[
∂Rαl

∂t
+∇· (ŪRαl

)

]

︸ ︷︷ ︸

Turb. Liq. Flux. Eqn

−∇p̄+

+∇· [(ρlνl −ρgνg)(∇Rαl
+∇RT

αl
)]−

−2∇·
[(

ρlνl

ᾱl
+ ρgνg

ᾱg

)

(Rαl
∇ᾱl)

]

.

(A.17)
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It is true that no simulations were performed outside of the FCC injector. Indeed, at the
beginning of this thesis it was planned to develop such applications, however, by the third and
final year of PhD, it was decided to study instead another industrial application of interest.
This application is actually the water sprayer, which corresponds to the second part of chapter
5. What it nice about the FCC Riser simulation, is that it is a complete different approach to
the one developed in this thesis, namely a full multiphase Euler-Euler approach. The below
equations and results represent the first attempts in this direction. It is to be remark, that
these results are not yet conclusive and more research in this topic has to be made.

B.1 FCC Injector modeling:"Outlet-Riser" part

On this part of the injector called the outlet, see figure 5.3 in chapter 5, is basically the
third and final part of the FCC Injector study, and the objectives previously stated that the
feed injection system and the design of the riser should produce the most uniform cracking
environment possible. Therefore, oil needs to be atomized into small droplets with a narrow
size distribution since small droplets vaporize more quickly than larger ones. And the feed
also needs sufficient momentum to effectively penetrate the flowing catalyst without causing
erosion of the riser wall. [10]. Nevertheless, a deeper understanding of what is going on
inside FCC Risers would be advantageous to design FCC Injectors accordingly. For instance,
investigations of concurrent injected water into high-density riser demonstrated the spray cone
opening angle dependency on the axial feed extent, and a limited feed radial development
[246]. Moreover, FCC Riser can be usually considered as dense gas-solid flow device at
the feed injection level with 20-30% of solid volume fraction [247]. Therefore, questions
such as how the liquid penetrate and distribute inside the dense fluidized bed reactor have
been experimentally answered. Liquid atomization is suppressed by the high solid volume
concentration, and the jet come in contact with the solids just at the nozzle exit, and no
droplets are formed [247].

B.1.1 General conservation equations

Based on the statements above, a 25% solid volume fraction FCC Riser validation test case
has been used to validate the model specially at the feedstock injection zone [248]. This
type of simulation requires an Euler-Euler approach, meaning a completely set of equations
needs to be formulated. The Euler-Euler approach consists of one continuity and momentum
equation for each phase and one (1) species equation.







∂(αgρg)

∂t
+∇· (αgρgUg)= 0

∂(αsρs)

∂t
+∇· (αsρsUs)= 0

(B.1)
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





∂(αgρgUg)

∂t
+∇· (αgρgUgUg)=−αg∇p+∇·Tg +αgρg g+β(ug −us)

∂(αsρsUs)

∂t
+∇· (αsρsUsUs)=−αs∇p−∇ps +∇·Ts +αsρs g+β(ug −us)

(B.2)

∂(αgρg yi)

∂t
+∇· (αgρg yiUg −αgρgDl g∇yi)= 0 (B.3)

The set of equation B.1 represents the continuity equations for gas and solid phases. Momen-
tum equations of gas and solid phases are displayed by equation B.2 with the shear-strain
tensor for the solid phase, Ts, and solid pressure, ps, being solved by Kinetic Granular Theory
[105]. The last equation B.3, is the species transport equation of the gas phase which include
the liquid part, yi, coming from the FCC Injectors in form of a mixing of gas and atomized
liquid.

B.1.2 Numerical model and flow conditions

Normally this kind of simulation, such as FCC riser, as explained before in the theoretical
part, involves different physics which makes the simulation cumbersome even by using
supercomputers. To avoid any unnecessary complications and delay in the results, a 2D case
was modeled. This above approach along with the equations B.1, B.2, and B.3 were then
used in the following 2D geometrical configuration:

Figure B.1: Riser geometry, boundary conditions and mesh.

The length of the domain about two (2) meters with 0.186 meters of diameter, as well as
the fluid and flow properties as used in previous experimental setup [248]. The fluid and flow
properties are shown in the table B.1 below. It is to be noted that the solid volume fraction
in this case is quite high, 0.25, as encountered in many FCC applications.

Table B.1: Summary of fluid and flow properties

Particle diameter dp, [m] 6.5e-05
Particle density ρp, [kg/m3] 1310
Gas density at inlet ρg, [kg/m3] 1.225
Gas viscosity at inlet µg, [Pa.s] 1.782e-05
Solid volume fraction at inlet αs,inlet 0.25
Superficial gas velocity at the bottom Ug, [m/s] 3.28

The simulation is run with laminar flow based on the assumptions that the solid volume
fraction is high enough to dampen any velocity fluctuation. In the validation test case, both
gases coming from the bottom of the riser and the feed spray are air with the same properties.
The first part of the FCC Riser simulation process consists of validating the model to which
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B.2 Static Mixer numerical test case

With regard to the static mixer, this type of injector is more in line to which was made in
chapter 3. Indeed, due to the low Reynolds and Weber number, it was solved by using 100 %

Interface Capturing Approach (ICM). The reason is based on the high viscosity flow inside
the injector, which makes low Reynolds and Weber number. It is to be recalled, that these
simulation was not in the objectives of the thesis, and the numerical simulation is far from
conclusive. However, it was interesting from the industrial point of view, since served as a
small answer to V INCI Technologies request. Additionally, it was an especial case, in which
ELSA approach is not suitable at all.

A static mixer or motionless mixer is a device inserted into a pipe with the objective of
manipulating fluid streams to divide, recombine, accelerate/decelerate, spread, swirl or form
layers as they pass through the mixer [249]. Since there are no moving parts, the production
and manufacture costs are low as well as the pressure drop and maintenance. Normally the
energy for the mixing is available in the form of pressure. Hence, pressure drop often serves
as a basis for selecting the appropriate static mixer. There are several types of static mixers
depending on the particular application. Just to name a few, they vary from typical designs
consisting of plates, baffles or helical elements to geometric grids positioned at precise angles
to direct flow and increase turbulence.

Normally for liquid-liquid mixing, for example, the measure of uniformity or mixedness most
often used is the radial variation coefficient (CoV). Imagine two individual streams, Part A
and Part B, entering a static mixer in equal amounts: each component occupies two distinct
areas as viewed from the cross-section of the pipe. As the materials move through each mixer
element, the areas occupied by each component become more and more intermingled. The
proportion of Part A and Part B stays the same at all times but each component becomes
more evenly distributed throughout the pipe’s cross-section [249].

When it comes about the sizing, in many cases, the diameter of the static mixer is the same
size as the process pipeline. The number of elements depends on the degree of mixing required
which can be estimated based on flow rate, viscosity, density and percentage of the most
minor component. Increasing the number of elements improves mixing efficiency but also
leads to a higher pressure loss. Experimentally speaking, high viscosity fluids with low flow rate
require cost-prohibitive helical elements not suitable for pipelines that are limited in space.

The heart of a static mixer is the fixed, geometrically shaped elements that mix the product
flowing through them with the help of kinetic energy only. Whereas low-viscosity media are
normally mixed by flow induced convection and vortex formation (Re > 2300), under laminar
flow conditions homogenization has to be achieved by actively separating and recombining the
media (i.e. by turning it over), selective radial displacement and shear forces [250]. In many
cases, the type and number of mixer elements are chosen so as to affect the best mixing
possible without exceeding a maximum allowable pressure drop.

B.2.1 Model description

Generally, static mixers are utilized either for blending or dispersion liquid in gas or gas in liquid.
From the turbulent scale point of view, there are also laminar and turbulent flow regimes.
Therefore the need to define the regimes based on fluid and flow properties. Figure B.3 shows
the Static Mixer boundary conditions where oil and liquid are mixed after the vertical white
line, and the vertical-planar baffles are highlighted in the figure.
The table B.2 presents a fluid properties summary and the static mixer dimensions. Hence,
several flow properties can be calculated, such as, Reynolds number, viscosity ratio, Weber
number, capillary number, among others.
This last term, capillary number, is used of the dispersion of droplets as a function of the
viscosity ratio, and is defined as the ratio of the Weber number to the Reynolds number. It
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broken up successively. Mainly due to high oil viscosity and high gas momentum compared to
the oil momentum at the inlet. Secondly, oil tends to stick a the walls, meanwhile gas tends
to flow in the center, this is mainly based on the density difference. While doing the swirl, the
heaviest fluid tend to go to the outer part of pipe driven by centrifugal forces, and on the
other hand, the lighter fluid remains in the center pipe stream. This behavior will produce
high pressure drops since the high viscosity oil will be frictioning at the walls.

Figure B.8: Oil volume fraction distribution within static mixer (left). Zoomed up flow
streamlines between four (4) baffles colored by oil volume fraction (right).

In figure B.8 on the right, a zoomed up view between 4 baffles is indicated. Red vectors
represent the oil which presents proximity with the walls, and blue vectors are the gas with
predominant flow tendency within pipe center. There are also, as expected, vortexes developed
in baffles vicinity. These vortexes might help detaching the oil from the walls, however to do
so, more baffles are needed and then the pressure drops will be increased.
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