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Abstract

The objectives of the thesis are to study the fluid transport and heat transfer in micro and

nano-scale pores. Both experiments and simulations revealed evidence of an enhancement

of flow-rate, originated from slip velocity at the solid boundary. On the other hand, the

finite thermal resistance at the fluid-solid interface is responsible for the temperature difference

between the two phases. These two interface phenomena can have a considerable impact on

the permeability and thermal diffusivity of porous media constituted of micro and nano-pores.

This contribution focuses on studying the following three issues. First, we examine the slip

effects of liquids confined in graphene channel using Green Kubo formalism and Molecular

Dynamics method. It is shown that when the solid surface is subject to mechanical uniaxial

strain, the friction exhibits anisotropy due to the modification of the potential energy and

the dynamics of the fluid molecules. The molecular shapes also play an important factor on

the friction discrepancies between two principal directions. The quantification of both effects

is addressed. Second, we investigate the rarefied gas regime. In this case, the velocity slip

and temperature jump are governed by the collisions between the gas and the solid boundary.

Those effects can be determined via the study of scattering kernel and its construction from

MD simulation data. To this end, different methods based on statistical learning techniques

have been proposed including the nonparametric (NP) kernel and Gaussian mixture (GM)

kernel. Finally, the finite element method is used to compute the permeability and the thermal

diffusivity of porous media under the influence of the interface effects.
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Résumé

Les objectifs de la thèse sont d’étudier le transport de fluide et le transfert de chaleur dans

les pores micro et nanométriques. Les expériences et les simulations ont révélé des preuves

de l’augmentation du flux provoquée par la vitesse de glissement à la paroi solide. D’autre

part, la résistance thermique finie à l’interface fluide-solide est responsable de la différence

de température des deux phases. Ces deux phénomènes d’interface peuvent avoir un impact

considérable sur la perméabilité et la diffusivité thermique des milieux poreux constitués de

micro et nanopores. La contribution se concentre sur l’étude des trois problème suivants.

Premièrement, nous examinons les effets de glissement des liquides confinés dans un canal de

graphène en utilisant le formalisme de Green Kubo et la méthode de la dynamique moléculaire.

On montre que lorsque la surface solide est soumise à une contrainte mécanique uniaxiale, la

friction présente une anisotropie due à la modification de l’énergie potentielle et de la dynamique

des molécules composant le fluide. Les formes moléculaires jouent également un rôle important

sur les écarts de frottement entre les deux directions principales. Deuxièmement, nous étudions

le régime des gaz raréfiés. Dans ce cas, la vitesse de glissement et le saut de température

sont régis par les collisions entre les atomes de gaz et la paroi solide. Ces effets peuvent être

déterminés à l’aide d’un modele statistique qui peut être construit à partir des vitesses incidente

et réfléchie des molécules de gaz. A cette fin, différentes méthodes basées sur des techniques

d’apprentissage statistique ont été proposées. Enfin, la méthode des éléments finis est utilisée

pour calculer la perméabilité et la diffusivité thermique des milieux poreux sous l’influence des

effets d’interface.
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Introduction

Fossil fuels are the main energy supply worldwide today, accounting for more than 80% of the

total. In Asia-Pacific where there are many developing countries coal is still the main energy

source. Although in Europe, the renewable energy has been set an objective of 20% of renew-

able energy in the total energy consumption in 2020, in the foreseeable future, hydrocarbons

fuel (coal, oil, natural gas) will still be the main source of human energy.

According to the report of the International Panel on Climate Change (IPCC), emissions of

CO2 from fossil fuel combustion and industrial processes contributed about 78% of the total

greenhouse gas (GHG) emissions increase from 1970 to 2010, with a similar percentage contri-

bution for the increase during the period 2000 to 2010. Without additional efforts to reduce

GHG emissions, global emissions growth is expected to increase. Global mean surface temper-

ature increases in 2100 in baseline scenarios those without additional mitigation range from

3.7 ◦C to 4.8 ◦C above the average for 1850–1900 for a median climate response. They range

from 2.5 ◦C to 7.8 ◦C when including climate uncertainty. In 2005, 195 members of the United

Nations Framework Convention on Climate Change (UNFCCC) have signed the climate agree-

ment in Paris. The agreement aims the long-term goal of keeping the increase in global average

temperature to well below 2 ◦C above pre-industrial levels.

There are multiple mitigation pathways in meeting the dual challenge of supplying the energy

the world needs to grow and prosper, while also reducing carbon emissions. In the petroleum

industry, there is an enhanced oil recovery (EOR) technology, that injects CO2 underground

and increases oil or methane production. This technology has four advantageous: 1. it se-

questers a greenhouse gas (CO2), 2. it releases energy via an exothermic reaction, 3. it retains

the mechanical stability of the hydrate reservoir, 4. produced water can be used to form the

emulsion and recycled into the reservoir thus eliminating a disposal problem in arctic settings.

In the extraction of non-conventional energy such as shale gas, the natural gas is often found in

the micro even nanopores of rock. The rocks involved in this context have very low permeabil-
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ities. The porous materials with low permeability are characterized by the presence of pores of

very small size, of the order of micrometer even nanometer.

Another area involving nanofluidics is nanomaterial industry, which has recently grown con-

siderably. These nanomaterials are developed for various applications, such as fuel cells, de-

salination membrane technology. The porous materials involved in this context have very low

permeabilities. Due to the microporosity, the specific surface of these materials is very large,

and the behaviors at the fluid-solid interface, e.g velocity slip and temperature jump, can have

a significant effect on the transport properties of the fluid in micro nanochannels and in micro,

nanoporous materials. So whether it is the calculation of natural gas production or the estima-

tion of the escape of CO2 from a long-term perspective or the diffusivity of fluids in nanodevices,

we need to understand how the gas migrate from molecular scale to the meso/macroscopic scale.

The objectives of the thesis are to study the physical mechanisms of slip/jump conditions

of fluid flows at the micro/nanoscale and their influences on the effective transport properties

at the pore scale. While the interface phenomena in dense fluids are governed by the permanent

fluid layers parallel to the wall, the slip/jump effects in gas are related to independent collisions.

These two distinct features result in two different ways of modeling and simulation. This work

establishes multi-scale framework to study the problem from molecular scale to the pore scale

and develops the computation tools to address these issues. The contributions of the present

thesis are organized in chapters which are separate published/unpublished papers devoted to

the subjects and will be detailed in the following.
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the vertical position of He. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98



xxii LIST OF FIGURES

4.7 Au10 cluster. The Au-Au distance is fixed to 2.8836 Å. The central red point
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Chapter 1

Context and literature review

1.1 Boundary conditions at the fluid-solid interface

Due to the microporosity, the specific surface of these materials is very large, and the behaviors

at the fluid-solid interface, e.g velocity slip and temperature jump, can have significant effect

on the transport properties of fluid in micro nanochannels and in micro nanoporous materials.

In 1860, Helmholtz and Piotrowski [60] firstly reported the slip phenomena between a moving

viscous fluid and a solid. The slip and jump conditions can be modeled using two following

quantities: the slip length Ls and the jump length Lt, as illustrated in Fig. 1.1.

The slip length Ls is the extended distance beyond the surface where the velocity is differ-

ent on two sides of the interface. In 1823, Navier proposed the linear slip model and for a

Figure 1.1: Velocity slip (left) and temperature jump (right) conditions at the boundary.

1
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Newtonian fluid, it reads

vs = Ls
∂v

∂n

∣∣∣∣
w

τ = µ
∂v

∂n

∣∣∣∣
w

(1.1)

where, vs is the slip velocity, τ the tangential stress vector, µ the viscosity, n the normal unit

vector to the wall surface (denoted as w). The friction coefficient, β1, is a coefficient which

characterize the frictional property of the fluid-solid interface. Its definition and the relationship

with Ls can be written as:

τ = β1vs, Ls =
µ

β1

(1.2)

Similarly, a characteristic length Lt is used to formulate the jump condition at the solid-fluid

interface. The temperature difference between the two phases T − Tw can be evaluated by the

formula

T − Tw = Lt
∂T

∂n

∣∣∣∣
w

, (1.3)

where, the temperature gradient ∂T
∂n
|w is calculated in the fluid phase adjacent to the wall. An-

other important interfacial thermal coefficient is the Kapitza coefficient β2, which is a measure

of the interface’s resistance (conductance) to the thermal flow

qn = −β2(T − Tw), Lt =
k

β2

, (1.4)

where qn is the normal heat flux at the interface, k is the conductivity of fluid.

Those interfacial parameters depend strongly on the interaction between the fluid and the

solid boundary at the molecular scale. Numerous factors can affect the slip and jump param-

eters, for example the atomic potential, the temperature, the density, the surface roughness,
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the adsorption, the shear rates, etc. In this work, we separately study two distinct fluid phases

whose behaviors at the surface are fundamentally different. While in liquid state, it strongly

depends on the wetting layers adjacent to the wall, in gaseous state, the gas collisions govern

the interface phenomena. As a result, each flow regime is associated to different theoretical

considerations, modelings, and simulation methods which will be described as follows.

1.1.1 Confined liquids in carbon nanochannels

It is reported by numerous works that the liquid flows at the nanoscale are different from those

at the macro-scale [62, 67, 90, 158]. In the study of Kannam et al. [69], the authors reviewed

the progress of research on water in carbon nanochannels from 2004 to 2012, and find that the

flow enhancement results differ by 1 to 5 orders of magnitude compared to the classical no-slip

flow predictions. In 2016, Secchi et al. [116] use carbon nanotubes (CNTs) to inject water

into a surrounding fluid, and then they accurately measured the slip velocity in the CNTs.

They found that when the radius of CNTs ranges from about 10 to 50 nm, the slip length

ranges from about 300 to 30 nm. It is noted that the slip length can be determined from

equilibrium Molecular Dynamics (EMD) [19, 20, 76] or non-equilibrium Molecular Dynamics

(NEMD) simulations. In the study of Falk et al. [45], the authors used MD simulations to

find that the water-carbon friction in CNTs is sensitive to the curvature, and when the di-

ameter of the CNT goes below a threshold the friction is vanishing i.e. unmeasurable. In a

later study, they found that this low friction property can be extended to alcohols, alkanes and

octamethylcyclotetrasiloxane (OMCTS) fluids. For some sphere or sphere-like molecules like

Ar and CH4, this low friction phenomenon is also remarkable. In the Ref. [70], the authors

used both equilibrium and non-equilibrium MD to simulate the Ar and CH4 fluids confined

in graphene nanochannels. They report that the flow rates are an order of magnitude higher

compared to the classical hydrodynamic no-slip boundary condition predictions. They found

that the curvature of CNTs can change the interfacial commensurates, affecting considerably

the friction coefficient. In another work, Xiong et al. [160] also reported that when the water is
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confined in a graphene nanochannel, the strain of the graphene wall can also change the surface

friction.

In terms of the temperature jump, in 1898, Smoluchowski [124] firstly used experiments to

verify the existence of a temperature jump through the measurements of air and hydrogen

heat conduction between two surfaces at different temperatures. In 1941, Kapitza [71] per-

formed the measurement of the temperature drop at a liquid (helium)-solid interface. Due to

its superfluid nature, when helium is below 2.17 K, the thermal conductivity is extremely high.

The author used this property to successfully measure the temperature jump at the interface.

Afterward, people also call the thermal resistance coefficient as Kapitza coefficient. In Ref.

[132], the authors reviewed the previous study of helium-solid Kapitza resistance and indicated

that Kapitza resistance is caused by a combination of mechanisms such as the effects of the

helium boundary layer, and of imperfections in or near the interface. Nowadays, MD methods

become an important tool to study the heat resistance at the atomic scale. The object of recent

studies has expanded from helium at ultra-low temperatures to polyatomic molecular liquids

at room temperature [120, 162]. In Ref. [122], the authors thoroughly reviewed the previous

experimental and simulation results concerning temperature jumps.

Nevertheless, simulation results of slip/jump documented in literature remain scattered and

significantly different from experiments, and the understanding of the interface physics at the

nanoscale is still far from complete. In the first part of this work, the friction and slip effects

of confined liquids in graphene nanochannels are investigated in chapter 2. In particular, we

study how the friction changes with the directions depending the surface strain and how it is

affected by the molecular shapes.
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Figure 1.2: Classification of the gas flow regimes and governing equations over the range of
Knudsen numbers [166]

1.1.2 Gas flows regimes and collision models

Unlike dense liquids where the fluid-fluid and the fluid-solid interactions are time continuous at

the atomic scale, the interaction in dilute gas are distinguished by discrete collision events. The

distance traveled between the collisions are called the (mean) free path λ, which is an intrinsic

length scale of the fluid. Depending on the Knudsen number, Kn, that is the ratio between the

mean free path λ and the characteristic length H of the channel,

Kn =
λ

H
, λ =

1√
2πσ2

, (1.5)

different flow regimes can be identified. In 1960, Schaaf and Chambre proposed the classifica-

tion of rarefied gas flows as shown in Fig. 1.2.

Generally, the fluid flow can be divided into four regimes according to the Knudsen number as

follows:

1. Kn < 10−2: the continuum regime. The Navier-Stokes and energy equations, and no-slip/no-

jump boundary conditions are used.

2. 10−2 ≤ Kn < 10−1: the slip regime. The non-equilibrium effects dominate near the walls.

The Navier-Stokes and energy conservation equations are still applicable with the slip/jump

boundary conditions.
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3. 10−1 ≤ Kn < 10: the transition regime. The rarefaction effects become dominant and the

Knudsen layer effect should be considered. The prediction using the Navier-Stokes and energy

conservation equations with the slip/jump boundary conditions is no more effective [88, 155].

4. Kn ≥ 10: the free molecular regime. The gas molecules are extremely dilute, eg. atmo-

sphere near the satellite orbit. The intermolecular collisions are negligible as compared with

the collisions between the gas molecules and wall surfaces.

While the bulk flows of gas can be described by Boltzmann equations, the boundary conditions

can be formulated using statistical models of gas-solid collisions, called scattering kernels. In

reality, the scattering kernel B(c, c′) for a wall normal to direction z is the conditional prob-

ability distribution P (c|c′) of reflective velocity c ∈ Ω+ = R × R × R+ for a given incident

velocity c′ ∈ Ω− = R × R × R−. In literature, collision models are usually based on several

parameters called accommodation coefficients. The latter are based on special postulates that

there is a linear relation between the post-collision momentum, the pre-collision momentum,

and the energy of gas molecules with respect to the wall. For example, the accommodation

coefficient α associated to the molecular quantities Q(c) is defined as

〈Q(c)〉 = αQw + (1− α)〈Q(c′)〉 (1.6)

with Qw is the wall constant and 〈〉 the average notation. The most popular coefficients are

the tangential momentum accommodation coefficients αt (TMAC) with Q = cx, the normal

momentum accommodation αn coefficient (NMAC) with Q = cz, the energy accommodation

coefficient αe (EAC) where Q = c2, the normal energy accommodation coefficient αen (NEAC)

where Q = c2
z, etc. If the postulates are valid, there are connections between the interfacial

coefficients β1, β2 and the coefficients αt, αe [92, 140, 27].

In 1879, Maxwell [92] proposed a collision model where the molecules can reflect either dif-
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fusively or specularly with percentage α or 1− α

BMW (c, c′) = (1− α)δ(cx − c′x)δ(cy − c′y)δ(cz + c′z) + α
cz exp(−c2/2θw)

2πθ2
w

, (1.7)

where δ is the Dirac function for the specular term, θw is the variance of the molecular velocity

for the molecules at the temperature of the wall, Tw, with θw = kBTw/m. kB is the Boltzmann

constant and m is the molecular mass. Although the Maxwell wall model is simple and in-

tuitive, its limitations are evident due to the probability discontinuity associated to the Dirac

distribution [84] and the use of only one parameter α [140, 24].

The Cercignani-Lampis (CL) kernel [27, 89] is another interesting kernel, which can be written

as:

BCL(c, c′) =
cz

2παeαt(2− αt)θ2
w

I0

(√
1− αenczc′z
αeθw

)
×

exp

{
− [cx − (1− αt)c′x]2

2αt(2− αt)θw
−

[cy − (1− αt)c′y]2

2αt(2− αt)θw
− [c2

z + (1− αen)c′z]
2

2αenθw

}
,(1.8)

where I0 is the modified Bessel function of the first kind and at the 0th order:

I0(x) =
1

x

∫ π

0

exp(x cos ξdξ). (1.9)

The CL model provides a more physical description of the gas-surface collision, since it uses

the tangential momentum accommodation coefficient (TMAC) αt and the normal energy ac-

commodation coefficient (NEAC) αen along direction z.

Although the CL kernel is closer to the atomic wall distribution than the Maxwell kernel in the

description of the reflection (see Fig. 1.3), for some anisotropic surfaces like striped surface, the

CL kernel can not capture the privileged direction effect. Dadzie and Meolans [34] generalized

the Maxwell kernel for an anisotropic surface by attributing 3 accommodation coefficients αx,

αy, αz for the 3 reflective directions, respectively. However, the DM model is also composed of

specular reflection components like the Maxwell model and is significantly different from the
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Maxwell

(a)

Cercignani− Lampis

(b)

Atomic

(c)

Figure 1.3: Comparison of the Maxwell and Cercignani-Lampis scattering kernels and a real
reflection distribution considering an atomic wall. The red arrow indicates the incident direction
and the black arrows indicate the possible reflective directions.

atomic models. In 2015, To et al. [140] proposed the anisotropic Cercignani-Lampis (ACL)

kernel. This new kernel is based on the ingredients of the CL kernel but uses 3 accommodation

coefficients

BACL(c, c′) =
e−

[cx−(1−αx)c′x]
2

2αx(2−αx)θw√
2πθwαx(2− αx)

e
−

[cy−(1−αy)c′y ]
2

2αy(2−αy)θw√
2πθwαy(2− αy)

cze
− c

2
z−(1−αz)c′2z

2αzθw

αzθw
×

I0

(√
1− αeczc′z
αeθw

)
(1.10)

Most of the current scattering kernels are based on a limited number of parameters (maximum

3). Although these parametric models are simple to implement, they rely on many simplifying

hypotheses which cannot guarantee the accuracy of the c-c′ correlation in reality. This requires

the reconstruction of more universal scattering kernels, which will be shown in this work.

1.2 Computation methods and models

1.2.1 Molecular dynamics simulations

The Molecular Dynamics Method (MD) is a numerical method based on Newton’s second law

for studying the physical movements of atoms and molecules. In the 1950s, this method was

first introduced by Alder and Wainwright [4] to study the interactions between hard spheres.
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Different from the Monte Carlo method based on sampling from a distribution of states (e.g

Boltzmann), the MD method consists of studying the trajectory of particles and the spatial

evolution of the system over time.

In Newtonian classical mechanics, the dynamics of a particle i can be described by the equation

of dynamics and Newton’s law:

vi(t) =
∂ri
∂t
, ai(t) =

∂vi
∂t

−∂Vpot
∂ri

= Fi = miai (1.11)

where vectors ri, vi, ai, Fi are the position, velocity, acceleration and interaction force of par-

ticle i, respectively. mi is the mass of particle i and Vpot is the potential energy of the complete

system of N particles.

The dynamics equation can be integrated numerically by discretizing time into small inter-

vals in which the velocity is considered constant. At each time step ∆t, the force on particle

i can be determined via the sum of intermolecular forces from the other particles, and using

Eq. (1.11) the current acceleration ai(t) can be calculated. Then the position and the velocity

of each particle are computed using the Verlet algorithm. By developing the Taylor formula of

the position function, we obtain:


ri(t+ ∆t) = ri(t) + vi(t)∆t+ 1

2
ai(t)∆t

2 + 1
6
bi(t)∆t

3 + o(∆t3)

ri(t−∆t) = ri(t)− vi(t)∆t+ 1
2
ai(t)∆t

2 − 1
6
bi(t)∆t

3 + o(∆t3)

(1.12)

According to Eq. (1.12), the current velocity vi(t) and the following position ri(t + ∆t) of

particle i can be determined by:


ri(t+ ∆t) = 2ri(t)− ri(t−∆t) + ai(t)∆t

2

vi(t) =
ri(t+ ∆t)− ri(t−∆t)

2∆t

(1.13)
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Before simulations, it is necessary to assign the initial positions and velocities to the atoms. In

general, the initial configuration of molecules can be given by a crystalline lattice such as simple

cubic (SC), body-centered cubic (BCC) or face-centered cubic (FCC) lattices, for example, as

shown in Fig 1.4. While the initial conditions are important for solid systems, they have almost

no effect on fluid systems. For example, the initial structure of a graphite wall is a hexagon

network with several graphene layers and the initial structure of gold wall is a (111) structure.

Figure 1.4: The initial state of the fluid and solid particles.

The interatomic potentials play a key role in MD simulations, their choice decides whether

the simulation matches the real situation. The 12-6 Lennard-Jones (LJ) potential is the most

used potential to model interactions between fluid atoms and between fluid and solid atoms. It

is composed of the van der Waals interaction represented by an attractive dispersion term r−6

and a repulsive term r−12. The expression of the LJ potential between two particles is given

by:

V (rij) =


4ε

[(
σ

rij

)12

−
(
σ

rij

)6
]

rij < rc

0 rij > rc

(1.14)
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Figure 1.5: The LJ potential with the depth of the potential well ε, the zero inter-particle
potential distance σ.

where ε is the depth of the potential well, σ is the distance at which the potential between

particles is equal to zero, rij is the intermolecular distance, rc is the cut-off distance. The

variation of the potential V (rij) with rij is given in Fig. 1.5. The parameters of this poten-

tial can be optimized to reproduce experimental results or can be derived from first principle

calculations. The details of the potentials used in this work will be given in the latter chapters.

Due to the limited computing power, MD simulations are limited to at the nanoscale stud-

ies. A good choice of the boundary conditions can also reduce simulation time. The periodic

boundary conditions are the most used. The simulation domain is considered as a cell that

is reproduced periodically in the 3 directions, in a grid that is assumed to be infinite. For

example, in the 2D problem of Fig. 1.6, if the boundary conditions are periodic on the x and

y-axis, 8 cells are reproduced around the central cell. In the 3D case, if the boundary condi-

tions are also periodic on the z-axis, 26 cells are reproduced around the central cell. During

the simulation, when a particle leaves the cell, another particle will come into the cell from the

opposite side with the same velocity. The size of the cell must be at least twice larger than the

cut-off distance in order to avoid that the particle is influenced by itself.

For further simulations, all intermolecular forces will not be calculated at each step. When

calculating the force on one particle, a cut-off distance is chosen (see Eq. (1.14)) and only

the intermolecular forces within this distance are calculated. The construction and the man-
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Figure 1.6: MD periodic condition

agement of the interacting atoms can be done efficiently by the Verlet list or cell list techniques.

In simulations, we note the number of particles N , the volume V , the energy E, the tem-

perature T , the pressure P , the chemical potential µ. Since the Newton equations guarantee

the conservation of the total energy, the MD simulations in the simplest form correspond to the

microcanonical ensemble (NV E) where N , V , E are constants, i.e an adiabatic process with no

exchange. However, there are ways to control the temperature T , the pressure P or the particle

numbers N to reproduce other statistical ensembles: for examples, thermostat for canonical

ensemble (NV T ), barostat for isothermal-isobaric ensemble (NPT ) or insertion/deletion tech-

niques for grand canonical ensemble (µV T ), etc. In our simulations, both NVE and NVT

conditions were used. For the latter case, the Nose-Hoover thermostat is applied to the solid

wall to control its temperature.

Once the system stabilized, the macroscopic quantities can be computed. The total energy

is the sum of the potential and the kinetic energies. For a fluid system of N particles, the

expression of the potential energy Ep and the kinetic energy Ec gives:

Ep =
N∑
i=1

Ee
i + Vpot

Ec =
1

2

N∑
i=1

mi(vi − v)2 (1.15)
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where Ee
i is the external interaction applied to the particle i, Vpot is the intermolecular potential

of the system, vi is the particle velocity and v is the mean fluid velocity. According to the

kinetic theory of gases, the temperature is a proportional measure of the average kinetic energy.

The relationship between the temperature and the kinetic energy is given by the equation:

Ec =
3kBT

2
N (1.16)

The pressure of the gas in the system depends on the temperature and the intermolecular force:

P =
NkBT

V
+

∑N ′

i rifi
dV

(1.17)

where ri and fi are the position and force vector of atom i, respectively, and d represent the

dimension number. N ′ includes periodic ghost atoms outside the central box, and the position

and force vectors of ghost atoms are thus included in the summation.

1.2.2 Transport in saturated porous media

The porous medium is made up of cavities which are fulfilled by a single-phase fluid. The fluid

can be gas or liquid. In the present study, we are interested in the following two problems: (i)

the mass transfer properties of the porous medium given by the permeability tensor, (ii) the

heat transfer given by the macroscopic diffusivity tensor. Particularly, we focus on the role of

surface effect over these two tensors.

Mass transfer properties

The permeability tensor enters into the well known Darcy law (1856):

V = −KP

µ
J , (1.18)
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where V is macroscopic velocity, KP is the permeability tensor, µ the dynamic viscosity and

J the macroscopic pressure gradient. In 1941, Klinkenberg [73] provided a phenomenological

extension of the Darcy law to account for the wall-slip effect at low pressure. He found that

the gas permeability is greater than for a liquid and depends on the nature of the gas.

The determination of the permeability tensor in relation to the microstructure geometry has

been provided in the framework of the homogenization methods, considering the method based

on volume average [157] or the method based on asymptotic series expansions [111, 7, 8]. It

can also be noticed that the correction of the Darcy law due to wall-slip has also been studied

in the framework of the asymptotic homogenization by Skjetne and Auriault [123].

Analytic methods have been developed first in the literature for solving the associated unit cell

problem. For instance, some works used expansions along eigenfunctions [112, 113, 151] and

have later been extended to the problem of Stokes-slip flow [152, 154]. The determination of the

permeability has also been performed numerically with finite element method (FEM) [15, 2, 3]

for fluid flow passing through a regular array of cylinders. More recently, Monchiet et al. [95]

adapted the fast Fourier transform (FFT) numerical method to compute the permeability with

the wall-slip condition.

Heat transfer properties

The Stokes flow and the heat transfer problems are uncoupled. However, the velocity field

computed from the Stokes problem enters in the convection term of the diffusivity equation.

The effect of the dispersion effect depends on the value of the Peclet number (Pe). This is

a dimensionless number, defined as the ratio between the rate of advocation of the physical

quantity and the rate of diffusion of the same quantity. In the context of the heat transfer, the

Peclet number is defined by:

Pe =
Hv

α
= Re Pr,

α =
k

ρCp
, (1.19)
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where H is a characteristic length, v a characteristic velocity, Cp the heat capacity, k the

thermal conductivity of the fluid, ρ the density, Re the Reynolds number, and Pr the Prandtl

number. The dispersion effect on the temperature distribution and on the pore diffusivity

becomes significant when Pe is greater than 1.

The effective diffusivity of the porous medium is determined by solving the convection-diffusion

equation over the volume of the unit cell:

ρCp
∂T

∂t
+ v · ∇(ρCpT ) = ∇ · (k∇T ). (1.20)

The temperature distribution due to an applied macroscopic temperature gradient is:

T = g.E + T (1.21)

where E is the macroscopic temperature gradient, T is the mean (constant) temperature and

g is a localization tensor (having a null volume average over the volume of the unit cell). Once

the solution is computed, the effective diffusivity KD is given by [17]:

KD = 〈k〉I + 〈k∇Tg〉 − 〈(v − V )⊗ g〉, (1.22)

where 〈〉 indicates the volume average of the quantity over the volume of the unit cell, I is the

identity for two-order tensors.

From 1996, Kuwahara and Nakayama, using volume averaging, systematically studied laminar

as well as turbulent fluid flows through various periodic structures [78, 79, 87, 114]. In 1998, Au-

riault et al. [17] presented the modeling of a temperature field in non-saturated porous media.

Form 2008, Hooman [63, 64] considered the slip boundary condition and presented analytical

solutions based on the Fourier series method for fully developed forced convection in a micro-

porous duct of rectangular cross-section. In 2010, Shokouhmand et al. [121], considering the

conditions of slip and jump at the same time, investigated numerically the convection in circular

microchannels filled with porous media. In 2013, Vu et al. [150] simulated forced convection
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flows of air through ordered networks of cylinders or square rods embedded in microchannels

with slip boundary condition. Finally, in a recent study, a FFT method for the computation

of thermal diffusivity of porous periodic media was developed [142].

Until now, research on the diffusion in microscopic pores with slip/jump boundary conditions

is still scarce. Calculation of the transport properties of the fluid in micropores will be studied

systematically in Chapter 6.

1.3 Summary of the main contributions of this work

The main contributions of this thesis are: 1. To understand the physical mechanism of

slip/jump conditions of liquid systems at the nanoscale. 2. To study statistical models of

gas-solid collisions and their relations to the interface properties. 3. To investigate the thermal

diffusion and convection of fluids in porous media taking interface effects into account. The

chapters of the thesis are organized as follows:

In Chapter 2, we investigated how the anisotropic strain on a graphene nanochannel affects

the fluid-solid slip boundary conditions. Using equilibrium molecular dynamics simulations

and Green-Kubo formula, the friction between three molecular liquids, water, methane and

carbon dioxide, and an uniaxially strained graphene sheet was computed. We found that the

unilateral strain can increase the friction in all the directions but more in the strain direction.

We also found that non-spherical molecules like H2O and CO2 are more sensitive to the strain

and give rise to more pronounced anisotropy effects. An analytically formula was also devel-

oped to estimate the friction strength.

In Chapter 3, we used MD to simulate the process of gas molecules CH4 or CO2 impacting

the graphite solid wall. Using collision data, we calculated the accommodation coefficients for
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parametric collision models like Maxwell and Cercignani-Lampis scattering kernels and directly

determine the slip/jump boundary conditions. Since the conventional parametric scattering ker-

nels are based on a limited number of accommodation coefficients, their accuracy cannot be

improved. To overcome these issues, we adopted nonparametric (NP) statistical methods to

construct the kernel. Finally, we found that the boundary conditions determined by the NP

model are consistent with the results of full atomic simulations.

In Chapter 4, we determined the pairewise potential between helium and a gold surface by

ab initio calculations. Then, considering the He-Au potential and the Ar-Au potential pro-

vided in the literature, we simulated the gas atom He or Ar impacting the Au solid wall.

Numerical evidences show that the adsorption effect between He and Au is very weak. When

the reflection occurs on a rough gold surface, although the reflective momentum is more dif-

fused compared with the reflective momentum on smooth surface, the degree of divergence of

the reflected energy has not changed and it is basically a specular reflection. This phenomena

cannot be estimated by conventional parametric scattering kernel. With the aid of the NP

kernel determined in Chapter 3, we can respectively determine the momentum and the kinetic

energy of the reflections and use these values to construct statistical slip/jump boundary con-

ditions.

In Chapter 5, we proposed to use unsupervised learning techniques to construct collision models

from simulation data. We have chosen to use the Gaussian mixture (GM) method as statistical

model for the scattering kernel and the MD collision data of Chapter 4 as training data. The

required parameters of the GM model were determined thanks to the Expectation Maximiza-

tion algorithm. The GM model resembles the CL kernel by the use of multi variate Gaussian

functions but it is more robust since the number of parameters is not limited. Physical and

statistical based criteria including the accommodation, the slip/jump coefficients, the collision

angles etc. were used to judge the quality of the GM model and numerical evidences show that

the GM kernel is capable to reproduce faithfully the results of MD simulations.
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In Chapter 6, we studied the heat and mass transfer properties of micro and nanoporous

media and the role of with slip/jump interface conditions were analyzed. The interface coef-

ficients were taken in the previous Chapters and other values were provided by the literature.

The fluid flow problem was studied by solving the Stokes equation with the slip conditions at

the interface between the fluid and the solid. Then, the diffusivity problem was considered.

Due to the fluid motion, the energy can be transported along with the stream currents. The

temperature between the fluid and the solid may also be discontinuous due to the presence of

a thin thermal resistant barrier. A finite element code was developed to compute the velocity

and temperature distribution fields and the mass and heat transfers of the porous solid at the

macroscopic scale.

The last part is dedicated to the Conclusion of the thesis and to the Perspectives.



Chapter 2

Strain-induced friction anisotropy

between graphene and molecular

liquids

Abstract

In this paper, we study the friction behavior of molecular liquids with anisotropically strained

graphene. Due to the changes of lattice and the potential energy surface, the friction is orien-

tation dependent and can be computed by tensorial Green-Kubo formula. Simple quantitative

estimations are also proposed for the zero-time response and agree reasonably well with the

Molecular Dynamics results. From simulations, we can obtain the information of structures,

dynamics of the system and study the influence of strain, molecular shapes on the anisotropy

degree. It is found that unilateral strain can increase friction in all directions but the strain

direction is privileged. Numerical evidences also show that nonspherical molecules are more

sensitive to strain and resulting more pronounced anisotropy effects.

19
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2.1 Introduction

In micro-nanofluidic systems, the fluid-solid interface contributes a significant part in the overall

behavior of the system [115, 72, 43]. Generally, the whole system can be modelled by the

conventional macroscopic hydrodynamic equations combined with Navier boundary equations

for the slip velocity vs at the wall. For a Newtonian fluid of viscosity η, the latter can be written

in two equivalent forms

σ = λvs, vs = Ls
∂v

∂n
(2.1)

where σ = η∂v/∂n is the viscous shear stress, ∂v/∂n the normal derivative of fluid velocity v

at the wall. The interface constants, λ the friction coefficient, η the viscosity and Ls the slip

length, are related by

Ls =
η

λ
(2.2)

The slip effects which depend on the nature of the fluid solid interaction, are enhanced when

the hydrophobicity is involved. Both experiments with advanced techniques and computer

simulations have provided supporting evidences of the phenomenon [97, 137, 69]. Atomistic

simulations are generally based on either two techniques: Non Equilibrium Molecular Dynam-

ics (NEMD) and Equilibrium Molecular Dynamics (EMD). The former concerns simulations of

fluid flow and compute the slip length by comparing with Navier Stokes solution [106, 6, 48, 72].

The latter is founded on the linear response theory and the friction coefficient is determined

via Green-Kubo formula [28, 19, 44].

Regarding microfluidics systems involving water and carbon nanotubes (CNTs) or graphene

based nano channels, experiments revealed that the water flow rates are many times higher

than prediction using no slip boundary conditions [90, 62, 116]. Despite some scattering results

in literature, Molecular Dynamics (MD) simulations agree with the exceptionally small fric-
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tion found on CNTs and graphene [45, 70, 69]. Most of those results are obtained for pristine

graphene or CNTs in laboratory while real graphene can have defects and be affected by other

environmental mechanical conditions. Graphene can be subject to mechanical strain due to

different reasons, for example lattice mismatch or thermal expansion in graphene/substrate

systems. Graphite, that has similar structure as graphene, can be found in profound coal bed,

under large compressive stress states. Atomistic simulations have shown that the friction can

increase significantly with strain. For example, by MD simulations on graphene/water system,

Xiong et al. [160] have observed the variation of slip effects by applying isotropic strain on the

graphene sheet. Since graphene and graphite have many important applications, it is crucial

to understand how the strain affects the slip effect.

The present work investigates graphene (or one graphite layer) and the interaction with differ-

ent liquids namely water (H2O), carbon dioxide (CO2) and methane (CH4). Those fluids have

different molecular shapes and important applications in technology (membrane and nanoflu-

idics systems), energy and environment (carbon dioxide sequestration and methane recovery).

Graphene or graphite can be naturally or artificially strained, which result anisotropic friction,

i.e the friction along the strain direction is different from the other direction. This type of

behavior can be described by a tensorial Green-Kubo expression which will be examined in this

paper. The structure and the dynamics of those molecular liquids are also studied to find how

they contribute to the friction. Simulation results show that strain has increased the friction

but more dominantly along the strain direction. Non spherical molecules are more sensitive

to those changes and relaxation time contributes a large part in the friction. Details of these

findings will be presented in the following sections.
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2.2 Friction and slip tensors for anisotropic surfaces

2.2.1 Green-Kubo expression for the friction tensor

Let us consider the situation where the fluid flowing past a solid surface of area A where the

slip velocity vs is linearly proportional to the tangential friction force F

F = AΛvs. (2.3)

Based on linear response theory, Boquet and Barrat [19, 20] proposed to use the Green-Kubo

formalism [76] to compute the friction coefficient. In the general situations, the expression for

the friction tensor Λ is the following [13]

Λ =
1

AkBT

∫ ∞
0

〈F (0)⊗ F (t)〉dt (2.4)

In (2.4), the ensemble average, notation 〈..〉, of the force correlation function is taken in the

equilibrium state and integrated with time. Since the correlation is decaying with time, tensor

Λ can be further decomposed into a static term and time decorrelation tensor τt, for example

Λ =
〈F (0)⊗ F (0)〉
AkBT

τt, τt = 〈F (0)⊗ F (0)〉−1

∫ ∞
0

〈F (0)⊗ F (t)〉dt (2.5)

For isotropic-like surfaces, Λ can be replaced with a single friction coefficient λ [19, 20] and τt

by the decorrelation time τt

λ =
〈F (0)2〉
AkBT

τt, τt =

∫∞
0
〈F (0)F (t)〉dt
〈F (0)2〉

(2.6)

For surfaces with two axes of symmetry, say Ox and Oy, tensor Λ is diagonal in the Oxy

system with principal values λxx and λyy. In this paper, we shall investigate the behavior of

the friction tensor in the modelling of anisotropic surfaces.



2.2. Friction and slip tensors for anisotropic surfaces 23

Relations between friction coefficient and the fluid structure have been studied in the past.

In particular, for FCC (100) crystal surfaces [12] or honeycomb lattice like graphene [45], sim-

ple working definitions of the friction coefficient at the solid-liquid interface can be derived. We

note that the same theory can be extended to any Bravais lattice structures. Given a surface

lying on the plane xOy, the components λαβ (α, β = x, y) of the friction tensor can be rewritten

in the following form

λαβ =
1

AkBT

∫ ∞
0

dt

∫∫
dzdz′dxdx′Fα(x′, z′)Fβ(x, z)〈ρ(x, z, 0)ρ(x′, z′, t)〉 (2.7)

with ρ(x, z, t) being the microscopic fluid density at planar coordinate x and distance z from

the wall [57]. In special cases where x and y are already axes of symmetry of the surface, the

off-diagonal friction coefficients vanish, λxy = 0, and it is sufficient to determine the principal

values, λxx and λyy, of the friction tensor. The theoretical investigation of those friction coeffi-

cients will be detailed in the following section, with application to strained graphene system.

2.2.2 Approximation of fluid-wall potential for strained graphene

Let us assume that by some reason, the graphene sheet is uniformly strained in direction x

(armchair) and/or y (zigzag) [160] but still periodic. There are several ways of defining the

unit cell and the pair of primitive reciprocal lattice vectors, for example (see Fig. 2.1).

Figure 2.1: Lattice vectors and reciprocal vectors

(a1,a2)→ (q2, q1), (a1,a3)→ (q3, q1), (a2,a3)→ (q3, q2), (2.8)



24 Chapter 2. Strain-induced friction

with a1,a2,a3 being the primitive lattice vectors and q1, q2, q3 associated primitive reciprocal

lattice vectors

a1 = l0(cosϕex + sinϕey), a2 = l0(cosϕex − sinϕey), a3 = 2l0 sinϕey

q1 = q0

(
ex

2 cosϕ
− ey

2 sinϕ

)
, q2 = q0

(
ex

2 cosϕ
+

ey
2 sinϕ

)
, q3 =

q0ex
cosϕ

. (2.9)

The quantity ϕ is half angle between a1 and a2, l0 is the distance between hexagon centers as

shown in Fig. 2.1 and q0 = 2π/l0. In all cases, the following properties must hold

qi ·ai = 0, qi ·aj = ±2π (2.10)

We consider first the case of monatomic fluid and note that results for molecules can be obtained

approximately by superpositions as suggested in Ref. [46]. The analytical expression of friction

force F (x, z) of a fluid atom with the wall is derived from the potential V (x, z). To the first

order Fourier series approximation (see Appendix B), we can write

V (x, z) = V0(z)− V1(z)[cos(q1 ·x) + cos(q2 ·x)]− α(z)V1(z) cos(q3 ·x). (2.11)

Depending on the choice of the unit cell, the original Fourier series contains only two of three

terms cos(q1 ·x), cos(q2 ·x) or cos(q3 ·x). Here we adopt an expression that can account for

the periodicity of the potential along all directions a1,a2 and a3 and the anisotropy effect via

the parameter α(z). Comparing with the expression of Ref. [45]:

V (x, z) = V0(z)− V1(z)[cos(q1 ·x) + cos(q2 ·x)], (2.12)

the present expression is able to recover the symmetry of the graphene structure, which is im-

portant for the isotropy/anisotropy analysis (see Fig. 2.2). For given z the values of V0(z), V1(z)
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Figure 2.2: Comparison of methane-graphene potentials V (x, zO) at the first fluid layer, about
one molecule diameter from graphene, produced by exact calculation and two analytical ap-
proximations (2.11) and (2.12) (a) Exact distribution of potential energy V (x, zO) in the first
layer. (b) Distribution of potential energy calculated by expression (2.11). (c) Distribution of
potential energy calculated by expression (2.12). It is easy to notice that (2.11) can recover the
symmetry of the exact potential while (2.12) can not.

and α(z) are determined by fitting the exact results at 3 representative points, for example

V (0, z) = V (a1, z) = V (a2, z) = V (a3, z) = V0(z)− (α(z) + 2)V1(z),

V (a1/2, z) = V0(z) + α(z)V1(z),

V (a3/2, z) = V0(z)− (α(z)− 2)V1(z). (2.13)

2.2.3 Analytical model for fluid-wall interaction

After constructing the analytical expression for the potential, we can differentiate the latter

with respect to x and y to derive the tangential force components

Fx = fx(z)[sin(q1 ·x) + sin(q2 ·x) + 2α(z) sin(q3 ·x)], Fy = fy(z)[sin(q1 ·x)− sin(q2 ·x)]

fx(z) =
V1(z)q0

2 cosϕ
, fy(z) =

−V1(z)q0

2 sinϕ
(2.14)

Here V1(z)(1 +α(z))/2 and V1(z) are the energy barriers along direction a1 (or a2) and a3. As

a result, we can rewrite (2.7) in the form

λxx =
1

AkBT

∫ ∞
0

dt

∫
dzdz′fx(z)fx(z

′)

∫∫
dxdx′[sin(q1 ·x′) + sin(q2 ·x′) + 2α sin(q3 ·x′)]

[sin(q1 ·x) + sin(q2 ·x) + 2α sin(q3 ·x)]〈ρ(x, z, 0)ρ(x′, z′, t)〉 (2.15)
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and a similar expression for λyy. Following the approach presented in Ref. [12], we make use

of the Fourier transform and obtain the simple expression for λxx

λxx =
q2

0

4 cos2 ϕAkBT

∫ ∞
0

dt

∫
dzdz′V1(z)V1(z′)×

×<{〈ρq1(z)(0)ρ−q1(z′)(t) + 2α(z)α(z′)ρq3(z)(0)ρ−q3(z′)(t)〉} (2.16)

and for λyy

λyy =
q2

0

4 sin2 ϕAkBT

∫ ∞
0

dt

∫
dzdz′V1(z)V1(z′)<{〈ρq1(z)(0)ρ−q1(z′)(t)〉} (2.17)

In deriving (2.16,2.17), we assume that the fluid is homogeneous in the plane xOy and the

symmetry between q1 and q2. The notation < stands for the real part and ρq is given by the

expression

ρq(z, t) =

∫
dxe−iq.xρ(x, z, t) (2.18)

It is clear that for perfect graphene surface where ϕ = π/6, α(z) = 1 and the roles of q1, q2, q3

can be interchanged, one can show that λxx = λyy. This property can not be obtained using

potential (2.12), as done in previous works. When only the first fluid layer at coordinate z0 is

considered, one can obtain the simple relations

〈Fx(0)Fx(t)〉 '
q2

0V
2

1 (z0)

4 cos2 ϕ
N(z0)[F(q1, z0, t) + 2α2(z0)F(q3, z0, t)]

〈Fy(0)Fy(t)〉 '
q2

0V
2

1 (z0)

4 sin2 ϕ
N(z0)F(q1, z0, t) (2.19)

where F(q, z0, t) is the planar intermediate scattering function of N(z0) molecules

F(q, z0, t) =
1

N(z0)
〈ρq(z0)(0)ρ−q(z0)(t)〉 (2.20)
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Substituting t = 0 in the above equation yields the zero-time behavior and the relation with

the planar structure factor S(qk, z0) and the layer density ρs(z0) = N(z0)/A

〈F 2
x (0)〉/A ' q2

0V
2

1 (z0)

4 cos2 ϕ
ρs(z0)[S(q1, z0) + 2α2(z0)S(q3, z0)]

〈F 2
y (0)〉/A ' q2

0V
2

1 (z0)

4 sin2 ϕ
ρs(z0)S(q1, z0) (2.21)

The 2D structure factor S(q, z0) of the layer of the first liquid layer can be calculated by using

the following expression [45]:

S(q, z0) =
1

N(z0)

〈(
N∑
j=1

cos(q · rj)

)2

+

(
N∑
j=1

sin(q · rj)

)2〉
(2.22)

In (2.22), N is the number of fluid molecules in the first fluid layer, rj is the coordinates of

the jth fluid atoms. Although using equation (2.21) can reproduce correctly some important

phenomena and tendencies, it considerably underestimates 〈F 2
x 〉 and 〈F 2

y 〉 by an order of mag-

nitude. In reality, the first liquid layer is not truly localized in a plane, as considered by the

theory, but rather spreads over a finite thickness. Using V (z0) to represent the whole depth

and the presence of many liquid layers can be responsible for those differences. To improve

these issues, a possible treatment is to use the assumption of independent multi liquid layer at

z0, z1, .., which results the equations

〈F 2
x (0)〉 ' q2

0

4 cos2 ϕ

∑
i

N(zi)V
2

1 (zi)[S(q1, zi) + 2α2(zi)S(q3, zi)],

〈F 2
y (0)〉 ' q2

0

4 sin2 ϕ

∑
i

N(zi)V
2

1 (zi)S(q1, zi), (2.23)

in which calculation of structure factor must be done at different levels. In the present paper,

we propose using a simpler approximate formula

〈F 2
x (0)〉 ' q2

0

4 cos2 ϕ
[S(q1, z0) + 2α2(z0)S(q3, z0)]

∫
dzρ(z)V 2

1 (z),

〈F 2
y (0)〉 ' q2

0

4 sin2 ϕ
S(q1, z0)

∫
dzρ(z)V 2

1 (z). (2.24)
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This expression is also computationally simple while keeping all the important ingredients as

before. As noted previously, the above analysis is applied to monatomic fluid model. For fluids

composed of molecules, as example H2O or CO2, the full expression 〈F 2
α(0)〉 is the following

〈F 2
α(0)〉 =

∑
i

〈(F (i)
α (0))2〉+

∑
i 6=j

〈F (i)
α (0)F (j)

α (0)〉 (2.25)

where the summations are done over the different atoms composing the molecule of the fluid.

In a more recent work [46], numerical evidences have shown that we can neglect the cross

correlation between the friction of different atom species. As a result, we can compute separately

the friction of each species and then simply superpose,

〈F 2
α(0)〉 '

∑
i

〈(F (i)
α (0))2〉 (2.26)

The accuracy of those simplifications will be examined in comparison with the exact results

from MD simulation presented in the next section.

2.3 Molecular Dynamics simulation

2.3.1 Choice of systems and potentials

To study the friction theory presented previously and the influence of molecular sizes and

shapes, and interactions, we considered different liquids confined between two strained graphene

sheets. Those liquids are water (H2O, triangular shape), carbon dioxide (CO2, rod like shape)

and methane (CH4, spherical particle), which are present abundantly in nature and involved in

many technological, energetic and environmental problems. For example, the water-graphene

interaction arises in fast transport nanofluidic systems with applications in desalinated mem-

brane industry. Carbon dioxide sequestration and methane recovery are directly related to

exploitation of natural gas reserve in coal bed while reducing green house effect. The presence
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of underground water is also an issue that must be taken into account. In summary, the study

of those systems from the atomic scale is of both theoretical and technological importances.

The choice of the different pairwise and many-body interaction potentials is crucial with a

strong impact on the MD results. The fluid-wall interactions are modeled by Lennard-Jones

(LJ) potentials whose parameters are given in Table 2.1.

For the graphene sheet, denoted as G, we have used the adaptive intermolecular reactive bond

order (AIREBO) potential [130] for the interaction between the carbon atoms. In addition to

the classical reactive empirical bond-order (REBO) functional form, LJ and 4-body torsional

interactions are taken into account.

The model TIP4P-2005 [1] has been used for water, constituting of four rigid sites, three fixed

point charges and one LJ center. The H-O-H bond angle 104.52◦ and the O-H bond length

0.9572 Å are maintained using SHAKE algorithm [109]. It is worthy emphasizing that unlike

many previous works on water/graphene systems, we take into account the realistic interaction

between G-H based on Ref. [66] with LJ parameters provided in Table 2.1. Numerical results in

the later section also show that the friction coefficients change significantly and become closer

to the experimental values in Ref. [116] with the use of G-H interaction.

Fluid-Fluid Fluid-Wall
σff [Å] εff [meV] σfw[Å] εfw[meV]

H2O O-O 3.159 8.0 O-G 3.38 4.664
H-G 2.7 2.487

CO2 O-O 3.033 6.938 C-G 3.059 2.418
C-C 2.757 2.424 O-G 3.197 4.091
C-O 2.892 4.101

CH4 3.73 12.75 3.55 5.547

Table 2.1: Interaction LJ parameters for H2O, CO2 and CH4 interacting with graphene.
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For CO2-CO2 interaction, we have used EPM2 model [58] which consists of 12-6 LJ sites in con-

junction with partial charges centered on each of sites. The O-C-O bond angle 180◦ and the C-O

bond length 1.16 Å are maintained constant by rigid body algorithm. For CO2-Graphene inter-

action, we have used LJ potential computed using Lorentz-Berthelot rules: σAB = (σA +σB)/2

and εAB =
√
εAεB with LJ parameters of graphene from Ref. [147]: σG = 3.36 Å, εG = 2.413

meV (see Table 2.1).

The CH4 molecules are modeled as united spherical particles with the TraPPE force field

[91] and the fluid-wall potential is also determined by Lorentz-Berthelot rules with the same

σG and εG as for the CO2-Graphene interaction. All LJ parameters in CH4-Graphene model

are presented in Table 2.1.

Since interaction potentials between the fluid molecules and graphene sheets are important

for the derivation of meaningful results, we carry out some verifications. The global interac-

tion potential between a fluid molecule and the graphene sheet have been recomputed from

the pairwise LJ using parameters of Table 2.1. The corresponding potential well-depths and

equilibrium distances have then been compared with bibliographic entries. For some liquids,

experimental data only exist for the molecule-graphite interaction. In that cases, we have also

computed the global interaction potentials with graphite. The graphene slab is composed of

256 atoms and the graphite surface contains 8000 atoms divided in 5 layers. Periodic boundary

conditions in the x and y directions are applied in both cases. The C-C distance has been fixed

to 2.46 Å for both structures. The geometries of H2O, CH4 and CO2 are fixed to those of the

MD simulations. The corresponding results are displayed in Table 2.2.

For H2O-Graphene, the potential parameters have been derived by Hugues et al. [66] from

extensive plane-wave DFT calculations using the revPBE-vdW-DF functional in order to pro-

duce an efficiently implemented polarisable force-field (GRAPPA). The potential well depth

and equilibrium geometry, obtained for the adsorption conformation where both H water atoms
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Veq[meV] Ref. Zeq[Å] Ref.
H2O-Graphene 130.37 139.92 a 3.28 3.19 a

CO2-Graphene 158.70 3.13
CO2-Graphite 177.21 178.2 b 3.11 3.2±0.1 b

CH4-Graphene 102.68 3.49
CH4-Graphite 118.59 130±0.1 b 3.47 3.45 b

a Reactive force field [66]. b Best estimate [149].

Table 2.2: Potential well depths and equilibrium geometries for the global interaction between
one molecule of H2O, CO2, or CH4 interacting with graphene or graphite.

pointed towards a carbon atom of graphene, compare well with the results of coupled-cluster

(DFT/CC) calculations [108].

For CO2 and CH4, only their interactions with graphite have been previously reported to the

best of our knowledge. The best estimate potentials have been reported from averaged interac-

tion potential as deduced from analyses of experimental data and calculations by Vidali et al.

[149]. The corresponding potential well depth and equilibrium geometry of the CO2-graphite

system agree with the present values obtained for the parallel bridge conformation, that has

been confirmed to be the lowest energy conformation by Xu et al. [161] with DFT calculations

for the CO2-(4×4) six-ring aromatic surface system.

The present LJ potential for CH4-G leads to a hollow lowest energy conformation, i.e. the

CH4 molecule preferentially adsorbs towards the center of a C ring, which is one of the lowest

energy adsorption site found also by Xu et al. [161] for the CH4-(4×4) six-ring aromatic sur-

face system. The recomposed global interaction potential of CH4 with graphite also presents

potential well depth and equilibrium geometry in good agreement with the Vidali et al. [149]

best estimations.

From the present analysis, we can conclude that the LJ parameters given in Table 2.1 al-

low to reproduce the global interactions of the different molecules with graphene and the cor-

responding pairwise potentials can be safely used in MD simulations devoted to interface effects.
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2.3.2 System setup

All our molecular dynamic simulations and friction calculations are done in equilibrium state

using LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) package [102].

The systems, periodic in x, y, are first relaxed for 5 × 106 time step at zero lateral external

pressure in order to reach the natural reference state. Next, the simulation box is deformed in

x or y direction in accordance with the desired strain for graphene. In the present work, we

keep the direction y (zigzag) undeformed while the strain in direction x (armchair) is varied

from 0% to 10%. The systems undergo equilibration process again and only after 5× 106 time

step, we start to compute the auto correlation function based on data of the next 10×106 time

step. During the whole simulation, an external uniform pressure Pext is applied to graphene

sheet to equilibrate the liquid pressure inside the channel. Additionally, to avoid drifting, one

atom of the lower graphene sheet is fixed. The simulation time step is 1 fs. The temperature of

the graphene is maintained by Nose Hoover thermostat and the equations of motions of liquid

atoms are integrated using Verlet algorithm. In order to obtain the liquid density for fluids,

we list different temperature and different external pressure for the different systems in Tab

2.3. To improve the reliability, the results are averaged over at least 10 independent runs of

the same system.

Liquids N ρ [nm−3] T [K] Pext [bar]
H2O 1001 33.1 298 1
CH4 720 16.7 148 520
CO2 352 15.9 250 100

Table 2.3: Simulation conditions for different liquid systems including N number of liquid
molecules, ρ the average liquid density confined between the two graphene sheets, T the tem-
perature and Pext the external pressure.

Since the immobile graphene nanochannel may lead to non-physical results, flexible graphene

sheets have been used in all simulations. The periodic boundary conditions are adopted in x
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and y. The dimension of the graphene surface A is 42.6 Å × 24.6 Å and the height of nano-

channels has been adjusted by external pressure and temperature of the given fluid. A snapshot

of our systems can be seen in Fig. 2.3.

Figure 2.3: Snapshots of the three systems (H2O, CO2 and CH4) in graphene nano-channel
under consideration. The shape of three molecules are drawn according to molecules’ bond
lengths, bond angles and σfw diameters.

In water-graphene simulations, the system is composed of 1001 water (H2O) molecules be-

tween two graphene sheets. For simulations involving methane (CH4) in graphene channel, 720

liquid molecules are considered. Regarding carbon dioxide-graphene system, there are 352 CO2

molecules in the simulation box.

2.3.3 Results and discussion

The variation of the liquid density with respect to distance from the graphene surface can be

seen in Fig. 2.4. We find that for spherical particles like CH4, the density profile is almost

insensitive to the applying strain whereas for the most aspherical molecules, i.e CO2 which

adopts a rod shape, the influence is more visible. Specifically, both the first and the second

peaks corresponding to the first and second liquid layers decrease. The effect is more pronounced

for CO2 simulations for which the second peak shifts slightly towards the bulk. For all three

different fluids, the positions of the first peak are however in agreement with the fluid-wall LJ

distance, σfw.
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From the density profile, intuitively, one can suppose that less liquid molecules are present near

the wall smaller will be friction of strained graphene. However, this prediction is disproved by

detailed results presented in the following. The anisotropy effect, which can not be shown from

the density profile, must also be studied.

Figure 2.4: Fluid molecular density for different systems: (a) for H2O, (b) for CO2 and (c) for
CH4. (d) variation of liquid density around the first peaks (first liquid layer).

The exact value of friction tensor can be computed using the time correlation presented in

Fig. 2.5. To obtain the friction coefficients by the Green Kubo expression, the correlations

〈Fα(0)Fβ(t)〉 are accumulated continuously until convergence. For given t, at least 800000

samples are collected for the ensemble average. Finally, results are averaged again over 10 inde-

pendent simulations. The difference in behavior between strained and natural graphene can be

observed, especially along direction x. All curves show an exponentially decaying behavior but

they are quantitatively different. The zero-time value 〈F 2(0)〉 at t = 0, representing the static

friction intensity, is significantly higher for strained graphene and the correlation decays more

slowly in that case. We will see later that the correlation time increases with the strain value.

The same behavior can also be observed for friction along y but the change is less pronounced
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since the graphene has zero strain along y. The anisotropy effect due to unequal strain can also

be seen from the x, y correlation behaviors which are identical for natural graphene and very

different for strained graphene.

Figure 2.5: Time correlation of friction forces along x and y directions for H2O and graphene.

Fig. 2.6 and Tab. 2.4 shows the friction coefficient results for different fluid types at different

strains. The isotropic behavior can be clearly seen for all types of liquid at zero strain and

the anisotropy effect starts to increase as the strain increases. The friction increases for both

directions but the increase is more important for direction x. It is interesting to note that the

relation between λxx and λyy, and the applying strain is quasi-linear up to strain as large as

10%. The difference between λxx and λyy is more significant for non-spherical molecules like

H2O and CO2, and is reduced for spherical molecules like CH4. Due to the direct connection

between slip length and friction, the slip effect is minimum, maximum along x, y direction, re-

spectively. The sensitiveness of non-spherical molecules suggests that it is possible to enhance

or reduce the transport performance using engineering strain in one or two directions. However,

it is less effective to use this method for spherical molecules.

The viscosity for the TIP4P/2005 water model is 0.855 mPa.s at 298 K and 1 bar [52]. In order

to compare our results with other researches, we converted all friction coefficients λ of water to

the slip lengths Ls using relation (2.2). At the strain-free state, the present Ls value is 30.5 nm

which is consistent with the value of about 30 nm obtained by Thomas et al. [135] and which is

also close to the theoretical value of Myers, i.e. 35 nm [96]. In the recent experiment of Secchi

et al. [116], measurements on very large radius (33 nm to 50 nm) CNTs show that Ls varies



36 Chapter 2. Strain-induced friction

0 2 4 6 8 10

Strain (%)

0.5

0.8

1.1

1.4

1.7

2

λ
(1
04
N

·
s/
m

3
)

CO2

(b) λ
xx

λ
yy

0 2 4 6 8 10

Strain (%)

0.5

0.8

1.1

1.4

1.7

2

λ
(1
04
N

·
s/
m

3
)

CH4

(c) λ
xx

λ
yy

Figure 2.6: Friction coefficient, from MD simulations, with strain ranging from 0% to 10%.
The quasi-linear relation is observed between friction coefficient and strain. The error bars are
calculated for 10 simulations.

ε(%) 0 2.5 5 7.5 10
H2O λxx (104N · s/m3) 2.81 3.66 4.73 5.70 6.69

λyy (104N · s/m3) 2.80 3.19 3.35 3.64 3.79
CO2 λxx (104N · s/m3) 0.859 0.980 1.13 1.19 1.40

λyy (104N · s/m3) 0.890 0.942 0.978 1.00 1.07
CH4 λxx (104N · s/m3) 0.844 0.840 0.844 0.830 0.902

λyy (104N · s/m3) 0.794 0.812 0.807 0.782 0.789

Table 2.4: Friction coefficients for different systems.

from 45 nm to 17 nm, which is comparable with the present results. It can be concluded that

accounting for the G-H interaction and the flexibility of the graphene sheet are very important.

The present results show that the typical Ls values are two times smaller than those resuting

from simulations neglecting these aspects. More importantly, they are closer to experimental

results. For example in Fig. 2.7, at all strain values, the present Ls along direction x is signifi-

cantly smaller than the isotropic results (same strain along x and y directions) of Xiong et al.

[160].

Figure 2.7: Influence of the fluid models on the slip length Ls of water-graphene system.

Since the friction increase due to strain can be approximately decomposed by Eqs (2.5, 2.24), we
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shall look at the influence of different terms in the overall behavior, including the static terms

〈Fx(0)〉, 〈Fy(0)〉 depending on the structure factor S(q) and the integral involving potential

strength and the decorrelation time τx, τy. Fig. 2.8(a) shows that the quasi-isotropic structure

is observed at the first fluid layer at the maximal strain 10%. The changes of structure factor

due to strain can be considered negligible Fig. 2.8(b), less than 2%. This remarks suggests that

the contribution of S(q) on the anisotropy is not significant. The norm of reciprocal vectors

q1, q2 and q3 at different strain states are presented in Table 2.5.

Figure 2.8: (a) 2D structure factor of oxygen (H2O) with 10% unilateral strain on graphene
sheet. (b) The structure factor of oxygen and hydrogen of water with different q. (c) The
structure factor of oxygen (H2O), carbon (CO2) and methane (CH4) at strain-free state.

ε(%) 0 2.5 5 7.5 10

q1[Å
−1

] 2.950 2.932 2.915 2.900 2.885

q3[Å
−1

] 2.950 2.878 2.809 2.744 2.682

Table 2.5: The norm of reciprocal vectors for different strains. Note that q1 = q2.

Fig. 2.9 represents the dependence of coefficients α and V1 in terms of the distance z of a

methane molecule from the graphene sheet. As can be seen, both strain and z can affect α

and V1, but the strain mainly contributes to the linear change of α while the potential energies

coefficient V1 is very sensitive to z. The variation of V1(z) in the range, z ∈ [2.2, 3.6](Å), better

agrees with exponential form V1(z) = 3.031 × 104 exp{−5.797z}(eV) for strain free case and

V1(z) = 2.104× 104 exp{−5.67z}(eV) for 10% strain. It suggests that using the representative

value at z0 may not yield the best estimation. In this paper we consider the potential form of

V1 when calculating the static term in (2.24).
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Figure 2.9: Coefficient α (two upper figures) and potential energies V1 (two lower figures) as a
function of the strain and the distance z of methane molecule from the graphene sheet.

In Fig.2.10, we can find that the static forces 〈F 2
x 〉/A, 〈F 2

y 〉/A, and the decorrelation time

depend on the strain. It is noted that the spherical molecules (CH4) are less sensitive to the

unilateral strain, which agrees with the friction results shown in Fig. 2.6. The variation of

those quantities for H2O and CO2 is much more significant. The theoretical results from (2.24)

have well predicted the variation trend and the value of 〈F 2
x 〉/A with strain. For 〈F 2

y 〉/A, there

are still difference between theoretical and simulation results. The simulation results show

slight changes of 〈F 2
y 〉/A while it is more visible according to the theoretical prediction. The

discrepancies could be clearly understood from the analysis of the assumptions: i) the use of a

time independent potential energy surface obtained from static graphene ii) the superposition

hypothesis for molecules in Eq. (26) iii) the fact that we only account for the structure factor

in the first liquid layer. The first assumption, adopted in most theoretical works [12, 46, 45],

corresponds to situations where flexibility of the graphene sheet is negligible, e.g at small tem-

perature or at large strain. Physically, stretching membrane reduces the out-of-plane vibration

amplitude, which agrees with the reduced difference between MD solution and the theory at
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large strain for both 〈F 2
x 〉/A and 〈F 2

y 〉/A. The second superposition hypothesis have been

tested for large alkanes [46] and proved to yield good estimates. Finally, the assumption that

allows reducing the static part of (2.16) to (2.24) is relatively strong but necessary to obtain

important connections to the molecular distribution and the interaction strength, appeared as

two separated contributions. In (2.24), although we does consider the variation of potential

with depth for the whole slab, but only the structure factor of the first liquid layer is used for

calculation. As a result, potential improvements to the model can be done from the analysis of

second and third liquid layers based on the same procedure, in order to reduce further the gap

between simulation and theory results.

Regarding the decorrelation time, numerical evidences have shown that it plays important

role in the increase of the friction due to strain. Indeed, while the static term 〈F 2
x 〉/A is re-

sponsible for 10% increase, the decorrelation time can be doubled for H2O. It suggests that

the motion of molecules has been affected by the changes of the environment. From atomistic

viewpoint, the changes of lattice distances induce changes in the potential energy landscape

and the diffusion mechanism of molecules. Spherical molecules like CH4 are less affected, but

molecules like H2O and CO2 tend to have less mobility along x than along y.

2.4 Conclusions

In the present paper, we have considered the friction between different liquids and an anisotropic

surface, e.g graphene subject to anisotropic engineering strain. Due to the changes of the lat-

tice structure, the potential field of strained graphene has lost its six fold symmetry and is

responsible for anisotropic friction behavior between the liquid and the surface. Depending on

the molecular shape and interaction strength, the anisotropy degree may vary from one fluid

species to another. Using LAMMPS software, one can compute the friction tensor via time cor-

relation integral and access to structure via post process routine. Simple predictive estimation

is proposed from a constructed surface potential for strained graphene.
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Figure 2.10: Factorization of friction coefficient λ to 〈F 2〉/A and τt with strain on graphite
ranging from 0% to 10%

The authors study three different liquids with distinct molecular shape, namely water, car-

bon dioxide and methane. Numerical evidences show that the strain induced anisotropy effect

is significant, especially for non spherical molecules. When strain increases, the friction and the

anisotropy degree also increase. For example, the friction coefficient can rise 100% for water

and 50% for carbon dioxide at 10% strain along x. The friction ratio between two directions

increases from 1 to 1.6 for water and from 1 to 1.3 for carbon dioxide. However, for spherical

molecules like methane, the variation of friction is insignificant. Investigation on the structure

and dynamics of those liquids has revealed that the relaxation time increases considerably with

strain and contributes an important part in the increase of the friction.

The contribution of this work helps better understanding and modelling the friction between
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liquids and anisotropic surfaces. Those surfaces can exist naturally, for example in the form

of orthorombic crystal systems or cubic systems subject to misfit strain etc.. The study also

contributes practical aspects to answer energetic and environmental challenges, specifically it is

closely related to carbon dioxide sequestration process via Enhanced coal bed methane recovery

method.



Chapter 3

Non-parametric wall model and

methods of identifying boundary

conditions for moments in gas flow

equations

Abstract

In this paper, we use Molecular Dynamics (MD) simulation method to study gas-wall boundary

conditions. Discrete scattering information of gas molecules at the wall surface are obtained

from collision simulations. The collision data can be used to identify the accommodation coeffi-

cients for parametric wall models such as Maxwell, Cercignani-Lampis scattering kernels. Since

these scattering kernels are based on a limited number of accommodation coefficients, we adopt

non-parametric statistical methods to construct the kernel to overcome these issues. Different

from parametric kernels, the non-parametric kernels require no parameter (i.e accommodation

coefficients) and no predefined distribution. We also propose approaches to derive directly the

Navier friction and Kapitza thermal resistance coefficients as well as other interface coefficients

associated to moment equations from the non-parametric kernels. The methods are applied

42
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successfully to systems composed of CH4 or CO2 and graphite, which are of interest to the

petroleum industry.

3.1 Introduction

The study of transport properties in porous media plays an important role in many applica-

tions such as soil mechanics, geohydrology and the storage of nuclear waste. Along with the

development of unconventional reservoirs (shale gas) extraction technology, like hydraulic frac-

turing, more attention has been paid to the transport of gas molecules in carbon pores. As a

result, modeling the gas behavior and its interaction with the boundary is of significant interest.

Due to the size of the pore, gaseous molecules, here methane (CH4) and carbon dioxide (CO2)

in this study, can travel with few collisions, resulting in high Knudsen number (Kn), a similar

situation as the rarefaction effect. It is known that when Kn > 0.01, predictions based on the

continuum Navier-Stokes-Fourier (NSF) equations and classical no-slip, no-jump conditions are

no longer in agreement with experiences and atomistic simulation results [73, 168]. In order to

capture these phenomena, more advanced continuum equations and boundary conditions are

necessary [143, 127].

Unlike liquids where the friction and thermal resistance are characterized by layers of interact-

ing molecules adsorbed at the wall [85, 11, 19], the gas molecules collide infrequently and their

residence time near the wall can be neglected. The exchange of momentum and energy between

the gas and the wall can be understood from ensemble of independent gas-wall collisions. In

most cases, the collisions are usually modeled with scattering kernels based on several accom-

modation coefficients [92, 27, 26, 163, 33, 65, 140]. Other class of wall models for rough surfaces

[146, 164, 82] were analytically derived from corrugation parameter and potential well depth.

Although these parametric models are simple to code, they rely on many oversimplification

hypotheses which cannot guarantee the accuracy of the collisions for the whole velocity range.
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These problems can have consequences on the boundary conditions at the continuum level and

simulation results based on these scattering kernels.

The paper presents a systematic study of gas-wall collision models based on Molecular Dynam-

ics (MD) simulations. The systems in consideration are composed of methane CH4 (considered

as monatomic gas) or carbon dioxide CO2 (rigid linear molecule) interacting with a graphite

wall constituted of carbon atoms. By beaming independently gas molecules onto the surface

and recording the reflected flux, we can determine the accommodation coefficients. More im-

portantly, we can reconstruct numerically a non-parametric (NP) wall model. Different from

parametric models in literature, this scattering kernel is able to capture the reflection process

in a more realistic way. Originated from non-parametric statistics, the NP scattering kernel re-

quires no parametrization (i.e accommodation coefficients) and no predefined analytical form.

Interestingly, it can be used to determine directly the parameters of any phenomenological

boundary conditions, including those for NSF or moment equations. While these equations are

valid for a limited range of Kn in the transition regime, the NP wall model can be directly

implemented in particle methods like DSMC (Direct Simulation Monte Carlo) or MD to simu-

late flows at any Kn number. The development of gas-wall boundary conditions for continuum

equations from a non-parametric kernel is the major contribution of the present work, which

will be detailed in the subsequent sections.

3.2 Study of gas-wall models with Molecular Dynamics

method

3.2.1 Scattering kernels

In kinetic theory, the state of monatomic gas at any location x at time t is entirely determined

from the local number density n(x, t) and the probability density function f(x, c, t) of velocity c.
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The evolution of the latter is governed by the Boltzmann equation and the boundary conditions

cz(nf)+(c) =

∫
Ω−
B(c|c′)|c′z|(nf)−(c′)dc′, c′ ∈ Ω−, c ∈ Ω+. (3.1)

In the above expression, we assume that the boundary is normal to the z direction, and time

t and space x variables are dropped for simplicity. Eq. (3.1) connects the incoming flux

c′z(nf)−(c′) and the outgoing flux cz(nf)+(c) via the scattering kernel B(c|c′). The two veloc-

ities c and c′ belong to dual half-spaces Ω− and Ω+ in R3, respectively, defined below

c′ ∈ Ω− = R2 × R−, c ∈ Ω+ = R2 × R+. (3.2)

For fluid in equilibrium, the distribution of velocity is equal to the Maxwell-Boltzmann distri-

bution

feq(c) = fM(c) =
1

√
2πθ

3 exp

[
−c

2

2θ

]
, θ = kBT/m, (3.3)

where kB is the Boltzmann constant, m the atomic mass, and T the temperature. For rigid

gas molecules, in addition to translational velocity of the center of mass, we must account for

the rotational velocity ω. The scattering kernel must be replaced by B(ω, c|ω′, c′) and the

probability density by f(ω, c). The two half-spaces Ω− and Ω+ are also extended to include

the rotational velocity ω, e.g Ω− = R5 × R− for incident molecules and Ω+ = R5 × R+ for

reflected molecules. It is possible to include the orientation distribution in the scattering kernel

but this will not be considered in the present work. At equilibrium, this density function is

given by

feq(ω, c) = fM(c)fωM(ω), fωM(ω) =
1

√
2πθω

d
exp

[
− ω

2

2θω

]
, θω = kBT/I. (3.4)

The quantity I represents the moment of inertia and the power d the rotational degree of free-

dom, d = 2 for linear molecules and d = 3 otherwise. It is noted that for linear molecules, the
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rotation around its proper axis is not considered.

The scattering kernel B(ω, c|ω′, c′) which is the probability of finding molecules bouncing with

velocity (ω, c) with given colliding velocities (ω′, c′) can be determined by Molecular Dynam-

ics collision simulation. Gas molecules are beamed at given velocities (ω′, c′) onto the surface

in consideration and the velocity distribution of reflecting molecules associated to (ω′, c′) is

recorded. Next the arriving velocities (ω′, c′) are also varied to cover the incident velocity

space. Generally, if the number of realizations is sufficiently large, we have a large set of dis-

crete points which can represent the true probability density B(ω, c|ω′, c′).

We are also concerned about the use of the kernel as wall boundary conditions in other sim-

ulation methods (for example Molecular Dynamics, Direct Simulation Monte Carlo or Lattice

Boltzmann). If we use the discrete form of B(ω, c|ω′, c′), output results must be obtained from

the interpolation of known points. This method is accurate but less computationally convenient.

The scattering kernel can be analytically modeled using some physical parameters for example

Tangential Momentum Accommodation Coefficients (TMAC) or Energy Momentum Accom-

modation Coefficients (EAC), etc... Some notable scattering models are Maxwell-Yamamoto

(MY) [163], Cercignani-Lampis (CL) [27] etc... which can be used for atomistic gas flow sim-

ulations and accommodation coefficients can be used to derive velocity slip and temperature

jump coefficients for NSF equations. To account for the special reflection mechanism of the

anisotropic surface, one can use Dadzie-Meolans (DM) kernel [34] or anisotropic Cercignani-

Lampis (ACL) kernel [140] with three different coefficients associated to the three directions

x, y, z.

The MD collision point cloud can be fitted by analytical scattering models and the model

parameters can be identified. However, the data can be scattered and there is no truly effi-

cient fitting algorithm, for example, one can use the mean square of the difference between

the two probability densities or methods based on accommodation parameters. We note that
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constant accommodation coefficients are only meaningful for analytical scattering kernel listed

previously. For realistic gas surface interaction, those coefficients are usable in approximative

sense and can oversimplify the true behavior.

3.2.2 Expressions for fluxes, average values and accommodation co-

efficients

Given molecular quantities Q as function of velocities c,ω, the average value Q and the flux

ΦQ across a plane normal to z can be computed as

Q =

∫
Q(c,ω)fdcdω, ΦQ = n

∫
Q(c,ω)czfdcdω. (3.5)

Given the fact that all the physical quantities such as density n, temperature T , stress σ,

velocity v, and heat flux q are either average value or flux of molecular quantities, it is possible

to investigate their relations at the boundary by examining the gas wall collisions. With respect

to the wall normal to the z direction, we define influx Φ−Q and outflux Φ+
Q of atomic quantity

Q(c,ω) at the wall via the expressions

Φ−Q =

∫
Ω−
|cz|(nf)−Q(c,ω)dcdω, Φ+

Q =

∫
Ω+

|cz|(nf)+Q(c,ω)dcdω. (3.6)

From atomistic viewpoint, Φ−Q, Φ+
Q can be computed by counting the number of atoms N

crossing the control plane in a given time t

Φ−Q =
1

t

∑
incident

Q(c,ω) =
N

t
〈Q〉i = ν〈Q〉i, Φ+

Q = ν〈Q〉o, (3.7)

where the subscript i stands for input (incident), o for output (reflection), ν collision rate.

Here the notation 〈Q〉 is the average of molecular quantities Q that cross the control plane

in Molecular Dynamics simulations. By breaking each relation in (3.5) into two integrals in
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half-spaces Ω− and Ω+ as follows

nQ =

∫
Ω−

Q(c,ω)

|cz|
|cz|(nf)−dcdω +

∫
Ω+

Q(c,ω)

|cz|
|cz|(nf)+dcdω,

ΦQ = −
∫

Ω−
Q(c,ω)|cz|(nf)−dcdω +

∫
Ω+

Q(c,ω)|cz|(nf)+dcdω, (3.8)

and making use of (3.7) and (3.6), the flux ΦQ and the average value Q at the wall can also be

expressed as

nQ = Φ+
Q/|cz | + Φ−Q/|cz | = ν〈Q/|cz|〉i+o, ΦQ = Φ+

Q − Φ−Q = ν〈Q〉o−i, (3.9)

with notation 〈Q〉α±β := 〈Q〉α ± 〈Q〉β. The relation between the average value Q, and fluxes

Φ+
Q/|cz | and Φ−Q/|cz | is useful because it is more convenient to compute Q with MD simulations.

Choosing Q = 1 in (3.9) and noting that Q = 〈Q〉i = 〈Q〉o = 1, we have the equalities

ν = n
1

〈1/|cz|〉i+o
, Φ1 = 0. (3.10)

Substituting ν/n from the first expression in (3.10) back into (3.9) for the general Q, we can

derive that

Q =
〈Q/|cz|〉i+o
〈1/|cz|〉i+o

, ΦQ =
n〈Q〉o−i
〈1/|cz|〉i+o

. (3.11)

We remark that the second relation of (3.10) is equivalent to the no atom accumulation condi-

tion at the wall, i.e the influx is equal to the outflux. If the leaving atoms are fully thermalized

by the wall, the phase density f+ should be replaced by the equilibrium distribution feq(ω, c)

at the wall temperature Tw. The outgoing flux Φ+
Qw

associated to this distribution is given by

the expression

Φ+
Qw

=

∫
Ω+

|cz|nfeq(ω, c)Qdcdω = ν〈Q〉w, (3.12)
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where the subscript w is for outgoing flux at the wall temperature Tw. Since feq(ω, c) is known

from (3.4) and ν is estimated by setting Q = 1, we can compute the expected values for thermal

wall 〈Q〉w. They are functions of the reduced wall temperature θw = kBTw/m and given in Tab

3.1. It is noted that for the special case where d = 0, the tabulated values are consistent with

previous works for monatomic gas [125].

Component Velocity Energy

Tangential (x, y) 〈cx〉w = 0 〈c2
x〉w = θw

Normal (z) 〈cz〉w = 1
2

√
2πθw 〈c2

z〉w = 2θw

Total 〈c〉w = 3
4

√
2πθw 〈c2 + I

m
ω2〉w = (4 + d)θw

Table 3.1: Expected values as functions of the reduced wall temperature θw = kBTw/m. For
CH4, the rotation energy is neglected d = 0 and for CO2, d = 2.

As a result, the accommodation coefficient of quantity Q is equivalent to the expression

αQ =
Φ−Q − Φ+

Q

Φ−Q − Φ+
Qw

=
〈Q〉i−o
〈Q〉i−w

or 〈Q〉o = (1− αQ)〈Q〉i + αQ〈Q〉w. (3.13)

The above expression which is independent of the collision rate ν, is useful for the determi-

nation of the accommodation coefficients using MD method. Usually, the value for 〈Q〉w is

known explicitly (see Tab I) and the coefficient can be computed based on Eq. (3.13). Most

analytical wall models in literature are based on constant accommodation coefficients, which

are independent of the input data nf−. These assumptions may not be true for a general kernel

B(ω, c|ω′, c′) and this is the major disadvantage of using accommodation coefficients to model

realistic surfaces.

When accommodation coefficients are not properly defined, different methods can be used

to compute those coefficients and result differently. For example, in Ref.[125], the authors
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proposed using the least-squares formula

αQ = 1−
∑

collision(Qi − 〈Q〉i)(Qo − 〈Q〉o)∑
collision(Qi − 〈Q〉i)2

, (3.14)

from the collision clouds. They found that results are very different from those obtained by

Eq. (3.13).

These observations pose some problems on theories based on the existence of the constant

accommodation coefficients for general surfaces. However, interface phenomena like slip ve-

locity and temperature jumps do exist. Modeling those effects and identifying the parameters

without using accommodation coefficients will be considered in the following.

3.2.3 Boundary conditions for Navier Stokes Fourier (NSF) equa-

tions

In this subsection, we present a new method to directly determine the macroscopic velocity and

temperature jump coefficients via collision simulations. This completely avoids the intermedi-

ate modeling and simulations based on scattering kernels. As we know, all available analytical

models have limitations. First, they only allow at most three accommodation coefficients. If

we choose to model momentum accommodation effect along one direction, we have to sacrifice

the energy accommodation along this direction. Accommodation effects for high order moment

are also unavailable. Secondly, using constant accommodation coefficients, like most analytical

wall models in literature can be a strong assumption. Numerical evidence in the latter section

shows that in some cases, the true behavior deviates significantly from that hypothesis.

The approach proposed here is independent of scattering model and can be applied to any

surfaces. It can also be extended to deal with general boundary conditions involving higher

order moments. In slip regimes, the usual macroscopic boundary conditions for velocities vx, vy
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and reduced temperature jump θ − θw are given in the following forms

vk = −2− αk
αk

σkz

nm
√

2θ/π
, θ − θw = −2− αe

2αe

qz

nm
√

2θ/π
, k = x, y, (3.15)

where σxz, σyz are the (minus) shear stress components and qz the normal heat flux at the

wall. Constants αk are the tangential accommodation coefficients associated to the tangential

translational molecular velocities, and αe is the energy accommodation coefficient associated

to its kinetic energy. The above equation where the thermal transpiration is neglected can be

derived from the scattering models. In this paper, we propose a more general phenomenological

form for the boundary conditions

β1kvk = − σkz

nm
√

2θ/π
, β2(θ − θw) = − qz

2nm
√

2θ/π
, k = x, y, (3.16)

where β1x, β1y and β2 are the dimensionless friction and Kapitza coefficients, depending on the

gas-wall couple. It is clear that we recover the original equation if the coefficients β1k and β2

are connected to the accommodation coefficients αk and αe via the relation

β1k =
αk

2− αk
, β2 =

αe
2− αe

, k = x, y, (3.17)

It is noted that the two expressions in (3.16) can also be used for the cases where the accom-

modation coefficients are not constant.

Using Eqs. (3.7-3.11), we shall derive schemes to determine β1k and β2 from MD simulations.

The velocity defined as vk = ck (i.e Q = ck) can be computed by the expression

vk =
〈ck/|cz|〉i+o
〈1/|cz|〉i+o

. (3.18)
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The (minus) shear stress σkz = ΦmCk (i.e Q = mCk) can also be computed in the following way

−σkz = mν(〈Ck〉i − 〈Ck〉o) = mn
〈ck〉i − 〈ck〉o

〈1/|cz|〉i + 〈1/|cz|〉o
= mn

〈ck〉i−o
〈1/|cz|〉i+o

, (3.19)

where Ck = ck − vk is the peculiar velocity. Comparing Eqs. (3.18,3.19) with (3.16), we can

derive the interface coefficients βik via the expression

β1k =
〈ck〉i−o/

√
2θ/π

〈ck/|cz|〉i+o
. (3.20)

Next, the reduced temperature θ = C2 + (I/m)ω2/(3 + d) and the heat flux qz = Φ(mC2+Iω2)/2

are given by the equation

θ =
〈(C2 + (I/m)ω2)/|cz|〉i+o

(3 + d)〈1/|cz|〉i+o
, −qz = mn

〈(C2 + (I/m)ω2)/2〉i−o
〈1/|cz|〉i+o

, (3.21)

where d is the number of rotation degrees of freedom of gas molecule, d = 2 for CO2. Comparing

Eqs. (3.21) with (3.16), we can calculate the Kapitza coefficient

β2 =
(3 + d)〈(C2 + (I/m)ω2)/2〉i−o/(4θ/π)

[〈(C2 + (I/m)ω2)/|cz|〉i+o − (3 + d)θw〈1/|cz|〉i+o]/
√

2θ/π
. (3.22)

We note that for monatomic gas, it is sufficient to remove the terms Iω2 and d in the above

expression and obtain

β2 =
3〈C2/2〉i−o/(4θ/π)

[〈C2/|cz|〉i+o − 3θw〈1/|cz|〉i+o]/
√

2θ/π
. (3.23)

To facilitate the comparison between the numerical results, we normalize stress and heat flux

computed by MD method with suitable quantities and rewrite the phenomenological law in the

following way

β1k =
−σ̂kz
v̂k

, β2 =
−q̂z
∆θ̂

, k = x, y. (3.24)
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Here, the hat notation is used for the normalized quantities,

σ̂kz =
σkz
nmζ2

, v̂k =
vk
ζ
, q̂z =

qz
2nmζ3

, ∆θ̂ =
θ − θw
ζ2

, ζ =
√

2θ/π. (3.25)

3.2.4 Extension to 13 moments equations

Without being limited to NSF equations, the method presented previously can be applied to

higher order model. Given any macroscopic boundary conditions in terms of moments, the

present method can be used to derive the coefficients associated to boundary conditions. As an

example, we consider the boundary conditions of R13 equations written for isotropic surfaces

in dimensionless form[144, 143]

β1 =
−σ̂xz
κ̂1

, β2 =
−q̂z
κ̂2

, β3 =
−m̂xxz

κ̂3

, β4 =
m̂zzz

κ̂4

, β5 =
R̂xz

κ̂5

, (3.26)

with

m̂ijl =
mijl

nmζ3
, R̂ij =

Rij

nmζ2
,

κ̂1 =

√
2

πθ

(
Pvx +

1

2
mxzz +

1

5
qx

)
/(nmζ2),

κ̂2 =

√
2

πθ

(
2P (θ − θw)− 1

2
Pv2 +

1

2
θσzz +

R

15
+

5

28
Rzz

)
/(2nmζ3),

κ̂3 =

√
2

πθ

(
1

14
Rxx + θσxx −

1

5
θσzz +

1

5
P (θ − θw)− 4

5
Pv2

x −
R

150

)
/(nmζ3),

κ̂4 =

√
2

πθ

(
2

5
P (θ − θw)− 1

14
Rzz −

3

5
Pv2 − 7

5
θσzz +

R

75

)
/(nmζ3),

κ̂5 =

√
2

πθ

(
Pθvx −

11

5
θqx −

1

2
θmxzz − Pv2vx + 6Pvx(θ − θw)

)
/(nmζ4). (3.27)
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The quantities P,R,Rij and mijl are defined from the moments

P = nmθ +
1

2
σzz −

1

120

R

θ
− 1

28

Rzz

θ
, Rij = mnC2(CiCj − C2/3δij)− 7θσij,

R = mn(C4 − 15θ2), mijl = mnCiCjCl − C2(Ciδjl + Cjδil + Clδij)/5,

k = x, y, i, j, l = x, y, z. (3.28)

These original boundary conditions are derived for Maxwell molecules and Maxwell scattering

kernel where all the coefficients are identical β1 = β2 = ... = β5 = α/(2 − α) with α being

the accommodation coefficient. Moments R,Rij and mijl are connected to stress, heat flux,

velocity, temperature and their derivatives via a regularization procedure [126, 129, 143].

Although the derivation conditions are rather restrictive, we shall assume that they are valid

and determine the coefficients β1, β2, ..., β5. We shall base directly on the moment definitions

Eqs. (3.28) which are independent of the regularization methods and also relax the conditions

that all coefficients β1, β2, ..., β5 must be identical. We note that in Ref. [126], these authors

already consider that β1, β2, ..., β5 can be different and take empirical values allowing matching

with a more accurate method. In these cases, those coefficients are used to fix the Knudsen

layer effect that the R13 equation fails to capture completely. This empirical approach seems

to be incompatible with the rigorous mathematical derivation of R13 equations.

3.2.5 Generation of pre-collision velocity

Molecular Dynamics simulation requires generating velocities of atoms that cross the control

plane and collide with the wall. The (unnormalized) distribution of the latter is |cz|f−(c,ω)

with cz < 0 as seen in the previous section. In this paper, we use three types of distribution
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- The Maxwell Boltzmann (MB) distribution

For molecular gas |Cz|f−(c,ω) = |Cz|fM(C)fωM(ω).

For monatomic gas |cz|f−(c) = |cz|fM(C). (3.29)

The parameters of the distribution are the mean velocity v and the reduced temperature θ.

Using this distribution, we can model equilibrium system where the fluid is stationary v = 0

and the temperature is uniform θ = θw or non-equilibrium system by assuming that the gas

adjacent to the wall is in local equilibrium with temperature and velocity different from the

wall, i.e v 6= 0, θ 6= θw.

- The Chapman-Enskog (CE) distribution [29, 53]

|cz|f−(c) = |Cz|fCE(C). (3.30)

In addition to temperature θ and mean velocity v, there are also parameters associated to heat

flux qk and shear stress σik. This distribution is for non-equilibrium monatomic gas.

- The R13 distribution [129, 144]

|cz|f−(c) = |Cz|fR13(C). (3.31)

The last two distributions CE and R13 are for monatomic gases with expressions given in Ap-

pendix A. The generation of the input velocity is done via the Acceptance-Rejection approach.

For example, in Ref. [49], a scheme to generate distributions in the form f(c) = fM(C)Γ(C)

where Γ(C) is a polynomial of C, is proposed. The distribution to be treated in this paper

is slightly different since we are limited to the half-space cz < 0 and there is a function |cz|

standing before fM(C) due to the flux definition (see Appendix A).
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3.3 Numerical simulations and results

3.3.1 Molecular Dynamics model

We study the collision of gas molecules, methane (CH4) and carbon dioxide (CO2) on a graphite

wall (C atoms). The system contains two parts: the reservoir and the collision zone. The MD

simulation is only done in the collision zone and the pre-collision velocity of gas molecules

is generated directly at the stochastic boundary between the reservoir and the collision zone.

Two graphite wall models will be considered. The first is a smooth wall model composed of 3

graphene layers with dimensions 17.04 Å× 17.22 Å (336 carbon atoms). The second is a rough

model where a narrower band of graphene with surface 8.52 Å×17.22 Å is added on the smooth

surface (392 carbon atoms). Due to the surface geometry and symmetry, the scattering behav-

ior of the smooth model is close to being isotropic and that of the rough model is anisotropic.

We define the x and y directions as respectively “armchair” and “zigzag” directions, and the z

direction as the normal direction to the graphite plane. During the simulation, the lowest sheet

is fixed and the second layer is maintained at constant temperature (350 K for CH4 model and

600 K for CO2 model) by Nose-Hoover thermostat with the relaxing temperature parameter

equals to 100 time steps. The two final layers are free to interact with the gas molecules. We

use periodic boundary conditions for x, y directions, and we fix the height of box along z direc-

tion. The gas-wall truncation distance is set to 15 Å from the upper layer, and the stochastic

boundary is located at the truncation distance from the graphite wall. A simple sketch of the

system and snapshots of MD simulations are shown in Fig. 3.1.

All MD simulations are performed with LAMMPS (Large-scale Atomic/Molecular Massively

Parallel Simulator) package [102]. A typical simulation of 105 collisions takes roughly 50 hours

on an architecture of 92 Intel(R) Xeon(R) processors 2-3 GHz. The adaptive intermolecular

reactive bond order (AIREBO) potential [130] is used for the interaction between the graphite

carbon atoms. The CH4 molecule is modeled as a united atom and its interaction with graphite
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Figure 3.1: Simple sketch of the system. The stochastic boundary is indicated by the dashed
line and the graphite wall is indicated by the solid line. Snapshots of MD simulations show the
local orientation of the smooth (isotropic) and rough (anisotropic) systems.

atoms is governed by the Lennard Jones (LJ) potential

V = 4ε

[(σ
r

)12

−
(σ
r

)6
]
, (3.32)

where r is the distance between two atoms under consideration and σ and ε the parameters of

the LJ model. Regarding the CO2 molecules, we don’t consider the contribution of the internal

degrees of freedom (bending/stretching) and use the rigid model [167]. The interaction of each

site with the graphite atoms is also of LJ type with parameters taken from Ref. [85] (see Table

3.2). After equilibrating the graphite system at the given temperature (106 time steps of 1 fs),

gas molecules are inserted one by one in the collision zone. Only after one collision event, i.e a

molecule interacts with the wall and goes out of the collision zone, another molecule is inserted

in the zone from a random position at the stochastic boundary (for CH4 and CO2) and with a

random orientation (for CO2). The residence time is considered negligibly small with respect to

the flying time outside this zone and the velocities at the entrance and the outlet are collected

(see Fig. 3.2).

Some comments can be made about the models for CH4 and CO2 used in the present work.

Both rigid molecule models don’t account for the vibrational internal degrees of freedom. The

bending mode of CO2 associated with a wavenumber of 667 cm−1 [86] is the most concerned
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by an excitation due to collisions with the solid surface since this mode is the lowest energetic.

The CO2 molecule collides with a surface at 600 K, i.e. kBT = 417 cm−1. Using Boltzmann

statistics, it can be estimated that only 20% of the CO2 molecules may be concerned by such

an excitation. The lowest energetic vibrational mode of CH4 is the angle deformation mode

associated with a wavenumber at 1306 cm−1 [86] and this molecule collides a surface at 350 K

(kBT = 243 cm−1). The Boltzmann statistics indicate that only 5% of the molecules would be

excited. From these estimates and for simplification, CO2 and CH4 are kept rigid.

σ[Å] ε[meV]
CH4 - C (Graphite) 3.550 5.547

C (CO2) - C (Graphite) 3.059 2.418
O (CO2) - C (Graphite) 3.197 4.091

Table 3.2: LJ parameters for the interaction of CH4 and CO2 with the graphite surface.

Figure 3.2: A collision showing the trajectory of a gas molecule.

We implement 3 simulation schemes to study gas-wall models and determine the model co-

efficients. They are different in terms of the gas state (equilibrium/non-equilibrium) and the

associated velocity generator.

- Batch average (BA) scheme: We repeat the same incident velocity (ω′, c′) many times and
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record the reflected velocity (ω, c) which is a distribution. To generate samples, the incident

velocity is taken from equilibrium distribution and the reflected velocity is averaged. By this

way [101], we can examine the accommodation coefficients via their definition (Eq. (3.13)).

In Fig. 3.3, We have plotted the input quantities 〈Q〉i against output quantities 〈Q〉o, where

Q = cx, cy, cz or c2 + Iω2/m. In the ideal case, the data population should concentrate along

a straight line and its slope corresponds to the constant accommodation coefficient αQ (see

section III.B for details).

- Stochastic equilibrium (SE) scheme: The reservoir is considered to be in equilibrium.

The pre-collision velocity (ω′, c′) for each collision is generated using equilibrium distribution

at zero mean velocity and at the same temperature as the graphite wall. By this way, we

obtain numerical estimates of the density B(ω, c|ω′, c′). The accommodation coefficients can

be extracted using (3.14) (see section III.B for details).

- Stochastic non-equilibrium (SN) scheme: The non-equilibrium gas is considered. De-

pending on the problems, we use Maxwell-Boltzmann (MB), Chapman Enskog (CE) or R13

distribution as discussed in the previous section. The surface can be modeled atomistically

(AM) as described from the beginning of the present section III.A. It can also be modeled

statistically using the non-parametric (NP) model B(ω, c|ω′, c′). The latter is constructed by

the scattering results on the atomic model, which is detailed at the end of section III.B.

The simulation results will be analyzed using the theory we have proposed in the previous

section.
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3.3.2 Determination of accommodation coefficients and construc-

tion of non-parametric wall model from collision data

As mentioned previously, the accommodation coefficients are parameters based on Eq. (3.13).

To verify this assumption, it is sufficient to study incident fluxes of constant velocity. Using

BA scheme for the couples CH4/CO2-Graphite (smooth and rough surfaces), we set up 100

sampling groups and each group contains 500 collisions with the same incident velocity. These

100 incident velocities are drawn from equilibrium distribution at the same temperature as the

wall. Then, we average the reflected values in the group for later analysis. Theoretically, if

the ratio between the input and the output values are constant, the collision data will form

a straight line. In Fig. 3.3, we find a strong correlation between the input and the output

velocities. For the tangential velocity, despite some slight curvature the relation between the

input and output is visibly linear for most of the data. However, the linear regression works

less well for the normal velocity and especially for the kinetic energy. These data suggest that

Eq. (3.13) is not valid for these cases and linear coefficients obtained by fitting (see Tab. 3.3)

are not representative.

Parametric studies based on varying the number of samples per input velocity from 20 to

1000 show that the scattering of energy data is always present. Given the fact that the results

for cx and cy are clearly correlated, the energy data merit more detailed investigation to under-

stand the origin of the deviation. We still use the same data and decompose the kinetic energy

into tangential and normal components c2
n, c2

t . In Fig. 3.4(a) and (b), we can see that the

tangential and normal kinetic energy data 〈c′2t 〉 vs. 〈c2
t 〉, 〈c′2n 〉 vs. 〈c2

n〉 are strongly correlated.

However, like the data 〈c′x〉 vs. 〈cx〉 and 〈c′z〉 vs. 〈cz〉 in Fig. 3.3, their slopes are different.

There is a strong contrast between the tangential reflection c2
t which is more specular-like (en-

ergy mostly conserved after collision) and the normal reflection c2
n which is more diffusive-like

(energy close to the walls’ after collision). On the other hand, in Fig. 3.4(c) and (d), the data

〈c′2t 〉 vs. 〈c2
n〉 and 〈c′2n 〉 vs. 〈c2

t 〉 are scattered and the correlation is weak. It is suggested that the
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Figure 3.3: Correlation analysis using BA scheme for CH4/CO2-Graphite. Columns (a), (b), (c)
represent the velocity (nm/ps) along x, y, z directions respectively and column (d) the kinetic
energy for CH4 and CO2 (the prefactor m/2 is removed for simplicity). The horizontal axis
shows the incident values and the vertical axis the reflection values. The solid lines represent
the fit by least squares linear regression using Eq. (3.13). The diagonal dashed line and the
horizontal dashed line indicate the zero accommodation case (α = 0) and full accommodation
case (α = 1), respectively.
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Figure 3.4: Detailed analysis of kinetic energy of CH4 beamed on the smooth surface. The
tangential kinetic energy component c2

t = c2
x + c2

y and the normal kinetic energy component
c2
n = c2

z are used for analysis. Subfigures (a), (b), (c), (d) show the correlation between incident
energy and reflective energy components.

combination of different tangential and normal reflection behaviors can be responsible for the

scattering of the total energy data c2. As a final remark, the energy data scattering exists in

literature models, especially for parametric models like ACL/CL or DM which are not based on

a constant energy accommodation coefficient. Indeed, Fig 3.5 shows that the parametric kernel

ACL/CL with suitable parameters has produced the same pattern, i.e energy data scattering,

as the MD results.

Figure 3.5: Energy data scattering observed from (a) MD simulations, (b) parametric ACL
model with parameters αx = αy = 0.16 (constant tangential momentum accommodation coef-
ficient) and αz = 0.915 (constant normal kinetic energy accommodation coefficient)

Next, with the SE scheme, we simulated 105 collisions on graphite surfaces. The input veloci-

ties are taken from equilibrium distribution and results are presented in Fig. 3.6. From these

figures we can analyze the correlation between incident and reflected velocities on graphite wall

then we can compute the accommodation coefficients from Eq. (3.14) issued from [125]. It is

noted that due to the equilibrium state, Eq. (3.13) takes the form 0/0 and cannot be used
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to determine the accommodation coefficients in this case. We find that for smooth graphite

surface, the incident and reflected velocity data have significant correlation in x and y direc-

tions. Despite its crystalline nature, the surface behavior is isotropic and no visible difference

is observed between directions x and y. The accommodation coefficients calculated by the

least-squares method [125] in Tab. 3.3 also confirm this remark. However, the influence of

periodic roughness affects the anisotropy of the surface (second row figures) and the magnitude

of the accommodation coefficients. We can see that the scattering is more diffusive along both

directions but more pronounced for x direction. In all cases, the correlation between cz and c′z

as well as the correlation between c2 and c′2 are very weak, and close to the diffusive wall.

Gas Surface Scheme αx(cx) αy(cy) αz(cz) αe(c
2 + I

m
ω2)

CH4

Isotropic
SE 0.158 0.160 0.915 0.559
BA 0.162 0.154 0.916 0.691

Anisotropic
SE 0.839 0.440 0.948 0.775
BA 0.857 0.438 0.938 0.787

CO2

Isotropic
SE 0.102 0.104 0.885 0.515
BA 0.105 0.109 0.888 0.521

Anisotropic
SE 0.737 0.196 0.942 0.682
BA 0.755 0.197 0.936 0.709

Table 3.3: Accommodation coefficients computed by stochastic equilibrium (SE) simulation
method using data of Fig. 3.6 and by batch average (BA) simulation method in Fig. 3.3: αl
coefficient is associated to the velocity cl, αe is the kinetic energy (the angular velocity of CH4

is zero).

We note that all analytical surface models in literature are based on the accommodation co-

efficients. Thus, we can construct scattering kernels which can serve as boundary conditions

for atomistic method like MD or DSMC. The main advantage of these kernels is the simplicity

in implementation but theirs drawbacks are their differences from the real surface behavior.

This can be explained from the fact that they rely on the existence of the limited number of

constant accommodation coefficients. To reconstruct B(ω, c|ω′, c′), we don’t use any param-

eter and make no assumption on the distribution form except for the decomposition of each
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Figure 3.6: Collision data of incident and reflected velocities for the CH4/CO2-Graphite system.
Both stochastic reservoir and graphite wall are maintained at 350 K for CH4 and 600 K for CO2.
Columns (a), (b), (c) represent the velocity (nm/ps) along directions x, y, z, respectively, and
column (d) the kinetic energy for CH4 and CO2 (the prefactor m/2 is removed for simplicity).
The horizontal axis shows the incident values and the vertical axis the reflection values. The
solid lines indicate the linear least square fit of incident and reflected values using Eq. (3.14).
The diagonal dashed line and the horizontal dashed line indicate the zero accommodation case
(α = 0) and full accommodation case (α = 1), respectively.
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components

B(ω, c|ω′, c′) =
3∏
i=1

Bi(ci|c′i)Bω
i (ωi|ω′i). (3.33)

The above relation reduces the realization of B(ω, c|ω′, c′) to the realizations of independent

univariate densities Bi(ci|c′i) and Bω
i (ωi|ω′i). We note that, theoretically, the construction of

B(ω, c|ω′, c′) doesn’t depend on the above assumption. However, the usual non-parametric

estimates of multivariate density require a very large number of samples to be accurate (the

curse of dimensionality) and more advanced learning methods are needed to solve this issue.

Without losing generality, we take the case of translation velocity ci. The probability density

function (PDF) of reflective velocity with given incident velocity P (ci|c′i) can be determined by

joint PDF of reflective-incident velocity P (ci, c
′
i) and marginal PDF of incident velocity P (c′i)

with relation:

Bi(ci|c′i) = P (ci|c′i) =
P (ci, c

′
i)

P (c′i)
. (3.34)

The discrete collision data can be used to estimate the joint probability P (ci, c
′
i) by histogram

or kernel density estimation method. After determining Bi(ci|c′i), we can use it to generate the

outgoing velocities at any given incident velocities. This can be done via the use of conditional

cumulative distribution function (CDF) F (ci|c′i).

To illustrate the robustness of the non-parametric model, we take the case of anisotropic surface

and plot the probability density of input and output velocities of different kernels together with

the MD data in Fig. 3.7. The considered kernels are Dadzie-Meolans (DM) [33] and anisotropic

Cercignani-Lampis (ACL) [141], and non-parametric kernel constructed numerically from MD

simulations (see Appendix B). The accommodation parameters of ACL kernel (αx associated

to cx, αy to cy and αz to c2
z) and DM kernels (αx and αy are the same as ACL kernels and αz

is associated to cz) are determined by SE simulations using Eq. (3.14). One can find that the

DM kernel that includes mirror-reflected mechanisms is very different from the true collision



66 Chapter 3. Non-parametric wall model

data, the probability density shows a strong discontinuity. The ACL kernel performs better

but the non-parametric kernel is the most faithful to the MD data. Such differences can have

significant influences on the results based on the kernel.

Figure 3.7: Velocity probability density of MD simulations and from some scattering kernels:
Dadzie-Meolans (DM) [33], Anisotropic Cercignani-Lampis (ACL) [141] and non-parametric
(NP) kernel constructed from MD data. The MD data are from collision simulation of CH4

(350 K) at anisotropic atomic graphite wall (350 K). Columns (a), (b), (c) represent the velocity
(nm/ps) at directions x, y, z, respectively, and column (d) the kinetic energy for CH4 (the
prefactor m/2 is removed for simplicity). The horizontal axis shows the incident values and the
vertical axis the reflection values.
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3.3.3 Direct computation of interface coefficients

The methods of determining the accommodation parameters like SE and BA depend on the

existence of these constant coefficients. The BA gas beam experiments show that the postulates

are rather restrictive (see e.g. Fig. 3.3, column d). Deriving those coefficients by fitting may

correspond values in average sense without connection to the boundary conditions (3.16). Nev-

ertheless, the slip and jump phenomena still exist and it is of interest to identify the coefficients

associated to these effects. In this situation, one must make use of the non-equilibrium state of

the gas near the wall. In principle, the more realistic the gas distribution is, the better inter-

face coefficients we obtain. Before using more sophisticated distribution like Chapman-Enskog

or R13 density, we shall examine the workability of a simpler distribution, MB at different

temperatures and mean velocities. For β1x, β1y associated to the friction coefficients, we use

Maxwellian with the same temperature as the wall but non zero mean velocity. The latter

is a vector lying in the bisector plane (making angle π/4 with respect to axis x and y) with

variable magnitude. For β2 related to the Kapitza coefficient, we use Maxwellian with zero

mean velocity but different temperatures. Specifically, the temperature ranges from 250 K to

450 K for CH4, from 500 K to 700 K for CO2 and mean velocities range from -0.05nm/ps to

0.05nm/ps for both CH4 and CO2. At this stage, we have two wall models:

- Atomic wall model (AM)

- Non-parametric wall model (NP)

for comparisons. To examine the connection between the quantities in the boundary models,

results for the slip velocities, the temperature jump, stress and heat flux obtained by Eqs.

(3.18-3.23) are plotted together in Fig. 3.8.

We see a clear linear relation between −σ̂kz and v̂z as well as between −q̂z and ∆θ̂ in Fig.

3.8. The slopes of fitted lines represent the value of the dimensionless friction coefficient β1k

(subfigures a and b) and the dimensionless thermal coefficient β2 (subfigure c). The friction co-

efficient of the x direction increases 8 times from smooth wall to rough wall, compared with the
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Figure 3.8: Method of computing coefficients βs by non-equilibrium simulation, MB distribution
and atomic wall model (AM). (a) −σ̂kz and v̂k of the isotropic graphite wall. (b) −σ̂kz and v̂k of
the anisotropic graphite wall. (c) −q̂z and ∆θ̂ are calculated by incident and reflective velocities
on isotropic and anisotropic graphite wall.

3 times increase in the y direction. It’s also interesting to see that the β2 coefficient of smooth

wall is smaller than the rough wall’s (about 2 times). These tendencies coincide with reality

that rough surface friction and thermal resistance are larger than the smooth surface ones. For

comparison with theoretical models where the accommodation coefficients are connected to the

interface equations Eqs. (3.17), the results of CH4 and of CO2 are plotted in Tab. 3.4.

In terms of friction coefficient β1k, the results of the non-equilibrium method with MB distribu-

tion are very close to those obtained with the methods based on equilibrium distribution. This

is reasonable since the BA method also shows that the accommodation model works well for

this case. For thermal coefficient β2, the SN method seems to agree better with the coefficient

derived from SE method than the BA method. This observation can be explained from the

scattering data in the BA method, meaning that the theoretical definition of the thermal ac-

commodation coefficient is no longer valid. In this case, an effective coefficient which reproduces

the thermal jump effect can be determined.
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Surface Method
CH4 CO2

β1x β1y β2 β1x β1y β2

Isotropic

SE (α) 0.087 0.087 0.388 0.054 0.054 0.347
SN (MB-AM) 0.093 0.093 0.361 0.053 0.053 0.488
SN (MB-NP) 0.095 0.095 0.382 0.052 0.052 0.469
SN (CE-NP) 0.094 0.094 0.336 - - -

Anisotropic

SE (α) 0.722 0.282 0.632 0.584 0.108 0.518
SN (MB-AM) 0.709 0.299 0.627 0.444 0.103 0.756
SN (MB-NP) 0.720 0.298 0.644 0.459 0.102 0.728
SN (CE-NP) 0.646 0.280 0.553 - - -

Table 3.4: The β coefficients of CH4 and CO2 computed by SN methods and compared with
values obtained from accommodation coefficients (SE method, Tab. 3.3) via formula β1k =
αk/(2 − αk), β2 = αe/(2 − αe). MB: Maxwell-Boltzmann distribution, CE: Chapman-Enskog
distribution, AM: atomic model for wall, NP: the wall is modeled by non-parametric scattering
kernel B(c|c′), instead of atomic wall (as in MB-AM method). To increase the precision of the
slip coefficients for smooth (isotropic) surface, we average values along β1x and β1y.

3.3.4 Influences of non-equilibrium distributions and discussion

Essentially based on the same procedure as previous subsection, we study the influence of the

near wall distribution and the surface models on the interface coefficients. We focus on the

monatomic gas CH4, NP wall model and the following non-equilibrium distributions:

- Chapman-Enskog distribution

- R13 distribution

To generate CE and R13 distributions, we use the Acceptance-Rejection approach described

in Appendix A. In addition to temperature and mean velocity, the CE and R13 distributions

require input fluxes and moments which are generally unknown. We carry out the following

iterations:

• Step n

- Generation of input distribution using CE (or R13) distribution with average moments of the

previous steps n− 1.

- Compute the output distribution using the kernel B(c|c′).

- Calculate the average moments at the wall from input and output distributions.
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- Next step.

The loop stops when all the average moments converge (see e.g Fig. 3.9). The input dis-

tribution at the first step n = 1 can be initialized with MB distribution as the previous SN/MB

scheme, i.e all fluxes (heat fluxes, stress, etc...) are set zero. The latter quantities become

non-zero after the initialization (n ≥ 2) and we can effectively use the CE and R13 generator.

Numerical tests show that while the average moments at convergence depend on the initialized

values, the value of β coefficients are insensitive to them.

Figure 3.9: Convergence test of CE-NP kernel iteration for rough anisotropic surface. Subfigures
(a): Friction coefficient β1x, (b) Gas temperature (c) Gas velocity.

About 107 collisions with scattering kernel are simulated. In Tab. 3.4, we find that all the

methods yield results close to each other, especially for isotropic surface. For anisotropic sur-

face and friction coefficient along x, the method based on CE shows some discrepancies with

the rest (although the coefficient is of the same range of order). The visible differences can

be explained from the influences of heat flux and shear stress at convergence. By examining

in detail the convergence of β1x in Fig. 3.9, we find the final parameter is different from the

first iteration one. It is suggested that the presence of the roughness perturbs considerably the

phase density. Due to the realistic kernel B(c|c′), the output is not necessarily of the same

distribution class as the input. This raise questions on the use of CE distribution near the

wall, especially the component cx along the roughness directions. Another possible reason is

that there may be a considerable coupling between different moments which must be taken into

account in the phenomenological equations. The complete answer can only be found from flow
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simulations using the same surface model, but with different input distributions.

Next we consider another non-equilibrium distribution associated to R13 moment equations.

The boundary conditions are originally derived for Maxwell scattering kernel with one accom-

modation coefficient (isotropic surface) and all β coefficients being identical. In order to test the

R13 generator, we use first the Maxwell kernel with α = 0.3 and obtain interface coefficients.

From Tab. 3.4, we find that these coefficients are overall in good agreement with the theory

prediction β = α/(2−α) = 0.176. Most of the computed coefficients are within less than 1% er-

ror from the analytical value. This is a good starting point to proceed with our graphite surface.

We use NP model for our graphite surface. The results show that coefficients β1, β2 agree

with the computed values for NSF equations listed in Tab. 3.5. Coefficients β3, β4, β5 corre-

spond to boundary conditions for higher order terms. As the overall remark, all coefficients β

are different, showing that the use of Maxwell kernel cannot capture correctly the boundary

conditions at the wall. In this case, the present approach can provide an alternative and reliable

solution for any surface.

Surface Kernel β1 β2 β3 β4 β5

Test Maxwell 0.177 0.177 0.160 0.173 0.161
Graphite NP 0.097 0.373 0.024 0.028 0.129

Table 3.5: β coefficients of R13 equations using Maxwell kernel (α = 0.3) and non-parametric
scattering kernel.

3.4 Conclusions

It is known that gas flows at high Knudsen number are present in micro-nanopore underground.

To accurately obtain macroscopic transport behavior (permeability for example), we must use

relevant gas model and boundary conditions at the pore scale. The present paper is devoted

to the construction of gas-wall interaction models and to the determination of boundary con-
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ditions for continuum equations such as Navier-Stokes-Fourier or R13 equations.

Based on MD simulation of independent collisions of CH4 and CO2 rigid molecules on graphite

surface, we collect data of pre- and post-collision and numerically recover the scattering kernel

for the gas-wall couples. Specifically, it can be used to construct non-parametric models capa-

ble of generating a distribution of post-collision velocity, given the pre-collision velocity. The

effective accommodation coefficients can also be obtained from the scattering kernel using a

different fitting procedure.

In the general case, a method is proposed to directly compute the parameters of any phe-

nomenological boundary conditions without using the concept of accommodation coefficients.

The approach relies on the general scattering kernel issued from MD with suitable input gas

distribution, which is similar to the theoretical method of Grad [53]. Such an approach is of

interest since it can capture more accurately the distribution of reflection velocity. There are

still some drawbacks to the current version which will be improved in the future, for example,

the use of rigid gas molecule model and the assumptions of independence between the velocity

components. Another interesting subject which has not been treated in this work is the Knud-

sen layer effect. We note that by simulating flows using non-parametric kernel, one can obtain

correction coefficients to the microslip obtained by the present paper.

Appendix

A. Generation of non-equilibrium distribution

Generating pre-collision velocity of particle requires first the PDF of initial velocity. The

Maxwell-Boltzmann distribution is used for a equilibrium dilute gas at temperature T . In

order to generate the pre-collision velocity, we rewrite the flux associated to the normalized
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MB distribution f ∗M(C̃) as:

f ∗M(C̃) = 2
|C̃z|
π

exp
(
−C̃2

)
, C̃z < 0, (3.35)

where C̃ = C/
√

2θ and θ = kBT/m. This distribution is constituted of three independent

distributions: two normal distributions along x, y and a Rayleigh distribution along z. Then

we can calculate the flux associated to Chapman-Enskog distribution f ∗CE(C̃) by the relation:

f ∗CE(C̃) = ΓCE(C̃)f ∗M(C̃), C̃z < 0, (3.36)

where

ΓCE(C̃) = 1 +

(
q̃xC̃x + q̃yC̃y + q̃zC̃z)(

2

5
C̃2 − 1)

)
+2
(
σ̃xyC̃xC̃y + σ̃xzC̃xC̃z + σ̃yzC̃yC̃z

)
+σ̃xxC̃

2
x + σ̃yyC̃

2
y + σ̃zzC̃

2
z , (3.37)

with

σ̃ij =
σij
p
, q̃i =

qi

p
√
θ/2

, p = mnθ, i, j = x, y, z. (3.38)

Similarly, the R13 distribution can be calculated from MB distribution by the relation:

f ∗R13(C̃) = ΓR13(C̃)f ∗M(C̃), C̃z < 0, (3.39)
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where

ΓR13(C̃) = 1 + ϕ13(C̃) + ϕR1(C̃) + ϕR2(C̃),

ϕ13(C̃) =
(
q̃xC̃x + q̃zC̃z

)(2

5
C̃2 − 1

)
+ 2σ̃xzC̃xC̃z + σ̃xxC̃

2
x + σ̃yyC̃

2
y + σ̃zzC̃

2
z ,

ϕR1(C̃) =
1

3

(
m̃xxxC̃

3
x + m̃zzzC̃

3
z

)
+ m̃xxzC̃

2
xC̃z + m̃xzzC̃xC̃

2
z + m̃xyyC̃xC̃

2
y + m̃zyyC̃zC̃

2
y ,

ϕR2(C̃) =
(
R̃xxC̃

2
x + R̃yyC̃

2
y + R̃zzC̃

2
z + 2R̃xyC̃xC̃y

)(C̃2

7
− 1

2

)
+
R̃

30

(
C̃4 − 5C̃2 +

15

4

)
,

(3.40)

with

m̃ijl =
mijl

p
√
θ/2

, R̃ij =
Rij

pθ
, R̃ =

R

pθ
i, j, l = x, y, z. (3.41)

Since the CE and R13 distributions have analytical PDF expression, we can generate random

velocities corresponding to these distributions by the Acceptance-Rejection method. The spe-

cific steps are as follows:

1. Find BCE = max(|σij|, |qi|) for distribution CE, BR13 = max(|σij|, |qi|, |mijk|, |Rij|, |Rij|) for

distribution R13 .

2. Set amplitude parameter ACE = 1 + 30BCE and AR13 = 1 + 60BR13.

3. Generate a normalized velocity C̃MB obeying MB distribution (Eq. (3.35)), and a uniform

random number U(0, 1).

4. If ΓCE(C̃MB) ≥ AU , accept C̃MB as normalized CE distribution velocity C̃CE, and if

ΓR13(C̃MB) ≥ AU , accept C̃MB as normalized R13 distribution velocity C̃R13; else reject this

velocity and return to step 3;

5. The real velocity is c =
√

2θC̃MB + v, v is the mean velocity.

During the Acceptance-Rejection process, the function Γ(C̃) can be negative. This velocity is

rejected in this case.
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B. Method for generating non-parametric kernel

Different from parametric scattering models, like CL or Maxwell, the non-parametric wall

model is not specified a priori but is instead determined from data. Using the discrete incident-

reflection velocities data, we can generate the reflective velocities at any given incident velocities.

The implementation of Eq. (3.34) is as follows:

1. Discretize the velocity space c′i and ci to a series of velocity points with sufficient small

interval. Choose a volume ∆c′i and let us call class c′i the collisions in the volume centered at

c′i.

2. Use sliding window method to count the number of collision ∆N in class c′i .

3. Calculate discrete CDF of every class c′i as F (x|c′i) =
∆N(ci ≤ x)

∆N
.

4. Generate a uniform random number U between 0 to 1, then the reflective velocity is ci ∼

F−1(U |c′i).

The procedure is shown in Fig. 3.10. The reflective rotation velocity can be obtained by the

same procedure.

Figure 3.10: Generation of velocity using non-parametric kernel derived from MD collision
clouds
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Helium and Argon Interactions with

Gold Surfaces: Ab Initio-Assisted

Determination of the He-Au Pairwise

Potential. Application to

Accommodation Coefficients

Determination

Abstract

Global potentials for the extremely weak interaction between the He atom and gold surfaces are

determined from ab initio calculations and validated with experimental-based determinations

of well-depth values. Dispersionless density functional periodic calculations are combined with

effective pairwise functional parameters for the dispersion. These parameters are obtained

from time-dependent DFT response theory using localized Hartree-Fock orbitals, as applied on

He-Aun clusters. This He-Au pairwise potential is used in Molecular Dynamics simulations

76
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of gas-gold surface collisions from which incident and reflected gas atom velocities allow the

determination of energy and momentum accommodation coefficients. Boundary quantities such

as slip velocity and thermal resistance are derived from these coefficients, but also from a new

methodology based on a non-parametric kernel avoiding the atomic description of the gold

surface. Similar collision simulations are performed for Ar for comparison. A model of a rough

gold surface is also investigated.

4.1 Introduction

In the domain of Micro-Electro-Mechanical-Systems (MEMS), the study of fluid micro-flows

is essential. Slippage and thermal resistance quantities are fundamental to characterize such

micro-flows and are dependent on the fluid and micro-channel surface natures. Helium and

argon are usual gases for the experimental studies. Gold is also a common coating of MEMS

channel surfaces because it is a soft material which presents a strong resistance to oxidation and

a reasonably high thermal conductivity. As an illustrative example, Hadj Nacer et al. [55, 56]

have experimentally studied the flows of different gases (helium, argon, carbon dioxide, and

nitrogen) through micro-tubes with different coatings including gold to extract accommodation

coefficients.

The Tangential Momentum Accommodation Coefficient (TMAC) is an interesting quantity al-

lowing the characterization of a fluid-surface interface. It is usually employed in fluid mechanics

to evaluate the slip length of the fluid speed at the interface. Depending on its value (comprised

in between 0 and 1) the collision of the fluid particles on the surface is characterized as being

diffusive (TMAC = 1) or specular (TMAC = 0). The first definition of this parameter was

established by Maxwell [92]. Since many years ago, several methodologies based on Molecu-

lar Dynamics (MD) simulations have been developed to evaluate the value of this parameter

from particle velocities and different works have been devoted to determine these coefficients

[101, 100, 81, 139, 140], as well as the so-named Energy Accommodation Coefficient (EAC).
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The latter can be used to evaluate the temperature jump at a surface and in some models is

connected to all the Momentum Accommodation Coefficients (MAC) [140]. The present work

presents MAC and EAC values, as obtained from the method proposed by Spijker et al.[125]

This method is based on the fit of impacting and reflected velocities of the gas atoms on the

solid wall. In this work, this treatment has been applied to both He and Ar atoms in order

to demonstrate the effect of the interaction potential and atomic masses. The effect of the

roughness of the solid wall has also been explored. In order to be more general and to provide

useful quantities for Navier-Stokes based macroscopic flow simulations, interface coefficients

such as slippage and thermal resistance parameters have been derived from gas velocities, and

from MAC and EAC for comparison. Our new non-parametric (NP) kernel approach has also

been applied to verify its efficiency with the peculiar case of helium gas. This approach avoids

a full atomic description of the surface without losing its specificity since it is not restricted to

the use of just a few parameters [84].

Contrary to most of the works on MAC and EAC determinations, using Lorentz-Berthelot

rules for the Lennard-Jones parameters, we use ab initio potentials. Following our theoretical

work on the interface properties of argon with gold [54], we propose to extend the present

study to the helium-gold couple. Helium is the lightest rare-gas atom. Its reduced size and

weight imply special physical and chemical properties, as compared with heavier rare gases.

Then, a peculiar behavior is expected for the interface of helium on gold. The present work

addresses both an ab initio-assisted determination of pair He-Au potential and its employment

in MD simulations for the determination of interface coefficients of the helium fluid interacting

with gold surfaces. The results will also be compared with those obtained for the Ar-Au couple.

In a previous work, the Ar-Au pair potential was derived from calculations on the Ar+Au2

complex mixing dispersionless density functional theory (dlDF) and a density functional the-

ory (DFT)-based determination of dispersion coefficients (Das) [54] using symmetry-adapted
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perturbation theory (SAPT). The He-Au interaction is much weaker than the Ar-Au one. The

best estimate of the He-Au diatomic molecule well-depth value is 1.897 meV from state-of-

the-art ab initio calculations [50]. The previous empirical potentials based on the works of

Zaremba and Kohn [165] indicate that the adsorption energy of a helium atom on a Au(111)

surface might be about 10 meV [30, 31, 149, 134] with a wide range of values for the equilibrium

geometry values, i.e. from 2.5 to 3.98 Å. The best experimental estimate of the well-depth was

reported in the review by Vidali et al. [149], being 7.67 meV from scattering measurements.

These energy values are an order of magnitude smaller than the Ar-Au(111) ones [54]. In the

present work, a new strategy based on the dlDF + Das approach is proposed to produce an

accurate He-Au pairwise potential.

The present work is organized as follows: in the next section, we describe the derivation of

the He-Au pairwise potential from ab initio determinations and the application of the He-Au

and Ar-Au potentials in molecular dynamics simulations of gas atom - gold surface collisions.

EAC and MAC parameters, and boundary quantities are then derived from the gas velocities.

Next, in Section 3, we present the results and especially, the comparison between Ar and He

concerning the interaction potentials with gold and the interface quantities. Finally, the main

conclusions are provided in Section 4.

4.2 Methods

4.2.1 Helium/Au(111) Interaction Energies: the Periodic dlDF +

D∗as Approach

The present section is devoted to the ab initio-assisted determination of He-Au pairwise po-

tential. In a first step, He-Au(111) interaction potential has been computed using the dlDF +
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D∗as approach, from where the pairwise potential coefficients have been extracted so that the

He-Au potential has the form:

Eint(R) =

(
A+B R +

C

R

)
e(−α R−γ R2) +

∑
n=6,8

√
CHe
n CAu

n

Rn
fn

(√
βHeβAuR

)
. (4.1)

where R is the distance between a helium atom and a gold atom, A, B, C, α, and γ are

the parameters associated with the dispersionless part of the potential, the other parameters

concern the dispersion part of the potential, and fn is the damping function of Tang and

Toennies [133],

fn(R) = 1− e−β R
(

1 +R + ...+
(β R)n

n!

)
(4.2)

Our approach can be viewed as a complementary extended version of the dispersionless density

functional (dlDF) + Das treatment proposed by Pernal et al.,[98] with Das being a general-

purpose effective pairwise functional for the dispersion [98, 105, 104]. The idea underlying the

scheme (denoted then as the periodic dlDF + incremental D∗as approach[36]) is the partition

of the global interaction energy into dispersionless as well as dispersion contributions. The

dispersionless contribution is obtained through the periodic dispersionless dlDF approach [36].

Next, dispersion contributions are calculated via time-dependent density functional response

theory, using the localized Hartree-Fock method,[38] on a surface cluster model Au10 or Au4,

allowing the Das function parametrization (denoted as D∗as parametrization). The D∗as function

is then employed to extrapolate the adsorbate/cluster dispersion contribution to the extended

adsorbate/surface system.

As mentioned above, our pairwise potential model uses different functions for the dispersionless

and dispersion energy contributions. It accounts for the typical exponential growth of the

dominant dispersionless contribution, the exchange-repulsion but also including a Gaussian-



4.2. Methods 81

type ‘cushion’ to describe weakly attractive tails stemming from other dispersionless terms

Edisp−less
int ({RHe−Au}) =

∑
Au

(
A+B RHe−Au +

C

RHe−Au

)
e(−α RHe−Au−γ R2

He−Au), (4.3)

where RHe−Au stands for the distance between the adsorbate and one gold atom of the surface.

The sum in the second term runs over all the gold atoms of the surface. For the dispersion

part, the D∗as function has the typical C6/C8 expansion with the damping functions of Tang

and Toennies fn (n = 6, 8)[133]

Edisp
int ({RHe−Au}) = −

∑
Au

∑
n=6,8

√
CHe
n CAu

n

Rn
He−Au

fn

(√
βHeβAuRHe−Au

)
. (4.4)

where the Au sum applies on all the gold atoms of the cluster Au4 or Au10.

It has been found that an appropriate tuning of dispersion model parameters is achieve using

rather small cluster models composed of four and ten gold atoms (see section 3.1). In fact, one

basic conclusion from accurate studies of van der Waals-dominated adsorbate/surface systems

(see e.g., Refs. [35, 37]) is that, although the dispersion is long-range, dispersion parameters

show excellent transferability properties upon increasing the size of the surface cluster models.

For comparison purposes, a vdW-corrected DFT-based treatment has also been applied for the

determination of the He-Au(111) interaction potential. Specifically, within the framework of

the non-local vdW density functionals developed by Langreth and co-workers, we have chosen

the second-generation vdW-DF2 treatment [80].

The details concerning all the electronic structure calculations can be found in the Supporting

Information (SI).
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4.2.2 Momentum and Energy Accommodation Coefficients, Slip-

page and Temperature Jump

The MAC coefficient αk and the EAC coefficient αe are defined by the relations [72]

αk =
〈c′k〉 − 〈ck〉
〈c′k〉 − 〈cwk〉

, αe =
〈c′2〉 − 〈c2〉
〈c′2〉 − 〈c2

w〉
, k = x, y, z, (4.5)

where c′k, ck and cwk are the k−components of the incident, reflected and wall-thermalized

gas atom velocities, respectively. The latter is drawn from the equilibrium distribution at the

wall temperature Tw. The notation 〈〉 stands for the average over the number of collisions,

or equivalently the number of molecules crossing a control plane parallel to the wall. Since

〈cwk〉 and 〈c2
w〉 can be computed from the equilibrium distribution, they are known quantities

as a function of Tw. The calculation of 〈c′k〉 and 〈ck〉 depends on their distributions, or on the

choice of incident velocities c′k and the associated reflected velocities ck. If α is close to 1, the

collisions are characterized as being diffusive and if α is close to 0, they are characterized as

being specular instead. Theoretically, the accommodation coefficients are related to the slip

and jump coefficients via the expressions

β1k =
αk

2− αk
, β2 =

αe
2− αe

, k = x, y. (4.6)

where β1k is the dimensionless Navier tangential friction coefficient, depending on tangential

accommodation coefficients αk, β2 is the dimensionless temperature resistance coefficient or

Kapitza coefficient, depending on the energy accommodation coefficient αe. These coefficients

appear in the following sets of boundary conditions for Navier-Stokes-Fourier equations

β1kvk = −σkz
n

√
π

2kBTmg

, β2(T − Tw) = −qz
n

√
mgπ

8k3
BT

, k = x, y. (4.7)

where mg is the mass of the gas atom, T the average temperature near the wall, and kB the

Boltzmann constant. As can be observed from Eq. 4.7, when the number density n and tem-
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perature T are kept fixed, the slip velocity vk is proportional to the shear component of the

pressure tensor σkz and the temperature jump T − Tw is proportional to the normal heat flux

component qz.

In an ideal case, the accommodation coefficients are constant and can be determined by Equa-

tion 4.5. Specifically, we can beam independently gas atoms onto the solid surface and average

incident and reflected velocities to calculate MAC and EAC values. When the incident velocity

set has the same mean velocity and temperature as the wall, the zero denominator is prone to

numerical issues. In this case, Spijker et al. [125] proposed to analyze the correlation between

input (incident) and output (reflection) data. In practice, it consists in computing the best

least-square linear fit of all (c′k, ck) points obtained after a large number of collisions

αk = 1−
∑

(c′k − 〈c′k〉)(ck − 〈ck〉)∑
(c′k − 〈c′k〉)2

k = x, y, z,

αe = 1−
∑

(c′2 − 〈c′2〉)(c2 − 〈c2〉)∑
(c′2 − 〈c′2〉)2

. (4.8)

For realistic surfaces, however, the accommodation coefficients might not be constant and

cannot be used to model the gas-wall interaction. In this case, Liao et al.[84] proposed to

use a non-parametric approach to construct the relationship between the incident and the

reflected velocity distributions. From the given collision data obtained from MD simulations,

it is possible to construct a NP scattering kernel B(c|c′):

B(c|c′) = P (c|c′) =
∏
k

Bk(ck|c′k), k = x, y, z (4.9)

where c′k and ck are the incident and reflective velocity components, respectively. Here, B(c|c′)

is the usual conditional probability density P (c|c′) of c for given c′ and is decomposed in 3 in-

dependent realizations Bk(ck|c′k) depending on directions k = x, y, z, respectively. By (4.9), we

assume that the reflective velocity component depends only on the incident velocity component

of the same direction and neglect the influence of the incident velocity component associated



84 Chapter 4. Helium and Argon Interactions with Gold Surfaces

with different directions. Such decomposition avoids the curse of dimensionality, easing the

construction of the kernel B(c|c′) from the available collision data. Using the NP kernel, we

can generate new velocity data, i.e generating a random output ck for a given input c′k. This

kernel can serve to set boundary conditions in the Boltzmann equation and particle-based sim-

ulation methods, including Direct Simulation Monte Carlo (DSMC) and MD treatments.

It is also possible to directly determine the boundary coefficients for Navier-Stokes-Fourier

equations β1k, β2 without using intermediate accommodation coefficients. It is sufficient to use

suitable input velocities, as example, non-equilibrium gas velocity distribution. Usually, to

identify β1k, we use the distribution with the same temperature as the wall but with different

mean tangential velocity. To compute β2, the input distribution has zero mean tangential

velocity but different temperatures are used. Output velocities can be generated via the fast

NP scattering kernel or via realistic but more time-consuming collisions with the atomic wall.

From the two input and output distributions, the stream velocity vk and temperature T can

be computed as

vk =
〈ck/|cz|+ c′k/|c′z|〉
〈1/|cz|+ 1/|c′z|〉

, T =
mg〈c2/|cz|+ c′2/|c′z|〉
3kB〈1/|cz|+ 1/|c′z|〉

, (4.10)

and the heat flux −qz/n and shear stress −σkz/n as

−σkz
n

=
mg〈c′k − ck〉
〈1/|cz|+ 1/|c′z|〉

, −qz
n

=
mg〈c′2/2− c2/2〉
〈1/|cz|+ 1/|c′z|〉

, (4.11)

and use them to calculate the interface coefficients. The above expressions are obtained from

the consideration of MD collision simulations and the kinetic theory where physical quantities

are moments of phase density functions. To simplify the calculation, we normalized the values

in Eq. (4.10) and (4.11) as follow:

σ̂kz =
σkz

nmgζ2
, v̂k =

vk
ζ
, q̂z =

qz
2nmgζ3

, ∆θ̂ =
kB(T − Tw)

mgζ2
, ζ =

√
2kBT

mgπ
.(4.12)
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So the slip and jump coefficients are rewritten as:

β1k =
−σ̂kz
v̂k

, β2 =
−q̂z
∆θ̂

, k = x, y. (4.13)

In what follows, the different methods briefly described above will be applied to study the

accommodation coefficients and the slip/jump coefficients.

The gas atom velocities were obtained from Molecular Dynamics simulations of collisions of

He or Ar on a gold surface, using the He-Au, Ar-He pairwise potentials derived above and in

Ref.[54], respectively. The technical details are given in the Supporting Information. After

each collision, the atomic velocity components are collected such that αk is derived from the

least-square linear fit of the clouds of points (c′k, ck) [125] (see equations (4.8)). Each sum is

over all the collisions. Some velocity clouds are shown in Figure 4.1 for He or Ar colliding on

gold surfaces.

We examine the dependences of αk with both the gas temperature and the nature of the rare-

gas atom. The gas temperature was computed from the average of the kinetic energies of the

gas atoms before (Tin) and after the collision (Tout) with the gold surface at 300 K,

Tin =
〈c′2〉mg

4kB
, Tout =

〈c2〉mg

4kB
. (4.14)

The resulting MAC and EAC values are presented in Table 4.2.

In order to investigate the effect of the roughness of the surface on the MAC and EAC values,

a rough surface was created by projecting gold atoms on a Au(111) surface (see SI). A surface

example is illustrated by Figure 4.2 for which 96 Au atoms have been trapped after projection.

The corresponding MAC and EAC values for different gas temperatures are given in Table 4.2.
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Figure 4.1: Cloud figures of incident (horizontal axis) and reflected (vertical axis) velocity
components of 100000 collisions of He and Ar atoms at 300 K projected on smooth and rough
Au surfaces at 300 K. The horizontal dashed lines correspond to the full diffusive case, the
diagonal ones to the full specular case. The red curves correspond to the linear fit of the
velocity cloud. The corresponding MAC and EAC values are given in Tables 4.2.
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Figure 4.2: The smooth Au (left) and rough (right) surfaces of gold. The 800 yellow atoms are
originated from the initial smooth surface. The 96 blue atoms were deposited in order to form
the rough surface composed of 896 atoms.

In the NP model, we delimit the He velocity range from −4 to 4 nm/ps, and the Ar velocity

range from −2 to 2 nm/ps. These ranges cover over 99.999% the gas velocities at 300 K. We

use the kernel density estimation to estimate the joint probability density of velocities and

to generate random reflection velocity for a given incident velocity. Then, we discretized the

incident velocity space into 100 intervals, and the reflective velocity space into 1000 intervals.

Next, we take a bandwidth of 0.2 nm/ps and use the Parzen-window method to calculate the

numerical cumulative distribution function of the reflective velocities under different incident

velocities. The probability of a reflective velocity not belonging to a category is determined by

interpolation.

4.3 Results and Discussion

4.3.1 Helium/Au(111) Interaction Energies

The interaction energies obtained with our potential model (referred to as dlDF+D∗as) are com-

pared to those determined via the vdW-DF2 scheme in Figure 4.3. Dispersionless energies

obtained from periodic dlDF calculations are indicated with green points while those extracted

from the pairwise potential model are shown with green lines. Total interaction energies ob-



88 Chapter 4. Helium and Argon Interactions with Gold Surfaces

-16.0

-8.0

0.0

8.0

16.0

24.0

3.0 4.0 5.0 6.0 7.0 8.0

E
n

e
rg

y
 (

m
e

V
)

Z (
�°
A)

fcc/vdW-DF2

fcc/dlDF

fcc/potential model (dlDF)

fcc/potential model/dlDF+D
*
as(Au4)

fcc/potential model/dlDF+D
*
as(Au10)

-16.0

-8.0

0.0

8.0

16.0

24.0

3.0 4.0 5.0 6.0 7.0 8.0

E
n

e
rg

y
 (

m
e

V
)

Z (
�°
A)

top/vdW-DF2

top/dlDF

top/potential model (dlDF)

top/potential model/dlDF+D
*
as(Au4)

top/potential model/dlDF+D
*
as(Au10)

Figure 4.3: Radial scan of the interaction energies between atomic helium and the Au(111)
surface, with the helium atom located at fcc (left panel) and top (right panel) positions. The
interaction energies obtained with the periodic dlDF + D∗as approach are compared with those
determined via the vdW-DF2 scheme. The experimentally based value of the well-depth, 7.67
meV, is also indicated (gray dashed line) [149].

Table 4.1: Equilibrium geometries and well depths of the global interaction potentials of He
with Au(111) for the fcc and top adsorption sites presented in Figure 4.3.

Site Method Re (Å) Ve (meV)
top vdW-DF2 3.6205 -17.674

dlDF+D∗as(Au4) 4.3519 -7.770
dlDF+D∗as(Au10) 4.4124 -7.102

fcc vdW-DF2 3.6193 -17.619
dlDF+D∗as(Au4) 4.3410 -8.360
dlDF+D∗as(Au10) 4.3994 -7.701
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tained using the Au4 cluster model to tune the dispersion parameters are compared with those

extracted using the Au10 cluster model. The experimentally based value of the well-depth is

also indicated (gray dashed line). As shown in Figure 4.3 and Table 4.1, the well-depth values

calculated with the dlDF+D∗as treatment are very close to those based on experimental mea-

surements [149]. It can also be seen that the vdW-DF2 approach[80] provides well-depth values

as twice as large. The reason of this overestimation can be understood according to previous

studies of He-surface interactions (e.g. see Ref. [36, 35, 37]). Semi-local DFT treatments tend

to provide short-range dispersionless contributions which are attractive while the benchmark-

ing at Coupled-Cluster level indicates that short-range intra-monomer correlation contributions

are repulsive. Concerning the equilibrium geometry, compared with the wide range of values

reported in the literature (i.e. from 2.5 to 3.98 Å[30, 31, 149, 134]), the dlDF+D∗as approach

might produce an overestimated value.

The total interaction energies presented in Figure 4.3 and the data of Table 4.1 indicate that

the D∗as parametrization extracted from the Au10 cluster model provides dispersion energies

which are very close to those using the Au4 cluster instead (to within about 1 meV for the total

energy). The particular position of the He atom in the Aun clusters, considering both top or

fcc positions, was found to be almost irrelevant for the D∗as function parametrization (to within

about 0.5 meV for the the Au10 cluster case). However, the fcc site provides the most stable

minimum using the dlDF+D∗as approach, and the corresponding parameters derived from the

Au10 cluster results were used for the definition of the pairwise potential needed for the MD

calculations.

Figure 4.3 results confirm that the He-surface interaction is a special case for which ’standard’

DFT methods such as vdW-DF2 cannot be used, contrary to the results we obtained for Ar

[54]. The current version of the dlDF+D∗as approach is a cost-efficient alternative. At a variance

with our previous work on the Ar/gold interaction, [54] the dispersionless pairwise potential
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has been extracted from periodic calculations while the dispersion has been determined from

TD-DFT lineal response theory, using localized Hartree-Fock orbitals, instead of SAPT(DFT)

calculations.

The D∗as and dispersionless He-Au coefficients are presented in Tables S2 and S1 of SI, re-

spectively. For comparison and further need, the corresponding Ar-Au coefficients are also

included. These parameters provide a pairwise potential well-depth value of 0.78723 meV and

an equilibrium geometry of 4.8720 Å for the He-Au pair. These values can be compared with

those determined for the Ar-Au pair: 11.360 meV and 4.2848 Å, respectively [54]. As expected

from the very different polarizabilities of He and Ar atoms, the He-Au D∗as parameters render

an interaction which is much less attractive than the Ar-Au interaction. The fact that the

dispersionless part has to be expressed by more parameters in the He-Au case also indicates

the difficulty to accurately reproduce such an interaction.

4.3.2 Momentum and Energy Accommodation Coefficients, Slip-

page and Temperature Jump

The first inspection of Table 4.2 indicates that the MAC values are, at least, an order of mag-

nitude lower for He than for Ar. The collisions of He on gold are then much more specular

than the Ar ones. This result is expected from the difference of pairwise potentials as well as

the mass difference between He and Ar.

For both atomic species, αx and αy values are almost identical as expected from the study of

a smooth isotropic surface. Contrary to the general behavior, αx and αy increase with Tg for

He colliding with the smooth gold surface, whereas αz for He and all α component values for

Ar decrease with Tg. However, this result may not be significant since αx and αy values for
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Table 4.2: MAC and EAC results for He, Ar collisions on smooth and rough Au surfaces at 300
K. Tg is the temperature defining the incident velocity distribution of the gas atom (see SI).
Tin and Tout are defined by Eq. (4.14).

Gas Surface Tg (K) αx αy αz αe Tin (K) Tout (K)

He

smooth

100 0.007 0.007 0.144 0.038 99.844 104.698
200 0.010 0.010 0.073 0.023 199.693 201.602
300 0.011 0.012 0.049 0.018 299.536 299.712
400 0.016 0.016 0.043 0.020 399.390 397.231

rough

100 0.380 0.341 0.354 0.044 99.844 105.727
200 0.347 0.320 0.309 0.025 199.696 202.202
300 0.341 0.311 0.294 0.025 299.536 299.430
400 0.336 0.286 0.273 0.025 399.381 396.747

Ar

smooth

100 0.524 0.536 0.940 0.763 99.845 234.667
200 0.478 0.476 0.864 0.676 199.689 261.217
300 0.427 0.423 0.801 0.597 299.531 298.060
400 0.385 0.391 0.748 0.531 399.383 341.999

rough

100 0.792 0.785 0.951 0.800 99.845 243.593
200 0.734 0.726 0.888 0.721 199.691 265.816
300 0.691 0.683 0.829 0.632 299.535 299.214
400 0.661 0.648 0.784 0.560 399.388 339.517
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Figure 4.4: Using the NP model, the values of the slip velocity v̂k, tangential stress σ̂kz,
temperature jump ∆θ̂ and normal heat flux q̂z have been determined. All the values have
been normalized by the method described in Ref. [84]. The slopes of the lines provide the
values of β coefficients. The Tg = Tw = 300 K gas velocities have been used to generate the
NP kernel for He and Ar.
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Table 4.3: Values of β coefficients determined by the direct employment of MD velocities at
100 K, 200 K, and 300 K [Eq. (4.7)], by the use of MAC and EAC parameters [Eqs. (4.6),
and (4.11)], and by the NP model. The values of β1x, β1x, and β2 (MAC) are computed at
Tg = Tw = 300 K.

Surface Method
He Ar

β1x β1y β2 β1x β1y β2

smooth
Atomic 0.007 0.007 0.012 0.276 0.281 0.445
M/EAC 0.006 0.006 0.009 0.272 0.269 0.425
NP 0.008 0.008 0.012 0.303 0.299 0.431

rough
Atomic 0.227 0.242 0.015 0.568 0.571 0.486
M/EAC 0.206 0.185 0.013 0.528 0.520 0.462
NP 0.215 0.191 0.016 0.555 0.546 0.503

He are smaller than 0.02. The roughness increases the αx,y values for both He and Ar gases,

indicating that the collisions are more diffusive than with a smooth surface. However, the

collisions of He are always more specular than those of Ar in any situation, as confirmed by

the results presented in Figure 4.1. Due to the smaller size of the He atoms, the effect of the

surface roughness is more important for He than for Ar. The rough surface has no reason to

be isotropic, and the anisotropy appears in the fact that αx is always larger than αy for both

He and Ar atomic species and all Tg values for the rough surface. The coefficient αz remains

almost constant for Ar on both surface types but it increases with roughness for He. It must

be noticed that the cz collision clouds of Figure 4.1 are more diffusive than the clouds of the

other velocity components for both Ar and He. This behavior has also been found for CO2 and

CH4 colliding on graphene [84]. It can be seen as an indication that the normal component of

the velocity is the main responsible component of the thermal exchange with the surface, i.e.

of the displacements of the solid atoms due to the collision.

The gas temperatures after collision are dependent on the gas atom nature. The difference

with respect to the target temperature before collision is much more marked for Ar than for

He, in agreement with the most diffusive nature of the Ar collisions with gold. However, for

both atom types, the gas atoms gain thermal energy when they are colder than the surface

and lose a part of it after collision with a colder surface, in agreement with αe variations. The
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coefficient αe decreases with Tg for both atomic species and it is larger for Ar than for He,

demonstrating once again that the He collisions are almost specular while the Ar collisions are

almost diffusive. The roughness of the surface causes an increase of the αe value for Ar, but it

has almost no effect in the αe value for He.

From Figure 4.1, it can be observed that although the reflective velocities are closer to the

diffuse case on the rough surface, the value of reflective energy still corresponds to the specular

case. The results of Table 4.2 also show that the temperature change in the He flow is very

small after the collision (below 6%). These evidence indicate that the diffusivity degree in

velocity components is mainly due to the conversion of kinetic energy during the collision. As

apparent from the pairwise potentials, the Ar atom interacts more strongly with the Au surface

than the He atom. This conclusion can also be observed from the kinetic energy diffusivity in

Figure 4.1 and the temperature change in Table 4.2.

The β coefficients obtained by the NP model are the slope coefficients, as presented in Figure

4.4. The NP kernel was originally developed for CH4 and CO2 on graphite surface, for which

the adsorption effect is more remarkable. For the He/Ar-Au systems, the adsorption effect is

weaker. Therefore, if we calculate the reflective energy using the reflective velocities produced

by the NP model, its diffusivity degree will be overestimated. The alternative way is to directly

generate the reflective energy, i.e using P (c2|c′2), in order to evaluate the term 〈c′2/2 − c2/2〉

in Eq. (4.11) for the normal heat flux. We took the β value determined by the atomic wall

as our benchmark and, comparing the mean error of NP model with the mean error of MAC

(3.3% vs. 11.9%), we found that the performance of the NP model is better. From the β values

presented in Table 4.3, we can conclude that the roughness of the Au surface can significantly

affect the friction coefficient of He and Ar noble gases at room temperature. However, the effect

of surface roughness on thermal resistance is very limited.
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Especially due to the reproduction of the roughness in the surface, our results can be compared

with just a few data from the literature. Experimentally, it is as difficult to produce a perfectly

smooth surface as to control its roughness. Karniadakis et al. [72] have reported a thermal

momentum accommodation coefficient value of 0.073 for the He-Al pair. This value is consis-

tent with the experimentally-determined EAC value 0.017 by Thomas and Schofield [136] at

320.15 K, confirming the very weak nature of the interaction of He with metal surfaces and the

quality of the present He-Au pairwise potential.

Hadj Nacer et al. [55] measured slip coefficients from He and Ar gas flows in a silicon micro-

channel covered with gold. They obtained β1 values of 1.305 ± 0.018 and 1.342 ± 0.019 for He

an Ar, respectively. These values are much higher than those presented in Table 4.3 for the

rough surface, indicating that the present surface is not rough enough. In the experimental

work of Hadj Nacer et al.[55], the roughness of the gold coating, realized by vapor deposition,

was evaluated at 0.87 nm. This value corresponds roughly to 6 times the gold atom bulk radius.

The addition of only one more gold atom height on the smooth surface, as in the present rough

surface, is certainly not sufficient to model this coating.

Trott et al. [145] have measured thermal accommodation coefficients from gas heat flux be-

tween plates at different temperatures. For the steel plates made coated with gold cleaned by

plasma treatment, they obtained EAC = 0.85 for Ar and 0.31 for He, respectively at 296 K.

These results are consistent with the αe values presented in Table 4.2 if we consider once again

that the experimental surface is rougher than the simulated one. It can also be noticed, the

final experimental roughness also depends on the steel surface quality before coating.

4.4 Conclusions

In summary, the extremely weak He-Au pairwise interaction potential has been derived from

ab initio determinations for the first time. For this purpose, dispersionless density functional

periodic calculations were combined with effective pairwise functional parameters for the dis-
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persion. These parameters were obtained from time-dependent DFT response theory using

localized Hartree-Fock orbitals on He-Aun clusters. The global interaction He-Au(111) poten-

tial reproduces accurately the best estimate of the well depth value (about 8 meV) while the

“standard” vdW-DFT method greatly overestimates the attractive interaction. Next, the ab

initio pairwise potential was used in Molecular Dynamics simulations of collisions of a He atom

with a smooth Au(111) surface as well as a rough Au surface. The gas velocities recorded

before and after the collision were employed to determine accommodation coefficients. These

coefficients are the key ingredients to model interface phenomena such as slippage or tempera-

ture jump, having further applications such as, for example, in macroscopic gas low simulations

based on Navier-Stokes equations.

Different methodologies were applied and compared for the derivation of interface quantities:

the use of atomistic velocities, of accommodation coefficients, and of an NP kernel constructed

from a reduced number of simulations. The results obtained with the three methods compare

very well, with the NP kernel approach having clearly a better performance than the treatment

based on using accommodation coefficients. Our results allow to conclude that He gas flow

has almost no friction effect on a smooth surface, but the friction is more pronounced on a

rough one. However, in both surface cases, the temperature transfer is almost inexistent. The

collisions of He on gold are then almost elastic.

For comparison purposes, Molecular Dynamics simulations using the same computational setup

were carried out for Ar using the ab initio-based pairwise potential reported in our previous

work [54]. As expected from the force field strength difference, the collisions of Ar with the gold

surfaces are more diffusive than for He, and the friction effect and temperature jump are more

pronounced for Ar flows on the rough gold surface. These results confirm the quality of the

ab initio-based He-Au and Ar-Au pairwise potentials. It can also be concluded that improved

simulations must consider surfaces with a much more pronounced roughness than that modeled
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in this work.

Appendix: Support information

Figures of the clusters and of the slabs used for the determination of the He-Au pairwise po-

tential, electronic structure computational details, fitting analyses, Molecular Dynamics com-

putational details.

This Supporting Material contains computational details concerning the ab initio determina-

tion of the interaction between atomic helium and a gold surface or a gold cluster, and the

Molecular Dynamics simulations used for the determination of the boundary quantities.

Helium/Au(111) Interaction Energies: Electronic Structure Calcula-

tions

Details of Periodic Calculations

The CRYSTAL14 code[42, 41] was used for all the periodic calculations applying the periodic dlDF

implementation.[36] The augmented polarized correlation-consistent triple-ζ basis of Woon and

Dunning, Jr.[159] (aug-cc-pVTZ) was adopted for atomic helium while, for Au atoms, we

used energy-consistent relativistic 19-valence-electron pseudopotentials in combination with

the valence basis set reported in Ref. [40]. The Au(111) surface was modeled considering a

(
√

3×
√

3)R30◦ supercell (see Figure 4.5). The slab model of the Au(111) surface had a thick-

ness of 3 layers. This supercell was large enough to parametrize the dispersionless function (see

above), which is short-range in nature. The lattice constant was fixed to the value of 4.0786 Å.

The fitting of the ab initio data obtained from the above calculations by equation (3) was

performed with a standard deviation of 0.07934 meV for the fcc site. The resulting parameters
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Table 4.4: dlDF parameters from periodic calculations with He in fcc position and from Ref.[54].

A (eV) B (eV.Å−1) C (eV.Å) α (Å−1) γ (Å−2)
He-Au -2.9755 0.47351 4.8980 -2.576 0.8204
He-Ar 16.230×103 - - 3.356 -

Figure 4.5: Figure illustrating the supercell model of the gold surface: the
√

3 ×
√

3 supercell
is surrounded by blue segments (left) and the 2 × 2 supercell is surrounded by red segments
(right).

are given in Table 4.4. For comparison and need in the Molecular Dynamics calculations, Ar-Au

parameters are also given.

The vdW-DF2 calculations have been performed using the Vienna Ab initio Simulation Package,[75,

74] based on the projector augmented-wave method.[18, 74] Plane wave basis sets with a kinetic

energy cutoff of 479 eV and PAW-PBE pseudopotentials were employed. The total energy cal-

culations used a Γ-centered 8×8×1 k-point mesh, and the Methfessel-Paxton smearing method

at the first order with σ = 0.01 eV. The Au(111) surface was modeled using a repeated slab of

3 atomic layers. A 2 × 2 supercell (see Figure 4.5) and vacuum spacing of 25 Å was used to

minimize the interactions between the periodic images along the three directions of the slab.

Structural relaxation effects of the gold atom positions were not included.
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Details of Cluster Calculations: Dispersion He/Aun (n = 4, 10) Interaction

Similarly to the dispersion-corrected second-order Möller-Plesset perturbation theory (MP2C)

method,[93] the dispersion energies were evaluated via time-dependent density functional re-

sponse theory (TD-DFT), using the localized Hartree-Fock method.[38] The necessary Kohn-

Sham orbitals and orbital energies were calculated using the localized Hartree-Fock method by

Della Sala and Görling.[38] In all surface cluster calculations, correlation consistent basis sets

were employed using the MOLPRO package [156]. The cluster geometries can be found in Figures

4.6 and 4.7. The augmented polarized correlation-consistent triple-ζ basis of Woon and Dun-

ning, Jr.[159] (aug-cc-pVTZ) was adopted for the cluster He atoms, while the aug-cc-pVTZ-PP

basis set was employed for gold atoms,[99] including a small-core (19-valence-electron) relativis-

tic pseudopotential [47].

Figure 4.6: Au4 cluster. The Au-Au distance is fixed to 2.8836 Å. The red point indicates the
vertical position of He.

A comparison of the ab initio dispersion energies to the energies calculated from the D∗as func-

tion (equation (4)) are also presented in Figure 4.8. The parameters of this function were

calculated by fitting of ab initio energies for both Au4 and Au10 clusters. As examples of the

good accuracy of the fits, the relative root-mean-squares were of 1.32 % for He-Au10 and of

7.25 % for He-Au4 for He in the fcc position. For the Molecular Dynamics calculations, the

parameters of Table 4.5, derived from He-Au10 with He in the fcc position, were used.
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Figure 4.7: Au10 cluster. The Au-Au distance is fixed to 2.8836 Å. The central red point
indicates the fcc vertical position of He.

Table 4.5: D∗as parameters from He-Au10 with He in the fcc position and local Hartree-Fock
calculations, and from Ref. [54].

C6 (J.nm6.mol−1) C8 (J.nm8.mol−1) β (bohr−1)
He 0.64419 0.095935 0.5387
Au 1.3062 0.16699 1.905

C6 =
√
CRG

6 CAu
6 (eV.Å6) C8 =

√
CRG

8 CAu
8 (eV.Å8) β =

√
βRGβAu (Å−1)

He-Au 9.5073 131.18 3.618
Ar-Au 76.785 1066.9 3.051

4.4.1 Momentum and Energy Accommodation Coefficients, Slip-

page and Temperature Jump: Molecular Dynamics Calcula-

tions

The different MD calculations were performed using the LAMMPS package [102, 103]. The

He-Au pair potential derived above was tested. For the Ar-Au pair, the dlDF+Das pairwise

potential determined in Ref.[54] has been used. The parameters can be found in Tables 4.5 and

4.4. The z direction is orthogonal to the solid surface. The (111) surface is composed of 800

gold atoms with periodic boundary conditions along the directions of the x and y axes. The slab

is composed of 5 layers. The innermost layer is kept fixed while the second and following layers

are maintained at constant temperature using a Nosé-Hoover thermostat (NVT ensemble). The
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Figure 4.8: Radial scan of ab initio dispersion energies as a function of the distance (Z, in Å)
between a He atom and the surface of Au4 and Au10 clusters, with He in the fcc position in the
Au10 case.

embedded-atom-method potential (EAM) of Sheng et al. [119] has been chosen to describe the

interaction between the gold atoms due to its capability to reproduce the experimental values

of surfaces and bulk solid gold. The cut-off distance was set at 12 Å for both Au-He and Au-Ar

interactions for which all the gold atoms have been considered. Before simulating the collision

process, the thermal equilibrium of the gold solid wall at 300 K was guaranteed after 107 time

steps of 0.001 ps.

The rare gas atoms are projected at R > Rcoll = 8 Å above the surface. One collision is assumed

to be finished once the atoms pass back the R = Rcoll limit with positive velocity component

along z-direction. The atom is reinserted at the same position but with an initial velocity

that is drawn from equilibrium distribution: c′x and c′y follow the normal distribution N (v, σ2)

with v = 0 mean and standard deviation σ =
√
kBTg/mg, and −c′z the Rayleigh distribution

R(σ) with the same parameter σ. In order to compute β1 coefficients, non-zero mean velocities
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vx = vy = 0.5, 0.25, and -0.5 Å/ps are imposed.

For each test, 100000 collisions were performed, using a time step of 0.0001 ps for He and 0.001

ps for Ar. Hence, the ratio between the time steps used for He an Ar atoms has a similar value

to that of the corresponding atomic masses.

The rough gold surface was constructed from an initial smooth surface was composed of 5

layers of 160 atoms each. Then 100 atoms are projected randomly in space above the smooth

surface. Not all of them finished being attached to the surface. Finally, the resulting slab

is thermostated during 107 time steps of 0.001 ps. The lower layer atoms are fixed and the

temperature of the others is controlled via a Nosé-Hoover thermostat as in the smooth surface

case.



Chapter 5

Prediction of thermal conductance and

friction coefficients at solid-gas

interface from statistical learning of

collisions

Abstract

In this paper, we present the construction of statistical models of gas-wall collision based on data

issued from Molecular Dynamics (MD) simulations. The Gaussian Mixture (GM) model, an

unsupervised learning technique, is chosen for this purpose. The model shares some similarities

with the well-known Cercignani-Lampis model in kinetic theory but it is more robust due to the

unlimited number of Gaussian functions used and the ability to deal with correlated data of high

dimensions. Applications to real wall-gas systems confirm the good performance of the model.

The trained GM model predicts physical and statistical properties including accommodation,

friction and thermal conductance coefficients in excellent agreement with the MD model.

102
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5.1 Introduction

Velocity slip and temperature jump are important interface phenomena which are frequently

encountered in micro-nanofluidic systems [72]. The common way to model the imperfect bound-

ary conditions is to use the following phenomenological relations

β1vk = −σkz, β2(T − Tw) = −qz, k = x, y, (5.1)

Here the wall is assumed to be stationary at temperature Tw and normal to direction z. The slip

velocity vk is proportional to the (minus) shear stress σkz and the temperature jump T − Tw is

proportional to the heat flux qz. The constants, β1 and β2, are respectively the Navier isotropic

friction and Kapitza thermal conductance coefficients. For gas flow problems, it is well-known

that the interface phenomena become significant when the mean free path λ is comparable

to the channel height H, starting from λ/H ≥ 0.01. The origin of the Knudsen layer effect

comes from two sources: the finite actual velocity/temperature jump at the boundary and the

deviation from the bulk solution within the distance λ from the wall. In this paper, we do

not consider the variation of the velocity/temperature in the Knudsen layer and assume that

the linear relations Eq. (5.1) are valid at the solid boundary [138]. Since both the bulk and

interfacial transport properties of gases are governed by collisions at the atomic scale [29], they

are expected to be proportional to the collision rate. It is thus natural to non-dimensionalize

the boundary coefficients β1 and β2 as follows

β1 =
β1

n

√
π

2kBTm
, β2 =

β2

n

√
mπ

8k3
BT

, k = x, y, (5.2)

In Eq. (5.2), n is the gas density at the wall, m the atomic mass of the monatomic gas and

kB the Boltzmann constant. The other reason to non-dimensionalize the interfacial coefficients

is that β1 and β2 are connected to tangential momentum accommodation coefficient α1 and
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energy accommodation coefficients α2 [72]

β1 =
α1

2− α1

, β2 =
α2

2− α2

(5.3)

The origin of the accommodation coefficients comes from the collision models of gas atoms with

the solid boundary [92, 140, 27]. These constants appear in the linear relation between the pre-

collision and post-collision momenta and energy of gas atoms with respect to the wall. However,

MD simulations showed that the linearity postulate is not always valid. Errors from the linear

regression procedure to obtain α1 and especially α2 are observed [101, 84]. It is suggested that

the more effective way to model slip and jump phenomena is to directly use coefficients β1 and

β2 to quantify them from realistic collision data whenever possible. On the other hand, the

formulation based on coefficients β̄1, β̄2 can avoid the errors due to the use of (5.3) and the

intermediate accommodation coefficients. It is noted that while Eqs. (5.3) are widely used,

they are derived under restrictive conditions, e.g the Chapman-Enskog distribution [29], an

approximate solution of the Boltzmann equation, and the Maxwell or Cercignani-Lampis wall

model [126, 53]. As a result, if we want to extend or investigate the validity (5.3) in general

situations, more accurate methods (see e.g Refs. [117, 118]) should be adopted.

In the framework of probabilistic modeling, there are numerous ways of reconstructing the

(collision) behavior of the system based on the available (collision) data, which are realizations

via Molecular Dynamics simulations. One of the method, proposed in our previous work is to

use the nonparametric (NP) techniques to estimate the probability density functions (PDF)

and generate new collision data [84]. To avoid the sparsity of the data in high dimension, the

reflection process was assumed to be independent for each velocity components (c′x, cx), (c′y, cy)

and (c′z, cz) and the model can be constructed with a good accuracy [61]. Although such mod-

eling is relatively general, the uncorrelation hypothesis can be strong and oversimplify the true

behavior. This motivates us to investigate the use of unsupervised learning techniques and

their performance with high dimension data. Specifically, the present work considers the Gaus-
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sian Mixture (GM) model, which is a popular technique and has proved to be successful in

many data science applications. The GM are probabilistic models using linear combination

of multiple multidimensional gaussians to estimate the probability density of data. Like all

collision models (or scattering kernels) in kinetic theory, the construction of GM are based on

parameters which can be determined from collision data for each gas-solid couple under consid-

eration. While the existing collision models are limited by a finite number of parameters (e.g

accommodation coefficients), the GM models are not. On the other hand, the GM models re-

quire a special algorithm, i.e Expectation Maximization (EM) algorithm to tune the parameters.

The paper is organized as follows. In Sect. 5.2, we present a literature review of statistical

models of collisions, the general principles to construct them from MD data and their prop-

erties. GM model is then introduced with the EM algorithm to tune the model parameters.

Criteria based on both statistical and physical parameters including accommodation coeffi-

cients, interfacial coefficients, reflection angles, and Kullback-Leibler divergence will be used to

evaluate the performance of the model. Applications to real material systems (Ar and He gases

vs Au surface) are presented in Section III, confirming the superiority of the GM model when

compared with nonparametric and parametric models of literature. Finally, some remarks and

conclusions are given.

5.2 Description of computation methods

5.2.1 Overview of statistical models of collision and their properties

The collision model, also called scattering kernel in kinetic theory, serves as boundary conditions

for Boltzmann equations and aims at describing how gas atoms are reflected after collision

with the wall at temperature Tw. It is defined by the conditional probability distribution,

P (output = c|input = c′, temperature = Tw) or denoted shortly P (c|c′) of velocity c for a

given incoming velocity c′. In addition to the usual PDF properties like non-negativeness and
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normalization, P (c|c′) is also expected to satisfy the physical reciprocity conditions [25, 22, 128]:

Peq(c
′)P (c|c′) = Peq(−c)P (−c′| − c), c ∈ R2 × R+, c′ ∈ R2 × R− (5.4)

where, Peq(c
′) is the distribution associated to the equilibrium gas at the same temperature as

the wall T = Tw and motionless with respect to the wall (zero mean velocity)

Peq(c
′) =

√
2π

θ
|c′z|MB(c′), MB(c′) =

e−c
′2/2θ

(2πθ)3/2
, θ = kBT/m (5.5)

This condition implies that the incidence-reflection is microscopically reversible when the wall

is in equilibrium state.

It can be shown that all popular collision models in literature can be classified as paramet-

ric models, in most cases, taking from one to three accommodation coefficients as parameters.

For example, in the Maxwell model [92] where the gas atom can be reflected either specularly

or diffusively with percentage 1 − α and α, only one accommodation coefficient is used. In

the anisotropic Cercignani-Lampis (ACL) model [140, 27], three different accommodation co-

efficients associated to tangential momentums along x, y directions and normal kinetic energy

along z direction are used. While the Maxwell model exhibits discontinuities in the probability

space due to the portion of the mirror reflections (Dirac distribution), the smooth PDF from

ACL model agrees better with MD simulations. However, like all parametric models, they are

subject to common limitations: the requirement of the existence of a limited number of con-

stant accommodation coefficients and the lack of flexibility in the case of complex collision data.

Since the flow solution depends both on the gas-gas and gas-wall collision, those limitations

may have consequences on the determination of boundary conditions’ coefficients β1 and β2

in Navier-Stokes-Fourier equations as mentioned earlier and can cause errors in other simula-

tion methods, e.g direct simulation Monte Carlo (DSMC) [16], MD [106, 6], moment equations

[129, 53], etc. based on the collision model. It suggests that to achieve better accuracy, we

need to rely on the whole data range and to not be limited by the number of model parameters.
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Figure 5.1: Procedure of reconstructing the scattering kernel from MD simulations of collisions.

The procedure of reconstructing the scattering kernel from MD simulations of collisions is

shown in Fig. 5.1. The gas atoms are inserted with velocity c′ at a plane beyond the cut-off

distance and interact with the well thermostated solid atoms before escaping by crossing the

same plane with velocity c. Each couple of input and output velocities (c, c′) recorded is thus

a realization of the joint PDF P (c, c′). In principle, if we can estimate accurately P (c, c′), we

can derive accurately the scattering kernel via the equation

P (c|c′) =
P (c, c′)

P (c′)
, (5.6)

where P (c′) is the distribution of input variable c′. While P (c|c′) is a unique function of c

and c′, the joint PDF P (c, c′) depends on the input distribution P (c′) via (5.6). In the special

case where the input distribution is the equilibrium distribution, P (c′) = Peq(c
′), the joint

PDF becomes the equilibrium joint PDF P (c, c′) = Peq(c, c
′). The reciprocity condition (5.4)

is equivalent to the symmetry condition of Peq(c, c
′) in hyperspace

Peq(c, c
′) = Peq(−c′,−c) (5.7)

As a result, to model the scattering kernel via Peq(c, c
′) and the associated collision data, it is

necessary that the above constraints are satisfied.

We remark that in many parametric scattering kernels [33, 140, 27], the reflection process
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occurs independently in x, y, and z directions. Under this assumption, both P (c|c′) and

Peq(c, c
′) can be decomposed as:

P (c|c′) =
3∏

k=1

P (ck|c′k), Peq(c, c
′) =

3∏
k=1

Peq(ck, c
′
k), k = x, y, z (5.8)

A typical example is the well-known Cercignani-Lampis kernel and its associated joint PDF at

equilibrium PCL
eq (c, c′)

PCL(c|c′) =
e
− [cx−(1−αt)c

′
x]

2

2αt(2−αt)θw√
2πθwαt(2− αt)

e
−

[cy−(1−αt)c
′
y ]

2

2αt(2−αt)θw√
2πθwαt(2− αt)

cze
− c

2
z+(1−αe)c′2z

2αeθw

αeθw
×

I0

(√
1− αeczc′z
αeθw

)

PCL
eq (c, c′) =

e
− (c2x−2(1−αt)cxc

′
x+c
′2
x )

2αt(2−αt)θw

2πθw
√
αt(2− αt)

e
−

(c2y−2(1−αt)cyc
′
y+c
′2
y )

2αt(2−αt)θw

2πθw
√
αt(2− αt)

|czc′z|e
− (c2z+c

′2
z )

2αeθw

αeθ2
w

×

I0

(√
1− αeczc′z
αeθw

)
, (5.9)

have this property. In particular, they are based on two parameters αt, αe, combination of

multivariate Gaussian functions, and I0 as modified Bessel function of first kind and zeroth

order. Additionally, the joint PDF PCL
eq (c, c′) also satisfies the symmetry condition (5.7).

It is interesting to note that a general class of 1D nonparametric collision model can also

be constructed based on Eq. (5.8) and collision data. The uncorrelation hypothesis reduces the

model from 3D (or 6D in data space c′, c) to 1D (or 2D in each of 3 data spaces c′x, cx, c
′
y, cy,

c′z, cz), which greatly simplifies the kernel construction. Using kernel density estimation (KDE)

techniques, the constructed collision model has good performances when determining velocity

slip and temperature jump coefficients like for the CH4-graphite or Ar-Au systems [84, 83].

However, for nearly perfect elastic-reflection system like the He-Au system [83], the indepen-

dent assumption of Eq. (5.8) can overestimate the reflective energy and can cause errors in the

thermal conductance coefficient. In what follows, we shall explore the GM model, a popular

and general purpose machine learning technique, which is not subject to above limitations. The
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model shares some similarities with the CL kernel which is among the best parametric models,

by the presence of smooth multivariate Gaussian functions but it is much more powerful and

flexible by means of superposition and unlimited number of the parameters used. Further-

more, the algorithms to identify those parameters from data are well developed in literature

and in commercial software. Thus the efforts to construct an accurate collision model will be

significantly minimized.

5.2.2 Preprocessing of training data and Gaussian mixture model

(GM)

As mentioned earlier, the data are collected from MD simulations of independent gas-wall

collisions at a given temperature Tw. The pre-collision velocity is drawn from equilibrium

distribution, i.e P (c′) = Peq(c
′) and P (c, c′) = Peq(c, c

′) and we can fit the GM model with

data, the realizations of Peq(c, c
′). To achieve the best performance of the method, we propose

to precondition the data in the following way

- Symmetrization of the data: For each realization (c, c′), a virtual copy (−c′,−c) is also added

to the existing data. This step will double the size of the training data and ensure the symmetry

of Peq(c, c
′) as shown in (5.7).

- Transformation of the random variables c and c′: This is because of the support constraints

cz > 0 and c′z < 0 are not compatible with gaussian functions. Specifically, while cx, cy, c
′
x, c
′
y

have Gaussian distributions, cz, c
′
z have Rayleighian distributions. In this case, we propose to

adopt a transformation T that changes the distributions of cz, c
′
z to the same type as cx, cy, c

′
x, c
′
y.
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For example

T (U) =
√

2θerf−1

[
1− 2 exp

(
−U

2

2θ

)]
, T −1(U) =

√
−2θ ln

[
1

2
− 1

2
erf

(
U√
2θ

)]
,

xR =


cx

cy

T (cz)

 , xI =


c′x

c′y

T (c′z)

 , c =


xR1

xR2

T −1(xR3)

 , c′ =


xI1

xI2

−T −1(xI3)

 ,(5.10)

where xR and xI are two vector which are used to record the reflective value or incident value

respectively. We note that to map the Gaussian to the Rayleigh distribution, we compute the

CDFs of Gaussian distribution and of Rayleigh distribution

FG(T ) =
1

2

[
1 + erf

(
T√
2θ

)]
, FR(U) = 1− exp

[
−U2/ (2θ)

]
. (5.11)

and use the relation FG(T ) = FR(U) to recover the transformation (5.10) concerning cz, c
′
z.

The GM model is a probabilistic model that assumes all the data points are generated from

a mixture of Gaussian distributions [131]. More importantly, it is general enough to estimate

complex PDF function. Specifically, the GM estimator of P (xR,xI) can be written as a super-

position of M Gaussian functions with weights ϕ1, ϕ2, .., ϕM as follows

P (xR,xI) ' PGM(xR,xI) =
M∑
m=1

ϕmpm(xR,xI), pm(xR,xI) = N (X|µm,Σm)(5.12)

Each Gaussian pm(xR,xI) has its own parameters µm and Σm as mean vector and covariance

matrix

N (X|µm,Σm) =
1

(2π)d/2
1

|Σm|1/2
exp

[
−1

2
(X − µm)TΣ−1

m (X − µm)

]
,

X =

 xR
xI

 , µm =

 µmR
µmI

 , Σm =

 ΣmRR ΣmRI

ΣmIR ΣmII

 , (5.13)
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where d is the dimension of variables X. Comparing with the parametric CL model (5.9),

the bivariate gaussians also appear in the independent reflection process x and y where the

covariance parameters (1−αt) are connected to the tangential momentum accommodation co-

efficients. In the case M = 1, the GM model also shares some strong similarities with Nocilla

[32] model based on a drifted Maxwellian for reflected velocities. However, the application of

the GM model on the preprocessed collision data rather than the original data, as mentioned

previously has fully eliminated the negative reflective velocity cz that the drifted Maxwellian

can not. Furthermore, as seen in (5.12,5.13), the GM model is much more general. Consti-

tuted of multiple multivariate Gaussian functions, it does not rely on independent reflection

hypothesis and contains numerous parameters to fit with data. Those are ϕm, µm and Σm with

m = 1, 2, ..,M which can be effectively determined using the EM algorithm. (see Appendix

1) [23, 39, 59].

The scattering kernel is the conditional probability function of reflective velocity P (xR|xI)

given incident velocity and this function can also be written as a mixture form[131, 107]:

PGM(xR|xI) =
M∑
m=1

ϕ̃m(xI)pm(xR|xI). (5.14)

with the following weights

ϕ̃m(xI) =
ϕmpm(xI)∑M
m=1 ϕmpm(xI)

. (5.15)

The marginal and the conditional distributions appearing in equations (5.14) and (5.15) are

calculated with the formula

pm(xI) =

∫
pm(xR,xI)dxR = N (xI |µmI ,ΣmII), (5.16)
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and

pm(xR|xI) =
pm(xR,xI)

pm(xI)
= N (xR|µmR|I ,ΣmR|I),

µmR|I = µmR + ΣmRIΣ
−1
mII(xI − µmI),

ΣmR|I = ΣmRR −ΣmRIΣ
−1
mIIΣmIR. (5.17)

In the next section, we will study the performance of the GM model in comparison with the

NP and CL kernels.

5.2.3 Evaluation of model performance and comparisons

Generally, the criteria to judge the quality of a statistical model is the accuracy of fitting with

the given data and more importantly, the ability to generate new data predicting quantities

consistent with the realistic system. For evaluation, we propose to compute physical based

parameters including accommodation coefficients, the reflective deviation angle and boundary

conditions coefficients β̄1 and β̄2 at the interface using the GM model and compare with the

same parameters issued from NP, CL kernels and the realistic MD simulations.

As mentioned earlier, accommodation coefficients appear in parametric collision models as con-

stants. However, for realistic atomistic systems, these constants may not be properly defined.

In literature, there exist several methods to identify those coefficients but they cannot guarantee

the uniqueness of the obtained results (see examples in Appendix 2). Among those works, we

consider the method based on correlation analysis [125, 84]. In this case, the accommodation

coefficients are defined via the correlation parameters of the data

α1 = 1− 〈c
′
xcx〉 − 〈c′x〉〈cx〉
〈c′2x 〉 − 〈c′x〉2

, α2 = 1− 〈c
′2c2〉 − 〈c′2〉〈c2〉
〈c′4〉 − 〈c′2〉2

αn = 1− 〈|c
′
z|cz〉 − 〈|c′z|〉〈cz〉
〈c′2z 〉 − 〈c′z〉2

, αe = 1− 〈c
′2
z c

2
z〉 − 〈c′2z 〉〈c2

z〉
〈c′4z 〉 − 〈c′2z 〉2

(5.18)
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While α1 and α2 are the tangential momentum accommodation coefficient (TMAC) and the

energy accommodation coefficient (EAC), respectively (see equation (5.3)), αe is the normal

momentum accommodation coefficients (NMAC) and αe is the normal energy accommodation

coefficients (NEAC). Those expressions are derived from the linear regression of collision data

(c′x, cx), (c′2, c2), (|c′z|, cz) and (c′2z , c
2
z), respectively. Being special composite parameters depend-

ing on the moments of P (c, c′), they can be sensitive to the choice of P (c, c′) and P (c′). In

what follows, we assume that those parameters are obtained from the equilibrium distribution

Peq(c, c
′) which is also the basis of our model. For the sake of simplicity, we continue to call

them accommodation coefficients despite knowing that from definition (5.18), they are more

statistical than physical quantities.

In addition to the correlation analysis of velocities in association with the accommodation

coefficients described above, we also examine in details the statistical relations between the

incident γ′, reflection γ and deviation η angles as defined in Fig. 5.2.

Figure 5.2: A simple scheme of the incident-reflective velocities, c′-c, the incident-reflective
vertical angles, γ′-γ, and the deviation angle η.

Other physical parameters to be checked are the interfacial coefficients β̄1 and β̄2. From the

kinetic consideration of the terms involved in equations (5.1) and (5.2), β̄1 and β̄2 can be

computed by the expressions

β̄1 =

√
π/2θ〈c′x − cx〉

〈c′x/|c′z|+ cx/|cz|〉
, β̄2 =

√
9π/32θ〈c′2 − c2〉

〈c′2/|c′z|+ c2/|cz|〉 − 3θw〈1/|c′z|+ 1/|cz|〉
(5.19)
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Because of the non-equilibrium origin of the expressions, those coefficients cannot be deter-

mined using the equilibrium distribution for the gas at the same temperature and the same

velocity as the wall, i.e P (c′) 6= Peq(c
′|θ = θw, 〈c′x〉 = 0), otherwise we shall encounter nu-

merical issues. Instead, for the determination of β̄1, the equilibrium distribution with a non

zero mean velocity 〈c′x〉 6= 0 and the temperature of the wall θ = θw is used as the input gas

distribution P (c′) = Peq(c
′|θ = θw, 〈c′x〉 6= 0) and for β̄2, we used the equilibrium distribution

with zero mean velocity 〈c′x〉 = 0 and a temperature different from the wall temperature θ 6= θw

or P (c′) = Peq(c
′|θ 6= θw, 〈c′x〉 = 0). We also highlight the importance of transforming the

variables cz and c′z in the data preconditioning step before training the GM model. This step

guarantees the vanishing probability at c′z = 0 and cz = 0 like the Rayleigh distribution and

the convergence of the rational moments containing 1/c′z and 1/cz. Unlike the previous anal-

ysis of accommodation coefficients and reflective angle based on the existing collision data at

equilibrium, this method requires new realizations, i.e using the new input P (c′) to generate

new data P (c′, c) with the wall model P (c|c′) (parametric/nonparametric kernels, GM model

or atomic wall).

Another criteria to evaluate the statistical performance of different scattering kernels is based

on the relative entropy, the Kullback-Leibler divergence (DKL) [77]. This quantity is a mea-

sure of the differences between the probabilities P and Q. Defined as the expectation of the

logarithmic difference, its discrete form is written as:

DKL(P‖Q) =
∑
j

P (xj) log
P (xj)

Q(xj)
, (5.20)

To compute P (xj) and Q(xi), we divide the data space into n bins and choose a Parzen-window

size h, then the probability density of data generated by MD simulation or a scattering kernel

is estimated. The density in each bin can be written as:

P (xj) =
Nj∑
j Nj

, (5.21)
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where, xj represents the center of bin j, Nj is the number of data in the window of length h

centered on xj. We note that the above formula can be applied to any distribution of random

variables x, for example velocity, kinetic energy, collision angles etc..

5.3 APPLICATIONS TO REAL GAS-WALL SYSTEMS

5.3.1 Construction of scattering kernels from Molecular Dynamics

simulation data

Based on the same systems as Refs. [83, 54], we shall carry out more detailed analysis of the

MD simulation results, in order to construct and evaluate statistical models of collisions. We

simulate the process of He or Ar gas atoms impacting smooth/rough Au atomic surface and

investigated the gas-solid friction and thermal conductance. The rough surface is generated by

deposing randomly atoms on the smooth surface. The He or Ar molecules are inserted one by

one in the collision zone, only after the molecule interacts with the wall and goes out of the

collision zone, another molecule is inserted in the zone from a random position with a random

velocity. The MD simulations are performed by LAMMPS (Large-scale Atomic/Molecular

Massively Parallel Simulator)[103]. Each collision simulation was run with one gas atom at a

time. The simulation parameters will be described briefly as follows as follows:

• temperature of the Au surface: 300 K, controlled by the Nosé-Hoover thermostat

• to compute β1 we apply a average velocity to the incident gas atom: ranging from -0.5

Å/ps to 0.5 Å/ps (with a step of 0.25 Å/ps)

• to compute β2 we apply a initial temperature to the incident gas: ranging from 100 K to

400 K (with a step of 100 K)
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Pair A[eV] B[eVÅ−1] C[eVÅ] α[Å−1] γ[Å−2] C6[eVÅ6] C8[eVÅ8] β[Å−1]
He-Au -2.9755 0.47351 4.8980 -2.576 0.8204 9.5073 131.18 3.618
Ar-Au 1.623×104 - - 3.356 - 76.785 1066.9 3.051

Table 5.1: The parameters of the He-Au and Ar-Au pairwise interaction potentials [83, 54].

The highly optimized version of multibody EAM potential [119] is employed for the description

of the interaction between the Au atoms. The Au-Ar and Au-He pairwise potentials, which are

recently determined from ab-initio studies [83, 54], are implemented in LAMMPS and adopted

in this work. The functional form of the pair potentials Vg−Au(R) is given by

Vg−Au(R) =

(
A+BR +

C

R

)
e(−αR−γR2) +

∑
n=6,8

Cn
Rn

fn (βR) . (5.22)

where R is the distance between the gas atom (′g′ standing for He or Ar) and a gold atom (Au).

The parameters A, B, C, α, and γ are associated with the repulsive part and the remaining

parameters correspond to the attractive part of the potential. The function fn is the damping

function of Tang and Toennies [133],

fn(x) = 1− e−x
(

1 + x+ ...+
xn

n!

)
. (5.23)

The numerical values of the pairwise potential parameters are given in Tab.5.1

In this paper, to construct the scattering kernel, we use the velocity data of the MD simulations

under the equilibrium state, in which the temperature of gas flow is equal to the temperature

of the atomic wall (300 K) and the mean velocity of the flow equals to 0. We can calculate the

accommodation coefficients for the CL kernel using Eq. (5.18). For the NP kernel, we followed

the model of Ref. [83], the He velocities range from −40 to 40 Å/ps, and the Ar velocities

range from −20 to 20 Å/ps. The incident and reflective velocity spaces were discretized into

100 and 1000 intervals, respectively, the Parzen-window size h = 1 Å/ps. The probability that

a reflective velocity does not belong to a category is determined by interpolation. In the GM

model, the number of mixtures M is a free parameter which needs to be chosen before the

learning. To avoid the risk of overfitting or underfitting, there is an optimal value of M for
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a given MD data size. We tested the number of Gaussian functions from M = 1 to 512 with

different initial covariance matrices and mean vectors. To find the optimal M we calculate the

energy accommodation coefficient α2 using the reflective velocity generated by GM model and

Eq. (5.18). In Fig.5.3, we found that when M is equal to 64 (26), the performance of the GM

model is the best and much better than CL and NP models. So the GM model with M = 64

has a good accuracy and a reasonable computation time and is used in the present study.
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Figure 5.3: Number of Gaussian vs. α2 determined by statistical models and MD

We then used each kernel, CL, NP and GM, to generate new incident-reflective velocities (about

105 data points) based on incident velocities under equilibrium or non-equilibrium states. We

investigated the characteristics of the scattering kernels according to the following aspects:

• the accommodation coefficients and the momentum/energy distribution

• the incident, reflective, and deflection angles

• the surface friction and the thermal conductance
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5.3.2 Accommodation coefficients

We decomposed the velocity into the normal and the tangential components and then stud-

ied the correlations between the incident-reflective velocities and the kinetic energy. Using

Eq. (5.18), we can calculate TMAC (α1), NMAC (αn), and EAC (α2) from incident-reflective

velocity data. Tab. 5.2 presents TMAC, NMAC and EAC of He/Ar gas on the smooth/rough

Au surface using the atomic wall and the different statistical models of collision (GM, NP, CL).

From this table, we find that TMAC and NMAC obtained by the different kernels are very close

to the atomic simulation results. However, significant differences are observed for the coefficient

EAC. The result of the GM kernel is consistent with the atomic model, but the NP and CL

kernels considerably overestimate EAC, especially for the He-Au rough surface system. We note

that, unlike Ar, He is a special gas which has a very small atomic mass and its interaction with

the gold surface is very weak (see ref. [83]). These points can explain the nearly perfect elastic

collision of an helium atom on a Au wall, even for the rough atomic surface. In other words,

while the atomic motion can change its direction after collisions due to the surface corrugation

(e.g via the influences of the atomic roughness, the thermal motion, and the energy landscape),

the atomic kinetic energy is almost conserved.

Using the density estimator presented in Eq. (5.21), we can estimate the joint probability

of the incident-reflective velocities, and of the kinetic energy. The kinetic energy distributions

determined by the atomic wall use and by different scattering kernels are plotted in Fig. 5.4.

The energy clouds of the atomic and GM models are visibly narrower than those of the CL

and NP kernels. From the column figures of both atomic and GM surface, we can see that

roughness does not significantly change EAC (16.7% for He, 5.9% for Ar). However, this trend

cannot be captured by both NP and CL kernels.

These phenomenas are further illustrated in Fig. 5.5. The KL divergence DKL between different

statistical models and the atomic model was calculated. We can notice that for tangential and
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Figure 5.4: The joint probability density of incident-reflective kinetic energy with unite Å
2
/ps2

(the prefactor m/2 is removed for simplicity) determined by the atomic simulations, the Gaus-
sian mixture (GM), the nonparametric (NP), and the Cercignani-Lampis (CL) kernels. The
horizontal axis indicates the incident energy c′2 and the vertical axis indicates the reflective
energy c2. The red line is the least-square linear regression of kinetic data, its slope is equal to
1-α. When the red line is close to the diagonal dashed line, the reflection is close to be specular
(elastic collision). When the red line is close to the horizontal dashed line, the reflection is
diffusive.
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Gas Surface model
Smooth Rough

α1 αn α2 α1 αn α2

He

Atomic 0.012 0.052 0.020 0.326 0.293 0.024
GM 0.012 0.052 0.021 0.327 0.297 0.031
NP 0.015 0.058 0.040 0.323 0.295 0.303
CL 0.012 0.055 0.036 0.325 0.317 0.416

Ar

Atomic 0.425 0.803 0.596 0.688 0.831 0.633
GM 0.425 0.798 0.597 0.686 0.835 0.643
NP 0.450 0.823 0.665 0.701 0.844 0.759
CL 0.424 0.814 0.739 0.689 0.841 0.865

Table 5.2: The tangential momentum accommodation coefficient (TMAC) α1, the normal mo-
mentum accommodation coefficient (NMAC) αn, and the energy accommodation coefficient
(EAC) α2, computed using different statistical models: GM, NP, CL, and the atomic (MD)
model. The construction of the statistical models NP, GM and CL from MD data is discussed
in sec. IIIA. The accommodation coefficients associated to the statistical models are computed
based on generation of new data and Eq. (5.18). It is noted that the CL model uses tangential
momentum accommodation coefficient (TMAC) and normal energy accommodation coefficient
(NEAC) computed by MD as parameters. Consequently, numerical TMAC values of CL model
are extremely close to MD results.

normal momentums, the DKL of the GM and NP kernels is at the same level. For the CL

kernel, although the DKL for cx and cz are larger than those of the other two kernels, its good

performance in determining TMAC and NMAC (Tab. 5.2) indicates that CL kernel is still a

good kernel to generate a single velocity component. Meanwhile, Fig. 5.5b presents anomalies

for the kinetic energy. The energy DKL of NP and CL kernels are close to 1 for the He/rough

Au case, meaning that the incident-reflective kinetic energy distributions determined by the NP

and CL kernels differ greatly from the results of the atomic simulations. Considering the good

performance of CL and NP kernels for the momentum reflection, and less for the kinetic energy,

it is suggested that the independent assumption of Eq. (5.8) may oversimplify the true behavior

especially for nearly perfect elastic systems like He/Au. This deficiency has been properly cov-

ered by the GM model. We note that the EAC value difference between the statistical models

is due to the correlation parameter

〈c′2c2〉 =

∫
c′2c2Peq(c, c

′)dcdc′
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As a result, the accuracy of Peq(c, c
′) governs the accuracy of the correlation parameter and

EAC. While it is not trivial to connect the elastic collision phenomena to the property of the

probability function Peq(c, c
′) or P (c|c′), we can conclude mathematically that using the de-

composition postulate (5.8) like CL and NP models oversimplifies the real behavior of Peq(c, c
′).

In other words, due to the exchange between the velocity components in order to conserve the

energy, each of post-collision velocity components is expected to depend on all the pre-collision

components.
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Figure 5.5: The Kullback Leibler divergence DKL(Atomic||Kernel) of momentum and kinetic
energy determined by the atomic simulations, the Gaussian mixture (GM) kernel, the nonpara-
metric (NP) kernel, and the Cercignani-Lampis (CL) kernel.

5.3.3 Collision angles

To further study the performance of each scattering kernel, the probability densities of devia-

tion angle η and incident-reflective vertical angles γ′-γ determined by atomic simulations and

scattering kernels were analyzed. The geometric definitions of η, γ′, γ are illustrated in Fig. 5.2.

Angle η can be calculated from velocity components c′x, c
′
y, cx, cy and measures the devia-

tion of the gas atom reflection from the incident direction in xy-plane. The incident angle γ′

and reflective angle γ depend on the incident, c′, and reflective, c, velocities, respectively. By

calculating the correlation between γ′ and γ, we can understand the aberration of the reflection

in the normal direction.

Figure 5.6 shows the probability of the reflective direction on the tangential plane obtained from
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Figure 5.6: The probability density of the reflective deviation angle η determined by the atomic
simulations, the Gaussian mixture (GM), the nonparametric (NP), and the Cercignani-Lampis
(CL) kernels in polar coordinate system. The distance from the curve to the origin, the radius,
indicates the probability of associated to angle η, which coincides with the angle coordinate of
the system.
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Figure 5.7: The probability density of the incident-reflective vertical angles determined by the
atomic simulations, the Gaussian mixture (GM), the nonparametric (NP), and the Cercignani-
Lampis (CL) kernels. The horizontal axis indicates the incident angle γ′ and the vertical axis
indicates the reflective angle γ. The incident and reflective angles range from 0 to 90◦
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atomic simulation data, GM, NP and CL kernels under equilibrium state. Numerical results

show that the rough surface can increase the deviation of the reflective direction with respect the

incident direction in xy-plane, especially the percentage of backscattering (π/2 < η < 3π/2).

As the result, the overall scattering is more diffusive and the probability contour is shifted

towards and envelope the origin. In contrast, the contour of reflection on smooth surfaces is

narrower. From analysis of gas atoms, the adhesion between Au wall and Ar gas atoms is

stronger than for the He-Au system, so that the reflection direction has a greater probability of

deviating from the specular direction. From Fig. 5.6, we can find that both CL and NP kernels

overestimate the diffusivity of the reflective direction. Only the probability contour of the GM

kernel is identical with the one of the the atomic simulations.

Figure 5.7 shows the joint probability density of γ′ and γ. When the deviation angle is small,

the data population becomes narrow and shrinks toward the diagonal line. Through these cloud

figures, we can also confirm that the roughness of the wall surface and the bonding properties

between the gas and the wall affect the reflective direction of the gas atom. To quantitatively

compare the differences between the three types of kernels and the atomic simulations, we cal-

culate the KL divergence between the scattering kernels and the atomic wall results. The KL

divergence of the reflective angle probability is presented in Fig. 5.8. The results of the figure

confirm the differences observed in Figures 5.6 and 5.7. The KL divergence of the CL kernel

is over 3 times larger than that of the GM kernel, especially for He-Au rough surface system.

Basically, the CL kernel incorrectly estimates the distribution of the reflection direction. The

results of the NP kernel for the Ar-Au system are better than the CL kernel ones, the corre-

sponding KL divergence is under 2 times larger than the GM kernel ones in terms of tangential

deviation angle η. We can clearly see that the GM kernel has a great advantage in predicting

the distribution of the reflection directions.
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Figure 5.8: The Kullback-Leibler divergence DKL(Atomic||Kernel) derived form Fig. 5.6 and
5.7.

5.3.4 Interfacial friction and thermal conductance

The surface friction and thermal conductance properties can be characterized by the velocity

slip coefficient, β̄1, and the temperature jump coefficient, β̄2, respectively. These two coefficients

can be determined by the accommodation coefficients determined previously and relation (5.3)

or by a direct method based on equation (5.19) and the non-equilibrium collision simulation

data. This step permits to test the ability of the GM model in terms of generating new data

and reproducing these important physical properties for real systems. We note that if the final

objective is to construct kernels usable in kinetic simulation methods, this step is crucial and

guarantees the reliability of the results.

The results for both coefficients are reported in Tab. 5.3. The coefficient β̄1 depends on the ac-

commodation momentums and is sensitive to the surface roughness. It means that the friction

significantly increases β̄1. These effects are observed for both Ar/Au et He/Au systems. From

smooth surface to rough surface, the β̄1 value increases about 34 times for He-Au system and

about 2 times for Ar-Au system. In contrast, the contribution of the surface roughness to the

increase of the thermal conductance is relative small, about 20% for He and 9% for Ar.

The numerical tests confirm again the superior performance of the GM model. This is the

statistical model that produces the best results when compared with the atomic model (see

Fig. 5.9). It is surprising to find that the simple analytical relation between β and α (Eq. (5.3))

works relatively well and yields values of the same order as MD and GM models. It is less
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Gas Scheme
Smooth Rough

β̄1 β̄2 β̄1 β̄2

He

Atomic 0.0069 0.0123 0.236 0.015
GM 0.0064 0.0120 0.240 0.020
NP 0.0087 0.0194 0.194 0.176
CL 0.0060 0.0186 0.205 0.252
α/(2− α) 0.0060 0.0100 0.195 0.012

Ar

Atomic 0.276 0.445 0.571 0.485
GM 0.283 0.442 0.555 0.484
NP 0.301 0.459 0.559 0.548
CL 0.273 0.518 0.530 0.644
α/(2− α) 0.270 0.424 0.524 0.463

Table 5.3: The friction coefficient (β̄1) and the thermal conductance (β̄2) determined by different
schemes.

accurate than the GM model but better than other models in terms of evaluating the thermal

coefficient β̄2. In Appendix 2, we also carry out theoretical investigation of CL models. Specif-

ically, we compute analytically the slip and jump coefficients β̄1 and β̄2 for the CL model with

parameters αt, αe using the same approaches as the MD model. Results show that the obtained

expressions for β̄1 and β̄2 in terms of αt, αe are different but the numerical differences are very

small for the whole admissible range (0, 1) of αt and αe. However as discussed previously, the

coefficients α1 and α2 defined by Eq. (5.18) are more of statistical nature and furthermore α2 is

not associated to any parametric statistical models in literature (except for the Maxwell model).

This fact will limit the application of those coefficients in particle and/or statistical based sim-

ulation methods like MD or DSMC. In contrary, the GM model is not subject to this limitation.

5.4 Conclusion

In this paper, we present the application of unsupervised learning techniques in the construc-

tion of wall-gas models and the computation of interfacial properties like friction and thermal
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Figure 5.9: The average relative error of the different schemes, GM, NP, CL, and α, comparing
with the atomic simulations considering all the data in Tab. 5.3.

conductance. The data obtained from the Molecular Dynamics simulations of gas-wall collision

is used to train the scattering kernels, i.e statistical collision models that predict the post-

collision velocity from a given pre-collision velocity. Due to the common similarities with the

well-known Cercignani-Lampis (CL) model in kinetic theory and the good overall performance

in general data treatment, the GM model is chosen for this purpose.

Unlike CL and other parametric scattering kernels in literature, the GM model is flexible with

unlimited number parameters and supported by EM algorithm, a robust technique to identify

those parameters from data. We also propose to use physical and statistical based criteria e.g

accommodation coefficients, friction and thermal conductance, collision angles to evaluate the

performance of the GM model. Applications to real gas-wall systems including He-Au and

Ar-Au confirm the accuracy of the model. All the coefficients obtained/predicted by the GM

model are close to MD results. The overall accuracy of the trained GM model assessed by KL

divergence is also superior to other models. The constructed model is useful both for theoreti-

cal studies of boundary conditions and for the gas simulation methods like MD and DSMC by

saving considerable computation cost devoted to the atomic wall.
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Appendix

1. Expectation maximization algorithm

Expectation maximization (EM) algorithm is an iterative method to find the maximum like-

lihood of parameters in statistical models, which is introduced by Dempster et. al. [39]. The

parameter set of the GM model is noted as Θ = (θ1, θ2, ...θM) and the mth parameter is

θm = (ϕm,µm,Σm). Noting samples as X, i.e Xi corresponds to the ith training data of

total N training data, the likelihood can be written as

L(X|Θ) =
N∏
i=1

p(Xi|Θ),

p(Xi|Θ) =
M∑
m=1

ϕmN (Xi|µm,Σm) (5.24)

To determine the parameter Θ, we can maximize the log-likelihood function:

Θ = arg max
Θ

logL(X|Θ)

= arg max
Θ

N∑
i=1

log p(Xi|Θ), (5.25)

and the sum of log-likelihood function in Eq. (5.25) can be replaced by the expectation of

log-likelihood function:

Θ = arg max
Θ

E (log p(Xi|Θ)) . (5.26)

Then, we can use an iterative algorithm to determine the parameter Θ of the GM model. The

EM algorithm can be concluded in four steps: initial state, E-step, M-step and convergence

test:

1. Initial state: take the initial value θ
(0)
m = (ϕ

(0)
m ,µ

(0)
m ,Σ

(0)
m ) for each Gaussian distribution in

the GM model.
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2. E-step: use the parameters of the (r− 1)th iteration to calculate the mixture weights wim of

each sample Xi for the (r)th iteration:

wim =
ϕ

(r−1)
m N (Xi|µ(r−1)

m ,Σ
(r−1)
m )∑

m ϕ
(r−1)
m N (Xi|µ(r−1)

m ,Σ
(r−1)
m )

. (5.27)

3. M-step: use the wim calculated by E-step to determine the new parameters µ
(r)
m , Σ

(r)
m and

ϕ
(r)
m :

µ(r)
m =

∑
iwimXi∑
iwim

Σ(r)
m =

∑
iwim(Xi − µ(r)

m )(Xi − µ(r)
m )T∑

iwim

ϕ(r)
m =

1

n

n∑
i=1

wim. (5.28)

4. convergence test: conclude the iterative process if the following conditions are met:

∣∣∣∣∣1− E
(
log p(Xi|Θ(r)

)
E (log p(Xi|Θ(r−1))

∣∣∣∣∣ < ε, (5.29)

where, ε is a threshold. Repeat the steps 2 to 4 until the expectation of the log-likelihood

function converge.

The advantage of the EM algorithm is that it guarantees local convergence, but the drawback

is that the algorithm is sensitive to the initial state. In practice, the k-means algorithm [23] and

the iterative pairwise replacement algorithm (IPRA) [131] have a good performance in giving

an initial state for the GM model. In addition, we can also use multiple random initial states

and then compare the distributions of GMs obtained with different initial states.
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2. Comparisons of interfacial coefficients associated to the CL model

by different methods

We consider the CL kernel whose analytical expression is given by (5.9) and examine the coeffi-

cients α1, α2, β̄1, β̄2 computed from the correlation analysis and by the non-equilibrium method.

Using the equilibrium distribution PCL
eq (c, c′), the moments f(c, c′) in correlation analysis can

be calculated by

〈f(c, c′)〉 =

∫
f(c, c′)PCL

eq (c, c′)dcdc′ (5.30)

which yields the explicit expressions

〈cx〉 = 〈c′x〉 = 0, 〈cxc′x〉 = (1− α1)θw, 〈c2
x〉 = 〈c′2x 〉 = θw, 〈c2

z〉 = 〈|c′2z |〉 = 2θw,

〈c2〉 = 〈c′2〉 = 4θw, 〈c2c′2〉 = 4θw
2
(
αt

2 − 2αt − αe + 6
)
, 〈c4〉 = 〈c′4〉 = 24θ2

w. (5.31)

Substituting the above results in (5.18), we obtain coefficients α1, α2

α1 = αt, α2 =
1

2
[αe + αt(2− αt)] (5.32)

and the associated interfacial coefficients, β̄1, β̄2

β̄1 =
αt

2− αt
, β̄2 =

αe + αt(2− αt)
2 + (1− αe) + (1− αt)2

, (5.33)

under assumption of the validity of the relation β̄i = αi/(2− αi) with i = 1, 2.

Regarding the non-equilibrium method, we impose the input distribution P (c′) at a differ-
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ent temperature or velocity from the wall and use the scattering kernel to compute P (c)

P (c) =

∫
PCL(c|c′)P (c′)dc′ (5.34)

To determine β̄1 and β̄2 with (5.19), we need to compute the moments

〈f(c′)〉 =

∫
f(c′)P (c′)dc′, 〈f(c)〉 =

∫
f(c)P (c)dc (5.35)

yielding the final results (after considering θ ' θw)

β̄1 =
αt

2− αt
, β̄2 =

3

2

[
αe + αt(2− αt)

(1− αe) + 2(1− αt)2 + 3

]
. (5.36)

We also noted that in literature, there also exists different expressions of coefficients β̄1, β̄2 (see

Ref. [140, 128])

β̄1 =
αt

2− αt
, β̄2 =

αe + αt(2− αt)
4− 2

5
[3αe + 2αt(2− αt)]

. (5.37)

Despite using non equilibrium gas distribution as input distribution, the derivation of these

equations is different from the non equilibrium method used in the present work. It is based

on the moment balance at the wall and the temperature, velocity and stress and heat flux are

parameters of input distribution (Chapman-Enskog) and are not computed from both input

and output distributions as in (5.19).

A general remark can be made here that while all the methods agree in terms of slip effects

(coefficient β̄1), analytical expressions for the interfacial conductance are different (coefficient

β̄2) . It is suggested that these discrepancies are due to the fact that the EAC coefficient is un-

defined for the CL wall kernel [84], except for the diffusive wall αe = αt = 1. Nevertheless, the

discrepancies between the methods are not significant, maximum 6% at the extreme contrast

cases αt = 1, αe = 0 or αt = 0, αe = 1 (see Fig. 5.10).
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Figure 5.10: (a) β̄1 as a function of αt. (b) Comparisons between different methods of computing
β̄2 with the same CL models: the equilibrium method (5.33), the nonequilibirum method 1 in
this work (5.36), the nonequilibirum method 2 in literature (5.37).



Chapter 6

Computation of the permeability and

diffusivity of an array of cylinders with

wall-slip and temperature jump.

The object of this chapter is to study the surface effect on the heat and mass properties of a

regular array of cylinders. We determine (i) the permeability tensor and (ii) the effective diffu-

sivity. The effective properties are determined in the framework of the periodic homogenization

and asymptotic expansion methods initiated by Auriault et Sanchez-Palencia [9, 14, 110]. The

permeability is obtained by solving the Stokes flow around the cylinders with the wall-slip con-

dition at the surface of the solids. This problem has been already studied by [153], however,

the velocity distribution is needed to compute the effective diffusivity. The latter is obtained

by solving a convection-diffusivity problem with an imperfect interface between the solid and

the fluid which involves a jump of the temperature. After a description of the local problem

with dimensionless variables (section 6.1, we propose a FE implementation of the local problem

in section (6.2). The surface effects are then illustrated by an application to CH4 gas flow in

an array of graphite cylinders.

133
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6.1 The homogenization problem

Figure 6.1: Description of the homogenization problem

We consider a periodic porous medium fulfilled by a homogeneous newtonian viscous fluid with

the dynamic viscosity µ. Both the fluid and the solid are thermally conductive media with

the diffusivity k1 and k2 respectively. By Ω, we denote the total volume of the cell, by Ω1

and Ω2 the volume occupied by the fluid and the solid respectively, where Ω1 and Ω2 are both

interconnected domains. The unit cell has the dimension l along each space directions, its

volume is Ω = l3. The frontier between the fluid and the solid is denoted Γ. Due to the fluid

motion, the mass, momentum and energy can be transported along with the stream currents,

which results in the two set of local equations:

-Fluid flow problem: the fluid motion is govern by the Stokes equation and is generated by

applying the macroscopic pressure gradient J . At the interface between the fluid and the solid,

the slip condition is used with the slip length Ls (Fig. 6.1-b).

µ∆v −∇p = J in Ω1,

∇ ·v = 0 in Ω1,

v = Ls(Q · ε ·n), v ·n = 0, on Γ. (6.1)

where µ is the dynamic viscosity, v, it the local velocity, p is the pressure field and ε is the
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strain rate tensor, n is the normal unit vector taken on Γ and oriented from the solid to the

fluid phase and Q is the two order projector defined by:

Q = I − n⊗ n (6.2)

At the macroscopic scale the flow is described by the Darcy equation:

V = − 1

µ
KP ·J , (6.3)

or, for an isotropic material:

V = −kP
µ
J (6.4)

The following change of variables is now used in the local flow equations:

v =
|J |l2

µ
v, p = |J |lp, J = |J |J ,

Ls = lLs, ε =
|J |l
µ
ε, x = lx. (6.5)

It leads to the following non dimensional set of equations:

∆v −∇p = J in Ω1,

∇ ·v = 0, in Ω1

v = Ls(Q · ε ·n), v ·n = 0, on Γ. (6.6)

where ∆ and ∇ are the differential operator related to the dimensionless coordinates x1, x2, x3.

These equations are solved on a cubic unit cell of dimension 1 along each space directions with

the periodic conditions for v and p on the opposite sides of the cell. The above unit cell problem

introduce on dimensionless parameter Ls. Once the problem is numerically solved, the velocity

field linearly depends on the applied dimensionless pressure gradient. Introducing by A(x) the
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localization tensor, the local velocity field can be reads:

v = −A(x)) ·J (6.7)

The average of v leads gives:

< v >Ω= −Kp ·J , Kp =< A(x) >Ω (6.8)

where Kp is the dimensionless permeability tensor. The relation between Kp and Kp is:

Kp = l2Kp (6.9)

-Heat transfer problem: Once the velocity field is determined by solving the Stokes equation,

the local velocity field is used for the for convection-diffusivity problem. We assume that either

the fluid and the solid are thermally conductive. The convective heat transfer equation is given

by:

ρCp
∂T

∂t
+ v · ∇(ρCpT ) = ∇.q in Ω, (6.10)

where ρ, Cp and T are the mass density, heat capacity and temperature field respectively and

q is the heat flux given by:

q = k(x)∇T in Ω (6.11)

where k(x) is the conductivity which takes the value k1 in the fluid phase and k2 in the solid.

At the interface between the fluid and the solid, the conditions are:

[q ·n]Γ = 0, on Γ

[T ]Γ = −ktq ·non Γ. (6.12)
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where kt is Kapitza’s thermal resistance coefficient. kt is related to Lt by:

Lt = ktk1 (6.13)

The thermal convection-diffusion is activated by applying the macroscopic temperature gradient

E following:

< ∇T >Ω= E (6.14)

At the boundary of the unit cell, the periodic conditions are used for the temperature field T .

As already shown by Bloch and Auriault [17] and Allaire [5], the macroscopic description is:

ρCp
∂T

∂t
+ ρCpV ·E = div (KD ·E) (6.15)

where KD is the macroscopic conductivity tensor. These tensor is determined by solving the

set of local equations (6.10)-(6.14). Due to the linearity of the problem for the temperature

field, there exists a uniquely zero mean local function g satisfying to:

T = g ·E + 〈T 〉. (6.16)

The effective diffusivity tensor is then determined by the relation:

KD = 〈k〉I + 〈k∇Tg〉 − γ〈(v − V )⊗ g〉. (6.17)

The solution of the heat transfer problem then depends on two driving force variables, the

macroscopic gradient of temperature E and the gradient of pressure J due to the presence of

the convection term in Eq. (6.10). It must be also noted that the local temperature has a non

linear dependence with the applied pressure gradient J .

Note also that the above definition for the diffusivity tensor is non symmetric due to the

presence of the dispersive term 〈(v − V ) ⊗ g〉. However, the diffusivity tensor KD is defined
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merely by its inner product with the symmetric tensor ∇E in relation (6.15), so that only the

symmetric part KD has a contribution at the macroscopic scale.

As for the fluid flow problem it is useful to work with dimensionless variables for the numerical

integration of the local equations. To this end, let us introduce in the set of equations (6.10)-

(6.14) the following change of variables:

Lt = lLt, k(x) = k1k(x), T = |E|lT , E = |E|E, v =
|J |l2

µ
v (6.18)

with:

k(x) =


1 x ∈ Ω1

k2/k1 x ∈ Ω2

. (6.19)

We obtain:

−∇ · q = γ(v ·∇T − V ·E) in Ω,

q = −k(x)∇T in Ω,

[q ·n]Γ = 0, on Γ

[T ]Γ = −Ltq ·n on Γ. (6.20)

and where γ is the non dimensionless coefficient:

γ =
ρCp|J |l3

µk1

(6.21)

Introducing the change of variable (6.18) in relation (6.17), we deduce that:

KD = k1

{
〈k(x)〉I + 〈k(x)∇T

g〉 − γ〈(v − V )⊗ g〉
}
, (6.22)

where g is the localization tensor obtained by the resolution of the dimensionless heat transfer

problem (6.20). Note that the coefficient γ is closed to the Peclet number Pe. Indeed, the
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Peclet number is defined by:

Pe =
lvc
α

(6.23)

where α is the diffusivity, defined by:

α =
k1

ρCp
(6.24)

and vc is the characteristic velocity. Consider the norm of the macroscopic velocity, |V | for vc

and accounting for the variable change relations (6.18), we deduce that:

Pe = γvc (6.25)

Where vc is the characteristic velocity computed for the dimensionless flow problem (6.6).

Typically, we can use the norm of V =< v >Ω for vc. It can be observed that the convection-

diffusion problem (6.20) depends on two parameters, Lt that characterize the jump of the

temperature across the interface and γ which is proportional to the Peclet number.

6.2 Finite elements method

In this section, we present a FEM numerical solution for the effective diffusivity coefficient. As

mentioned earlier, we first compute the solution of the Stokes slip flow problem to determine the

velocity field, the latter will be used in the convection-diffusivity equation. Next, the solution

of the heat transfer problem is computed and the effective diffusivity is provided. In the Stokes

problem, we just consider the fluid phase, and in convection problem, both the solid and fluid

phase are meshed. In order to apply temperature jump conditions, we use cohesive elements

at the interface.

The FEM is applied to dimensionless problem, however, for the sake of simplicity, all the bars

over the dimensionless variables are now removed.



140 Chapter 6. Homogenization with Finite Element Method

6.2.1 Weak form for the Stokes equation

Let us first consider he Stokes slip flow problem given by equations (6.6). We introduce two

test functions v∗(x) and p∗(x). Both these functions are continuous in Ω1 and are periodic.

The velocity v∗(x) is divergence free and the normal component v∗(x).n(x) is null on the

interface Γ. Now, we multiply v∗(x) and p∗(x) by the two first equations in (6.6) and we take

the integral over the volume of the pores Ω1:

∫
Ω1

{v∗(x) ·∆v(x)− v∗(x) · ∇p(x)− v∗(x) ·J} dx = 0,∫
Ω1

∇ ·v(x)p∗(x)dx = 0. (6.26)

By making use of the divergence theorem and the periodicity conditions, the weak form can be

written as:

∫
Γ

{−2v∗(x) · ε(v(x)) ·n(x)} dx

+

∫
Ω1

{−2ε(v∗(x)) : ε(v(x))− v∗(x) · ∇p(x)− v∗(x) ·J} dx = 0,∫
Γ

v(x) ·n(x)p∗(x)dx−
∫

Ω1

v(x) · ∇p∗(x)dx = 0. (6.27)

Considering the slip boundary condition in Eq.(6.6), we deduce that the normal component of

the velocity, v(x) ·n(x) is null on Γ. Also, v∗ has a null normal component on Γ. It follows

that v∗(x) = Q ·v∗(x) and then:

v∗(x) · ε(v(x)) ·n(x) = v∗(x) ·Q · ε(v(x)) ·n(x) =
1

Ls
v∗(x) ·v(x) (6.28)
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It follows that:

∫
Ω1

2ε(v∗(x)) : ε(v(x))dx+
2

Ls

∫
Γ

v∗(x) ·v(x)dx

−
∫

Ω1

v∗(x) · ∇p(x)dx = −
∫

Ω1

v∗(x) ·Jdx,∫
Ω1

v(x) · ∇p∗(x)dx = 0. (6.29)

6.2.2 Weak form of the convection-diffusivity equation

We multiply Eq.(6.20) by the test function T ∗ and we integrate over the volume of the unit cell

Ω,. It leads to:

∫
Ω

{−∇ · q(T (x))− v(x) · ∇T (x) + V ·E}T ∗(x)dx = 0, (6.30)

V .E is a constant that we denote by b. Considering the divergence theorem and the periodicity

conditions, the weak form can be written as:

−
∫

Γ

q(T (x)) ·n(x)[T ∗(x)]Γdx

−
∫

Ω

{q(T (x)) · ∇T ∗(x) + v(x)∇T (x)T ∗(x)} dx = −
∫

Ω

bT ∗(x)dx, (6.31)

Considering the second and fourth equation in (6.20), we obtain:

1

Lt

∫
Γ

[T (x)]Γ[T ∗(x)]Γdx

+

∫
Ω

{k(x)∇T (x) · ∇T ∗(x)− v(x) · ∇T (x)T ∗(x)} dx = −
∫

Ω

bT ∗(x)dx. (6.32)
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Figure 6.2: Reference element

6.2.3 Discretization and interpolation on element

We mesh each domain with triangular elements and all integrals are expressed onto the reference

element. The transformation between the coordinates x and the local one ξ:

x
y

 = [Je]

ξ
η

+

x1

y1

 , [Je] =

x2 − x1, x3 − x1

y2 − y1, y3 − y1

 , (6.33)

where [Je] is the jacobian matrix whose determinant is two times the area of the triangular

element, |Je| = 2Ae. For any quantity h(x) defined on Ω, we have:

∫
Ωe

h(x)dx =
∑
e

∫
Ωe

h(x(ξ))|Je|dξ.

In the each element, the unknown variables are interpolated with the shape functions:

N1(ξ) = 1− ξ − η, N2(ξ) = ξ, N3(ξ) = η (6.34)

Incompressible fluid flow problems generally contain velocity and pressure as the unknown vari-

ables and fall in the category of mixed formulations [169]. It was recognized that the solutions

strongly depend upon the particular pair of velocity and pressure interpolations employed.

The spaces of discretization must satisfy the inf-sup condition or the Ladyhenskaya-Babuska-

Brezzi known as LBB condition (this has been discussed for instance for the Stokes problem
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by Babuska [10] and Brezzi [21]):

inf
ph∈Ph

sup
vh∈Vh

(∇ · vh, ph)
‖ ∇vh ‖‖ ph ‖

≥ β0 (6.35)

Where Vh and Ph are respectively the discrete field of velocity and pressure, β0 is a positive

constant independent form h. There are several methods to stabilize the results, one of the

most common consist to use the “Bubble Function”. This method can give stable results by

adding a degree of freedom at the center of the element for velocity field. For 2D triangle

element, we add the interpolation function N4(ξ) = 27N1(ξ)N2(ξ)N3(ξ). N4(ξ) is null on the

boundary of the element and is equal to 1 at its center.

Still in the 2d case, the elements at the interface Γ are segments. The following interpolation

functions are then considered for all the quantities at the interface:

S1(ξ) = 1− ξ, S2(ξ) = ξ. (6.36)

The determinant of the Jacobian is the length of the segment (|Js| =
√

(x2 − x1)2 + (y2 − y1)2).

The velocity ve, the pressure pe and the temperature Te on each element are then given by:

ve(ξ) = [N(ξ)]2×6 [ve]6×1 =

[
N1(ξ)I, N2(ξ)I, N3(ξ)I, N4(ξ)I

]


ve1

ve2

ve3

ve4


,

pe(ξ) = [N(ξ)]1×3 [pe]3×1 =

[
N1(ξ), N2(ξ), N3(ξ)

]
pe1

pe2

pe3

 ,

Te(ξ) = [N(ξ)]1×3 [Te]3×1 =

[
N1(ξ), N2(ξ), N3(ξ)

]
Te1

Te2

Te3

 . (6.37)
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Where I is a 2 × 2 unit matrix and vei = [veix, veiy]
T . Introducing this discretization in the

weak form (6.29) and (6.32), we obtain a linear system detailed below. The derivation of each

matrix is detailed in Appendix.

-Stokes flow problem:

[V ∗]T [Ks][V ] + [V ∗]T [Kf ][V ] + [V ∗]T [B][P ] = [V ∗]T [J],

[P ∗]T [B]T [V ] = 0. (6.38)

The normal velocity on the solid surface is 0, and this condition will be considered into the

Lagrangian boundary condition matrix.

-Heat transferring problem:

[T ∗]T [K][T ] + [T ∗]T [D][T ] + [T ∗]T [R][T ] = [T ∗]T [N]. (6.39)

6.2.4 Periodic boundary condition

Figure 6.3: Periodic boundary condition

The periodic conditions on the boundary of the unit cell are used for the velocity, pressure

and temperature fields. Consider first the problem of Stokes flow. The periodic conditions are

applied for the velocity and pressure field. Let us consider a point a on the boundary of the
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unit cell and let us define by a′ its projection on the opposite side (see Fig. 6.3). The periodic

conditions are:

v(xa)− v(xa′) = 0,

p(xa)− p(xa′) = 0. (6.40)

In the problem of convection-diffusion we work with the total temperature field:

T ′(x) = E ·x+ T (x). (6.41)

where E is the applied macroscopic gradient of temperature and T (x) si the periodic temper-

ature. Obviously, the term E ·x is not periodic, so T ′(x) is not periodic.

It follows that:

∇T ′(x) = E +∇T (x). (6.42)

The average of ∇T ′(x) over Ω is the macroscopic temperature gradient E:

〈∇T ′(x)〉 =
1

|Ω|

∫
Ω

∇T ′(x)dx = E. (6.43)

The periodicity condition for the temperature field is:

T ′(xa)− T ′(xa′) = E · (xa − xa′). (6.44)

A simple way to apply the periodic conditions is to use a regular mesh at the boundary of

the cell. This constitute sometimes a too high constraint for meshes generators. To apply

the boundary condition to arbitrary mesh, we use a method based on the Gaussian kernel to

impose the periodic boundary condition. In this method, a point on the boundary is linked to

all points on the opposite side with different weights. These weights can be estimated by the
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Gaussian kernel. The Gaussian kernel function is given by:

G(x1,x0) = exp

(
−‖x1 − x0‖2

2σ2

)
, (6.45)

where ‖x1 − x0‖2 is the squared Euclidean distance between two points x1 and x0 and σ is

a parameter. The range of G(x1,x0) is comprised between 0 and 1. The quantity G(x1,x0)

tends to 1 when x1 tends to x0 and tends to 0 otherwise. The parameter σ can adjust the

decrease rate of G(x1,x0). We denote the coordinates of all the opposite points by xi. The

weight of every opposite points w(xi,xa′) is:

w(xi,xa′) =
G(xi,xa′)∑
iG(xi,xa′)

. (6.46)

The periodic conditions are rewritten as:

u(xa)−
∑
i

w(xi,xa′)u(xi) = 0,

p(xa)−
∑
i

w(xi,xa′)p(xi) = 0,

T (xa)−
∑
i

w(xi,xa′)T (xi) = E.(xa − xa′). (6.47)

6.3 Results and discussion

6.3.1 Preliminary works and benchmark

HD

Figure 6.4: Unit cell of the periodic array of cylinders.
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We consider a regular array of cylinders with the diameter D. The unit cell has the dimension

1 along each space direction. The fluid flows around the cylinders.

We determine the number of elements to obtain a good accuracy of the solution. The compu-

tation are performed with dynamic viscosity µ = 1 and and the thermal conductivity of the

fluid k1 = 1. The thermal conductivity of the solid is also k2 = 1. The norm of the macroscopic

pressure gradient, |J |, is equal to 100 and the pressure gradient is applied in direction x. The

macroscopic temperature gradient is equal to 1 along the x-direction and 0 along y-direction.

The results are shown in Fig. 6.5. In figure a and b we provide the distribution of the velocity

and temperature in the unit cell. in figure c and d we display the value of the permeability and

the macroscopic diffusivity as function of the number of elements. The convergence test shows

that 5000 elements is sufficient to obtain a good accuracy of the FEM solution. Validation of

Figure 6.5: (a) the velocity distribution along x-direction, (b) the temperature distribution, (c)
permeability as function of the number of elements, (d) macroscopic diffusivity as function of
the number of elements.
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Figure 6.6: Solid line and dash line represent the FEM results, “2” and “4” discrete values
represent the FFT results. (a) the permeability along x-direction under a function of the
cylinder diameter, (b) conductivity along x-direction (without convection term) as a function
of the cylinder diameter, (c) macroscopic diffusivity along x-direction (with convection term)
as a function of the ratio the applied pressure gradient.

the FEM code is now provided by the comparison with existing results obtained with the FFT

method. For instance, in [142], the no-slip Stokes flow problem and the convection-diffusivity

problem with a perfect interface have been computed with the FFT method. In [94] the prob-

lem of heat transfer with an imperfect interface but no convection term has been computed

with the FFT method. The FEM code is compared with some particular situations with FFT

solutions in Fig. 6.6. Figure (a) gives the permeability as the function of D/H for the FFT

and the FEM in the case of non-slip flow (Ls = 0) and in the case of a slip flow (Ls = 1). On

figure (b), We provide the effective conductivity (without convection term) as function of D/H

for a perfect inclusion (Lt = 0) and in the case of an imperfect inclusion (Lt = 1). Obviously,

when in the case of a perfect inclusion, since the two medium have the same conductivity, the

effective conductivity is also equal to 1 for a perfect interface. In the case of an imperfect

interface, (Ls = 1) the conductivity depends on the size of the inclusion. In the last figure (c),

we provide the effective diffusivity as a function of |J | for two values of the ratio D/H. On

each figure, a good agreement between the FFT and the FEM solutions is observed.
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p [bar] ρ [kg/m3] Cp [kJ/(kg ·K)] µ [Pa · s] Ck [W/(m ·K)]
1 0.552 2.370 12.8e-6 0.0413
2 1.105 2.374 12.8e-6 0.0415
5 2.769 2.386 12.8e-6 0.0417
10 5.563 2.406 12.8e-6 0.0419

Table 6.1: Mass density ρ, heat capacity Cp, dynamic viscosity µ and thermal conductivity Ck
of methane under different pressure p at 350K of CH4 gas.

6.3.2 Determination of permeability and diffusivity for CH4

In this subsection we determine the transport properties of CH4 gas trough a regular array

of graphite fibers. We consider that the temperature in the pores is at 350 K. Through the

literatures [51, 148], we determined the other constants of CH4 gas under different pressure.

These constants are presented in Tab. 6.1. From the table, we observe that only the mass

density is sensitive to the value of the pressure which vary from 1 to 10 bar. The thermal

conductivity of graphite fiber k2 = 24 W/(m ·K) in the Ref. [68], and the thermal conductivity

of CH4 flow k1 = Ck following the values in the Tab. 6.1. The interface coefficients are given

by DM simulations in Ref. [84], the dimensionless friction coefficient is β1 = 0.093 and the

dimensionless thermal resistance coefficient is β2 = 0.361. The slip length Ls and jump length

Lt can be determined by following relations:

Ls =
µ

β1ρζ
, Lt =

mCk
2β2ρζkB

, ζ =

√
2kBT

πm
. (6.48)

We aim to determine for which value of the pore size and value of the applied pressure gradient,

the slip/jump interface conditions and the convection will affect the thermal diffusivity of pore

simultaneously. The wall-slip effects are starts to become dominant when the Knudsen number

verify 0.01 < Kn < 0.1 while the convection term affect the diffusivity when the Peclet number

comply with Pe > 0.5. In our example, we fix the ratio D/H by 0.5, and we apply the pressure

gradient |J | = 100MPa/m. The size of the unit cell vary from 1 µm to 10 µm. Figs. 6.7 show

the variations of Kn and Pe as function of H for various values of the pressure. It is observed
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Figure 6.7: Variations of Pe and Kn with the dimension of the unit cell, H, for various values
of the pressure.

that, when H increases, Pe also increases but Kn decreases. When the pressure is 1 bar, the

wall-slip and convection are dominant H is comprised between 4 and 10 µm. The interval

decrease when increasing the value of the pressure. For the interval is comprised between 3 and

5 µm when p = 2 bar, from 2 to 3 µm when p = 5 bar. However, when the pressure is 10 bar,

it is not possible to observe simultaneously the wall-slip and the convection effects.

In the next, we take the pressure is p = 1 bar and the dimension of the unit cell is H = 10µm.

The results are provided as a function of the porosity Φ = πD2/(4H). The variations of the

permeability and of the macroscopic diffusivity are shown in Fig.6.8. In Fig6.8a, we observe that

the permeability increases with the porosity. Fig. 6.8c shows the ratio between the permeability

with no-slip (K∗P ) and the slip condition (KP ). We observe that the permeability is strongly

underestimated when the no-slip condition is used and when the porosity is low. When the

value of the porosity is larger, the slip effect is less significant. This can be explained by the

fact that as the porosity increases, the area of the interface decreases. However, the effect of the

porosity on the macroscopic diffusivity is more complex. As shown in Fig. 6.8b, the diffusivity

of the pore first decreases when increasing the porosity and then increases when the porosity

is larger than 0.7. To understand how the slip and the temperature jump conditions affect

the macroscopic diffusivity, we represent in Fig6.8d the ratio between the diffusivity obtained

with/without slip and/or temperature jump and the macroscopic diffusivity with both slip

and temperature jump. We observe that for small values of the porosity, although the no-slip
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Figure 6.8: The ”•” means ”with” the boundary condition, the ”◦” means without the boundary
condition. (a) Variations of the permeability with the porosity Φ, (b) macroscopic diffusivity of
a function of the porosity Φ, (c) relative permeability for no-slip/jump condition (with respect
to the permeability with slip condition). (d) relative macroscopic diffusivity with no-slip/jump,
slip/no jump, no slip/no jump with respect to the permeability with slip and jump condition.

condition underestimate the pore permeability, the velocity is too small to have a significant

convection effect, so only the jump condition dominates in the diffusivity problem. But, as

the porosity increases, the convection effect become more and more important, the impact of

the jump condition on the diffusivity is relatively reduced. Therefore, the curve of no-slip/no-

jump condition is closed to the curve of slip/no-jump condition at small values of the porosity

but clearly differs from the curve corresponding to no-slip/jump condition. Finally, when the

porosity is close to 1, all the interface effects gradually vanish. To further understand the effect

of the convection term on the diffusivity, we study the variations of the macroscopic diffusivity

with the applied pressure gradient for various values of the porosity. From Fig. 6.9, we find

that when the macro pressure gradient along the x-direction, Jx, is small, the average velocity

in the pore is close to 0 and the convection term has no significant effect on the macroscopic

diffusivity. When Jx increases, the velocity increases, and the convection term becomes very

significant when the porosity is large enough. Indeed, for a pressure gradient of 400MPa/m,
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Figure 6.9: (a) Average velocity as a function of the applied macroscopic pressure gradient, (b)
macroscopic diffusivity as a function of the applied macroscopic pressure gradient.

we observed that the value of the diffusivity compared to the diffusivity without convection is

amplified by a factor 10 for Φ = 0.8, a factor 2 times for Φ = 0.6 and only 5% for Φ = 0.4.

6.4 Conclusion

In this chapter we have determined the heat and mass transport properties of a regular array

of cylinders. The surface effects include the wall-slip and temperature jump at the interface

between the solid and the fluid has been accounted on the fluid flow and thermal conduction in

a finite element simulation. It has been found that the wall-slip condition significantly increases

the local velocity and then the permeability of the porous medium. The wall-slip also affects

the thermal diffusivity of the saturated porous medium due to the convection term. Also, the

temperature jump at the solid-liquid interface affects the thermal diffusivity. Both effects have

been analyzed in the case of graphite cylinders and CH4 gas. It have found that the wall-slip

and temperature jump conditions can simultaneously affect the macroscopic thermal diffusion

tensor of the porous medium pore for pores with the dimension of 10 µm and at the atmospheric

pressure. When the porosity is too small (<0.6), the velocity is too small and only the jump

condition significantly affects the diffusivity. For higher values of the porosity, the convection

term and the wall-slip clearly affect the macroscopic diffusion. When the porosity is close to 1,

both wall-slip and temperature jump condition effects vanish.



6.4. Conclusion 153

Appendix

1. Elementary matrix for 2D triangle element

-Stokes flow problem:

We note the number of element in fluid phase by Nf and the number of element at interface

by Nfs. We compute the integrals Eq. (6.29) as following:

∫
Ω

2ε∗(x)ε(x)dx =

Nf∑
1

∫
Ωe

2ε∗(x)ε(x)dx

=

Nf∑
1

∫
Ωr

2ε∗e(x)εe(x)|Je|dξ

=

Nf∑
1

[V ∗e ]T
(
2|Je|[Ee]T [Ee]

)
[Ve]

=

Nf∑
1

[V ∗e ]T [Kf
e ][Ve], (6.49)

∫
Ω

v∗(x)∇p(x)dx =

Nf∑
1

[V ∗e ]T
(
|Je|[N ]T [B]

)
[Pe]

=

Nf∑
1

[V ∗e ]T [Be][Ve], (6.50)

∫
Ω

v∗(x) ·Jdx =

Nf∑
1

[V ∗e ]T [Je] (6.51)
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Where, [Je] = (|Js|/6)[Jx, Jy, Jx, Jy, Jx, Jy, Jx, Jy]
T . For the integral on the interface Γ, we use

interpolation on segment element:

ve(ξ) = [Rv(ξ)]2×4[Vs]4×1 =

[
S1(ξ)I, S2(ξ)I

]vs1
vs2

 ,
vn = [n]T1×2[Rv(ξ)]2×4[Vs]4×1, [n] =

nx
ny

 (6.52)

The integral over the interface is given by:

∫
Γ

− 2

Ls
[v∗(x) ·v(x))] dx =

Nfs∑
1

[V ∗e ]T [Ks
e][Ve]. (6.53)

-Heat transferring problem:

Let us denote by Ne the total number of element and the total segment on the boundary ∂Ω

by Ns. The first integral in Eq.(6.32) reads:

∫
Ω

q(x)∇T ∗(x)dx =

∫
Ω

k(x)∇T (x)∇T ∗(x)dx

=
Ne∑
1

∫
Ωe

k(x)∇T (x)∇T ∗(x)dx

=
Ne∑
1

∫
Ωr

ke∇Te∇T ∗e |Je|dξ

=
Ne∑
1

[T ∗e ]T
(

1

2
|Je|[B]T [ke][B]

)
[Te]

=
Ne∑
1

[T ∗e ]T
(

k

2|Je|
[B0]T [ke][B0]

)
[Te]

=
Ne∑
1

[T ∗e ]T [Ke][Te], (6.54)
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where [Ke] =
(

k
2|Je| [B0]T [ke][B0]

)
, and can be computed by:

[B0] = |Je|[B] =

y2 − y3, y3 − y1, y1 − y2

x3 − x2, x1 − x3, x2 − x1

 . (6.55)

The 2nd integral become:

∫
Ω

v(x)∇T (x)T ∗(x)dx =
Ne∑
1

∫
Ωe

v(x)∇T (x)T ∗(x)dx

=
Ne∑
1

∫
Ωr

ve(ξ)∇TeT ∗e (ξ)|Je|dξ

=
Ne∑
1

[T ∗e ]T
(
|Je|

∫
Ωr

[N(ξ)]T [Ve(ξ)]T [B]dξ

)
[Te]

=
Ne∑
1

[T ∗e ]T
(∫

Ωr

[N(ξ)]T [Ve(ξ)]T [B0]dξ

)
[Te]

=
Ne∑
1

[T ∗e ]T [De][Te], (6.56)

where [De] =
∫

Ωr
[N(ξ)]T [Ve(ξ)]Tdξ[B0], and:

∫
Ωr

[N(ξ)]T [Ve(ξ)]Tdξ =
1

24


2vex1 + vex2 + vex3, 2vey1 + vey2 + vey3

vex1 + 2vex2 + vex3, vey1 + 2vey2 + vey3

vex1 + vex2 + 2vex3, vey1 + vey2 + 2vey3

 . (6.57)

In order to compute the integral over the interface Γ, we use cohesive elemenT. the temperature

jump on a segment can be expressed as:

[Ts(ξ)]Γ = [R(ξ)]1×4[T FSs ]4×1 =

[
S1(ξ), −S1(ξ), S2(ξ), −S2(ξ)

]


T Fs1

T Ss1

T Fs2

T Ss2


. (6.58)
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The 3rd integral can then be read:

∫
Γ

[T (x)]Γk
−1
t [T ∗(x)]Γdx =

Ns∑
1

∫
Γs

[T (x)]Γk
−1
t [T ∗(x)]Γdx

=
Ns∑
1

∫
Γr

[Ts(ξ)]Γk
−1
t [T ∗s (ξ)]Γ|Js|dξ

=
Ns∑
1

[T ∗MI
s ]T

(
k−1
t |Js|

∫
Γr

[R(ξ)]T [R(ξ)]dξ

)
[TMI
s ]

=
Ns∑
1

[T ∗MI
s ]T [Rs][T

MI
s ], (6.59)

where Ns means the number of segment at the interface and the matrix [Rs] is given by:

[Rs] =
|Js|
6kt



2, −2, 1, −1

−2, 2, −1, 1

1, −1, 2, −2

−1, 1, −2, 2


. (6.60)

The 4th integral can be read:

∫
Ω

bT ∗(x)dx =
Ne∑
1

∫
Ωe

bT ∗(x)dx

=
Ne∑
1

∫
Ωr

bT ∗e (ξ)|Je|dξ

=
Ne∑
1

[T ∗e ]T
(
b|Je|

∫
Ωr

[N(ξ)]Tdξ

)

=
Ne∑
1

[T ∗e ]T [Ne], (6.61)
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where [Ne] = b|Je|
∫

Ωr
[N(ξ)]Tdξ, and the integral of [N(ξ)]T is:

∫
Ωr

[N(ξ)]Tdξ =


1
6

1
6

1
6

 . (6.62)
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Conclusions and perspectives

The goal of this thesis is to study the origin of the velocity slip and temperature jump phenom-

ena from the fluid-solid interaction at the atomic scale and their effects on the fluid transport

in micro/nanoporous media. The contribution of the thesis can be attributed to the three fol-

lowing aspects: I. Understanding the friction of molecular liquids in nanochannel composed of

graphite. II. Modeling collisions between gas and solid wall and investigating the relation with

the slip and jump phenomena. III. Numerical simulations and homogenization of heat and

mass transports of fluid in micropore under slip/jump conditions. The different conclusions are

developed below for each contribution.

Orientation dependence friction in strained graphene/grahite system. Due to the

considerable slippage of fluid confined in graphite nanopores, the permeability of nano and mi-

cropores can be enhanced significantly. Using molecular dynamics simulations, we investigated

the friction of three molecular fluids, namely water, carbon dioxide and methane, confined

between two graphene layers. The friction tensor was determined via Green-Kubo formula, a

time correlation integral.

Our simulation results show that the friction coefficients strongly depend on the strain magni-
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tude and direction of the graphene. Numerical evidences also show that the anisotropy effect

is more remarkable for the aspherical shape molecules like H2O and CO2. Investigation on the

structure and dynamics of those liquids revealed that the relaxation time increases considerably

with strain and contributes to an important part in the increase of the friction. The contri-

bution of of the present work helps better understanding and modeling the friction between

liquids and anisotropic surfaces.

Stochastic modeling of gas-wall interaction. Different from the liquids confined in nanochan-

nel, the velocity slip and the temperature jump of gas flow on solid wall are due to the rarefaction

of the gas. Based on MD simulations, we investigated following four systems: CH4-C, CO2-C,

Ar-Au, He-Au. From independent simulations of collisions, we collected pre- and post-collision

velocity data of gas molecules. The simulation results show that the reflection of CH4, CO2 on

graphite and of Ar on gold varies from specular to diffusive when the roughness increases. In

contrast, He gas atoms reflect on the gold surface in a nearly elastic manner.

We investigated different methods to compute the friction coefficient and thermal resistance

coefficients from the incident-reflective velocity of gas molecules. Since conventional scattering

kernels, like Maxwell or CL, cannot guarantee the accuracy in determining these coefficients,

we proposed the use of NP and GM kernels. The friction and thermal resistance coefficients

obtained by the correlation methods, by the CL, NP and GM kernels are consistent with the

results of MD simulations. In particular, we found the GM kernel has the best performance.

Homogenization of heat and mass transports of fluid in micropores. In the study of

the surface effect including the velocity slip and the temperature jump on the heat and mass

transports of fluid in porous media. Due to the slip condition, the permeability of nano and

micropores can be enhanced several times or even several hundred times. This condition can

fundamentally affect the thermal diffusivity of saturated porous media by means of convection.

On the other hand, the temperature discontinuity at the solid-liquid boundary also profoundly
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affects the thermal conductivity of porous media. With reference to the results of the fast

Fourier transform method, we have developed a finite element code to compute the permeabil-

ity and the diffusivity of an array of cylinder with the wall-slip and the temperature jump.

Using the parameters obtained in the MD study and literatures, we investigated the transport

of methane gas in the graphite pores. With the pressure and the pressure gradient unchanged,

as the characterized size of pore increases, the Peclet number increases but the Knudsen number

decreases. Finally, we found that the slip/jump conditions and the convection can simultane-

ously and significantly affect the thermal diffusion of CH4 in graphite pores of about 10 µm

under one atmospheric pressure. Numerical evidences show that at a characterized size of

10 µm, when the porosity is too small (<0.6) and because the average speed is too small,

the jump condition is the main factor affecting the diffusivity. As the porosity increases, the

convection begins to affect the diffusion, so the slip condition becomes important. But when

the porosity is too large (close to 1), both slip and jump conditions are gradually losing the

influence on the diffusivity. The contribution of this part of work helps better understanding

and modeling the fluid in nano and micropores whose fluid-solid interface condition is very

different from macroporous media.

Perspectives. From the outcome of the thesis, there are numerous directions to pursuit

in future works. I. The surface of a pore is usually rough and random. Using fractal surface

and one of the scattering kernel that we proposed, we could simulate gas-solid collisions at the

mesoscale. By this way, we can study how a realistic surface can affect the interfacial slip/jump

coefficients. II. We could implement the scattering kernel in a simulation code to study heat

and mass transfers in channels and porous media. The accuracy of the kernel will guarantee

the accuracy of the simulation results and will promise new interesting results. III. Another

aspect to explore is the adsorption of gas atoms at a solid surface. In this case, the collisions

are no longer independent and the residential time must be considered. Developing statistical

models via learning methods to capture this issues is vital for a better understanding of the

physical phenomena. IV. Based on the current FE simulations with slip/jump conditions, in
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the future, people could use topological optimizations to design better nanothermal devices.
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[101] T. T. Pham, Q. D. To, G. Lauriat, C. Léonard, and V. Van Hoang. Effects of surface mor-

phology and anisotropy on the tangential-momentum accommodation coefficient between

Pt(100) and Ar. Phys. Rev. E, 86:051201, Nov 2012.



172 BIBLIOGRAPHY

[102] S. Plimpton. Fast parallel algorithms for short-range molecular dynamics. J. Comput.

Phys., 117(1):1–19, 1995.

[103] S. Plimpton, P. Crozier, and A. Thompson. Lammps-large-scale atomic/molecular mas-

sively parallel simulator. Sandia National Laboratories, 18:43, 2007.

[104] R. Podeszwa, K. Pernal, K. Patkowski, and K. Szalewicz. Extension of the hartree-fock

plus dispersion method by first-order correlation effects. J. Phys. Chem. Lett., 1:550–555,

2010.

[105] R. Podeszwa and K. Szalewicz. Density functional theory overcomes the failure of pre-

dicting intermolecular interaction energies. J. Chem. Phys., 136:161102, 2012.

[106] D. Rapaport. The Art of Molecular Dynamics Simulation. Cambridge University Press,

2004.

[107] C. E. Rasmussen and C. K. Williams. Gaussian processes for machine learning. 2006.

The MIT Press, Cambridge, MA, USA, 38:715–719, 2006.
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