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Résumé

Introduction

Trente ans après la découverte de la supraconductivité à haute température critique dans les cuprates,

les e�orts expérimentaux et théoriques visant à comprendre le mécanisme à son origine se poursuivent.

Paradoxalement, il semble que le problème se complexi�e avec le temps. En e�et, ces dernières années,

de nouvelles découvertes incluant un nombre toujours croissant d'anomalies et de phases électroniques,

sont venues participer à l'énigme de la supraconductivité dans les cuprates. On peut citer notamment

la phase métallique étrange (avec une résistivité linéaire qui ne sature jamais) ou le pseudogap et deux

de ces phases électroniques que sont l'ordre de spin et l'ordre de charge plus récemment découvert.

L'ordre de charge entre fortement en compétition avec la supraconductivité. Cette compétition peut

être étudiée en jouant sur un grand nombre de paramètres comme le dopage, la température, le champ

magnétique, la pression hydrostatique ou uniaxiale, le désordre et même la lumière [1]!

Dans cette thèse, l'e�et du champ magnétique et de la pression hydrostatique sur l'ordre de charge

a été étudié dans YBa2Cu3Oy (YBCO). Des mesures par Résonance Magnétique Nucléaire (RMN) de

l'ordre de charge et leur analyse détaillée sont présentées au chapitre 3.

Alors que le champ magnétique supprime la supraconductivité et �nit par induire une onde de densité

de charge à longue portée, il est bien établi que l'application d'une pression hydrostatique augmente

Tc. Les travaux du groupe de Louis Taillefer ont suggéré que l'augmentation de Tc pourrait être due

à la suppression progressive de l'onde de densité de charge à courte portée [2] et nous présentons au

chapitre 4 de cette thèse des mesures par RMN dont l'interprétation est en faveur de ce scénario.

Cependant, les interprétations de mesures existantes de transport électrique et de di�usion des rayons

X (XRD) vont, elles, à l'encontre de ce scénario. Motivés par cette contradiction apparente, nous avons

cherché une description permettant de réconcilier les données de transport, de XRD et de RMN. Nous

suggérons de nouvelles mesures de XRD pour con�rmer ou in�rmer cette description.

Le chapitre 5 présente un phénomène apparemment sans rapport : le gel vitreux des spins dans

La2−xSrxCuO4 (LSCO). Le contexte de ce travail est le suivant : des mesures récentes de transport

dans LSCO sous champ magnétique intense dans le groupe de Louis Taillefer ont été interprétées en



viii

terme de changement abrupt du nombre de porteurs de charge pour un dopage critique p∗ = 0.18 cor-

respondant au point terminal supposé de la phase pseudogap [3]. Des mesures similaires ont également

été e�ectuées dans YBCO [4]. Un scénario qui pourrait expliquer la perte de porteurs à l'intérieur du

pseudogap serait l'existence d'un ordre anti-ferromagnétique. Cependant, aucun ordre magnétique n'a

été détecté ni par RMN, ni par µSR, ni par di�usion de neutrons. La di�usion de neutrons constate

même l'absence totale de �uctuations de spin à basse énergie : en champ nul, il existe un gap de spin

pour p & 0.14 dans LSCO et pour p & 0.08 dans YBCO. Nous montrons que, dans LSCO, le taux

de relaxation spin-réseau 1/T1 pour des champs magnétiques jusqu'à 45 T est augmenté de manière

compatible avec un gel vitreux des spins pour des dopages inférieurs à p = 0.171 mais pas au delà et

en particulier à p = 0.21 où plus aucune signature de ce gel n'est observée. Nous avons pu déduire

de nos mesures qu'il existe une forme d'ordre anti-ferromagnétique qui apparaît dans une plage de

dopage compatible avec l'étendue du pseudogap. Ces mesures suggèrent que la perte de porteurs de

charge dans la phase pseudogap pourrait être le résultat d'un ralentissement induit par le champ des

�uctuations antiferromagnétiques de spin ou bien que les �uctuations de spin sont déjà en train de

ralentir en champ nul et que le champ magnétique ne fait qu'accentuer cette tendance. Un ordre de

charge pourrait être pertinent pour expliquer ce phénomène car nous pensons qu'il gèle les �uctuations

de spin. Au passage le rôle de cet ordre de charge créerait un lien entre les deux études de cette thèse.

Introduction à la physique des cuprates : du pseudogap à l'ordre de

charge

Ce chapitre présente certains aspects des cuprates supraconducteurs utiles à la compréhension de notre

étude. On y trouvera les structures cristallines et électroniques du composé parent et le mécanisme de

dopage. Le dopage conduit à un grand nombre de phases électroniques qui sont brièvement discutées.

L'objet premier de cette introduction est l'ordre de charge et le phénomène de stripes, car ce sont les

propriétés de ces phases qui ont été étudiées dans cette thèse. Dans la gamme de dopage intermédiaire,

on trouve une grande variété de phases électroniques qui peuvent être résumées dans un diagramme

de phases p-T , comme indiqué dans la Fig. 1.

Brève introduction à la RMN

La résonance magnétique nucléaire (RMN) est une technique qui peut être utilisée pour étudier aussi

bien les liquides que les solides. Les noyaux eux-mêmes ne jouent aucun rôle dans la physique, si

bien que le noyau peut être considéré comme faisant partie de la sonde expérimentale. Ce qu'il faut,
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Figure 1: Diagramme de phases p − T schématique des cuprates, basé sur YBCO, comprenant la phase

antiferromagnétique à longue portée (AF), la supraconductivité (SC) et le pseudogap (PG) dont la limite

supérieure est indiquée par une ligne pointillée. Les données expérimentales pour l'ordre charge à courte portée

de di�érents cuprates dopés par des trous sont indiquées en couleur. Les symboles rouges et bruns désignent

respectivement les cuprates à base de bismuth et à base de mercure. Les cercles jaunes (Y) représentent YBCO,

les symboles verts correspondent à di�érents cuprates à base de lanthane (LNSCO, LBCO, LESCO et LSCO).

Cette �gure est adaptée de la référence [5] de 2016. Les données LSCO récentes de Wen et al. [6] ont donc été

incluses sous forme de triangles bleus.

c'est une caractérisation de l'interaction entre le noyau et son environnement. Dans les solides, ce

sont principalement les interactions hyper�nes magnétiques et électriques (quadrupolaires). Grâce

aux interactions hyper�nes, on peut acquérir des connaissances sur l'état électronique et la structure

cristalline : les noyaux agissent en tant que capteurs locaux de champs magnétiques et de gradients

de champs électriques. Un spin nucléaire I est décrit par l'opérateur de spin nucléaire Î qui permet

de dé�nir l'opérateur correspondant au moment magnétique nucléaire µ̂ = ~γN Î, où γN est le rapport

gyromagnétique. Dans un champ magnétique statique B = Bz ẑ son hamiltonien est

ĤZeeman = −µ̂B = −~γNBz Îz,

avec des valeurs propres Em = −~γNBzm appelées niveaux Zeeman. Pour un spin nucléaire I, il existe

2I+1 niveaux Zeeman donnant 2I transitions entre les niveaux d'énergie voisins dont la séparation est

Em−1−Em = ~ωL. Les spins nucléaires I minimisent leur énergie en s'alignant avec le champ externe

et donnent naissance à une aimantation nucléaire M0 = Mz ẑ. En RMN, les transitions entre ces

niveaux d'énergie sont induites en appliquant des impulsions radiofréquences résonantes à l'aide d'une

bobine d'excitation. Le signal RMN est enregistré avec la même bobine pendant la désexcitation, et est

appelé signal de précession libre (FID). Classiquement, ce signal correspond à la tension induite sur la

bobine par la précession de l'aimantation nucléaire macroscopique. La transformée de Fourier de cette
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Figure 2: Spectre de RMN schématique pour I = 5/2 résultant de l'interaction Zeeman ĤZeeman, de l'

interaction hyper�ne magnétique entre les noyaux et les électrons Ĥhf qui entraîne le décalage de Knight K et

de l'interaction quadrupolaire ĤQ donnant un pic central et des satellites internes et externes décalés de ±νQ
et ±2νQ, respectivement.

tension donne le spectre RMN. Les interactions avec les électrons modi�ent les énergies de transition

et donc la structure du spectre, comme montré schématiquement pour I = 5/2 dans la Fig. 2. Etant

donné que les interactions magnétiques se couplent aux degrés de liberté du spin électronique tandis

que les interactions quadrupolaires résultent de couplages avec l'environnement de charge, la RMN est

en principe capable de distinguer les phénomènes d'ordre de charge et de spin.

Étude de l'ordre de charge dans YBa2Cu3Oy par RMN de l'17O

Dans ce chapitre, on présente les spectres RMN de 17O dans YBCO qui révèlent l'ordre de charge.

Une analyse détaillée des largeurs de raies et des formes de raies permet de déduire des informations

sur cet ordre charge à courte ou longue portée. Dans la phase où l'ordre de charge est à courte portée,

les formes de raies sont simples. Les informations essentielles sur l'ordre de charge proviennent donc

des largeurs de raies.

Les formes de raies deviennent plus intéressantes dans la phase où l'ordre de charge est à longue portée

(i.e. pour des champs élevés). Dans la deuxième partie de ce chapitre, une étude détaillée du splitting

de la raie induit par le champ donne un nouvel aperçu de la période de modulation de la densité de
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Le spectre à fort champ est adapté à deux pro�ls EVD (Extreme Value Distribution) pour les deux sites A

(rouge) et B (bleu foncé). Le rapport de surface AA/AB est égal à 2 alors que les largeurs de chaque satellite

sont égales. La ligne orange représente l'ajustement complet, y compris les queues des sites O(3) voisins. Les

satellites LF1 et HF1 sont séparés par 2νquad.

Droite : le splitting quadrupolaire ∆νquad = νquad,B − νquad,A du site O(2) en fonction de Bz d'un echantillon

avec p = 0.109. Le champ d'onset Bonset = 9.9 T est déterminé par un ajustement à une tangente hyperbolique.

charge et met en évidence le rôle des discommensurations. Suite à l'analyse des formes de raies pour

des modulations commensurables et incommensurables, uni- et bidirectionnelles, nous déterminons que

les spectres RMN de l'17O des sites des oxygènes dans les plans CuO2 peuvent être expliqués par une

modulation uniaxiale de période 3a ou 3b.

Sur la base de ce modèle, le champ d'émergence de la phase d'ordre de charge à longue portée, Bonset,

est déterminé pour une plage de dopages 0.088 ≤ p ≤ 0.136. Ce champ suit la dépendance en dopage

de Hc2.

E�et de la pression hydrostatique sur la compétition entre supracon-

ductivité et ordre de charge dans YBa2Cu3Oy

Dans ce chapitre, nous avons étudié l'e�et de la pression hydrostatique sur les ordres de charge à

courte et longue portée dans YBCO. Nous constatons que les ordres de charge ne sont que faiblement

a�ectés par l'application de 1.9 GPa. L'amplitude de l'ordre de charge à courte portée, indépendante

du champ, diminue de ∼ 20 %, comme le montre la �gure 4. L'ordre de charge à longue portée qui
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b) : Dépendance en T de l'élargissement quadrupolaire sans dimension de O(3F) à la pression ambiante (cercles

bleus) et à 1.9 GPa (cercles rouges) mesuré avec un champ de 15 T le long de l'axe b. Dans cette orientation,

les fréquences quadrupolaires sont νquad (0 GPa) = 947 kHz et νquad (1.9 GPa) = 953 kHz. Les lignes sont des

courbes de Curie-Weiss allant jusqu'aux Tcs respectifs avec un fond indépendant de T , const., �xé à 1.58%

est induit par le champ a un champ d'émergence plus élevé, comme prévu par l'augmentation de Hc2,

mais au-dessus de ce champ, l'amplitude du paramètre d'ordre à 1.9 GPa augmente rapidement pour

atteindre une valeur comparable à celle trouvée à pression ambiante.

Nous étudions l'e�et de la pression sur le dopage et trouvons qu'il est petit mais pertinent pour

comprendre le changement de T0(P ) dans les mesures de transport de Putzke et al. [7]. Nous trouvons

que les mesures de RMN et de transport sont cohérentes avec la proposition de Cyr-Choinière et al.

selon laquelle la suppression progressive de l'ordre de charge entraîne une augmentation de Tc qui

sature à P ∼ 15 GPa [2].

Ces conclusions ne concordent pas avec la suppression complète de l'ordre de charge à ≈ 1 GPa,

que montrent les mesures de di�raction XRD de Huang et al. et Souliou et al.. Nous suggérons

des expériences XRD supplémentaires qui pourraient aider à tester ces conclusions contradictoires et

devraient permettre de mieux comprendre l'ordre de charge dans YBCO.

Ordre magnétique dans La2−xSrxCuO4 sous champ magnétique intense

Nos avons e�ectué des mesures du taux de relaxation spin-réseau 1/T1 des noyaux de 139La dans

La2−xSrxCuO4 (LSCO) pour des dopages 0.148 ≤ p ≤ 0.21. Ces mesures démontrent que le champ

magnétique est capable d'induire un état magnétique gelé ou presque gelé jusqu'à des niveaux de

dopage très élevés, c'est à dire jusqu'à la fontrière de la phase pseudogap à p∗ ' 0.18.
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Les données ont été analysées dans l'hypothèse d'un gel continu des spins (temps de corrélation

divergeant exponentiellement à T = 0), à l'aide du modèle de Bloembergen-Purcell-Pound (BPP) dans

lequel une distribution de temps de corrélation a été introduite. Un paramètre important de ce modèle

est le champ �uctuant h⊥, qui re�ète l'intensité des moments magnétiques que l'on considère comme

étant gelés à basse température et à l'échelle de temps de la RMN.

Au dopage p = 0.148, nous montrons que h⊥ augmente considérablement en fonction du champ et

qu'il �nit par atteindre des valeurs comparables à celles mesurées dans LSCO p = 0.12 où l'ordre est

déjà présent en champ nul (Fig. 1). Cette augmentation de h⊥ se retrouve à plus haut dopage, jusqu'à

p = 0.171, mais plus le dopage est fort plus le champ nécessaire pour l'observer est grand. Cependant,

à p = 0.21, aucune preuve d'ordre AFM n'a été trouvée jusqu'à 45 T.

Ce résultat suggère que des �uctuations lentes des spins pourraient conduire à une reconstruction

de la surface de Fermi, ce qui a des implications pour les mesures de transport en champ intense qui

observent un changement du nombre de porteurs de charge au dopage critique de la phase p∗ = 0.18.

Le champ magnétique pourrait donc a�ecter le résultat des mesures de transport.

Quant à l'extrapolation de ces résultats en champ nul, qui est un des aspects importants de ce

travail, nos mesures ne permettent pas totalement de trancher entre deux scénarios : soit les moments

sont déjà gelés en champ nul mais sont di�cilement détectables en raison d'une très faible amplitude et

d'une inhomogénéité spatiale très forte (auquel cas le champ magnétique, en augmentant l'amplitude

des moments, ne fait que révéler l'état fondamental à B = 0), soit les moments sont réellement

�uctuants et leur moyenne temporelle est nulle à B = 0 (auquel cas, le champ induit une transition et

les résultats à haut champ ne sont pas directement représentatifs de l'état fondamental à B = 0). À

partir des données existantes de di�usion des neutrons, e.g. Lake et al. [8] à p = 0.163, il est di�cile

d'exclure un moment de faible amplitude en champ nul, peut-être à des temperature inférieures à celles

étudiées jusqu'à présent. Une des questions soulevées par notre travail est donc de savoir si l'ordre

induit par le champ ou même en champ nul est su�samment puissant pour reconstruire la surface de

Fermi.

Conclusion et perspectives

Dans l'étude des cuprates, Il est souvent apparu que l'application du haut champ permettait de dé-

couvrir un phénomène qui serait ultérieurement identi�é comme une propriété existant déjà en champ

nul. Par exemple, les mesures de microscopie par e�et tunnel (STM) de Ho�man et al. [11] ont révélé

une modulation périodique de la densité d'état locale (LDOS) dans Bi2Sr2CaCu2O8+δ, qui a ensuite

été découverte en champ nul par d'autres groupes, notamment par Howald et al. [12]. De même, la

découverte initiale par RMN de l'ordre charge à longue portée induite par le champ dans YBCO par
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Figure 5: a): Comparaison des champs �uctuants pour LSCO p = 0.148, p = 0.155 & p = 0.171. Les

lignes continues sont des guides à l'÷il identiques, décalés horizontalement d'environ 8 T et 28 T. À partir de

la RMN, il n'y a pas de champ d'onset pour h⊥, mais lors de la di�usion de neutrons par Chang et al. dans

leur échantillon p = 0.145, un moment supérieur à 7 T est détecté [9]. Dans p = 0.148, à 7 T, nous trouvons

h⊥ = 0.0015 T, nous utilisons donc cette valeur pour dé�nir l'échelle du champ correspondant pour p = 0.155

et p = 0.171. C'est le point, marqué par une �èche, où le guide à l'÷il traverse la ligne pointillée horizontale.

b): Représentation graphique du moment ordonné µ dans un diagramme de phase en fonction du dopage et

du champ externe, basé uniquement sur les données dans LSCO. Les cercles blancs correspondent au champ

d'onset à 3 T à p = 0.144, selon Khaykovich et al. [10], et à la échelle de champ où h⊥(B) augmente au-

dessus de ≈ 1.5 mT dans la �gure à gauche (correspondant au moment ordonné µ > 0.011µB en di�usion

neutronique). Les points expérimentaux sont reliés par une ligne pointillée blanche. Dans cette plage de dopage,

la supraconductivité s'étend jusqu'à environ 50-60 T. La région rouge foncé correspond à h⊥(B) > 0.026 T

(correspondant à µ > 0.2µB). Les couleurs rouge clair correspondent à des moments plus petits.
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Wu et al. [13] a précédé la découverte d'un ordre de charge à courte portée en champ nul à l'aide de la

di�usion des rayons X [14, 15]. Dans ces exemples, les halos de vortex induits par le champ peuvent

être vus comme des loupes qui ampli�ent les ordres électroniques à courte portée que l'on peut sinon

rater facilement. Reste à savoir si cela est également le cas pour l'ordre de spin dans LSCO proche de

la limite de la phase pseudogap.

Au niveau des perspectives, notre travail devrait maintenant être étendu dans deux directions

opposées mais complémentaires: des études en champ nul (ou bas champ) et des études en champ

encore plus élevé. L'extension vers les champs pulsés jusqu'à 100 T est évidente, car les champs pulsés

ont été essentiels pour découvrir la reconstruction de la surface de Fermi dans YBCO [16], système

modèle (car très peu désordonné) mais qui possèdent des champs critiques supraconducteurs 2 à 3

fois plus élevés que LSCO. Pour ce qui est des expériences de RMN, cette direction est bien entendu

extrêmement di�cile (mais peut-être possible). Dans la limite opposée des bas champs, on s'attend

à des longueurs de corrélation (de spin et/ou de charge) plus courtes et un caractère de plus en plus

�uctuant de ces corrélations, rendant les signatures expérimentales plus élusives. Néanmoins, cette

limite est tout autant importante puisque l'on sait que les �uctuations AFM, voire de charge, peuvent

conduire à un appariement de Cooper.

Dans tous les cas, nos mesures démontrent que la supraconductivité, en réduisant drastiquement

l'amplitude des moments �uctuants, a un e�et très fort sur le magnétisme à basse énergie dans l'état

pseudogap. L'ordre magnétique induit par le champ est intéressant en soi, car son amplitude et (prob-

ablement) sa longueur de corrélation étant plus grandes, il est moins impacté par les e�ets de désordre

et donc s'approche de l'ordre "idéal", tel qu'accessible par des modèles théoriques et numériques.
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Introduction

Thirty years after the discovery of cuprate high temperature superconductors the experimental and

theoretical e�ort to understand the mechanism behind their superconductivity still continues. Para-

doxically, it seems as if this problem is getting harder with time since over the course of the past years

cuprates have been found to possess more puzzling properties besides superconductivity that need to

be explained: most notably the strange metal phase with a never saturating linear resistivity and the

pseudogap, incorporating an ever increasing number of anomalies and electronic phases.

Two of these electronic phases are spin order and the more recently discovered charge order. Charge

order strongly competes with superconductivity and the competition can be tuned by a large number

of parameters including doping, temperature, magnetic �eld, hydrostatic and uniaxial pressure, dis-

order and even light [1]! In this thesis the e�ect of magnetic �eld and hydrostatic pressure on charge

order has been investigated in YBa2Cu3Oy (YBCO). NMR measurements of charge order and detailed

analysis thereof are presented in chapter 3. While magnetic �eld suppresses superconductivity and

eventually induces the long-range charge density wave (CDW), hydrostatic pressure increases Tc, both

by now well established facts. It has been suggested by the work of Louis Taillefer's group that the

increase of Tc might be due to the gradual suppression of the short-range CDW [2] and in this thesis

supporting evidence from NMR measurements for this scenario is presented in chapter 4. However,

the interpretations of existing electrical transport and X-ray di�raction (XRD) measurements are at

odds with this scenario. Motivated by the apparent paradox we looked for an alternative way to de-

scribe transport, XRD and NMR data consistently. This could be con�rmed or rejected by suggested

additional XRD measurements.

Chapter 5 presents a seemingly unrelated phenomenon: Glassy spin freezing in La2−xSrxCuO4

(LSCO). The context of this work is the following: Recent high �eld transport measurements of LSCO

in Louis Taillefer's group have been interpreted in terms of a sharp change in the number of carri-

ers across the critical doping p∗ = 0.18, the putative endpoint of the pseudogap phase [3]. Similar

measurements have also been performed in YBCO [4]. A possible scenario that could explain the loss

of carriers inside the pseudogap is anti-ferromagnetic order. However, no magnetic order is found in
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either NMR, µSR or neutron scattering. Neutron scattering even �nds total absence of low-energy

spin �uctuations: there is a spin gap for p & 0.14 in LSCO in zero �eld and in YBCO there is a

spin gap for p & 0.08. We show that in LSCO the spin-lattice relaxation rate 1/T1 in high magnetic

�elds up to 45 T is enhanced in a way that is consistent with glassy spin freezing for dopings up to

p = 0.171 but not anymore at p = 0.21, so from our measurements we can conclude that there is a form

of anti-ferromagnetic order that appears in a doping range that is consistent with the extent of the

pseudogap. These measurements suggest that the loss of carriers in the pseudogap phase could either

be the result of �eld-induced slowing down of anti-ferromagnetic spin �uctuations or spin �uctuations

are already slowing down in zero �eld and magnetic �eld only enhances this tendency. Charge order

could be relevant for this phenomenon as it is believed to cause freezing of spin �uctuations, thus

creating a potential link between the two studies of this thesis.
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Chapter 1

Introduction to the physics of cuprates:

From the pseudogap to charge order

This chapter introduces concepts that are relevant to the cuprate superconductors. These involve the

crystal and electronic structures of the parent compound and the doping mechanism. Doping leads to

a large number of electronic phases which are discussed in short. The focus of this introduction is on

charge order and the related phenomenon of stripes, since it is the properties of these phases which

have been investigated in this thesis.

1.1 The parent compound

The parent compound of cuprates is an anti-ferromagnetic insulator. This is unexpected from the

perspective of a band model. To see why, we can take, for example, La2CuO4 (LCO) and count

nominal valences of the ions (i.e. La3+ & O2−) which shows that Cu has the formal value 2+ and is

in the 3d9-con�guration, leading to one hole in the 3d-orbital. LCO has a tetragonal crystal structure

and its principal building block that is common to all cuprates is the CuO2-plane, with four oxygens

surrounding the Cu atom. In LCO, the planar and additional apical oxygens form an elongated

octahedron arround the Cu-atom, see Fig. 1.1a. The crystal �eld lifts the degeneracy of the 3d orbitals

into eg & t2g. As can be seen in Fig. 1.1b, the elongated form of the octahedron lowers the energy

of the 3z2 − r2 orbital, so a single electron (or hole) is expected to be in the x2 − y2 orbital. In a

tight-binding band model this would lead to half-�lled band and metallic behaviour.

It is Coulomb repulsion between holes carrying spin S = 1/2 in the x2 − y2 orbitals that leads to

localisation and insulating behaviour. This process is well explained by the Hubbard model at half-

�lling, according to which holes can move in the CuO2-plane due to a hopping term t but feel mutual
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Figure 1.1: a): Crystal structure of La2CuO4 with the Cu-atom in the middle of an octahedron of oxygen

atoms. b): Energy levels of 3d orbitals in a cubic and elongated tetragonal crystal �eld. Arrows indicate the

�lling with electrons for a 3d9 con�guration. Fig. 1.1a is reproduced from ref. [17] and Fig. 1.1b is adapted from

ref. [18].
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repulsion with cost U when doubly occupying the same lattice site. The model Hamiltonian is

ĤHubbard = −t
∑

<j,j+1>,σ

(ĉ†j,σ ĉj+1,σ + h.c.) + U
∑
j

n̂j↑n̂j↓ . (1.1)

In case of half-�lling, i.e. exactly one hole per site, and large U this leads to insulating behaviour,

also called a Mott insulator. As holes stop to move, their kinetic energy becomes large1. However, the

kinetic energy can be minimised if electrons (or holes) make virtual hops to neighbouring sites, provided

that the spins order anti-ferromagnetically. The anti-ferromagnetic ordering is a necessary condition

because the Pauli-principle allows doubly occupied sites only if the particles have opposite spin. The

energy gain is 4t2

U = J and J e�ectively becomes the anti-ferromagnetic coupling between neighbouring

spins [19]. Hence, anti-ferromagnetism can be understood as a consequence of the Coulomb repulsion.

In LCO, the exchange coupling J has been precisely determined from the spin-wave spectrum by

neutron scattering [20]. A side-e�ect of the small spin is that the spin state is not exactly described by

the classical Néel state. Quantum corrections consider that spins can be in a superposition of states

and �uctuate [21]. Quantum corrections result in an ordered moment µ = 0.6µB, i.e. smaller than

µB, the full magnetic moment for S = 1/2 with gyromagnetic factor g = 2 [22].

The density of states for LCO and the e�ect of U opening a Hubbard gap on the density of states on

Cu is shown in Fig. 1.2b. Experimentally, one �nds a more complicated situation than described by

the single 3d band Hubbard model because 2p-orbitals of planar oxygen atoms are in the middle of the

Hubbard gap so the experimentally measured gap is not U but a charge transfer gap ∆.

1.2 Doping the parent compound

1.2.1 Doping LSCO

LCO can be doped with holes by replacing La with Sr. Sr has a formal valence of 2+, so this replacement

introduces holes in the CuO2-plane2 with p holes per CuO2 unit for every Sr-fraction x in the unit

cell. Holes can enter both 2p-orbitals on oxygen as well as 3d-orbitals on Cu. In fact, the hybridisation

between Cu 3d-orbitals and O 2p-orbitals leads to a more complicated situation where the resulting

density of states has a mixed character. See the left panel of Fig. 1.2 for a comparison between the

optical response of LCO from experiment and theoretical bandstructure calculations. Analysis of the

doping dependence led Uchida et al. [23] to conclude that the density of states of the parent compound

is as shown in Fig. 1.2b, while doping leads to the formation of new in-gap states, as represented by

Fig. 1.2e.

1This is analogous to a free particle with mass m in a 1D box of width L. Its (kinetic) energy is E(n) = n2h2

8mL2 , where

n is the principal quantum number. Decreasing L increases the energy.
2Some parent compounds like Nd2CuO4 can be doped with electrons by substituting Nd2+ with Ce3+.
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Figure 1.2: Left panel: Comparison of experimental and theoretical optical response (Im(ε) is the imaginary

part of the dielectric function) for LCO where experimentally there is a gap of width 2 eV while band calculations

predict metallic behaviour. Right panel: Di�erent scenarios for the density of states: a) Metal (no gap). b)

LCO with Hubbard gap U between the half-�lled 3d9 band and a charge transfer gap between 2p band and

unoccupied upper Hubbard gap. c) & d) show the e�ects of hole and electron doping, respectively, provided

the form of the band is una�ected by doping. e) More realistic scenario where doping leads to in-gap states of

mixed character between Cu and oxygen orbitals. Figures are reproduced from ref. [23].

1.2.2 Doping YBCO

YBa2Cu3Oy (YBCO) is a related cuprate that can be doped with holes by increasing the oxygen

content from y = 6 to y = 7 3. The crystal structure is shown in Fig. 1.3.

The oxygen concentration can be varied continuously while oxygen atoms in the chain layers can form

periodic chain structures for x ≤ 0.35 that are named O-I, O-II, O-III, O-V, O-VIII etc., indicating

the period of the chain ordering along the a-axis [24], see Fig. 3.9 for examples of O-II and O-VIII

orderings. Highly ordered O-II samples have very little disorder leading to very sharp lines in NMR

spectra, an essential requirement for the analysis performed in chapter 3 of this manuscript.

However, the chain layer leads also to a number of problems: Increasing oxygen concentration

translates in a non-linear fashion into e�ective hole doping p since additional oxygen will draw charge

both from Cu-atoms in the chain layer itself as well as from the CuO2-bi-layer [25]. This leads to

uncertainty about the actual carrier density and results in di�erent groups using di�erent calibrations

to determine the hole doping of their samples. Another problem that results from the mixed valence

of Cu in the chain-layer is that it can develop metallic behaviour on its own: This makes it di�cult to

interpret in-plane resistivity measurements [26] and can lead to peculiar charge modulation phenomena

3Additional hole doping can be achieved by replacing Y3+ by Ca2+.
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Figure 1.3: The crystal structure of YBa2Cu3Oy for y = 6 and y = 7. YBCO has a double CuO2-layer

with apical oxygen above the planar Cu(2). The di�erence between left and right is that the basal CuOx-layer

contains no oxygen (x=0) for y = 6 and one oxygen (x=1) for y = 6 + x = 7 leading to full CuO-chains running

along the b-axis.

for which STM and NMR �nd evidence [27, 28], so the CuOx-layer can potentially a�ect phenomena

that originate in the CuO2-planes [29].

These aspects show that the real physical system is more complicated than the simple Hubbard model.

However, the doped Hubbard model, away from half-�lling, is, within its limitations, able to capture

a substantial part of the cuprate physics.

1.3 Phase diagram of cuprates

What follows is a brief discussion of di�erent phases that appear in hole doped cuprates. The case

of electron doping is not explicitly discussed, although many aspects of hole and electron doping are

analogous. For a review of electron doped cuprates see ref. [30].

1.3.1 Fermi liquid at large p

On an intuitive level it is clear that increasing the number of holes will eventually lead to a metallic

state because doping of holes reduces the number of spins. Naively speaking, after the replacement of

a large fraction of the spins only few particles will remain that should be able to move rather freely.

In fact, in the high doping limit, cuprates are Fermi liquids, as can be seen from a large hole-like

Fermi surface inferred from ARPES and transport measurements in Tl2Ba2CuO6+δ (Tl2201) [31, 32],

including a large frequency in quantum oscillations that translates into a carrier density n = 1 + p

holes per CuO2 unit [33], see Fig. 1.4. However, in the doping range where samples are still supercon-
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Figure 1.4: a): Fermi-surface of Tl2201 (Tc = 30 K& p ≈ 0.26) measured by ARPES at T = 10 K, reproduced

from ref. [34]. b): Quantum oscillations of c-axis resistivity of Tl2201 (Tc = 10 K& p = 0.30) at T = 2.8 K,

reproduced from ref. [34].

ductors, the properties are not those of a simple metal, since measured e�ective masses are enhanced

(m∗ = 4.1± 1.0 me in Tl2201 at p = 0.3 [33]) which signals the e�ect of remaining electronic correla-

tions.

In the intermediate doping range a rich variety of electronic phases is realised that can be summar-

ised in a p-T phase diagram, as shown in Fig. 1.5.

Figure 1.5: Schematic phase diagram of cuprates, based on YBCO, including the long-range antiferromagnetic

phase (AF), superconductivity (SC) and the pseudogap (PG), whose upper boundary is indicated by a tilted

dashed line. Experimental data for the short-range CDW of di�erent hole doped cuprates is shown in colour.

Red and brown symbols stand for Bi-based and Hg-based cuprates, respectively. Yellow circles (Y) stand for

YBCO, green symbols belong to di�erent La-based cuprates (LNSCO, LBCO, LESCO and LSCO). This �gure

is adapted from ref. [5] from 2016, so the recent LSCO data of Wen et al. [6] has been included as blue triangles.
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1.3.2 AFM insulator

At low doping, cuprates remain insulating and anti-ferromagnetic (AFM) as the parent compound.

The AFM long-range order is rapidly destroyed but an anti-ferromagnetically correlated spin-glass can

extend into the superconducting phase at low T . A detailed discussion can be found in the beginning

of chapter 5.

1.3.3 Superconductivity

Cuprates become superconductors upon doping. The superconducting Tc has a similar, approximately

parabolic dependence, peaked near p = 0.16 in all cuprates4, as has been characterised by Tallon et

al. [35]:

Tc(p)/Tc,max = 1− 82.6 (p− 0.16)2 Tallon's law (1.2)

The dome-shaped superconducting phase is generic to all cuprate families but Tc,max varies a lot: For

Bi2Sr2−xLaxCuO6 (La-Bi2201) Tc,max = 32 K while Tl2201 has Tc,max = 90 K, both having a single

CuO2-layer5. Actually, Tc can deviate more or less strongly from the parabolic dependence around

p = 0.12. From Fig. 1.5 one can see that this doping coincides with the maximum of the short-range

CDW phase which is discussed after the pseudogap.

Superconductors are characterised by two characteristic length scales: The London penetration depth

λL, which is a measure of the length scale over which external �elds are screened by superconducting

currents and the coherence length ξ, which gives the order of magnitude for the size of Cooper pairs.

When λL/ξ is large, then one speaks of type-II superconductors that remain superconducting even

when subjected to high magnetic �elds by allowing magnetic �ux to enter through vortices. From

mean-�eld BCS theory one expects SC to survive up to the critical �eld

µ0Hc2 =
Φ0

2πξ2
, where Φ0 = h/2e is the Flux quantum. (1.3)

Cuprates are extreme type-II superconductors: The c-axis coherence length, ξc, can be smaller than the

lattice spacing (ξc ≈ 1 Å [37]), so the critical �eld can be enormous when the external �eld is applied

parallel to the CuO2-plane. ξab ∼ 20 Åis larger, still leading to very large Hc2 for �elds perpendicular

to the plane [37, 38]. However, due to the small coherence length, the superconducting state is not well

described by standard mean-�eld BCS theory. Experimentally, it is found that the superconducting

order parameter ∆(k) (the gap) has predominantly d-wave orbital symmetry which implies that the

pairing interaction is not isotropic [39]. d-wave pairing can result directly from electronic interactions

(see, e.g., refs. [40] or [41]).
4Conventionally, the doping range is divided into underdoped (0 < p . 0.16) and overdoped (0.16 . p) while p ∼ 0.16

is called optimally doped.
5Generally, Tc,max increases within the same family if the unit cell contains multiple CuO2-layers [36].
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1.3.4 Pseudogap

NMR has played an important role in identifying the anomalous electronic properties in the pseudogap

phase: After initial indications for gapped spin-excitations above the superconducting Tc from relaxa-

tion rate (1/T1) measurements of Imai et al. [42] and Warren et al. [43], the doping dependence of the

pseudogap was properly characterised using 89Y-Knight shift measurements by Alloul et al. [44]. It

was found that the spin susceptibility decreases gradually (see Fig. 1.6a), so from the NMR perspective

T ∗, the temperature indicated by the tilted dashed line in Fig. 1.5, appears to mark a crossover, not

a phase transition.

The pseudogap phase has two principal characteristics: Firstly, for T < T ∗, the density of states and

the spectral weight is found to decrease gradually [45, 46, 47, 48] and secondly, rotational and/or time-

reversal symmetries appear to be broken [49, 50, 51, 52, 53, 54]. Above T ∗ the electrical resistivity

is linear in T , so an important characteristic of the pseudogap is the departure from linear resistiv-

ity [55].

Understanding the mechanism behind the pseudogap is made di�cult through the mixed character

of the electronic (spin and charge) excitations: The pseudogap inherits the strong interactions that

lead to insulating behaviour in the parent compound but doping introduces an increasing amount of

carriers that can neither be gapped in the same way as in the case of half-�lling nor be regarded as

free charge carriers. The nature of the resulting electronic excitations and the degree to which these

contribute to the Knight shift and the relaxation rate is currently not understood. According to Lee

et al., the decrease of the spin susceptibility, as found in Knight shift measurements of Alloul et al. or

magnetisation measurements of Nakano et al. in LSCO [56] could come from singlet correlations that

are similar in nature to the quantum corrections that lead to a reduced ordered moment of the parent

compound, as previously discussed [19]. In the superconducting state, the spin state of Cooper pairs is

a singlet, so from the Knight shift it is di�cult to distinguish the pseudogap and the superconducting

gap below Tc. Hence, high magnetic �elds are helpful to suppress superconductivity to see the e�ect

of the pseudogap down to low T .

1.4 Various forms of charge order

Within the pseudogap, spin and charge modulations have been discovered at T < T ∗. While in La-

based cuprates spin and charge modualtions appear to be coupled, most other cuprate families seem

to be less susceptible to spin ordering whereas charge order has become a universal of cuprates, as is

shown in the following.
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Figure 1.6: a): T -dependence of 89Y-Knight shift in YBCO, showing the gradual decrease of the spin suscept-

ibility. The shift is negative because of the sign of the hyper�ne coupling constant. The �gure is reproduced

from ref. [44]. b): T -dependence of 17O-Knight shift in YBCO p = 0.109 at 12 T < µ0Hc2 and 28.5 T > µ0Hc2.

The �gure is part of ref. [57].

1.4.1 Stripe phase in La-based cuprates

Stripes are joint modulations of spin and charge density with collinear wave vectors. Stripes were �rst

predicted for a doped Hubbard model in a mean-�eld treatment by Zaanen and Gunnarson [58]6. Their

calculations predicted a smooth modulation of charge, see Fig. 1.7a. The experimental con�rmation of

stripes came �rst in nickelates (La2−xNiO4+δ), an isostructural compound to cuprates, which remains

insulating when doped. Stripes were discovered by transmission electron microscopy (TEM) [60] and

subsequently characterised by neutron scattering [61]. Using neutron scattering, stripes were also found

in Nd-codoped LSCO, La2−x−yNdySrxCuO4+δ (LNSCO) [62]. Tranquada et al. showed that the wave

vector of the charge super-lattice peaks ±δcharge is twice as large as the corresponding wave vector

±δspin, giving δcharge = 2δspin, see Fig. 1.7c. In neutron scattering the charge modulation cannot be

measured directly and was inferred from the displacements of the lattice Bragg spots. Subsequent

XRD measurements of La1.6−xNd0.4SrxCuO4 with x = 0.12 con�rmed the slightly incommensurate

±δcharge = ±0.236 [63]. AFM correlations were also discovered in LSCO at �nite energy in a large

doping range7 early on [64, 65] but the discovery of a charge density modulation followed only much

later by XRD measurements of Croft et al. [66] and very recently by Wen et al. [6], see Fig. 1.5.

When comparing LSCO with LNSCO one should be careful because co-doping of Nd leads to a slightly

di�erent structure at low T , the low temperature tetragonal (LTT ) phase which appears to favour

stripes. At low T , La2−xBaxCuO4 (LBCO) for x close to x = 0.12 is also in the LTT phase and develops

stripes as can be seen in Fig. 1.8a. One can see that superconductivity is strongly suppressed around

6Similar work by Poilblanc and Rice based on the doped t− J model was reported shortly thereafter [59] and showed

the condition δcharge = 2δspin more clearly.
7Long-range magnetic order at low T is only seen in a reduced doping range p . 0.14.
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Figure 1.7: a): The uniaxial stripe which results from mean-�eld calculations of Zaanen and Gunnarson [58].

The �gure is reproduced from ref. [58]. b): Schematic real space image of the charge and spin pattern found

by Tranquada et al. in La1.6−xNd0.4SrxCuO4 with x = 0.12. Holes form periodic boundaries between AFM

domains. (Idealised picture for x = 1/8.) Note that in this picture the holes do not extend into the AFM

domains. c): Schematic di�raction pattern found by neutron scattering. Stripes exists along h and k, leading to

four peaks shifted by ±δcharge and ±δspin because stripes are rotated by 90◦ between neighbouring planes [63].

Figures b) & c) are reproduced from ref. [18].

x = 0.12, much stronger than in LSCO. From Fig. 1.8a it appears that the charge modulation found

below TCO is a direct consequence of the LTT structure. However, by applying hydrostatic pressure

the LTT distortion can be suppressed by 1.85 GPa while the stripe order remains, see Fig. 1.8b.

Interestingly, the suppressed Tc is partially, but not yet completely recovered with the application

of 15 GPa. This behaviour appears to be similar to the increased Tc of YBCO under hydrostatic

pressure, where at p ≈ 0.117, Tc increases from 64 K to 105 K upon application of an equal pressure

of 15 GPa [70]. This is the topic of chapter 4.

Magnetic �eld e�ects

Neutron scattering measurements by Lake et al. in LSCO have shown that magnetic order can be

enhanced using magnetic �elds at dopings where it exists in zero �eld [71]. At higher dopings a spin

gap prevents magnetic order but magnetic �eld enhances slow �uctuations inside the gap [8]. In an

intermediate doping range p ∼ 0.145 it has even been shown by others that quasi-static order can be

induced with �eld [10, 9]. In the early measurements by Lake et al. the �eld-induced magnetic signal has

been interpreted to originate from regions surrounding vortex cores, in which SC is suppressed. Since

the anti-ferromagnetic correlation length deduced from the AFM peaks is larger than the vortex cores,

halos of AFM correlations are thought to surround the cores. This picture of halos that are nucleated
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Figure 1.8: a): T -doping phase diagram of LBCO at ambient pressure. Close to x = 0.12 charge order appears

below TCO which coincides with TLTT . At lower T stripe order SO (red phase) sets in while SC is strongly

suppressed. For comparison the Tc of LSCO [67] is shown as empty green hexagons. The �gure is adapted

from ref. [68]. b): T -pressure phase diagram of LBCO at x = 0.12 showing the suppression of the LTO and

LTT phases at pc = 1.85 GPa. Charge order survives above pc. Inset: Pressure dependence of Tc. Figure is

reproduced from ref. [69].

inside vortex cores is supported by NMR measurements of Mitrovic et al. in nearly optimally doped

YBCO [72] and has been very in�uential in the interpretation of �eld-induced order in the SC state of

cuprates found by STM [11] and more recently by NMR [73].

1.4.2 Charge density waves by STM

In 2002, scanning tunneling microscopy (STM) in magnetic �eld by Ho�man et al. [11] showed evidence

of periodic modulations of the local density of states LDOS=LDOS(r, E) in Bi2Sr2CaCu2O8+δ close

to optimal doping. To reveal the LDOS modulation Ho�man et al. subtracted the STM data at 0 T

data from data at 5 T. Round halos of the modulation appeared around SC vortices, see Fig. 1.9. Sub-

sequent STM measurements of Howald et al. [12, 74] and Vershininet al. [75] con�rmed the existence

of the LDOS modulation in zero �eld.

To determine the wave vector of the modulation, the real-space STM topograph can be Fourier trans-

formed, as shown in Fig. 1.10b from the study of Howald et al. [74]. In the raw data (see Fig. 1.10a) the

modulation is not visible, however, after �ltering away spurious contributions due to quenched disorder

and the incommensurate supermodulation of the BiO surface, a 2D pattern of uniaxial character in

the LDOS becomes evident. If integrated over energy E (or voltage V ), the LDOS corresponds to

the electronic charge density at position r. Thus, as long as the modulation of the LDOS is energy-
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Figure 1.9: a): Raw STM topograph of Bi2212 (Tc = 89 K) with atomic resolution at low T . b): STM data at

B =5 T with 0 T data having been subtracted reveals halos with an approximately 4a0-modulated checkerboard

pattern in the (V -integrated) LDOS. The halos are centered around vortices. This �gure is reproduced from

ref. [11].

independent (non-dispersive8), it is likely to result from a modulation of the charge density [78]. As

can be seen from Fig. 1.10d, Howald et al. have con�rmed that the modulation close to q = 0.25 2π/a0

(corresponding to a commensurate period of 4a0) is only weakly energy dependent and concluded that

the LDOS modulation is due to stripes, similar to those found in La-based cuprates discussed in the

previous section [12].

In the following years, similar modulations were found in Bi2212 at lower dopings [79] as well as

in Bi2201 [80] and Na-doped Ca2CuO2Cl2 [81], indicating that this phenomenon might be universal.

STM studies in Bi2212 suggested that the LDOS modulation might be related to the pseudogap, since

the signature of �uctuating stripes diappeared above T ∗ [82]. STM measurements have been in�uential

for studies of other cuprate families. Especially the very �rst experiment of Ho�man et al. [11] has

been a motivation for subsequent high �eld studies.

1.4.3 Charge order in YBCO

Transport measurements in high �elds of Louis Tallefer's group have played a vital role in the discovery

of charge order in YBCO. In high �elds up to 62 T the Hall number RH or equivalently Rxy of a

YBCO sample with p ≈ 0.10 develops a negative sign and slow quantum oscillations [16], as shown

8Dispersive modulations of the LDOS can result from quasiparticle interference (QPI) due to impurities. Studies of

the dispersion of the interference patterns give information about the Fermi-surface. [76, 77]
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Figure 1.10: a): Raw STM topograph of Bi2212 (Tc = 90 K) for V = 15 mV at T = 8 K. dI
dV is proportional

to the LDOS. b): Fourier transform of a), giving three contributions (as sketched in the inset): intensity in the

center is due to quenched disorder (red circle), horizontal dots (green circles) result from the incommensurate

supermodulation of the BiO surface and four peaks at (±π, 0) and (0,±π) are due to the LDOS modulation.

c): STM topograph from a) after �ltering out the disorder at small q and the supermodulation. The LDOS

modulation with period of 4a0 becomes evident. Fig. a)-c) are adapted from ref. [74]. d): Line cuts along qx

and qy show only weakly dispersive peak close to q = 0.25 2π/a0. This �gure is adapted from ref. [12].
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Figure 1.11: a): Slow quantum oscillations in the Hall number Rxy = RH for YBCO with p ≈ 0.10. The

�gure is reproduced from ref. [16]. b): T -doping phase diagram of YBCO showing the pseudogap temperature

T ∗, as determined from resistivity and the in-plane anisotropy of the Nernst e�ect [53], TH , below which RH

starts to decrease and T0, below which RH becomes negative.

in Fig. 1.11a. This is evidence for an electron pocket of small size, very unexpected for a hole-doped

cuprate with a hole-like Fermi-surface. Subsequent Hall e�ect measurements by LeBoeuf et al. over

a large doping range showed that RH starts to decrease already at a rather high temperature TH and

becomes negative at a temperature T0, that forms a dome that is centered at p ≈ 0.12 [83]. The

doping range in which RH is negative in high �elds is coincident with the doping range where Tc has

an anomalous plateau and deviates from the parabolic form expected from eq. 1.2.

It is the small electron pocket which implies a Fermi-surface reconstruction, that forms the context

in which NMR set out to search for signatures of stripe order in high �elds. Wu et al. did indeed �nd

charge stripes, as evidenced by a �eld-induced splitting in the 63Cu-NMR quadrupole satellite spectrum

(see Fig. 1.12a)& c)), however, there was no sign of magnetic order down to low T (see Fig. 1.12d),

in �elds that completely suppress superconductivity of the studied YBCO samples (p = 0.104 &

p = 0.12) [13].

This discovery was followed by a large number of XRD studies in zero magnetic �eld, the �rst being

by Ghiringhelli et al. [14], which have found that a short-ranged, incommensurate CDW modulation

already exists along both a and b-axes, appearing already at TCDW ∼ 150 K, see Fig. 1.13. The peak

at Tc in the T -dependence of the XRD signal intensity shows that the CDW and SC are competing.

This has been con�rmed by XRD measurements in magnetic �eld by Chang et al. [15], also shown

in chapter 3, Fig. 3.13b. The wave vector, reproduced in Fig. 1.13d) shows that the wave vector is

found to lie close to q =0.31, rather di�erent from LBCO and Eu-codoped LSCO in the stripe phase.

The doping dependence of the wave vector in YBCO has been interpreted as evidence that CDW
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Figure 1.12: a)-c): High �eld 63Cu-NMR spectra of YBCO with p = 0.108. The data at 59 K (T > Tonset)

and at 1.3 K (T > Tonset) is shown in a) with �ts of the 59 K spectrum in b) and �ts of the low T spectrum

in c). The Cu(2F) high frequency satellite belonging to in-plane Cu below �lled CuO-chains visibly splits while

Cu(2E) shows no splitting. This has been interpreted as a uniaxial commensurate modulation with period 4a

along the a-axis. d): Spin-lattice relaxation rate 1/T1 measured on Cu(2) of the p = 0.104 sample decreases

down to low T even after SC is suppressed by 28.5 T, showing no sign of long-range magnetic order. All �gures

are reproduced from ref. [13]

formation is related to the Fermi-surface, particularly, the wave vector connecting 'hot spots' [85].

A similar doping dependence has been measured by Hücker et al. [86]. Importantly, the short-range

CDW can also be measured by NMR as it broadens the NMR lines [87]. Since the T -dependence of

the quadrupolar broadening and the XRD intensity are very similar, both showing an onset T close to

150 K at p ∼ 0.11− 0.12, it implies that the short-range CDW is static.

Inelastic XRD measurements in zero-�eld have revealed a strong phonon anomaly at the CDW vector

that appears below Tc which underlined the complex relation between the CDW and SC [88, 89, 90].

These measurements are discussed in the context of hydrostatic pressure in chapter 4. Subsequent

XRD measurements in high �elds up to 28 T by Gerber et al. [91] and a detailed study up to 17 T by

Chang et al. [92] have helped to make the link between the short-range CDW in low �elds (including

zero �eld) and the �eld-induced long-range CDW phase, discovered by NMR: While the short-range

CDW exists along both the a and b-axes and shares a broad peak at half-integer values for the anti-

phase correlation along the c-axis (l = 0.5, 1.5, etc.), Gerber et al. and Chang et al. found that

the �eld-induced CDW is uniaxial and runs uniquely along the b-axis [92]. The uniaxial modulation

develops coherence in all spatial direction, including the c-axis where its correlation from one unit cell

to the next is in-phase, leading to peaks at integer values (l = 1, etc.). A typical B−T phase diagram
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Figure 1.13: a): Incommensurate CDW peaks along the a-axis (�lled circles) and the b-axis (empty symbols)

in YBCO6.6 at T = 15 K. b) shows the T dependence of the XRD intensity of YBCO6.6 at q = (0,−0.31)

which shows a decrease below Tc, signaling competition of CDW and SC. c) shows the T -dependence of the

peak width. The minimal peak width at Tc shows that there the correlation length is maximal. In b) and c)

empty symbols correspond to the elastic signal (REXS) while �lled symbols are energy-integrated (RXS). The

�gures are reproduced from ref. [14]. d): The doping dependence of the CDW wave vector δCDW in YBCO

along the a-axis (black circles) and the b-axis (red circles) is very di�erent as compared with the wave vectors

found in LBCO (blue diamonds) and Eu-codoped LSCO (emerald diamonds). This �gure is reproduced from

ref. [84].
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Figure 1.14: a): Field evolution of the XRD intensity with integer l in-phase correlations (red symbols) and

half-integer l anti-phase correlations (blue symbols) in YBCO6.67 at T = 10 K. This �gure is adapted from

ref. [91]. b): Typical B−T phase diagram of charge ordered YBCO based on XRD [91, 14, 15], NMR [13, 73, 87]

and sound velocity [93] visualising the long ranged in-phase correlations in the �eld-induced CDW phase. In

NMR, the NMR lines are broadened in the short-range phase while there is an additional splitting in the

�eld-induced long-range CDW phase. This �gure is reproduced from ref. [94].

of a charge ordered YBCO sample is shown in Fig. 1.14b. One of the principal results of the high

�eld XRD measurements is that the amplitude of the CDW modulation increases with �eld while the

period of the modulation remains unchanged.

Which CDW reconstructs the Fermi-surface?

Since slow quantum oscillations [16, 95] are measured in high �elds at which the long-range CDW

is induced, one could infer that it is the long-range CDW - not the short-range CDW - which is

responsible for the Fermi-surface reconstruction. However, there is a number of arguments that point

to the contrary. The main argument is that the decrease of the Hall number RH starts below TH > Tc

where there is only the short-range CDW and no �eld-dependence [15]. In case of samples close to

p = 0.12 the Hall number actually becomes negative at T0 > Tc, so there is no need to apply high �elds

that would induce long-range order to measure negative RH [83]. Secondly, it has been shown that

without making additional assumptions about the Fermi-surface [96], a reconstruction that leads to

an electron pocket of the right size can only be achieved by a bi-axial order [97]. The third argument
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Figure 1.15: T -doping phase diagram of YBCO showing that T0, as inferred from Hall e�ect measurements

(empty diamonds) and TCO, as inferred from the ultrasound velocity, vs (red circles), are two distinct temper-

atures. The onset T of short-range CDW from resonant XRD (green triangles) and the onset T of long-range

CDW inferred from the splitting of the NMR line (blue squares) are also shown. Onset T from NMR and

ultrasound di�er since NMR is sensitive to 2D long-range precursor correlations above TCO. See section 3.3.4

for a complete discussion. This �gure is reproduced from ref. [98].

is that T0 and TCO, the temperature at which ultrasound measurements detect long-range order are

distinct. The phase diagram inferred from ultrasound measurements is shown in Fig. 1.15.

1.4.4 Universality of charge order in cuprates

So far, charge order in La-based cuprates, in Bi2201 & Bi2212, Na-doped Ca2CuO2Cl2 and YBCO

has been discussed. Over the past years, XRD measurements have con�rmed charge order in the Bi-

based compound previously studied by STM [85, 99] as well as in HgBa2Cu4+δ (Hg1201) [100], where

quantum oscillation similar to those found in YBCO have been reported [101]. All these measurements

are summarised in the phase diagram shown in Fig 1.5.

With Nd2−xCexCuO4+δ charge order has also been con�rmed in an electron-doped cuprate, once again

by resonant XRD [102]. However, the details of the charge ordering process di�ers from one family

of cuprates to the other. For example, long-range charge order has not been reported in high �elds

besides YBCO and La-Bi2201 [103] and even there di�erences in the B− T phase diagrams are rather

striking, since in La-Bi2201 charge order remains �eld induced even at T > Tc. See section 3.3.5 for

details.

Another important di�erence between cuprate families concerns magnetic order. As noted by Comin

and Damascelli [5], with the exception of La-based cuprates, charge order and magnetic order appear to



21

be mutually exclusive in zero �eld. Wu et al. have demonstrated this clearly in the case of YBCO [13].

How magnetic �eld can induce magnetic order in LSCO is the topic of chapter 5. Potential implications

for the relation between anti-ferromagnetic correlations, the pseudogap and charge order are discussed

in section 5.10.
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Chapter 2

Short introduction to NMR

Nuclear magnetic resonance (NMR) is a technique that can be used to study both liquids and solids.

The nuclei themselves play no role in the physics, so e�ectively the nucleus can be seen as part of

the experimental probe. What is needed is a characterisation of the interaction between the nucleus

and its environment. In solids, these are principally the magnetic and electric (quadrupolar) hyper�ne

interactions. Due to the hyper�ne interactions one can gain knowledge of the electronic state and the

crystal structure: the nuclei act as local sensors of magnetic �elds and electric �eld gradients.

This introduction is brief and covers only those aspects that are of direct relevance for the manuscript.

It is based on the books of Abragam and Slichter [104, 105] as well as a selection of Ph.D. theses

[106, 107, 108, 109]. Some specialised aspects of NMR are included in the chapters discussing exper-

imental results. The reader can refer to more extensive reviews of NMR in cuprates by Rigamonti et

al. [110] and Walstedt [111].

A nuclear spin I is described by the nuclear spin operator Î which is used to de�ne the operator

corresponding to the nuclear magnetic moment µ̂ = ~γN Î, where γN is the gyromagnetic ratio. In a

static magnetic �eld B = Bz ẑ its Hamiltonian is

ĤZeeman = −µ̂B = −~γNBz Îz,

with eigenvalues Em = −~γNBzm, called Zeeman levels. For a nuclear spin I there are 2I + 1 Zeeman

levels giving 2I transitions between neighbouring energy levels whose separation is Em−1−Em = ~ωL.

Nuclear spins I minimise their energy by aligning with the external �eld and build up a nuclear

magnetisation M0 = Mz ẑ. Nm nuclear spins out of N0 total spins are in a state with eigenvalue Em

according to the Boltzmann weights, following

Nm = N0
e
− Em
kBT

I∑
m=−I

e
− Em
kBT

, (2.1)
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Figure 2.1: A π
2 -pulse is applied to the nuclear magnetisation M0, initially polarised along the z-axis,

and rotates it into the x-y-plane. The individual nuclei will eventually de-phase such that the macroscopic

magnetisation will be lost (T2-process) and the NMR signal will decay. This �gure is reproduced from ref. [109].

such that the nuclear magnetisation is

Mz =
∑
m

Nmµm,z = N0γN~

I∑
m=−I

me
− Em
kBT

I∑
m=−I

e
− Em
kBT

≈ I(I + 1)

3kBT
(γ2N~2)Bz. (2.2)

In NMR, transitions between these energy levels are induced by applying resonant radio-frequency

pulses using an excitation coil. The NMR signal is recorded with the same coil during the de-

excitation, called Free Induction Decay (FID). The quantum mechanical description of the FID is

complicated [112]. Classically, the FID is understood as the voltage in the coil which is induced by

the precessing macroscopic nuclear magnetisation. To generate the FID a 90◦ = π
2 -pulse is applied

along the x-axis which rotates the magnetisation in the x-y-plane, see Fig. 2.1. Since individual nuclei

experience slightly di�erent local magnetic �elds their precession rates will di�er and the macroscopic

magnetisation will de-phase over the spin-spin relaxation time T2. they will return into equilibrium

after a characteristic time, called T1, through interactions with the environment, meaning princip-

ally the electronic system and structural degrees of freedom, usually called the lattice, thus the name

spin-lattice relaxation time1. These two processes are captured by the Bloch-equations:

dMx,y

dt
= γN (M ×B)x,y −

Mx,y

T2
(2.3a)

dMz

dt
= γN (M ×B)z −

M0 −Mz

T1
(2.3b)

The induced voltage during the FID is Fourier-transformed and gives the spectrum of precession fre-

quencies. Interactions with electrons modify the transition energies and the structure of the spectrum.
1The nuclear spin system on its own reaches an equilibrium state after a usually much shorter T2, through nuclear

spin-spin interactions [106].
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2.1 Magnetic interactions

Magnetic interactions exist with other nuclear spins and the electrons with spin Ŝ and orbital mo-

mentum L̂ that are not necessarily on the same site. This leads to the hyper�ne Hamiltonian

Ĥhf = γNγe~2Î ·
(

3r(Ŝ · r)

r5
− Ŝ
r3

)
+

8π

3
Ŝδ(r)− L̂

r3
. (2.4)

Here, γe is the electron's gyromagnetic ratio. The on-site interaction with p & d-electrons, whose

probability density vanishes at the nuclear site (r = 0), is described by the dipolar term in the brackets.

Interactions with spins on neighbouring sites are also described by this term. On-site s-electrons have

non-zero probability at r = 0. This is taken into account by the contact interaction in the second term.

Since I and S can �uctuate, the nucleus experiences a �uctuating �eld δH(t) which is the dominant

mechanism for magnetic relaxation processes. The time-averaged �uctuating �eld δH =< δH(t) >

can be non-zero and leads to the Knight shift.

The third term leads to an orbital magnetic moment induced by the applied �eld. The orbital magnetic

moment is not proportional to the density of states and is usually only weakly T dependent [113].

2.1.1 Knight shift K

The Knight shift has two principal contributions, Korb and Kspin. Since Korb comes from the nearly

T -independent orbital magnetic moment it contributes to the residual shift. To express Kspin, the

hyper�ne interaction is usually written in matrix form as −γN~IĀS using the hyper�ne coupling

tensor Ā. Then the spin part of the Knight shift is given by

K̄spin =
Ā

|g|µB
χ0 , (2.5)

where |g| is the Landé g-factor and χ0 = χ(q = 0, ω = 0) is the spin susceptibility which is assumed

to be uniform. The Knight shift derives its name from its e�ect to shift the resonance frequency

ωL = (1 + K)γNB (isotropic K for simplicity). Written through the time-averaged �uctuating �eld

this gives ωL = γNµ0(H0 + δH).

2.1.2 Spin-lattice relaxation T1

Moriya has derived an expression for the spin-lattice relaxation rate based on the magnetic hyper�ne

interaction [114]:
1

T1
=
γ2N
2

∫ ∞
0

eiωLt < {δH+(t)δH−(0)} > dt (2.6)
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Here δH±(t) are �uctuating �elds derived from a �uctuating spin that interacts with the nucleus

through the hyper�ne coupling2:

1

T1
=
γ2N
2
A2
⊥

∫ ∞
0

eiωLt < {S+(t)S−(0)} > dt (2.7)

where A⊥ is the hyper�ne coupling constant perpendicular to the applied magnetic �eld. Using the

�uctuation-dissipation theorem the spin �uctuations are related to the imaginary part of the spin

susceptibility χ
′′
⊥(ω),

χ
′′
⊥(ω) =

(gµB)2

2kBT

∫ ∞
0

eiωLt < {S+(t)S−(0)} > dt (2.8)

one obtains
1

T1
=

γ2N
(gµB)2

kBT A
2
⊥
χ
′′
⊥(ωL)

ωL
. (2.9)

Up to now the periodic lattice of electronic spins has not been taken into account for the sake of

simplicity. By summing over the periodic lattice of electronic spins and Fourier-transforming Moriya's

�nal result is
1

T1
=

γ2N
(gµB)2

kBT
∑
q

|A⊥(q)|2
χ
′′
⊥(ωL, q)

ωL
. (2.10)

|A⊥(q)| = |
∑

j Aαα(rj) exp (−iq · rj)| is called the form factor. It depends on the relative position

of the nucleus with respect to the electronic spins. For this reason in cuprates, 17T−11 , the relaxation

rate measured at the 17O nuclear site in the CuO2-plane is less sensitive to anti-ferromagnetic spin-

�uctuations than 63T−11 at the neighbouring Cu-site because for oxygen the form factor vanishes at

q = (π, π) [115, 116].

The functional form by which the return into equilibrium occurs , depends on the nuclear spin. Here

we discuss only the case of magnetic relaxation. For I = 1/2, as for 1H (protons) the relaxation curve

is a single exponential:
1M0 − 1Mz(t)

1M0
= e
− t
T1 (2.11)

For I > 1/2 there are multiple transitions and the relaxation depends on which transition is excited.

For the central transition (1/2 ↔ −1/2) of I = 7/2, as in the relevant case of 139La, the relaxation

curve is described by

139M0 − 139Mz(t)
139M0

=
1225

1716
e
−( 28t

T1
)β

+
75

364
e
−( 15t

T1
)β

+
3

44
e
−( 6t

T1
)β

+
1

84
e
−( t

T1
)β
, (2.12)

with β = 1, see refs. [117] or [118] for a derivation. A stretching exponent β < 1 phenomenologically

accounts for a stretched relaxation curve which can result from a distribution of relaxation times. The

properties of the stretched relaxation curve are discussed in ref. [119] and in chapter 5. Examples for

2Moriya de�ned {AB} = 1
2
(AB + BA) and for spin operators, {S+S−} = (SxSx + SySy). We assume that Ā is

diagonal.
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saturation curves measured by saturation recovery (Mz(t = 0) = 0) can be found in Fig. 5.7.

There can also be relaxation mechanisms in which the quadrupole moment couples to a �uctuating

electric �eld gradient [118]. This leads to a di�erent functional form than the purely magnetic and

homogeneous relaxation curve with β = 1. If one continues to �t with eq. 2.12, quadrupolar relaxation

can lead to β 6= 1. This is what is found in LSCO at the structural transition, see Fig. 5.3.

2.2 Quadrupole interactions

The quadrupole interaction is the result of the electrostatic energy of a nuclear quadrupole moment3

eQ in the electric �eld gradient ∇E (EFG) due to surrounding charges, mostly the electronic orbitals

around the nucleus. Quite generally, the electrostatic energy Uel can be expanded in multipole moments

by Taylor expansion of the electric potential of the surrounding charges:

Uel =

∫
dr ρnuc(r)V (r)

=

∫
dr ρnuc(r)

[
V (0)+

∑
α

xα

(
∂V

∂xα

)
r=0

+
1

2

∑
α, β

xαxβ

(
∂2V

∂xα∂xβ

)
r=0

+ ...

]

= Z V (0) + d ·E(0) +
1

2

∑
α, β

∫
dr ρnuc(r)xαxβ

(
∂2V

∂xα∂xβ

)
r=0

+ ...

The �rst term is just a constant (Z is the nuclear charge), the second term, where d is the nuclear

dipole moment, is e�ectively zero because the nucleus rests at a position r = 0 where the electric

�eld is zero. However, components of the electric �eld gradient tensor are generally non-zero. To get

a contribution to the nuclear Hamiltonian one has to canonically quantise the classical electrostatic

interaction by changing xα into operators x̂α that satisfy the commutation relations [x̂α, p̂β] = i~δαβ .

This leads to the quadrupole Hamiltonian

ĤQ =
e

6

∑
α, β

∑
protons k

(
3x̂αkx̂βk − δαβ r̂2k

)( ∂2V

∂xα∂xβ

)
r=0

In this form ĤQ is not very useful to evaluate its contribution to the Zeeman states. Interestingly, it

is possible to express ĤQ and its matrix elements through nuclear spin operators Îα = l̂α + ŝα instead

of position operators x̂αk [105]. This is a result of the Wigner-Eckart Theorem and is possible because

components of orbital angular momentum of the protons l̂α have similar commutation relations among

themselves as well as with position operators:

[Îα, Îβ] = iÎγ

[Îα, x̂β] = [l̂α + ŝα, x̂β] = [l̂α, x̂β] = ix̂γ

3e is the elementary charge. Q is the proportionality factor of quadrupole moment to e.
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Figure 2.2: Schematic NMR spectrum for I = 5/2 as a result of the Zeeman interaction ĤZeeman, the

magnetic hyper�ne interaction between nuclei and electrons Ĥhf , which results in the Knight shift K, and the

quadrupole interaction ĤQ, giving a central peak and inner and outer satellites that are shifted by ±νQ and

±2νQ, respectively.

If Îα were pure spin angular momentum, that is Îα = ŝα, these commutation relations would

not hold and an expression of ĤQ through nuclear spin operators would be impossible. Since the

minimal non-zero value of orbital angular momentum is l = 1, it is clear that spin-1/2 nuclei (s = 1/2,

l = 0) cannot have quadrupole interactions. Their nuclear density is spherical and has no quadrupole

moment. On the other hand, nuclei with I > 1/2 can possess a quadrupole moment that couples to

the EFG. This property makes NMR sensitive to the charge distribution. The quadrupole interaction

lifts the degeneracy of transitions between the Zeeman levels which results in complex spectra with 2I

peaks per local site, as shown schematically for I = 5/2 in Fig. 2.2. If expressed through nuclear spin

operators, ĤQ becomes

ĤQ =
hνQ

2

(
Î2Z −

I(I + 1)

3
+
η

6
(Î2+ + Î2−)

)
. (2.13)

For this we de�ne νQ = 3eQVZZ
2I(2I−1)h , where Z is the direction of the principal axis of the EFG tensor4. In

the principal axis frame the EFG tensor is diagonal and using Laplace's equation VXX+VY Y +VZZ = 0,

4X, Y, Z are the principal axes. We write ∂2V
∂Z2 = VZZ ,

∂2V
∂X2 = VXX , etc. for brevity.
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we de�ne the asymmetry parameter

η =
VXX − VY Y

VZZ
, where 0 ≤ η ≤ 1. (2.14)

If the Larmor frequency ωL
2π = νL is much larger than νQ, ĤQ can be treated as a perturbation. Then,

following ref. [113], to 2nd order the transition frequencies (Em−1 − Em)/h are given by

ν(m↔ m− 1) =

0th order︷ ︸︸ ︷
1

1
νL +

1st order︷ ︸︸ ︷
1

2
νQ(m− 1

2
)[3 cos2 θ − 1− η sin2 θ cos 2φ]

2nd order︷ ︸︸ ︷
+(ν2Q/32νL) sin2 θ

[
{102m(m− 1)− 18I(I + 1) + 39} cos2 θ

(
1 +

2

3
η cos 2φ

)
− {6m(m− 1)− 2I(I + 1) + 3}

(
1− 2

3
η cos 2φ

)]
+
η2

72

ν2Q
νL

[
24m(m− 1)− 4I(I + 1) + 9− {30m(m− 1)− 2I(I + 1) + 12} cos2 θ]

− {51

2
m(m− 1)− 9

4
I(I + 1) +

39

4
} cos2 2φ sin4 θ

]
.

(2.15)

Here, θ and φ are Euler angles that de�ne the �eld direction with respect to the principal axes: When

B is parallel to Z then θ = 0◦, and if B is parallel to Y then θ = 90◦&φ = 0◦.

The directions of principal axes X,Y, Z can di�er from one local environment to the next, so the angles

θ & φ are not necessarily the same for all local environments. An example is shown in Fig. 2.3a: The

CuO2-plane of YBCO is sketched where nuclei at O(2) and O(3)-sites experience di�erent EFGs due

to the p-orbitals along the CuO-bonds. As expected from the symmetry of the p-orbital, the principal

axis Z is directed along the bond. O(2) and O(3) sites have rather di�erent angle dependencies as the

�eld is tiled progressively from the c-axis towards the b-axis, see Fig. 2.3b.

Constraints for 8-peak �tting

In case of I = 5/2, the spectrum consists of a central line and two pairs of satellites. The 2nd-

order quadrupole interaction a�ects inner and outer satellites di�erently, so the separation between

neigbouring satellites is not the same on the low-frequency side and on the high-frequency side. When

all four satellites of two di�erent 17O-sites are �tted (8-peak �tting), a constraint that remains true is

(fHF2 − fLF2)/(fHF1 − fLF1) = 2

If the two sites have very similar environments, then their 2nd-order quadrupole shifts can be assumed

to be equal. This has been used as a constraint to �t low-�eld spectra of partially overlapping O(3E)

& O(3F) (Fig. 3.7), as well as high �eld spectra where O(2) satellites split into O(2A) & O(2B), see

Fig. 3.29.
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Figure 2.3: a): Sketch of the CuO2-plane with the local environments of Cu(2) and O(2) & O(3). p-orbitals

along the CuO-bonds determine the direction of the principal axes (X,Y, Z) of the O-sites. Z is along the bond

for both sites. b): Angle dependence of the 17O-NMR spectrum of the O(2) & O(3) sites of the CuO2-plane of

YBCO at B=15 T progressively tilted from c to b, calculated from eq. 2.15 for I = 5/2 with experimentally

determined parameters (νQ, η and K) from YBCO6.56. Spectra overlap for B ‖ c since the c-axis corresponds

to X for both O(2) & O(3). When B ‖ b, the �eld is along Z for the O(3) sites (maximal separation of

satellites = νQ) and along Y for O(2).
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Key message

Since magnetic interactions couple to electronic spin degrees of freedom while quadrupole interactions

results from couplings to the charge environment, NMR is in principle able to distinguish between

charge and spin ordering phenomena.
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Chapter 3

17O-NMR of charge ordered YBa2Cu3Oy

After the initial discovery of the long-ranged 3D CDW phase in high magnetic �elds using 63Cu-NMR,

the attention has shifted progressively from 63Cu to 17O. Two reasons can be given: Firstly, the spin-

spin relaxation time T2 is an order of magnitude longer on O than on Cu in the CuO2-plane, so

17O-NMR su�ers much less from the wipe-out e�ect. Secondly, the quadrupole frequencies νQ of the

respective O and Cu-sites in the CuO2-planes are approximately 1 MHz and 30 MHz, so recording

17O-spectra is more e�cient, since the frequency range is smaller.

In this chapter 17O-spectra of charge ordered YBCO are presented. Detailed analysis of the linewidths

and lineshapes allows to deduce information about short-range and long-range CDW phases. In the

short-range CDW phase the lineshapes are simple, so the essential information about the CDW comes

from the linewidths. This is the �rst part.

Lineshapes become more interesting in the long-ranged CDW phase in high �elds. In the second part

of this chapter, a detailed study of the �eld-induced line-splitting gives new insight into the period of

the charge density modulation and highlights the role of discommensurations.

3.1 NMR linewidth and the short-range 2D CDW

3.1.1 The 17O-NMR spectrum of the O-II sample

Since every local O-site will contribute �ve peaks to the NMR spectrum the �rst task is to identify

which peaks belong to the same local site. As the analysis of 17O-spectra is a substantial part of

this manuscript, it is helpful to see how quadrupolar and magnetic (Knight shift) interactions a�ect

the spectra of a particularly clean sample with O-II chain ordering. To 1stst order, the quadrupolar

interaction leads to a symmetric spectrum. However, as the Knight shifts di�er, the center of gravity

is not the same for all sets of peaks belonging to di�erent sites. As a consequence, peaks that are well

resolved on one side of the spectrum can overlap on the opposite. This is exactly what happens for
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Figure 3.1: High T 17O spectrum distinguishing O(2) sites(bonds along a-axis) and O(3E/F) sites (bonds

along b-axis). O(2) sites appear as single symmetric peaks, O(3E/F) form two sites O(3E) and O(3F) that

are well resolved on the low frequency side of the spectrum but partially overlap on the high frequency side.

To 1st order, the central peaks for O(2), O(3E/F) and O(1) (chain oxygen) and O4(E/F) (apical oxygens) are

separated due to di�erences in the respective Knight shifts.

the O(3E) and O(3F) sites in the spectrum in Fig. 3.1.

The outermost low-frequency satellites (LF2) of O(3F) and O(3E) are well separated and two peaks

are easily visible, but on the opposite, high-frequency side of the spectrum (HF2) there is only one

peak visible for O(3F/E). The origin lies in the di�erences in Knight shifts and e�ective quadrupole

frequencies for O(3E) and O(3F). As O(3E) and O(3F) experience di�erent electric �eld gradients due

to either oxygen-full or oxygen-depeleted CuO chains running above the CuO2-plane, their e�ective

(angle-dependent) quadrupole frequencies νquad(φ) di�er. At this particular orientation with respect

to the magnetic �eld one �nds experimentally that νquad,O(3F) > νquad,O(3E). In addition, the central

peak of O(3F) has a lower frequency than O(3E), which implies that O(3F) has a smaller Knight shift,

KO(3E) < KO(3E)(see Fig. 3.1). Due to the Knight shift all O(3E) peaks are slightly shifted to higher
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Figure 3.2: a-e): Sketches to explain why O(3E) and O(3F) overlap on the high frequency side (HF1 & HF2)

but not on the low frequency side (LF2 & LF1) as found in e). a): Sketch of NMR spectrum for I = 5
2 as in

the case on 17O for a single site with transitions separated by quadrupole frequency νquad. b): If there are two

distinct sites, more speci�cally, O(3F) in red and O(3E) in green with νquad,O(3F) > νquad,O(3E), then satellites

of O(3F) will lie further outward than satellites of O(3E). Notice that the central line does not distinguish

quadrupolar environments to 1st order. Also, the di�erence between two sites is twice as visible on outer

satellites (LF2 & HF2) compared to inner satellites (LF1 & HF1). c): Considering di�erences in the Knight

shifts, KO(3E) > KO(3F) (indicated by a longer green and a shorter red arrow, respectively), leads to positive

shift of all O(3E) peaks, with respect to O(3F). d): Taken together quadrupolar and Knight shifts lead to the

�nal spectrum: The central line splits due to di�erent Knight shifts and HF2 satellites of O(3E) and O(3F)

nearly fully overlap on the high frequency side, but are well separated on the low frequency side. e): O(3E)

& O(3F) satellite peaks from Fig. 3.1, including Gaussian �ts for all O(3) satellites. HF2 of O(3E/F) overlap

partially with HF1 of the apical oxygen site O(4E), coloured in grey.

frequencies with respect to O(3F). Fig. 3.2 visualises step by step how these di�erences in quadrupole

frequencies and Knight shifts lead to overlap on the high-frequency side of the spectrum, but not on

the other.

The peak widths of the O(2) site of the O-II sample

So far, the position of NMR peaks have been discussed but their individual widths have been neglected.

However, similar mechanisms of coupled quadrupolar shifts and Knight shifts are also responsible for

the widths of the respective peaks. Since each peak results from the summed NMR intensity of a

macroscopic number of nuclei, the peak's width can be understood as the width of the histogram

or distribution of individual nuclei. Each nucleus possesses its own quadrupole frequency νquad and

Knight shift K.

In the following, the focus will be on the widths of O(2) satellites, i.e. satellites belonging to the oxygen
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on bonds along the a-axis because in an idealised O-II crystal all O(2) are identical. Experimentally,

one �nds that satellites have Lorentzian lineshapes and similarly small widths at room temperature,

but develop Gaussian broadening upon cooling. To �t the entire continuous lineshape evolution from

Lorentzians to Gaussians, we utilise the Voigt lineshape. The Voigt lineshape is a convolution of

Lorentz and Gauss and by increasing the Gaussian full width at half maximum (FWHM), wG, the

initial Lorentzian becomes a Gaussian.

fVoigt(x) = (fLorentz ? fGauss)(x) = A
2 ln 2

π
3
2

wL
wG

∫ ∞
−∞

e−t
2

(
√

ln 2wLwG )2 + (
√

4 ln 2x−xcwG
− t)2

dt (3.1)

using

fLorentz(x) =
2A

π

wL
4(x− xc)2 + w2

L

(3.1a)

fGauss(x) =

√
4 ln 2

π

e
− 4 ln 2

w2
G

x2

wG
. (3.1b)

There is no analytical expression for the FWHM of the Voigt lineshape but there is a simple

approximate expression[120]:

wVoigt = 0.5346wL +
√

0.2166w2
L + w2

G . (3.2)

As the convolution in 3.1 is computationally more demanding, an alternative to the Voigt lineshape

is the Pseudo-Voigt lineshape, which simply sums a Lorentzian and a Gaussian with weights m and

1−m, respectively:

fPseudo−Voigt(x) = A
[
m · 2

π

w

4(x− xc)2 + w2
+ (1−m) ·

√
4 ln 2

πw
e−

4 ln 2
w2 (x−xc)2

]
(3.3)

The advantage of Eq. 3.3 is that there is only one width parameter w that corresponds the FWHM.

Interestingly, the Pseudo-Voigt is able to �t Voigt lineshapes very well, so both the Voigt as well as

the Pseudo-Voigt lineshapes �t the O(2) satellites very well. Their T -dependence is reproduced in

Fig. 3.3. The widths of this O-II sample (y=6.56, p=0.109) have already been measured and analysed

by Wu et al.[87]. However, the O-II data that has been acquired at 10 T is recent and was taken after

the measurements of O-II under hydrostatic pressure, to allow for the comparison of spectra with and

without pressure in the same conditions. To have higher signal-to-noise ratios measurement times have

been longer and additionally the T -range has been extend below Tc where the line broadening had not

been studied extensively.

This abstract serves on the one hand to summarise previous results, as they build the basis of the

understanding, and on the other hand, to re�ne the analysis in certain aspects.
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Figure 3.3: T -dependence of O(2)(bonds along a-axis) satellites' FWHM for B=10 T tilted by 18◦ o� the

c-axis towards b. FWHM is determined by �tting to Voigt lineshapes. Lines are guides to the eye.

Remarkably, the high T linewidths are small and very similar for all satellites which indicates

that the main contribution to the high T width is of magnetic origin, meaning that it comes from

a distribution of Knight shifts. The distribution is small with respect to the average Knight shift

(δνmag,0/K(280 K ) ≈ 7%). If there had been a substantial quadrupolar broadening then the outer

satellites, LF2 & HF2, should be up to twice as broad as the inner satellites, LF1 & HF1. The

absence of quadrupolar broadening signals the high quality of the sample since any structural or

chemical inhomogeneity would have led to broader outer satellites. This reasoning is also con�rmed

by an equally narrow central line, but in this �eld orientation the central lines of di�erent local O-sites

overlap, so the width of the central line could not be determined with the same precision as for the

well-resolved satellites.

Below T ≈ 200 K the satellites start to broaden in a complicated way. The broadening is neither of

purely magnetic origin, since purely magnetic broadening increases all satellites' widths equally, nor of

purely quadrupolar origin, since HF2 and LF2 (as well as HF1 and LF1) do not broaden symmetric-

ally. Wu et al. have proposed a simple model for the widths which includes both quadrupolar δνquad
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Figure 3.4: Sketch of the behaviour of the 17O spectrum for a single local site subject to quadrupole and

correlated magnetic broadening. a): Idealised spectrum with �ve transitions separated by a unique e�ective

quadrupole frequency νquad. b): Considering a discrete distribution of three e�ective quadrupole frequencies

νquad,red > νquad > νquad,green does not a�ect the central transition to 1st order but broadens outer and inner

satellites symmetrically. c): Allowing for a distribution of Knight shifts, Kred > Kaverage > Kgreen, where larger

K is correlated with larger νquad, leads to asymmetric broadening of the spectrum: wHF2 > wLF2, as well as

wHF1 > wLF1. Larger Knight shift shifts stronger to higher frequencies, as indicated by the coloured dashed

lines. d): If the distribution of e�ective quadrupole frequencies is continuous then the resulting spectrum is

smooth, but it still shows the same asymmetry as c).

and magnetic broadening δνmag and in addition distinguishes two types of magnetic contributions: An

uncorrelated magnetic contribution δνmag,0 that is responsible for the �nite width at high temperature

but is otherwise weakly T -dependent and a second magnetic contribution, δνmag,c, which is correlated

with δνquad [87]. Fig. 3.4 serves to visualise how these three ingredients manage to broaden the O(2)

peaks in an asymmetric way.

In this �gure one can see in which way δνmag,c is correlated to δνquad: The red contribution to the

NMR intensity, which has the larger e�ective quadrupole frequency νquad,red, also has the larger Knight

shift Kred. Simultaneously, the smaller e�ective quadrupole frequency νquad,green correlates with the

smaller Knight shift Kgreen and as a result satellite peaks on the high frequency side of the spectrum

are broader than their counterparts on the low frequency side. Had the correlation between νquad and

K been reversed, then the resulting spectrum would be equally asymmetric, with the sole di�erence

that the low frequency side would be broader than the high frequency side, i.e. wLF2 > wHF2, as well

as wLF1 > wHF1. The fact that the experimental spectrum of O(2) is asymmetric and that the high
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frequency satellites are broader, necessarily implies that the larger νquad correlates with larger K.

Modeling of the peak broadening

To formulate this mechanism mathematically, an additional consideration is necessary. From Fig. 3.4

one can see that, for example in HF1, δνquad and δνmag,c both increase the width. However, it is

not clear how these two broadening contributions add up to the resulting total width. One might

sum linearly, or sum the squares, or imagine more complicated mechanisms. Experimentally, the

peaks are well described by the Voigt lineshape. At high T one �nds wL � wG and with cooling

the Gaussian width wG increases strongly until the opposite limit wL � wG is reached. Thus the

additional broadening due to δνquad and δνmag,c is mainly of Gaussian character and as Gaussian

widths are summed in squares, the resulting formulae to calculate the total widths are the following:

wHF2 =
√

(2δνquad + δνmag,c)2 + δν2mag,0 (3.4a)

wHF1 =
√

(δνquad + δνmag,c)2 + δν2mag,0 (3.4b)

wcentral =
√
δν2mag,c + δν2mag,0 (3.4c)

wLF1 =
√

(δνquad − δνmag,c)2 + δν2mag,0 (3.4d)

wLF2 =
√

(2δνquad − δνmag,c)2 + δν2mag,0 (3.4e)

Summing (or subtracting) δνquad and δνmag,c before taking the square of the sum (di�erence) is essential

to capture the e�ect of the correlation between quadrupole and magnetic e�ects.

Here the simpli�cation is made that the uncorrelated magnetic broadening δνmag,0 also has Gaussian

character, which is not correct since high T line shapes are Lorentzians. At lower T where most of

the broadening comes from δνquad and δνmag,c this is not an issue, but especially at high T this model

is not very adequate to determine small contributions from δνquad, so error bars tend to be relatively

large at high T as can be seen in Fig. 3.6a. This set of �ve equations with only three parameters

δνquad, δνmag,c and δνmag,0 is over-determined and does not necessarily have a solution. Even if two

equations are discarded there still does not need to be a solution because the equations are non-linear.

Simple algebra allows to verify that if a solution exists, the following dimensionless equation must be

true:
w2
HF2 − w2

LF2

w2
HF1 − w2

LF1

= 2 (3.5)

The left side of this equation can be calculated from the data and compared with the expected value

of 2, as shown in Fig. 3.5. Evidently, eq. 3.5 is never exactly ful�lled, so the set of equations cannot

be numerically solved for the measured widths. However, within error bar this equation is mostly

veri�ed. It is very sensitive to the satellite widths when the widths become small, so error bars are
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bars are large where the di�erences of widths are small. The dotted grey line marks the value 2. When Eq. 3.5

is valid broadening parameters can be determined reliably.

very large at high T , although the uncertainty in the widths themselves never surpasses 1 kHz in the �ts.

Although there is no unique way to �nd an approximate solution, an elegant way to determine

the broadening parameters is to combine the eqs. 3.4a to 3.4d in symmetric ways to �nd analytic

expressions for δνquad and δνmag,c
1.

δνquad =

√
w2
HF2 + w2

LF2 − w2
HF1 − w2

LF1

6
(3.6a)

δνmag,c =
w2
HF1 − w2

LF1

4δνquad
(3.6b)

δνmag,0 =

√
w2
HF2 + w2

LF2 + w2
HF1 + w2

LF1 − 10δν2quad − 4δν2mag,c

4
(3.6c)

As soon as δνquad and δνmag,c have been determined, the remaining parameter is the uncorrelated

magnetic broadening δνmag,0. Using any of eqs. 3.4a to 3.4d allows to determine δνmag,0 from a single

width, but as δνmag,0 can vary somewhat from one width to the other, it is best to calculate the average

δνmag,0 using all available widths, as done in eqs. 3.6c. It should be repeated that there is no unique

way to determine the broadening parameters but, independently of the particular chosen procedure,

the resulting broadening parameters are expected to be consistent within error bars resulting from

the experimental uncertainty of the measured widths. Fig. 3.6 shows the quadrupole and magnetic

broadenings.

1The correlated magnetic broadening can also be determined for the outer satellites by δνmag,c =
w2

HF2−w
2
LF2

8δνquad
and as

long as the left-hand side of eq. 3.5 is close to 2 the result will be close to equal for inner and outer satellites. However,

as inner satellites have stronger intensity, using eq. 3.6b is more reliable.
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(red circles) calculated by Eq. 3.6c and Eq. 3.6b, respectively. Lines are guides to the eye. Blue shaded region

in a) and b) indicates the superconducting phase at B =0 T.

Discussion of broadening contributions

Quadrupole broadening δνquad

The quadrupole broadening has been discussed in depth by Wu et al. [87]. For the sake of completeness

three aspects should be highlighted that established the quadrupole broadening as a direct probe of

the short-ranged 2D CDW: Firstly, since the broadening is quadrupolar it must come from some sort

of inhomogeneity that can modify the electric �eld gradient (EFG). The EFG is sensitive to anything

that a�ects the local charge environment of the nuclei, either structural variations like variations of

ionic positions or chemical inhomogeneity like variations of the local hole doping. Both make unit

cells inequivalent and structural and chemical inhomogeneities can, of course, be coupled. In principle,

the inhomogeneity can be ordered and periodic or disordered and random. Disorder is T -independent,

since if there are for example impurities, then these will be there at any T , unless there is atomic

motion like in ionic conductors, which is not the case in YBCO below ambient T [121, 122]. In fact

- this is the second point - the quadrupole broadening is very small at high T , so structural and

chemical inhomogeneities are small. With cooling towards Tc the quadrupole broadening increases

strongly. The fact that the quadrupole broadening sets in and grows upon cooling signals an electronic

instability. Thirdly, the growing quadrupole broadening perfectly correlates with the T -dependence of

XRD intensity above Tc (see ref. [87] Fig. 4a for O-II and Fig. 3.13a of this manuscript for O-VIII)

and below Tc the XRD intensity and δνquad show the same T - and magnetic �eld B-dependence due

to the competition with superconductivity (SC), suggesting that the quadrupole broadening is simply
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another way to probe the short-ranged 2D CDW modulation extensively studied by X-ray di�raction

techniques. A very important contribution from NMR is that the underlying charge order must be

static on the NMR-timescale which is as low as 10 kHz as given by the typical line width in this case.

If faster �uctuations were present, then these would be averaged out in the NMR experiment but could

contribute to the XRD intensity. The XRD intensity would have a higher onset temperature, which is

not the case.

The quadrupole broadening depicted in Fig. 3.6a has been measured with �nite �eld and since B =10 T

is su�cient to partially suppress SC, the quadrupole broadening grows below the zero-�eld Tc. However,

the growth of the quadrupole broadening below Tc is slowed and stagnates before decreasing at very

low T .

Uncorrelated magnetic broadening δνmag,0

The response to SC is more dramatic in the magnetic broadenings, δνmag,0 and δνmag,c, shown in Fig.

3.6b . δνmag,0, which dominates the width at high T , shows only a very weak increase with cooling in

the entire normal state, but a rapid increase appears below 25 K. This rapid increase is likely not due to

a growing distribution of Knight shifts but rather due to vortex broadening below the vortex melting

temperature Tvs at which the vortex lattice freezes [57, 93]. Vortex broadening is identical on all

satellites and is not coupled to the quadrupole broadening, so it has to appear as a contribution of the

uncoupled magnetic broadening δνmag,0. In YBCO7, using 17O-NMR, the vortex broadening has been

found to give an additive contribution to the broadening of the in-plane oxygen sites [123]. In YBCO7

the vortex broadening is of the order of 50 kHz, much larger than the rapidly growing contribution

to δνmag,0 in Fig. 3.6b. As vortex broadening is roughly proportional to Hc2 [124] and given the

large di�erence in to Hc2 values for the YBCO6.56 and the YBCO7 (Hc2(y = 7)/Hc2(y = 6.56) ≈ 6)

samples[38] a vortex broadening of around 5-10 kHz appears reasonable. The weak increase of δνmag,0

already visible far above Tc is possibly due to weak magnetic correlations that exist at all dopings in

YBCO. Anti-ferromagnetic correlations exist both in the SC state and in the normal state and can be

brought to evidence by only small concentrations of Zn-doping [123, 125].

Correlated magnetic broadening δνmag,c

δνmag,c has a very interesting behaviour. It starts to grow simultaneously with the quadrupole broad-

ening but it does not scale simply with δνquad for T > Tc, since the slope of δνquad tends to diverge

towards Tc whereas δνmag,c increases just linearly. The contrast becomes much more dramatic below

Tc. δνmag,c is very sensitive to SC and starts to drop very rapidly even before reaching Tvs. This rapid

drop has not been reported by Wu et al., since the broadening had not been studied below Tc. However,
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Figure 3.7: O-II samples O(3) satellites at 62 K with 12 T applied parallel to a-axis. Widths and areas for

same satellites of O(3E) & O(3F) are constrained to be equal (wO(3E),LF2 = wO(3F),LF2 etc.) and are plotted

on the same scale ∆f . The free �t (�lled areas) leads to wHF1 > wLF1 but enforcing wHF1 = wLF1 leads to an

equally good �t. This is shown by the narrower empty peaks on HF1 that add up to the blue envelope.

a simple explanation for the origin of δνmag,c in the normal state has been given and can naturally

be extended to the SC state. Naively one would assume that if there is a CDW that modulates the

charge density and consequently the hole doping, then nuclei close to maxima of the modulation would

not only experience a higher EFG2 but also a higher Knight shift, since both EFG and Knight shift

increase with doping. While δνquad still grows below the zero-�eld Tc and develops something like a

plateau, δνmag,c must decrease since the ground state at T=0 is a condensate of Cooper pairs with

total S=0 and thus Kspin(T = 0)=0. So if there had been no SC then δνmag,c would have followed the

T -dependence of δνquad.

2In principle, if the nucleus is surrounded by completely �lled shells its EFG is zero. With increasing hole doping the

�lling of the shells decreases, so the EFG increases.
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The peak widths of the O(3) site of the O-II sample

The discussion has so far focused on the O(2) site and shall now be extended to the O(3) sites on bonds

along the b-axis. In Figs. 3.1 & 3.2 is has been shown that for O(3E) and O(3F) sites the high frequency

satellites (HF1 and HF2) overlap, so it is not possible to determine all satellite widths as precisely

as for O(2). Applying the �eld parallel to the a-axis, as presented in Fig. 3.7, could permit Tao Wu

to at least additionally resolve HF2 for O(3E) and O(3F). In this orientation it is quite evident that

the widths of LF2 and HF2 are very similar. In Fig. 3.7 two �ts are made for the overlapping HF1

satellites: An unconstrained �t gives wHF1=15 kHz > 10 kHz=wLF1 but if constraining wHF1 = wLF1

it also describes the data well. The symmetric widths for high and low satellites have the implication

that δνmag,c ≈ 0 at T=62 K, a temperature for which O(2) widths are most asymmetric due to large

δνmag,c. This is very surprising since one would expect that the CDW modulation a�ects O(2) and

O(3) sites in the same way. The absence of correlated magnetic broadening does not imply that there

is no quadrupole broadening as the outer satellites are broader than the inner satellites. Assuming that

δνmag,c ≈ 0 is a general property of O(3) sites, spectra of O(3) sites have been �t using the constraints

wHF1 = wLF1 & wHF2 = wLF2 to reduce the uncertainty of the �tting. In Fig. 3.8 results of this

�tting are presented which show that O(2) and O(3) sites broaden in similar ways, with the peculiar

exception that δνmag,c ≈ 0 for O(3).

The origin of the absence of δνmag,c in case of O(3) could, so far, not be determined experimentally

but a recent numerical simulation by Atkinson et al. based on a multiorbital model with a Fermi

surface that has been reconstructed by staggered (anti-ferromagnetic) moments on the Cu sites has

reproduced magnetic and quadrupolar broadenings on O(2) and O(3) by calculating the local density of

states (LDOS) and the charge densities [126]. Within their model, the authors correctly deduced a long-

ranged uniaxial CDW along the b-axis and also predict that magnetic broadening deduced from the

LDOS is site-dependent. However, in the simulation O(3) sites are found to have a stronger magnetic

broadening, not O(2) sites, as has been determined experimentally from NMR. In the simulation the

underlying lattice is tetragonal and orthorhombicity, making O(2) and O(3) inequivalent, is included

through stronger hopping along the b-axis. Disorder, which is relevant to pin CDW �uctuations at high

T enters isotropically. One could speculate that the additional use of anisotropic disorder potentials,

better mimicking the e�ect of disorder coming from the CuO chains, could a�ect which site, O(2) or

O(3), has more magnetic broadening without changing the direction of the uniaxial modulation along

the b-axis.
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Figure 3.8: a):Dimensionless quadrupole broadening δνquad
νquad

of O(2) (�lled circles) & O(3) sites (empty circles).

To compare the quadrupole broadening for both sites it has to be rescaled by the e�ective quadrupole frequency

νquad to account to 1st order for the angle dependence of δνquad. Considering that δνquad
νquad

of O(3) has a larger

o�set at high T than O(2) the quadrupole broadening can be scaled for O(2) and O(3) sites. The blue line is

a universal guide to the eye. b) Uncorrelated magnetic broadening δνmag,0 of O(2) (�lled squares) & O(3) sites

(empty squares). Within experimental uncertainty, above Tc O(2) and O(3) have the same δνmag,0. Due to

excessive uncertainty in the widths of O(3) for most T < Tc, νmag,0 cannot be reliably determined for O(3) and

is only shown for the lowest T of 15 K. Its high value shows that δνmag,0 of O(3) sites increases, presumably,

due to vortex broadening at low T , as has been found for O(2).
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Figure 3.9: a,b): Inequivalent O and Cu in-plane sites for idealised O-II and O-VIII chain ordering where

oxygen-�lled and oxygen-de�cient chains run along the b-axis. Grey rectangles indicate the unit cell of the chain

ordered superstructure. Blue sites (Cu(2F) & O(3F)) are situated below oxygen-�lled chains, red sites (Cu(2E)

& O(3E)) reside below oxygen-de�cient chains. For O-II, all O(2) sites are equivalent, in between a �lled and

an empty chain. In O-VIII, there are more types of O(2): O(2FF), marked in green, situated in between two

�lled chains and O(2EF), in white, between an empty and a �lled chain. More precisely one can distinguish

two O(2EF) sites by considering not only neighbouring but also next-neighbouring chains: O(2EF) has two

�lled next-neighbouring chains, O(2EF)∗ one �lled and one empty next-neighbouring chain. O(2FF) always

has empty next-neighbouring chains. If we consider neighbouring and next-neighbouring chains environments,

there are also multiple inequivalent O(3E) and O(3F) sites. Figs. 3.9(a,b) are reproduced from ref. [87]. c):

Phase diagram of chain ordering superstructures as a function of chain-oxygen concentration x (reproduced

from ref. [24]). Tc is the temperature above which there are no chain superstructures, measured in ◦C.

3.1.2 Quadrupole broadening of the O-VIII sample

Structure and spectrum

The more complicated chain structure of O-VIII leads to a larger number of inequivalent local sites

than in case of O-II. The analysis of the spectra is complicated because these sites overlap partially. A

full spectrum at high T is shown in Fig. 3.10. Four di�erent in-plane sites can be distinguished but the

focus will be on O(3F) only, because other peaks are either less intense (O(2FF)) or contain multiple

local environments (O(2EF) & O(3E)) which makes the determination of the quadrupole broadening

unfeasible.



47

8 5 8 6 8 7 8 8
0 . 0 0

0 . 0 1

0 . 0 2

0 . 0 3

H F 2H F 1c e n t r a lL F 2

O ( 4 F )

O ( 4 F )

O ( 4 E )O ( 4 E )

O ( 1 )

O ( 1 )
O ( 4 F )

O ( 4 F )

O ( 4 F )

17
O 

NM
R i

nte
ns

ity 
(ar

b. 
un

its)

f  ( M H z )

i n  p l a n e  s i t e s :
O ( 3 F )
O ( 3 E )
O ( 2 F F )
O ( 2 E F )

+ O ( 1 )

O - V I I I  s p e c t r u m
    2 4 8  K   1 5  T
    B  b - a x i s

L F 1

Figure 3.10: High T 17O spectrum of a O-VIII sample. Only �ts of in-plane peaks are coloured. O(3F) &

O(3E) have area ratio 1.25 : 1, O(2EF) & O(2FF) have area ratio 2 : 1. Apical peaks O(4F) are situated below

oxygen-�lled chains, O(4E) sit below empty chains. Due to fast repetition O(4E) sites are not relaxed and have

weak intensities. O(1) belongs to in-chain oxygen sites.



48

0 5 0 1 0 0 1 5 0 2 0 0 2 5 00

2 0

4 0

6 0

8 0

1 0 0

1 2 0

L F 1

H F 1

L F 2

O - V I I I  w i d t h s
O ( 3 F )  s a t e l l i t e s
B  =  1 5  T     
B  | |  b - a x i s

wid
ths

 (k
Hz

)

T  ( K )

T c

H F 2

a )

0 5 0 1 0 0 1 5 0 2 0 0 2 5 00

2 0

4 0

6 0

8 0

1 0 0

1 2 0

wid
ths

 (k
Hz

)

T  ( K )

H F 2

T c

H F 1

L F 2

L F 1

O - V I I I  w i d t h s
O ( 3 E )  s a t e l l i t e s
B  =  1 5  T     
B  | |  b - a x i s

b )

Figure 3.11: a): T -dependence of O(3F) satellites' FWHM. b): T -dependence of O(3E) satellites' FWHM.

Spectra were measured at B=15 T along the b-axis. FWHM is determined by �tting to Gaussian lineshapes.

Lines are guides to the eye. Below Tc the NMR-signal is rapidly lost in this �eld-orientation.

Peak widths of O(3) sites of the O-VIII sample

In the determination of the quadrupole broadening it is essential that the satellite peaks' widths for a

particular in-plane site can be �t reliably. It is essential that the peak belongs to only one particular

local site, as is the case for O(2) in the previously discussed O-II sample. However, if disorder broadens

the peaks it is possible that what appears to be one peak actually belongs to two inequivalent sites, with

di�erent e�ective quadrupole frequencies (νquad,1 6= νquad,2) and di�erent Knight shifts (K1 6= K2).

Consequently, the associated peak widths can vary with T due to T -dependent di�erences in quadrupole

frequencies and Knight shift. Quadrupole frequencies are only weakly T -dependent, so the main e�ect

comes from the strongly T -dependent Knight shift [44]. As the pseudogap causes each site's Knight

shift to decrease with cooling, all di�erences in Knight shifts tend to decrease, making peaks sharper

and more symmetric [127]. In fact, peaks that narrow upon coolingare likely to incorporate two (or

more) inequivalent local sites.

Fig. 3.11 shows the T -dependence of the satellites' FWHM for O(3F) and O(3E). Although O(3E) and

O(3F) are expected to have similar widths, O(3E) satellite widths have a non-monotonic T -dependence,

while in case of O(3F) all satellites broaden with cooling, as has been found for O(2) sites in O-II.

The T -dependence of O(3E)'s widths is complicated but can be explained by two or more inequivalent

sites inside each O(3E) satellite. Oppositely to the situation described by Fig. 3.2 inequivalent sites

overlap more for LF2 & LF1 than HF2 & HF1 at high T . With cooling, the Knight shift di�erence

decreases and all peaks narrow before they begin to broaden strongly below 100-120 K due to the

intrinsic broadening coming from the short-ranged CDW. Given the absence of an particular feature
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in the lineshape (shoulder or splitting), determining the individual widths of the inequivalent sites

of O(3E) is not possible. Understanding the behaviour of widths of peaks that incorporate multiple

inequivalent sites is important in the broader context of 17O-NMR in cuprates. In Hg1201 similar

T -dependence of the broad satellite widths occurs but instead of associating it with inequivalent local

sites due to disorder, Lee et al. interpreted it as a combination of spin and charge modulations [128].

However, we note that these modulations are B-independent up to 30 T and T -independent up to

400 K. Consequently, the broadening is likely to be the result of structural disorder.

Modeling the peak widths of the O(3F) site

O(3F) widths do not show any narrowing at high T , so the set of satellite peaks associated with O(3F)

belongs to a much cleaner local environment. However,there remains some width di�erence between

high and low frequency satellites at high T , unlike in O-II, so there must still be some signi�cant

disorder associated with this site. Visibly, at high T the outer satellites LF2 & HF2 are the broadest.

This indicates that there is some �nite quadrupole broadening δνquad,0 that was negligible in O-II. If

the disorder is due to structural or chemical (doping) inhomogeneity, then δνquad,0 should be largely

T -independent. To be distinguished from δνquad,0 the T -dependent quadrupole broadening due to the

short-ranged CDW will be called δνquad,c. Assuming that the T -independent contribution δνquad,0 has

Gaussian character, the equations 3.4a to 3.4e for the satellite widths are thus modi�ed to the following

set of equations:

wHF2 =
√

(2δνquad,c + δνmag,c)2 + δν2mag,0 + (2δνquad,0)2 (3.7a)

wHF1 =
√

(δνquad,c + δνmag,c)2 + δν2mag,0 + δν2quad,0 (3.7b)

wcentral =
√
δν2mag,c + δν2mag,0 (3.7c)

wLF1 =
√

(δνquad,c − δνmag,c)2 + δν2mag,0 + δν2quad,0 (3.7d)

wLF2 =
√

(2δνquad,c − δνmag,c)2 + δν2mag,0 + (2δνquad,0)2 (3.7e)

Determining the magnetic broadening contributions becomes increasingly di�cult but eq. 3.6a used

to determine the quadrupole broadening changes only slightly:

δνquad,tot(T ) =
√
δνquad,c(T )2 + δν2quad,0 =

√
w2
HF2 + w2

LF2 − w2
HF1 − w2

LF1

6
(3.8)

In eq. 3.8 the T -dependence of δνquad,c has been explicitly added, since it is expected to be responsible

for entire T -dependence of the total quadrupole broadening. Fig. 3.12a shows the total quadrupole

broadening of O(3F), as determined by eq. 3.8. The e�ect of δνquad,0 is not additive, so if δνquad,0

increases it does not simply shift a T -independent baseline upwards. The functional form of the total

quadrupole broadening appears to change as δνquad,0 increases. This is shown in Fig. 3.12b. For
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Figure 3.12: a): T -dependence total quadrupole broadening of the O(3F) site. b): Visualisation of how the

total quadrupole broadening δνquad,tot is a�ected by di�erent values for the T -independent δνquad,0, assuming

that the T -dependent δνquad,c follows a Curie-Weiss behaviour. Increasing δνquad,0 leads to the impression

that there is a decreasing onset temperature for the quadrupole broadening, although in principle Curie-Weiss

behaviour has no onset.

illustrational purposes one can assume δνquad,c(T ) to follow a Curie-Weiss behaviour (which thus has

no onset temperature), but as δνquad,0 increases, the resulting total quadrupole broadening loses the

appearance of Curie-Weiss behaviour but appears to be rather �at at high T , giving the impression of

an onset T . The larger δνquad,0 gets, the lower the onset temperature of CDW correlations appears

to be. As a result, the larger the T -independent quadrupole broadening resulting from disorder is,

the more di�cult it becomes to determine the T -dependent quadrupole broadening due to the CDW

correlations.

Comparison with XRD

At this point it is interesting to compare the total quadrupole broadening determined for the O(3F)

site with the XRD intensity measured in a O-VIII sample of very similar doping by Chang et al. [15].

In XRD, intensity due to the CDW grows upon cooling on top of a weakly T -dependent background

coming from the chain superstructure that is subtracted. It is reasonable to subtract the background

since XRD intensities are additive. Wu et al. have shown that the XRD intensity scales very well with

total quadrupole broadening of the O(2) site in the O-II sample, which is only very weakly a�ected by

a small δνquad,0.

For O-VIII, this scaling is shown in Fig. 3.13a using δνquad,tot of O(3F) and the XRD intensity at

wave vector Q=(1.695,0,0.5) at B=0 T. The comparison is made with the zero-�eld XRD intensity
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Figure 3.13: a): T -dependence total of the quadrupole broadening of the O(3F) site scaled to the XRD

zero-�eld intensity of the CDW modulation with Q=(1.695,0,0.5) for a similar O-VIII sample. XRD intensity

is reproduced from ref. [15] and is shown in panel b). Here di�erent �elds are applied along the c-axis.

since the quadrupole broadening has been measured with an in-plane �eld of 15 T which suppresses

superconductivity only very weakly. This is con�rmed by the peak in δνquad,tot close to Tc and the

rapid loss of NMR intensity below Tc due to entrance into the vortex solid phase. Above Tc XRD

intensity is �eld-independent, so intensities at �nite �eld are also used for the scaling. Fig. 3.13a shows

that this scaling appears to work for the O-VIII sample although larger δνquad,0 could have a�ected

the T -dependence of the total quadrupole broadening. However, due to substantial experimental

uncertainty in the quadrupole broadening it is di�cult to determine whether δνquad,c(T ) would have

scaled better or worse to the XRD intensity after correcting for δνquad,0. In any case, there is no doubt

that short-ranged CDW correlations induce T -dependent quadrupole broadening in the 17O-spectra of

the O-VIII sample although overlap of peaks belonging to di�erent sites makes the determination of

the quadrupole broadening less precise than for the O-II sample.

Comparison of the O-II & O-VIII samples

It would be desirable to compare the strength of the quadrupole broadening in the O-II and the O-VIII

sample. This is di�cult, since, as reported by Wu et al. [87], O(2) and O(3) sites do not have the same

quadrupole broadening. In addition, the quadrupole broadening varies with the angle between the

magnetic �eld and the EFG tensors principal axes, even after having been scaled by νquad. However,

the quadrupole broadening measured for di�erent direction and di�erent sites can be scaled linearly

and shares the same T -dependence. Together these two aspects show why the quadrupole broadening

on O(2) and O(3) sites has to be plotted on di�erent scales in Fig. 3.8a.

So in Fig. 3.14 the quadrupole broadening is compared for the O(3) site with the �eld applied along
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Figure 3.14: T dependence of the dimensionless quadrupole broadening δνquad
νquad

of the O(3E/F) sites of O-II

sample (red circles) and the O(3F) site of the O-VIII sample (blue circles) measured in the same orientation B

along the b-axis at �elds of 12 T and 15 T, respectively. Lines are guides to the eye. The O-II data has been

reproduced from ref. [87].

the b-axis for both samples. Evidently, the quadrupole broadening is about two to three times larger

in the O-VIII sample. This is true both at high T , where the quadrupole broadening is dominated

by δνquad,0, as well as at low T , where the T -dependent contribution δνquad,c is largest. Increasing

quadrupole broadening when going from O-II with hole dopings p ≈ 0.10-0.11 to O-VIII samples (p ≈

0.12-0.125) is consistent with the XRD intensity being largest for p ≈ 0.12-0.125 [86, 84]. At high T .

the fact that δνquad,0/νquad is larger for the O-VIII sample than for O-II is a sign of increased disorder.

As discussed before, it is not clear how to determine precisely δνquad,c when δνquad,0 is not negligible,

so we can only compare samples on a qualitative level.

3.2 Simulation of the lineshapes and linewidths for uniaxial & bi-axial

CDWs

To see which di�culties exist in determining the structure of the CDW from the NMR lineshapes, it is

helpful to consider the inverse problem �rst: Given a particular well characterised charge modulation -

that implies knowing its dimensionality (uniaxial 1q, bi-axial 2q, etc.), its pro�le (sinusoid, box-shape,
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etc.), its form factor (s, s'+d, etc.)3, its amplitude and its wave vector - how should the NMR-spectrum

look like? Already for the simple case of a uniaxial 1q commensurate sinusoidal charge modulation it

is not evident how to answer this question because the NMR spectrum is measured as a function of

nuclear resonance frequency and not directly as a function of charge amplitude. For 63Cu & 17O-NMR

in cuprates, the information about the charge amplitude is encoded in the corresponding distribution of

the quadrupole frequency νQ and the Knight shift K. Decoding these distributions is not easy, because

νQ is proportional to the gradient of the electric �eld (EFG) resulting from the charge modulation. In

principle, the EFG can have a non-linear dependence on the local charge amplitude, so in special cases

the EFG might decrease although the local charge amplitude increases.

When NMR spectra of CDW systems are analysed, a standard assumption is that the EFG and

thus also νQ are linearly proportional to the local amplitude of the charge density. Then it is simple

to simulate spectra by plotting histograms of the CDW amplitudes, sampled at the nuclear positions.

It is of interest to see how the EFG behaves with doping in case of cuprates, because this can allow

to see to which extent the assumption of linear proportionality between νQ and doping is appropriate.

On average, linear increase of νQ with hole doping seems to be equally correct for electron doped [129]4

and hole doped cuprates, both for in-plane Cu(2) and O(2) & O(3) sites [130, 131, 132]. However,

especially in the case of YBCO, one should keep in mind that ordered chain superstructures create

di�erent local sites like O(3E) & O(3F) and Cu(2E) & Cu(2F) whose relative di�erences in νQ are

not negligible in comparison with the total e�ect due to doping. Still, for each individual site the

assumption of linear proportionality should be correct [133].

First, we model spectra assuming linear proportionality of the charge amplitude and νQ. The e�ect of

an additional quadratic term is discussed later.

3.2.1 Basic principles of the lineshape simulation

We can now present how simulated NMR spectra look like for sinusoidal uniaxial 1q and bi-axial 2q

modulations. What is presented in the following is partly based on work of Michihiro Hirata during

his Post-doc in Grenoble.

To discuss commensurate and incommensurate modulations one needs to de�ne the wave vector of a

modulation. XRD studies in YBCO �nd biaxial incommensurate CDW modulations along the a and

3The form factor determines how charge density is distributed on Cu-atoms and the four surrounding O-atoms. s:

charge on Cu only, s': isotropic charge on O only, d: π-phase shift between charge modulations on adjacent O-atoms.

Mixtures like s'+d are possible.
4For increasing electron doping νQ decreases in electron doped cuprates.
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Figure 3.15: a): Charge pattern for a uniaxial 1q modulation along the a-axis with wave vector qa = (H, 0)

with H = 0.31. b): Bi-axial 2q modulation which results from the sum of two uniaxial modulations along

qa = (H, 0) and qb = (0,K). Continuous lines separate unit cells and de�ne the underlying lattice. The �gures

were made by Michihiro Hirata.

b-axes with wave vectors ≈ 0.31 r.l.u., which is close to, but distinct from the commensurate value of

1/3 r.l.u.5. It is thus interesting to see which type of NMR spectrum is expected for incommensurate

modulations.

We discuss uniaxial and bi-axial modulations and formulate them in a way that is general for both

commensurate and incommensurate modulations. We start with the spatial modulation of νQ and

generalise thereafter to the case of correlated modulations of νQ and K.

Starting with a 1q modulation and excluding any c-axis component, an exemplary in-plane wave vector

q = (H, 0) would lead to a charge modulation ρ(r) of amplitude ∆ρ around an average charge density

ρ0 at a particular lattice site, as shown in Fig. 3.15a. For commensurate modulations the phase φ

relates the shift of the maxima of the modulation with respect to the closest lattice position. Since

each maximum of an incommensurate modulation is shifted di�erently with respect to the closest

lattice position, the phase φ has no meaning for the incommensurate modulation and can be set to 0.

For a 1q CDW with wave vector q = (H, 0) one gets6:

ρ(r) = ρ0 + ∆ρ cos(q · r + φ)

= ρ0 + ∆ρ cos(H
2π

a
· xa+ φ)

= ρ0 + ∆ρ cos(2πH · x+ φ)

5Wave vector coordinates in reciprocal space are usually given in relative length units (r.l.u.) with (H,K,L) meaning

(H 2π
a
,K 2π

b
,L 2π

c
). In the following real-space coordinates r will be given in units of the unit cell parameters r=(xa, yb, zc).

6In reality, it is possible that the actual modulation deviates from a sinusoidal form the level of resolution of the CDW

in cuprates does currently not allow to address this question in general.
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Assuming that the EFG is proportional to the charge density, we can write

νQ(x) = νQ,0 + ∆νQ cos(2πH · x+ φ) (3.9)

This equation says that if the charge density ρ is modulated in the range of ±∆ρ, then the quadrupole

frequencies νQ(x) will be modulated proportionally in the range of ±∆νQ. νQ(x) varies in space, but

NMR does not resolve it spatially. Each nucleus samples the amplitude of the modulation at its atomic

position. Thus, the NMR spectrum gives a histogram of the sampled amplitudes. More precisely, since

every nucleus of a particular lattice site contributes to a set of peaks (the central peak and the satellite

peaks), the histogram of the sampled amplitudes will in principle be visible in the lineshape of each of

these peaks. Satellite peaks will, of course, have a higher sensitivity to a spatial modulation of νQ(x)

than the central peak.

This histogram is sensitive to the dimensionality of the modulation and can distinguish incommensurate

and commensurate wave vectors, as will be shown in the following. It is easy to extend from a uniaxial

to a bi-axial modulation, i.e. joint modulations along qa = (H, 0) and qb = (0,K)7 which have the

following density:

ρ(r) = ρ0 +
∆ρ

2
cos(qa · r + φa) +

∆ρ

2
cos(qb · r + φb)

= ρ0 +
∆ρ

2
cos(2πH · x+ φa) +

∆ρ

2
cos(2πK · y + φb)

To have a maximal and minimal charge amplitude of ±∆ρ, as for the uniaxial modulation, we choose to

divide each component by 2, See Fig. 3.15b. Here the amplitudes of the modulations along qa = (H, 0)

and qb = (0,K) are chosen to be equal, but it is also possible to introduce anisotropy. As in the case

of a uniaxial modulation one �nds a spatial modulation of νQ:

νQ(x, y) = νQ,0 +
∆νQ

2
cos(2πH · x+ φa) +

∆νQ
2

cos(2πK · y + φb) (3.10)

These equations are valid for both commensurate and incommensurate wave vectors.

Lineshapes for 1q & 2q incommensurate modulations

In Fig. 3.16 histograms of a uniaxial and a bi-axial incommensurate CDW are shown. They are

constructed numerically from eq. 3.9 and eq. 3.10 by counting how frequently each particular νQ value

is realised. Singularities in the 1q case come from the extrema which are sampled most frequently

[134, 135]. The histogram of the 2q modulation has only one peak, centered at zero shift. These

singularities are very sharp in the limit of in�nite correlation length but, due to other broadening

7XRD studies have not found checker-board CDWs with wave vectors (±H,±K), so we restrict ourselves to wave

vectors along the CuO bonds.
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Figure 3.16: a): Here the histogram (grey colour) of a uniaxial incommensurate modulation is determined from

eq. 3.9. The histogram is centered at νQ,0 and the two singularities are separated by the maximum possible value

2∆νQ, as de�ned by eq. 3.9. To simulate the e�ect of other broadening contributions (uncorrelated magnetic

broadening δνmag,0, disorder, etc.) the histogram is convoluted with Gaussians of di�erent widths wG. wG is

measured in units of ∆νQ. The integrated area of the broadened shapes is identical to the area of the histogram

b): Histogram of a bi-axial incommensurate modulation as determined from eq. 3.10. Since this histogram's

singularity is in the center it is more easily smoothed than in the 1q case.

contributions, the singularities will be smoothed. These shapes are independent of the value for the

phases φ and are also independent of the particular values of the wave vectors as long as they are

both incommensurate, so from NMR it is not possible to determine if an incommensurate wave vector

q=0.3101 is closer to the value 1/3 or 1/4. But evidently, the dimensionality of the modulation can be

determined from the number of peaks, as long as the peaks are resolved.

Adding the Knight shift modulation

What is shown so far for the quadrupole frequencies νQ(x) & νQ(x, y) also applies to the Knight

shifts K(x) & K(x, y) for 1q and 2q charge modulations, respectively. As discussed previously, the

correlated magnetic broadening δνmag,c of O(2) should be correlated with the quadrupole broadening

δνq, because the modulated charge density ρ(r) does not only modulate νQ(r) but also the Knight shift

K(r). As both νQ as well as K are increasing with doping [44] the Knight shift K(r) should follow the

modulation of ρ(r) in a similar way as νQ(r). If the Knight shift K(r) were not correlated with the

quadrupole frequencies νQ(r) then it would just broaden the quadrupolar lineshapes as uncorrelated

magnetic broadening δνmag,0.

So, by analogy, for uniaxial modulations one �nds:

K(x) = K0 + ∆K cos(2πH · x+ φ) (3.11)
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For bi-axial modulations, one should be careful not to confuse the Knight shift K with the wave vector

(0,K) which appears in the argument of the second cosine.

K(x, y) = K0 +
∆K

2
cos(2πH · x+ φa) +

∆K

2
cos(2πK · y + φb) (3.12)

For the case of 1q and 2q incommensurate modulations of the charge density, the Knight shift K should

give the same incommensurate histograms as in Fig. 3.16. The only di�erence is that ∆νQ should be

replaced by γB∆K. The factor γB is necessary to get the frequency shift, since the NMR spectrum

is recorded as a function of frequency.

Under the assumption that quadrupole frequencies and Knight shifts are perfectly correlated, the

lineshapes of the NMR peaks will remain unchanged. Only the width of the histograms will change

as it will be determined by the combination of ∆νQ and γB∆K. In close analogy to the discussion

of the correlation of δνmag,c with δνq, ∆νQ and γB∆K are additive for HF1 and HF2 whilst being

subtracted on the low frequency satellites LF1 and LF2. The total frequency shifts, which are valid

for correlated quadrupole and Knight shifts for both commensurate and incommensurate uniaxial and

bi-axial modulations are summarised in the following set of equations:

∆ftot,HF2 = 2∆νQ + γB∆K (3.13a)

∆ftot,HF1 = ∆νQ + γB∆K (3.13b)

∆ftot,central = γB∆K (3.13c)

∆ftot,LF1 = ∆νQ − γB∆K (3.13d)

∆ftot,LF2 = ∆νQ − γB∆K (3.13e)

For incommensurate modulations 2∆ftot is equal to the total width of the incommensurate lineshape,

as visible from Fig. 3.16. For commensurate modulations with a �nite number of peaks in the histogram

(see e.g. Figs. 3.20 & 3.21) the maximal separation of the peaks can depend on the phase φ and is not

necessarily equal to 2∆ftot, but this quantity is proportional to the separation of the resolved peaks.

Since ∆ftot,HF2 is largest, any singularity or splitting in the NMR spectrum is expected to �rst become

visible on the HF2 satellite.

3.2.2 Lineshape analysis in the short-ranged 2D CDW phase

One can try to use this model to determine which type of modulation could account for the observed

line broadenings in the short-ranged CDW phase. Since XRD studies �nd a bi-axial modulation

with incommensurate wave vectors, we would expect to see the incommensurate lineshape shown in

Fig. 3.16b. However, if the short-ranged CDW consists of domains of incommensurate uniaxial mod-

ulations, then NMR, being a local probe, would see the corresponding lineshape, shown in Fig. 3.16a.
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These lineshapes can be resolved in the limit of low disorder and small magnetic �eld because then

magnetic broadening becomes small and the remaining contribution to lineshape is of quadrupolar

origin. In 17O-NMR the low �eld limit is out of reach: �elds of at least 10 T must be applied in order

to have good signal. For the well-ordered O-II sample, even close to Tc where the quadrupole and

the correlated magnetic broadenings become maximal, no measured satellite peak deviates remarkably

from Voigt or Gaussian lineshapes and no singularities characteristic of uniaxial or bi-axial incommen-

surate lineshapes could be resolved. Is this consistent with the presented model? To test this, we

estimate whether the determined uncorrelated magnetic broadening shown in Fig. 3.6 and e�ects of

disorder are su�ciently large to mask any singularity of the CDW.

From Fig. 3.16 one can see that when Gaussian broadening becomes large and wG & 0.5∆νQ is sat-

is�ed, then the singularities of the uniaxial incommensurate lineshape are e�ectively washed out. For

the bi-axial incommensurate modulation wG & 0.3∆νQ would already mask any singularity. Including

the correlated modulation of the Knight shift this inequality becomes wG & 0.5∆ftot & wG & 0.3∆ftot.

We estimate wG and ∆ftot from the broadening contributions of O(2): δνmag,0 contributes to wG and

δνq & δνmag,c contribute to ∆ftot.

Assuming ∆νQ ≈ δνq and γB∆K ≈ δνmag,c
8, for the HF2 satellite we �nd that if the approximate

expression

δνmag,0 & 0.5∆ftot,HF2 ≈ 0.5(2δνq + δνmag,c) 1q-detection limit

is true, then even on the HF2 satellite any singularity from a uniaxial incommensurate modulation

should be smoothed. For the bi-axial modulation the corresponding inequality is

δνmag,0 & 0.3(2δνq + δνmag,c). 2q-detection limit

The comparison of ∆ftot,HF2 and wG is shown in Fig. 3.17a. ∆ftot,HF2 lies above the 1q-detection limit

but below the 2q-detection limit. In Fig. 3.17b, a few HF2 satellites in the relevant T range are shown.

The spectrum at 59.3 K allows to exclude that the quadrupole broadening is due to a purely uniaxial

incommensurate modulation. At lower T , small deviations from the symmetric Voigt lineshape appear

and the peak develops a small asymmetry which is not expected for an incommensurate modulation,

but the signal-to-noise ratio decreases strongly approaching the temperature of vortex melting and

thus does not allow to determine the form of the charge modulation.

In conclusion, the origin of the quadrupole broadening in the short-ranged CDW phase is likely to

be bi-axial. However, it is not necessarily incommensurate, since commensurate 2D modulations can,

depending on the phases φa and φb, have many overlapping peaks that result in a nearly symmetric

lineshape, as shown in Fig. 3.18b. They would also remain unresolved.
8The total width of the histogram on the HF2 satellite is 2∆ftot,HF2, but since δνq and δνmag,c correspond to the

FWHM of Gaussian broadening contributions, the FWHM of the histogram is approximated as half of its total width.
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Figure 3.17: a): T -dependence of the estimated width of a lineshape due to a CDW modulation given by

≈ ∆ftot,HF2 (purple circles) and the corresponding T -dependence of the e�ects of disorder and uncorrelated

magnetic broadening, wG (orange circles). Detection limits for 1q and 2q incommensurate modulations are

estimated by 2wG and 3.3wG, respectively. Lines are guides to the eye. b): HF2 satellite spectra for a few

temperatures for T < Tc where lineshapes could be a�ected by a 1q incommensurate modulation. Lines are �ts

to the symmetric Voigt lineshape.
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Figure 3.18: a): Expected NMR-spectrum for a 2q commensurate modulation with wave vector q=1/3 along

the a and b axes and equal phases φa = φb = 0. The corresponding histogram has been broadened by a

Gaussian of width wG=0.3 (in units of ∆νQ). b): Analogous NMR-spectrum as in a) with the di�erence that

the phases are unequal φa = 0, φb = 0. Evidently, a bi-axial modulation can lead to a large number of peaks

that will overlap.
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Low �eld NMR (B . 3 T) of the HF2 satellite close to Tc is predicted to be able to resolve the

lineshape of a 2D incommensurate modulation, since in the limit of low �elds the uncorrelated magnetic

broadening becomes small in the O-II sample, where δνquad,0 ≈ 0.

3.2.3 Beyond the linear model

Up to this point it has been assumed that the EFG is linearly proportional to the charge density. In

the spirit of a Taylor expansion, we can introduce a quadratic term to improve this model. We do this

for uniaxial modulations only, but equivalent treatment in bi-axial modulations is also possible. Eq.

3.9 is then extended by a quadratic term:

νQ(x) = νQ,0 + a1∆ρ(r) +
a2
2

∆ρ(r)2 (3.14)

νQ(x) = νQ,0 + ∆νQ,1cos(2πH · x+ φ) +
∆νQ,2

2
cos2(2πH · x+ φ) (3.15)

Here ∆νQ,1 is linearly proportional to the amplitude of the modulation ∆ρ(r) through a1 and ∆νQ,2

is proportional to the square of the modulation. ∆νQ,1 and ∆νQ,2 have units of frequency.

If this quadratic model is used for an incommensurate 1q modulation then the histogram is not sym-

metric and the right singularity is decreased for ∆νQ,2>0. An example is shown in Fig. 3.19.

We expect that ∆νQ,2 is small with respect to ∆νQ,1. Otherwise νQ would not increase linearly with

doping, as inferred from NMR and NQR measurements in hole and electron doped cuprates [129, 130,

131, 132].

3.2.4 Simulation of the line splitting

In principle, simulations of line splitting do not di�er conceptually from simulations of lineshapes. Line

splittings are found when the amplitudes of the charge modulations become large compared to other

width contributions, like disorder or uncorrelated magnetic broadening. An example of this has been

shown in Fig. 3.16a and in Fig. 3.19 for the 1q incommensurate modulation.

The focus will now be on commensurate 1q modulations since NMR-spectra from O(2) sites in the high

�eld 3D CDW phase are well described by a commensurate 1q modulation of period 3a or 3b (where a

and b are the unit cell parameters). From NMR-spectra of O(2) alone, it is not possible to determine

whether the modulation is along the a-axis or b-axis.

To be precise, a commensurate modulation has a wave vector q=(H,K), where H & K can be written

as ratios, e. g. H = m
n , where m and n are integers. Simulations of NMR spectra are made, as

shown previously for incommensurate modulations, by sampling the spatially modulated quadrupole

frequencies νQ(x) for 1q and νQ(x, y) for 2q (analogously for Knight shift K(x) & K(x, y)) at the

atomic positions of the nuclei and the construction of corresponding histograms. Even in the limit of
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Figure 3.19: Expected NMR-spectrum for a uniaxial incommensurate modulation within the quadratic model,

as de�ned by eq. 3.14. Here, ∆νQ,2/∆νQ,1 = 0.3, so the quadratic term is smaller than the linear term. Gaussian

broadening of 0.3 in units of ∆νQ,1 has been added.

in�nite correlation length, the histograms of commensurate modulations are discrete. Since a wave

vector H = m
n belongs to a modulation that repeats its m oscillations every n unit cell parameters,

there are at most n distinct quadrupole frequencies for 1q. Simultaneously, this means that NMR

can distinguish di�erent commensurate wave vectors. The phase φ is important for commensurate

modulations, since the choice of a particular φ can lead to di�erent overlap of contributions to the

histogram. In the limit of large n, peaks in the histogram will overlap and one recovers e�ectively the

same histogram as for an incommensurate modulation.

1q commensurate modulations, q = 1/3 & q = 1/4

Repeated discommensurations (phase slips of k×2π/n) can allow a modulation with an incommensurate

wave vector to become commensurate with the lattice in between two phase slips [136], as will be

discussed in depth in the following. In this context the commensurate wave vector q = 1/3 is relevant

to the discussion of charge order in YBCO, since it is close to the incommensurate wave vector found

by XRD. Blackburn et al. are the �rst to have suggested q = 1/3 for 63Cu-NMR data in the long-

range CDW phase although their idea was not linked to discommensurations but rather that the CDW

undergoes a lock-in transition from an incommensurate to a commensurate wave vector [137].

Fig. 3.20 visualises how histograms of the uniaxial commensurate q = 1/3 modulation depend on the

phase φ. Since the number of atoms per period is an odd integer (n/m = 3), it is possible to have

asymmetric histograms, as can be seen in panels k) and m) for φ = 0◦ and φ = 60◦, respectively. With
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the exception of particular phases, like φ = 30◦ and φ = 60◦ (panels l & n), the NMR spectrum is

generally expected to be asymmetric for q = 1/3.

If n is an even number, this is no longer the case, irrespective of φ. That even n leads to symmetric

spectra can be visualised by a polar plot for q = 1/4. The phase is chosen to be irrational φ = π/e,

where e is Euler's constant, and the resulting spectrum is symmetric, as shown in Fig. 3.21.

3.2.5 Discommensurations

Discommensurations have been introduced by McMillan to describe CDW phases in the layered trans-

ition metal dichalcogenide 2H-TaSe2 [138]. In 2H-TaSe2 there are three wave vectors corresponding

to three propagation directions at 120◦ to each other. The CDW was found to undergo a sequence

of transitions: Upon cooling down, at 120 K an incommensurate CDW appears in which the wave

vectors are of length Q = 1/3− δ, i.e. incommensurate with the lattice. The incommensurability δ is

T -dependent and upon further cooling it decreases until it disappears at 90 K. Below 90 K the CDW

wave vectors lock in with the lattice to the commensurate value Q0 = 1/3 [139, 140].

In the framework proposed by McMillan, the CDW is actually commensurate even above 90 K: While

the period of the modulation is locally always 3a, repeated phase slips of 2π/3 occur, called discommen-

suration, where the phase jumps. Since the phase is not constant, it can a�ect the wave vector measured

in di�raction experiments. In 2H-TaSe2 repetitive discommensurations make the wave length of the

modulation appear to be di�erent from 3a on a larger scale and decreasing incommensurability δ is a

measure of the density of the discommensurations. NMR measurements by Suits et al. in 2H-TaSe2

are consistent with the framework proposed by McMillan [141]. Since NMR is a local probe it can be

used to test whether the modulation is commensurate with the lattice on the local scale.

Discommensurations do not always lead to incommensurate wave vectors. Soumyanarayanan et al.

from Jennifer Ho�man's group have studied 2H-NbSe2 with STM and found a 1q commensurate mod-

ulation with wave vector Q = 2/7, but whose local period is 3a [142]. Repeated phase slips of 2π/3

increase the apparent wave vector to Q = 2/7 while the local modulation has Q0 = 1/3, as shown in

Fig. 3.22.

Study of discommensurations by Mesaros' et al.

Recently Mesaros et al. have shown that the charge density modulations in STM images of underdoped

Bi2Sr2CaCu2O8+x (Bi-2212) are best �t by a commensurate period of 4a. They have explained how

discommensurations can shift the position of the CDW peaks in the Fourier transforms of the STM

images away from the wave vector Q0 = 1/4 that corresponds to the commensurate modulations of
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Figure 3.20: Panels k)-n) show the phase (φ) dependence of the NMR spectra for a commensurate modulation

with wave length λ = 3b that are based on histograms that are by convoluted with a Gaussian of width wG= 0.3.

The histograms are determined by sampling the modulation (grey line) at the atomic positions (red circles), as

shown in panels e)-h). Atoms that experience a large positive amplitude (vertical axis) have a large positive

quadrupole shift f − νQ,0 in the NMR spectra (horizontal axis). Positive (negative) shifts are green (blue),

atoms situated at nodes of the modulations have a zero shift.

Polar plots in a)-d) serve to visualise how the amplitude of the modulation at each atom changes with increasing

phase φ. Each atom is represented by a red arrow of unit length and the angle between two arrows is 360◦/3 =

120◦. The arrows projections on the vertical axis directly give the modulation's amplitude at the atomic position.

From the polar plot it is easily seen when the resulting NMR spectrum is symmetric.
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Figure 3.21: Panels a)-c) show the expected NMR spectrum for a commensurate modulation with wave length

λ = 4a and an irrational phase (φ = π/e ≈ 66.2◦), based on the histogram that was convoluted with a Gaussian

of width wG= 0.3. Panel c) shows that it can be di�cult to resolve all four peaks due to �nite widths, however

the spectrum remains symmetric.

Panel a) visualises that for modulations with even n every atom (represented by a red arrow) experiencing a

positive amplitude there exists a complementary atom (arrow rotated by 180◦) experiencing a negative amplitude

of the same magnitude, so resulting histograms are always symmetric.

Figure 3.22: Q=2/7 1q modulation with discommensurations in 2H-NbSe2. The blue line is a modulation

with local period λ0 = 3a and repeated phase slips of 2π/3. Green circles mark the atomic lattice positions.

The red dotted line is a line-cut of the experimental STM image along the direction of the uniaxial modulation,

which has two apparent periods per 7a. The �gure is reproduced from ref. [142].
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period 4a. Their simulations were made for Q0 = 1/4 (n = 4) but their explanations are equally valid

for other commensurate charge modulations and in particular for Q0 = 1/3 (n = 3), the wave vector

relevant to the discussion of YBCO.

Mesaros et al. discuss the case of uniaxial modulations in detail, where the modulation is given by

Ψ(x) = A exp[iΦ(x)] = A exp[i(Q0x+ ϕ)] (3.16)

It is a plane wave with amplitude A and a position-dependent phase argument Φ(x). The slope with

which Φ(x) increases is entirely determined by the wave vector Q0 if the phase ϕ is constant. However,

if discommensurations occur, where the phase changes in steps of 2π/n, the phase ϕ becomes position-

dependent and is given by ϕ(x). The slope of the phase argument Φ(x) and consequently the apparent

wave vector of the modulation can change if discommensurations of the same sign occur repeatedly.

The new wave vector is given by the average slope Q, de�ned by the following equation:

Φ(x) = Q0x+ ϕ(x) = Qx+ ϕ̃(x) (3.17)

ϕ̃(x) contains the residual phase �uctuations which remain after Qx is subtracted from the phase

argument Φ(x). They will average to zero (ϕ̃(x) = 0), but can lead to additional structure in the

Fourier transform. Fig. 3.23 serves to visualise how repeated discommensurations of +π increase the

average slope of the phase argument Φ(x) which is re�ected in a positive shift of the main peak in

the Fourier transform of the modulation |Ψ(q)|. If the discommensurations are ordered then satellite

peaks appear but their size is strongly dependent on the disorder of the discommensuration pattern

and on the amount of discommensurations.

An intuitive approach to the e�ect of discommensurations is to comare the number of maxima that

appear in a given window of the modulation with the number of periods that the undistorted modu-

lation (i.e. without discommensurations) would have in the same window. In panel Ai of Fig. 3.23,

in a window with length 8 × 4a, the undistorted modulation with Q0 = 1/4 would make 8 periods

equivalent to 8 maxima, whereas discommensurations allow to increase the number of maxima up to

10. Thus the average wave vector becomes Q ≈ 10/32 = 0.31. The positive phase slips of +π increased

the phase argument Φ(x) as if the underlying modulation had a wave vector of Q ≈ 0.31. The more

numerous discommensurations are, the faster the phase argument will grow and the larger the incom-

mensurability δ = Q−Q0 will be.

Coming back to the example of discommensurations in the uniaxial modulation in 2H-NbSe2 this

means that if the Fourier transform of the STM image has a dominant wave vector Q = 2/7, it can

be the result of a modulation that has a wave vector Q0 = 1/3 if a periodic discommensuration is

included: Over the length L = 7a a modulation with Q = 2/72π
a increases its phase argument by

QL = 2/72π
a × 7a = 4π. Over the same length of 7a, the modulation with Q0 = 1/32π

a acquires a
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Figure 3.23: Visualisation of the e�ect of discommensurations on the Fourier transform of uniaxial charge

modulations with Q0 = 1/4. Ai): The blue line is the real part of the complex wave Ψ(x) (eq. 3.16) for Q0 = 1/4

with discommensurations that separate coloured regions of constant phase ϕ. Maxima of the modulations are

counted from 1 to 10. The background colours indicate the value of the phase, given by the bar above the

panel. Aii): The phase argument Φ(x) (black line) corresponding to the modulation in the panel Aii grows due

to Q0x (dashed red line) and phase slips of +π at the positions of the discommensurations. Together with the

discommensurations Φ(x) grows faster. The linear approximation (dashed red line) gives Qx and the di�erence

in slope between Q0 and Q is arctan(δ). Aiii): |Ψ(q)| is the Fourier transform of the modulation in Ai. It has a

main peak at q = Q ≈ 0.31 that was shifted by δ from the commensurate value Q0 = 1/4. Additional satellite

peaks shifted by 2δ relative to Q appear due to the periodic lattice formed by repeated discommensurations.

Rq and the red dashed lines are linked to the �tting procedure to determine the average slope Q ≈ 0.31 and are

explained in [136].

A): The panel shows a modulation similar to Ai, with the di�erence that the scale is larger and disorder in the

amplitude as well as in the positions of discommensurations was added. B): Here Q0x was subtracted from the

phase argument Φ(x), leaving only ϕ(x). ϕ(x) is the acquired phase due to discommensurations between 0 and

x C): The Fourier transform of the disordered modulation in A shows a peak close to q = 0.3 and a remaining

satellite from the disordered lattice of the discommensurations. Both peaks have �nite widths due to disorder

and the satellite peaks are strongly reduced in intensity. The satellite peak at +2δ diappeared.

All �gures have been reproduced from ref. [136].
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larger phase argument Q0L = 1/32π
a × 7a = 14

3 π which is 2π/3 too much, so a negative discommen-

suration of -2π/3 has to occur.

The necessary amount of discommensurations is thus determined by the di�erence in phase arguments

acquired over some length x, which basically reformulates eq. 3.17:

δ · L = QL−Q0L = ϕ(L) ⇒ δ =
ϕ(L)

L
(3.18)

Here we see that ϕ(L) has the meaning of the acquired phase due to discommensuration between 0 and

L, and δ becomes proportional to the density of necessary discommensurations. However, it should

be noted that this model is for uniaxial modulations. The incommensurabilities of wave vectors of a

bi-axial modulation should also be related to the density of discommensurations, but as the topology

of the discommensurations is more complicated and discommensurations that lie in planes normal to

their respective wave vectors can merge [138]. Then the linear relation between the incommensurability

and the density of discommensurations might be di�erent.

Relevance of discommensurations for YBCO

Eq.3.18 is very useful to make clear that the amount of discommensurations that would be necessary

to make an incommensurate modulation with Q = 0.323 locally commensurate with Q0 = 1/3 = 0.3

is small. This consideration is particularly interesting for the 3D CDW phase where XRD �nds a

predominantly uniaxial modulation [92, 143].

For the O-II sample studied by NMR (p = 0.109, y = 6.56) we estimate Q = 0.323 ± 0.005 from

XRD studies of YBCO samples with similar hole doping [144, 84, 86]. High �eld XRD studies did

not observe a change of the wave vector as a function of �eld [92, 143]. The incommensurability

δ = Q − Q0 = 0.323 − 0.3 ≈ −0.01 ± 0.005 implies that after L = 100a the acquired phase due

to phase slips is only δ · L = −0.012π
a × 100a = −2π. For n = 3 possible phase slips are either

±2π/3 or ±4π/3. This means that at most three phase slips per 100a are necessary to make a

modulation locally commensurate with the lattice, if all phase slips are negative. Such a small number

of discommensurations is di�cult to resolve in XRD measurements, because the intensity of satellite

peaks, as seen in the Fourier transforms in Fig. 3.23 in panels Aiii & C, is expected to be small.

Discommensurations themselves are also not expected to be visible in the NMR-spectrum: If each

discommensuration is small and a�ects the phase of the modulation in the vicinity of only one or two

atoms, then no more than 5% of the NMR spectral intensity should be directly a�ected. However,

discommensurations are essential to justify the �tting procedure which is consistent with a uniaxial

modulation of period 3a or 3b.



68

3.3 NMR line splitting and the long-range 3D CDW in high �elds

3.3.1 Line splitting in 63Cu-NMR

In YBCO charge density waves have been discovered using 63Cu-NMR of the high frequency satellites

(HFS) of Cu(2E) & Cu(2F) [13]. The principal discovery was that underdoped YBCO with dopings

close to p ≈ 1/8 undergoes a �eld-induced transition into a charge ordered phase that leads to a

splitting of the Cu2F line. Since only the HFS of Cu(2F) experienced a splitting, while the HFS

of Cu(2E) remained unsplit, a λ = 4a modulation was invoked, with the phase of the modulation

chosen such that Cu(2E) is situated at the nodes of the modulation, experiencing no variation of the

charge density. In this scenario Cu(2F) should be split into two peaks (Cu(2Fa) & Cu(2Fb)) of equal

amplitude. Verifying this is di�cult since the HFS of Cu(2F) already has an asymmetric lineshape

at T > TCO Cu(2Fa) & Cu(2Fb) partially overlap. In addition, the spin-spin relaxation times T2 of

Cu(2Fa)& Cu(2Fb) are becoming short at low T . If the two peaks experience di�erent relaxation rates,

which actually happens to be the case, the area ratio can change for increasing delay τ . Because of the

asymmetric lineshape and the short T2 there is some uncertainty in what the T2-relaxation-corrected

area ratio is, so Wu et al. could not easily draw information about the period of the modulation from

the splitting itself. Fig. 3.24 shows the T -dependence of the splitting HFS of Cu(2F).

17O-NMR is advantageous to 63Cu-NMR in that the relaxation time of the in-plane O(2) and

O(3) sites is an order of magnitude longer than on the adjacent Cu(2F), so spectra do not need to be

corrected for T2, if short delays are used (τ ∼ 20µs). Wu et al. have consequently focused on 17O-NMR

and found similar splittings as on the Cu2F site and characterised the �eld and T -dependence of the 3D

CDW phase for di�erently doped samples [73]. Although O(2) & O(3) are expected to be a�ected by

charge order in the same way, the splittings on the O(2) site appeared more clearly than in the spectra

of O(3) sites, because O(3) sites do not experience a magnetic splitting. This is reminiscent of the

absence of a correlated quadrupole broadening δνmag,c on the O(3) sites and has found no explication

so far.

3.3.2 Asymmetric lineshapes in 17O-NMR

In 17O-NMR of YBCO, besides the peak splitting, there is a second phenomenon that manifests itself in

the spectra of both O(2) & O(3). When entering the long range 3D CDW phase, all O(2) and O(3) peaks

develop a pronounced asymmetry in the lineshapes of the individual peaks. Rui Zhou has been able to

quantify this e�ect and could show that the peak asymmetry is a result of an asymmetric distribution

of Knight shifts [145]. The evolution of the peak asymmetry with B and T is shown in Fig. 3.25. The

asymmetric distribution of Knight shift has found a natural explanation in the enhanced local density
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Figure 3.24: T -dependence of Cu2F HFS for an O-II sample with p = 0.104 at 28.5 T at T = 75 K> TCO

and a few temperatures below TCO. At T = 75 K HFS has an asymmetric lineshape. Below TCO the area ratio

of the splitting peaks is close to 1-to-1, but with decreasing T the area ratio deviates from 1-to-1. T2 becomes

very short at low T , so the area ratio changes at least partly because the left peak has shorter T2. The �gure

is reproduced from ref. [13].
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Figure 3.25: B- and T -dependencies the peak asymmetry found in the O-II sample (p = 0.109). a): B-

dependence of the asymmetric left (wL) and right (wR) peak widths determined from bi-Gaussian �ts of

O(2)LF1. Since the widths are predominantly of magnetic origin, wL & wR are scaled by the magnetic �eld,

showing that the growing asymmetry is a result of growing skewed (K > 0) Knight shift distribution. b):

T -dependence of wL & wR in high �eld. c): B-dependence of the asymmetry=(wR−wL)/(wR +wL)) calculated

for O(2) and O(3). The asymmetry has the same onset �eld as the splitting (small black squares) and saturates

above ≈25 T. d): T -dependence of the asymmetry at high �eld, calculated from widths in panel b). This �gure

is part of ref. [145].



71

of states (LDOS) due to electronic quasiparticle boundstates that are "scattering resonances" formed

at defects. Similarly asymmetric peak shapes, that can be �t with bi-Gaussians, have been found in

Zn-doped YBCO where the asymmetry is independent of the amount of disorder [123]. There, the

LDOS is enhanced around the Zn-impurity, but the in case of the scattering resonances found by Zhou

et al. the question is which kind of defect or impurity is strong enough to create the quasiparticle

bound states in the CuO2-planes. As the asymmetry follows the B- and T -dependence it is possible

that the underlying scattering mechanism originates in the CDW itself. Discommensurations of the

CDW modulation are a natural candidate, since they appear together with the CDW modulation and

are situated in the CuO2-plane9.

Disentangling the e�ect of the splitting and the asymmetric broadening on the satellites of O(2) and

O(3) is a very di�cult task that has been mastered by Rui Zhou by �nding a suitable way to account

for the asymmetric shape of the split peaks. It turned out that in high �elds the asymmetry of the

peaks saturates at a value close to 0.35, a value at which the bi-Gaussian peak shape it very similar

to the pro�le of an Extreme value distribution (EVD). The EVD pro�le is described by the following

function:

fEVD(x) = b exp[− exp(−z)− z + 1] with z =
(x− xc)

w
(3.19)

Here b is the amplitude. Due to the simple functional form and only three free parameters the EVD

pro�le is a robust function in �tting routines.10

The asymmetry has been determined for the lineshape of LF1 on O(2) and O(3). Although these

are two di�erent sites, their asymmetry is remarkably similar, as shown in Fig. 3.25c. However, the

asymmetry is not necessarily identical on all satellites of the same site. The asymmetric lineshape

results from the convolution of the intrinsic width of each satellite with the skewed distribution of

Knight shifts. The distribution of Knight shifts results from the enhanced LDOS around impurities

(see inset of Fig. 3.26) and is identical on all satellites. On the other hand, the intrinsic widths

di�er from one satellite to the other satellite, as the quadrupole broadening δνquad and the magnetic

broadening δνmag,c combine di�erently, given by eqs. 3.4a to 3.4e. Thus, the HF2 satellite will have a

smaller asymmetry than the narrow LF1 satellite.

9In ref. [126], Atkinson et al. propose a di�erent origin of the enhanced LDOS: In their model the asymmetry results

from the curvature of the Fermi surface (FS) at the hot spot, i.e. parts of the FS between which enhanced scattering

occurs.
10The advantage of the EVD pro�le over the bi-Gaussian is that the asymmetry is �xed without a constraint. We

use Origin 2017 for �tting and have remarked that �tting with an EVD works better than using bi-Gaussians with

constrained asymmetry, although the number of free parameters is the same.
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Figure 3.26: The main �gure shows the probability distribution of the Knight shifts, which result from the

enhanced LDOS at the Fermi energy EF (K ∝ N(EF)). The inset shows the enhanced LDOS that falls o�

exponentially away from the impurity. The Knight shift distribution is a histogram of the LDOS depicted in

the inset and is convoluted by a Gaussian to give the asymmetric lineshape (black line). This �gure is part of

ref. [145].

3.3.3 Line splitting in 17O-NMR

A second major improvement in the data analysis by Rui Zhou is the use of 8-peak-�tting: Since 17O

has a nuclear spin I = 5/2, there are �ve peaks for each site. A central peak and four satellite peaks

whose separations are determined by the quadrupole interaction. For two sites, A and B there are 10

peaks in total, but as central lines of A and B overlap, the focus is on the satellites. To 1st order in

the quadrupole interaction, (a good approximation at B & 20 T) the resonance frequencies of the four

satellite peaks have the relation (fHF2 − fHF1) : (fHF1 − fLF1) : (fLF1 − fLF2) = 1 : 2 : 1. Using

this as a constraint for each set of satellites allows to �t the four satellites of the two inequivalent sites

simultaneously. This is very useful to see to which extent the coupled Knight shift splitting and quad-

rupole splitting compensate each other on the low frequency satellites, as expected from eqs. 3.13d &

3.13e. Indeed, applying this constraint to 8-peak-�ts of the full satellite spectra allows to discriminate

the quality of Gaussian �ts as compared to the EVD �tting. Fits with Gaussian and EVD lineshapes

of the spectra at two di�erent �elds are shown in Fig. 3.27. The 8-peak-�t with EVD pro�les has

the highest quality and produces consistent results for both �elds. In both cases the total splitting

on the LF1 satellite is nearly zero which legitimises the determination of the lineshape asymmetry

from LF1 and shows that it is not due to an unresolved splitting. It should be noted that �tting

all peaks with EVD pro�le implies that all satellites have the asymmetry of the EVD. As discussed,
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Figure 3.27: Low T (2 K) satellite spectra of the split O(2) site at B=28.5 T & B=35 T within three

scenarios: (a, d): The splitting is described by two Gaussians of equal width and unequal areas; (b,e): two

Gaussians of equal areas but unequal widths; or (c,f): two EVDs with equal widths. The quality of the �ts

is best for the EVD �ts. Gaussian �ts have higher relative χ2. In addition the splitting on LF1 is nearly

perfectly compensated which legitimises the determination of the asymmetry by bi-Gaussian �tting from LF1.

The near absence of a splitting on LF1 is not enforced manually but is a stable result due to the constraint for

the resonance frequencies of the quadrupole satellites. This �gure is part of ref. [145].
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Figure 3.28: Determination of the area ratio AA : AB of the split peaks for YBCO6.56. The quality of 8-peak

-�ts of O(2) satellites with EVD pro�les is determined at 28.5 T and 27 T as a function of the area ratio of site

A and B from the relative χ2 of the �t. For both �elds an area ratio close to 2-to-1 is optimal.

this is not the case, but the good quality of the �t implies that the asymmetry of all satellites is similar.

An interesting result from the 8-peak-�tting with EVDs is that the area ratio of the two splitting

peaks, is closer to 2-to-1 than 1-to-1. The area ratio 1:1 would be expected if the splitting was

coming from a broadened lineshape of an incommensurate 1q modulation within a linear model, see

Fig. 3.16a. The area ratio itself is not a free parameter of the �t, since keeping the area ratio as a free

parameter for all satellites is a nonlinear constraint. Nonlinear constraints are not possible in linear

�tting algorithms implemented in Origin. Nevertheless, the quality of the �t, the relative χ2, can be

estimated as a function of the area ratio. From Fig. 3.28 one can see that an area ratio close to 2-to-1

is optimal. The area ratio of the two sites A & B being close to 2-to-1 is reminiscent of the histogram

of a commensurate 1q modulation with wave vector q = 1/3 with phase φ = 0◦, as shown in panel k)

of Fig. 3.20. According to panel k), the shift of the positions of the two peaks from the average value

νQ,0 is -1 : 2 for the two peaks. It means that the quadrupole frequency νquad,A, of the left peak with

higher intensity, decreases half as much as the quadrupole frequency νquad,B of the right peak increases,

both relative to νquad,0, the quadrupole frequency of the unsplit spectrum.

Unsplit and split spectra at 10 T and 28.5 T, respectively, are shown in Fig. 3.29. The spectra are

plotted on the same frequency scale and have been aligned on the central peaks (not shown). The

splitting of the two peaks is di�erent on each satellite as it results from di�erences in the quadrupole
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Figure 3.29: O(2) satellite spectra measured at 10 T & 25 K, where there is no splitting (light blue colour),

and 28.5 T & 2 K (empty circles), are plotted on the same frequency scale. The central peaks (not shown) are

aligned to account for di�erent average Knight shifts.

The high �eld spectrum is �t with two EVD pro�les for the two sites A (red) and B (dark blue). The area

ratio AA : AB is 2-to-1 while widths on each satellite are equal. The orange line is the envelope of the full �t

including the tails of neighbouring O(3) sites. LF1 and HF1 are separated by 2νquad.
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Figure 3.30: a): The quadrupole shifts of the A (red) and B (dark blue) sites of O(2) are caluculated following

eq. 3.20 and are determined from 8-peak-�ts of O(2) satellite spectra at 2 K using EVD pro�les of equal width

with area ratio AA : AB = 2 : 1, as explained in Fig. 3.29.

b): The quadrupole shift ratio is based on the shifts in panel a). The ratios are consistent with -2, as expected

for a commensurate 1q modulation with wave vector q = 1/3 and phase φ = 0◦.

frequencies and Knight shifts of the sites A and B. To extract the quadrupole shifts we calculate

∆νquad,A = νquad,A − νquad,0 and

∆νquad,B = νquad,B − νquad,0

and expect ∆νquad,A : ∆νquad,B = −1 : 2.

(3.20)

Fig. 3.30 shows the quadrupole shifts of sites A and B in a range of �elds where the quadrupole splitting

can be determined reliably. The quadrupole shift of site B is larger, as expected. The average ratio is

-1.75 and lies reasonably close to -2.

Discussion of line splitting in 17O-NMR

In summary, we have discussed that in the long-ranged 3D CDW phase the 17O-NMR spectra of

in-plane sites O(2) and O(3) of the YBCO O-II sample (p = 0.109) undergo profound changes: All

in-plane peaks become strongly asymmetric and develop a line splitting. Both phenomena have the

same B and T dependence. The splitting of the O(2) site is well resolved in high �elds and is well

described by two peaks with area ratio AA : AB = 2 : 1. The splitting originates in a joint Knight

shift and quadrupole splitting. The quadrupole splitting of the two peak is found to have a shift ratio

∆νquad,A : ∆νquad,B ≈ −1 : 2. The area ratio and quadrupole shift ratio are both consistent with a

commensurate uniaxial modulation with wave vector q = 1/3 and phase φ = 0◦. Other phases would

lead to a qualitatively di�erent spectrum.
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The commensurate wave vector q = 1/3 is close to the incommensurate wave vector q ≈ 0.323

found by XRD for samples of similar doping. We explain the incommensurate wave vector found by

XRD with a small density of discommensurations that allows the uniaxial CDW modulation to be-

come locally commensurate with the lattice. The small density of discommensurations is not directly

resolvable by NMR, since any change in the spectra would redistribute a fraction of the intensity that

is proportionate to the density of discommensurations. In XRD discommensurations should lead to

satellite peaks of the main CDW peak, but their intensity is also proportional to the amount of dis-

commensurations and can in addition be reduced by disorder.

However, the asymmetric lineshape of the in-plane oxygen peaks is likely the result of enhanced LDOS

from in-plane impurity resonances which appear together with the long-range CDW. Discommensur-

ations of the long-range CDW itself could be a source of quasiparticle scattering and thus provide a

uni�ed framework to explain the main phenomena encountered by NMR in the long-range 3D CDW

phase: The asymmetry of the line shapes and splitting with 2-to-1 area ratio.

We have explored the 1q incommensurate modulation with the quadratic model, de�ned by eq. 3.14.

Including ∆νQ,2, which is proportional to the square of the charge modulation. We found that ∆νQ,2

has to be of the same size as the linear term ∆νQ,1 to reproduce the lineshape of the HF2 satellite of

O(2), see Fig. 3.31. Such a large quadratic term seems to be unreasonable.

3.3.4 Determination of the onset �eld of long range CDW

Having established that the splitting results from two asymmetric peaks of equal width and an area

ratio of 2-to-1, we can try to determine the B and T -dependence of the splitting. Ideally, full satellite

spectra of the O(2) satellites should be used to perform 8-peak-�tting. However, always measuring full

spectra with su�ciently high signal-to-noise ratio using resistive magnets of LNCMI in Grenoble, or

the NHMFL's hybrid magnet in Tallahassee, is time-consuming. Frequently, only the HF2 satellite of

O(2) is recorded, since its splitting is largest. Fitting HF2 allows to determine the total splitting

∆νtot,HF2 = ∆νmag + 2∆νquad. (3.21)

The �eld at which HF2 starts to split is de�ned as the onset �eld Bonset. Bonset for four underdoped

YBCO samples has been reported by Wu et al. in 2013 [73]. Surprisingly, for samples of the same

doping, Bonset was found to lie below BCO, as de�ned by the thermodynamic transition found by

ultrasound measurements of LeBoeuf et al. [93]. For p = 0.109 Bonset ∼ 10 T was found, while the

sample with p = 0.108 studied by ultrasound had BCO(T ) that extrapolated to ∼17 T at low T ,

recently con�rmed by measurements in another ultrasonic mode at low T [98]. This discrepancy was

explained by detailed XRD measurements in high �eld by Chang et al. [92]. They found that the
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Figure 3.31: Simulation of the spectrum of the HF2 satellite of O(2) at 28.5 T, 2 K with a 1q incommensurate

modulation within the quadratic model. The histogram is determined for ∆νQ,2 = ∆νQ,1 and is broadened by

convolution with an EVD pro�le with width wEVD = 0.4. The simulated lineshape describes the data well, but

the quadratic term necessary to simulate the lineshape of the data is of the same size as the linear contribution.



79

Figure 3.32: a): Field dependence of correlation legths in YBCO 6.67 as found by XRD. Measured wave

vectors are (0,3.687,l), where l is 0.5 (anti-phase correlations) or 1. While the in-plane correlation length ξb,l=1

increases rapidly close to 10 T, the c-axis correlation length ξc,l=1 increase abruptly around 15 T. In-plane

anti-phase correlations ξb,l=0.5 (blue) show no discontinuity. b): B-T phase diagram for the long range 3D

CDW. The red region corresponds to the phase where correlation lengths in 3D become large, as expected for

a thermodynamic transition, based on thermal Hall (empty triangles) and XRD measurements (red squares).

The grey region corresponds to the phase where the in-plane correlation length of the uniaxial modulation with

q=(0,3.687,1) is large, but c-axis correlation are weak, as measured by XRD (black squares) and NMR (black

circles) The blue dashed line is a sketch of a putative mean �eld Hc2, the black dashed line indicates the onset

of 2D short range charge order (anti-phase correlations). The �gures are reproduced from ref. [92].

in-plane correlation length ξb,l=1 of the uniaxial wave vector along b starts to grow rapidly at a �eld

∼ Bonset while the c-axis correlation length ξc,l=1 of the same wave vector increase abruptly at a higher

�eld, close to BCO, see Fig. 3.32.

As NMR is a local probe, it will �nd a splitting as soon as the in-plane correlation length of charge

order becomes long enough that a large fraction of the sample experiences CDW modulations of suf-

�ciently large amplitude. Whether these CDW modulations are correlated along the c-axis, will not

a�ect the splitting. On the other hand, a thermodynamic probe like ultrasound will experience a phase

transition when the inter-plane coupling becomes su�ciently strong that correlations in all spatial dir-

ections become large, as expected by the Mermin-Wagner theorem, which states that in 2D, continuous

symmetries cannot be broken at non-zero T [146].
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Fitting of the splitting on HF2

To �t HF2 satellite spectra as a function of �eld, the splitting peaks have to be �t by a function that

has variable asymmetry, since the asymmetry is zero for B < Bonset and grows for B > Bonset. When

�tting the splitting as a function of T , the same applies for T above and below Tonset, but the focus

here is on the onset �eld at low T of approximately 2 K. The bi-Gaussian could be used for this, but the

bi-Gaussian does not describe the data well around its maximum. A better function to �t asymmetric

peaks is the Asymmetric Pseudo-Voigt pro�le. It is de�ned in the same way as the Pseudo-Voigt

pro�le in eq. 3.3, with the di�erence that the width evolves smoothly as a function of the parameter

x. Stancik and Brauns have proposed a form that is analogous the Fermi-Dirac function [147]:

w(x) =
2w0

1 + exp a(x− xc)
(3.22)

Here w0 is the width parameter that is equal to the FWHM for a = 0 and xc is the peak center. For

a > 0 the FWHM and the position of the peak maximum have to be determined numerically.

We model the splitting with two asymmetric Pseudo-Voigt lineshapes with 2-to-1 area ratio, the width

w0 and asymmetry parameter a are identical for the two peaks. For simplicity the weight of the

Lorentzian contribution to the lineshape m is set to zero. This function is able to �t NMR data very

accurately, but due to the large amount of parameters, �ts of the split HF2 satellite are necessarily

unstable close to Bonset: When two peaks with unequal areas merge, the resulting lineshape is broad

and asymmetric and can thus be �t equally well by either one or two peaks. The cross-correlation of

parameters in this nonlinear model makes the determination of error bars di�cult.

We have written an iterative least squares routine in MATLAB to �nd the optimal set of parameters

to simulate the splitting. This brute force routine iterates though the entire parameter space that

can reproduce the experimental data and calculates the total di�erence between the data and the

simulated lineshape. This procedure �nds the optimal splitting, but it gives no direct access to the

uncertainties of the parameters. At this point a comment about the determination of uncertainties

might be appropriate.

Uncertainties

Ideally, a �tting procedure determines two things: The set of parameters that corresponds to the global

maximum of the quality of the �t (χ2, R2, etc.) and the error bars (standard deviations) of each �tting

parameter. The error bars are estimated locally from the curvature of χ2 in the parameter space at

the global maximum. If the curvature is small, then it can result in very large standard deviations

that surpass the physically admissible range. For example, the calculated error bar of the position of

a peak can become 200 kHz although the total width of the �tted lineshape is only 20 kHz. Fixing
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Figure 3.33: a): Flat global maximum of the quality of the �t for the O-II sample (p = 0.109) at 10 T &

2.9 K, as calculated within the MATLAB routine. The �t quality is 1 if the di�erence between �t and data goes

to zero. Since the maximum of the �t quality is very broad, we �nd that the uncertainty of the splitting ∆νtot is

∼ 10 kHz. This surface plot contains many layers, because a particular value of the splitting ∆νtot = xc,B−xc,A
can be realised by di�erent pairs of peak positions xc,B & xc,A. b): Best �t of O(2) HF2 satellite at 10 T. The

broad peak can be �t by a large range of parameters, as can be seen from panel a). Red and dark blue lines are

Asymmetric Pseudo-Voigt lineshapes with Lorentzian contribution m = 0 and area ratio 2-to-1.

the error bars by hand to ±10 kHz would be a legitimate procedure, because the peak position lies

with certainty within the �tted lineshape. Nonetheless, this is likely to be a strong overestimation as

conventional error bars are de�ned by the standard deviation σ, which corresponds to a con�dence

level of 68%.

Typically, �at global maxima of the �t quality in parameter space exist when two or more parameters

are cross-correlated and indicate that the �tting model is inadequate (see Fig. 3.33a). If, as in our

case, the splitting is correlated with the asymmetry, then ideally, the model should be reformulated

in such a way that the asymmetry is parametrised by the splitting ∆νtot. In our model the splitting,

the width and the asymmetry are correlated parameters, because they all depend on the order para-

meter of 3D charge order, ∆3DCDW. The problem that we face is that a priori we do not know the

functional dependence ∆νtot(∆3DCDW), etc. Thus, we cannot, for example, express the asymmetry

directly through the splitting to reduce the amount of free parameters. Consequently, close to Bonset

we are necessarily in a situation where error bars from standard �tting procedures are ill-de�ned.

For the accuracy of the MATLAB routine there are two risks when B ∼ Bonset: If the spectrum is a

single broad peak, then the routine will become sensitive to the noise of the data. Hence, it is desirable

to increase the statistics of the raw data and to measure many spectra. The resulting scattering will be

a measure of the uncertainty. A second danger that remains, is that the global maximum of the quality

of the �t might to some extent be model dependent. To cope with this problem we repeat the analysis
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doping p [holes] Tc [K] oxygen content y chain ordering

0.088 52.3 ± 2 6.49 O-II

0.0109 60.0 ± 1 6.56 O-II

0.125 68.5 ± 1 6.68 O-VIII

0.136 78.3 ± 1 6.77 O-III

Table 3.1: Information on 17O-enriched YBCO samples, grown by Ruixing Liang at UBC. The oxygen content

of the O-II ordered sample with p = 0.088 was determined by 63Cu-NMR in ref. [148].

with slightly varying models for which we release the constraints on the area ratio or the Lorentzian

contribution to the peak shape, m. For B ∼ Bonset we determine the error bar for the splittings from

the range in which splittings of di�erent models fall. This procedure is somewhat arbitrary, but it is

reasonable to account for this systematic error. However, this error becomes small above Bonset and

an ad-hoc error has to be added. It can be estimated by plots of the �t quality like Fig. 3.33a, but we

have no objective criterion that says how much the �t quality has to decrease at one standard deviation

σ, so it is possible that our error bars are overestimated with respect to the standard-deviation.

To reduce the parameter space we can constrain the width w0. A lower bound for the single peak

widths can be determined by extrapolating their �eld dependence from low �eld data, as if the 2D short-

range CDW correlations extended without change into the high �eld phase. This is motivated by the

fact that in XRD anti-phase correlations (l = 0.5) do not decrease inside the high �eld phase (see Fig.

3.32a), which in NMR is re�ected in a constant left width wL (see Fig. 3.25a). A width calculated from

low �eld data is a lower bound to the correct total with, because wcalc(B) = 2wL < wL + wR = wtot.

So, if the widths of all satellites are available at a �eld B < Bonset, then the broadening contributions

δνquad, δνmag,c and δνmag,0 can be calculated from the equations 3.6a to 3.6c. As the quadrupole

broadening δνquad is �eld independent in the short-range 2D CDW phase and magnetic broadenings

δνmag,c & δνmag,0 are linearly proportional to the �eld, the �eld dependence of the width of each

satellite can be calculated for arbitrary �eld using equations 3.4a to 3.4a. For HF2 this gives

2wL,HF2 =

√
(2δνquad +

dδνmag,c

dB
B)2 + (

dδνmag,0

dB
B)2 (3.23)

We make use of this equation to constrain the width of the O-III sample (p = 0.136) and the weakly

doped O-II sample (p=0.088). Sample information is summarised in table 3.1.
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Figure 3.34: Total splitting ∆νtot,HF2 of the O(2) HF2 satellite of the O-II sample (p = 0.109) at T ≈ 2 K,

with the sample tilted by 16-18◦ o� the c-axis. ∆νtot,HF2 is plotted against Bz, the projection of the �eld along

the c-axis. The splitting has been determined by a least squares routine in MATLAB for Bz ≤ 17.6 T and by

8-peak �ts of full spectra with EVD pro�les. The line is a �t with the tanh-�t, de�ned in eq. 3.25b and gives

Bonset = 10.0± 0.2 T.

Splitting of O-II sample p = 0.109

For the O-II sample with hole doping p = 0.109 the splitting of the HF2 satellite has been determined

using the MATLAB routine for �elds up to 18.5 T. For B0 ≥ 19 T the splitting has been determined

using 8-peak �ts with EVD pro�les. Fig. 3.34 shows the results.

For the �elds where 8-peak �ts have been done the full quadrupole splitting is obtained easily

using eqs. 3.20. It would be interesting to separate the contributions from the quadrupole and the

magnetic splittings to ∆νtot,HF2 = 2∆νquad + ∆νmag. To determine ∆νquad it is necessary to know

∆νmag and vice-versa. However, both splittings originate from the CDW modulation, so they are

expected to be proportional to each other. If this is the case and if the proportionality constant is B

independent, then both splittings can be determined from HF2 only. As ∆νmag is proportional to the

�eld (∆νmag = γB∆K), we expect ∆νquadB/∆νmag to be constant. From Fig. 3.35 one can see that

this is indeed the case.

We can thus express νtot,HF2(B) through ∆νquad(B) alone by

νtot,HF2(B) = 2∆νquad(B) + ∆νmag(B) = (2 +
B

24.6
)∆νquad(B) (3.24)

and calculate ∆νquad(B) for the �elds B0 ≤ 18.5, as shown in Fig. 3.36.

To �t the splitting one can use a function that is inspired by an interpolation formula to the T -
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Figure 3.36: Quadrupole splittings ∆νquad of the O(2) site as a function of Bz. For Bz ≤ 17.6 T the

quadrupole splitting is calculated from νtot,HF2 of Fig. 3.34 using eq. 3.24. For �elds above 17.6 T, ∆νquad is

directly determined from 8-peak �ts. The line is a tanh-�t, de�ned in eq. 3.25.
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dependence of the BCS-gap, ∆BCS(T ) [149]:

∆BCS(T ) = ∆0 tanh

(
1.74

√
Tc
T
− 1

)

By analogy, for ∆νquad(B) this gives

∆νquad(B) = ∆νquad,max tanh

(
1.74

√
Bsat −Bonset

Bsat −B
− 1

)
, (3.25a)

where Bsat is the �eld above which ∆νquad(B) saturates at ∆νquad,max. And as ∆νmag is found to be

proportional to ∆νquad it follows the same B-dependence and �nally for the total splitting we �nd

νtot,HF2(B) = 2∆νquad(B) + ∆νmag(B)

= (2∆νquad,max + γB∆Kmax) tanh

(
1.74

√
Bsat −Bonset

Bsat −B
− 1

)
(3.25b)

Here ∆Kmax is the value at which the Knight shift splitting saturates.

This analysis con�rms the earlier results obtained by Wu et al. [73]. The only di�erence is that based

on the new analysis with 8-peak �ts ∆νquad ,max is smaller by about 10 kHz, compared to ref. [73].

As the B-dependence of the quadrupole splitting is analogous to the T -dependence of the BCS gap

∆BCS(T ), it suggests that ∆νquad can be interpreted as an order parameter of the long-range CDW

phase. It is, however, not the order parameter of the thermodynamic long-range 3D CDW phase as

probed by ultrasound [93, 98], but the order parameter of long-ranged in-plane (2D) CDW correlations

that precede the true thermodynamic phase transition when long-ranged order in all spatial directions

is achieved.

The tanh-�t �nds a saturation �eld Bsat of 58 T. Such a high saturation �eld is not expected for this

sample because no �eld dependence is expected beyond Hc2 ≈ 24 T. However, ∆νquad is constant

within the measurement precision above ≈ 25 T. Bsat � Hc2 can thus be seen as an artifact of the

very gradual saturation of eq. 3.25.

Splitting of O-VIII sample p = 0.125

Determining the splitting is more di�cult in the O-VIII sample, since the O(2) satellites contain two

distinct sites, O(2EF) & O(2FF), as discussed in section 3.1.2. The two sites can be distinguished

at high T , because their Knight shifts are di�erent, but with decreasing T all Knight shifts become

smaller and so does the Knight shift di�erence. Consequently, at low T O(2EF) & O(2FF) overlap

more, but they do not coincide due to the remaining di�erence in quadrupole frequencies νquad. The

unequal area ratio of O(2EF) & O(2FF) results in a slightly asymmetric lineshape of O(2), even below

Bonset. Hence it is more di�cult to resolve a splitting and error bars are larger.
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Figure 3.37: Total splitting ∆νtot,HF2 of the O(2) HF2 satellite of the O-VIII sample (p = 0.125) at T ≈ 2 K,

with the sample tilted by ≈ 20◦ o� the c-axis. ∆νtot,HF2 is plotted against Bz, the projection of the �eld along

the c-axis. The splitting has been determined by a least squares routine in MATLAB. The analysis by 8-peak

�ts of a full spectrum with EVD pro�les at Bz = 28.4 T leads to a consistent total splitting. The line is a �t

with the tanh-�t, de�ned in eq. 3.25b and gives Bonset = 13.7± 0.2 T.

All the data has been acquired and pre-analysed by Michihiro Hirata and Rui Zhou. In the context of

this thesis the analysis has been re�ned together with Rui Zhou.

The MATLAB routine was used to determine the splitting of the O(2) HF2 satellite. The area ratio

was �xed to 2-to-1. The single peak width w0 was not constrained, because no full spectrum was meas-

ured below Bonset. We found that w0 scatters less as a function of �eld if the Lorentzian contribution,

m, is not constrained. m decreases with increasing �eld.

The resulting splitting is shown in Fig. 3.37. The �tting error bar of the onset �eld is small, because

the scattering of the data points is small, but the true uncertainty is likely to be signi�cantly larger.

An uncertainty of ±2 T is reasonable.

Splitting of O-III sample p = 0.136

This O-III ordered sample has broad and slightly asymmetric O(2) satellites, for the same reason as

the O-VIII sample. The analysis of this sample is di�erent in that the single peak width w0 could be

constrained by the width as given by eq. 3.23.

For this, the broadening contributions were determined from a full spectrum at B0 = 22 T. This

�eld lies just below Bonset. By constraining the single peak widths in the MATLAB routine to the



87

1 5 2 0 2 5 3 0 3 5 4 0 4 5
0

3 0

6 0

9 0

1 2 0

L F 1

L F 2

H F 1
w t o t  &  2 w L

wid
th 

(kH
z)

B 0  ( T )

Y B C O  O - I I I H F 2a )

B o n s e t

0 5 1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5 5 00

2 0

4 0

6 0

8 0

1 0 0

B o n s e t  =  2 2 . 7  �  0 . 2  T

∆ν
tot

, H
F2

 (k
Hz

)

B z  ( T )

Y B C O  O - I I I
p = 0 . 1 3 6 ,  y = 6 . 7 7
t o t a l  s p l i t t i n g  ∆ν t o t
O ( 2 )  H F 2  s a t e l l i t e

b )

Figure 3.38: a): Comparison of experimental widths wtot of O(2) satellites of the O-III sample at low T ∼2 K

with the calculated widths, 2wL, as a function of the applied �eld B0. 2wL(B) is calculated from equations

analogous to eq. 3.23 from broadening contributions at B0 = 22 T, below the onset �eld: δνquad = 24.8 kHz,

δνmag,c = 2.9 kHz and δνmag,0 = 30.3 kHz. Since the total splitting on LF1 is small, its total width is

dominated by the single peak width w0. The total width of HF1 and HF2 increases rapidly because of the

growing splitting. b): Total splitting ∆νtot,HF2 of the O(2) HF2 satellite of the O-III sample (p = 0.136) at

T ≈ 2 K, with the sample tilted by ≈ 16◦ o� the c-axis. ∆νtot,HF2 is plotted against Bz, the projection of the

�eld along the c-axis. The splitting has been determined by a least squares routine in MATLAB. The analysis

by 8-peak �ts of a full spectrum with EVD pro�les at Bz = 32.7 T leads to a consistent total splitting. The

line is a �t with the tanh-�t, de�ned in eq. 3.25b and gives Bonset = 22.7± 0.2 T.

calculated width 2wL, as given by eq. 3.23 from the broadening contributions, one should underestimate

the single peak width. However, when comparing the measured widths wtot of each satellite with the

corresponding calculated width 2wL one �nds that the measured wtot of low frequency satellites LF1

and LF2 are not growing faster than the calculated �eld dependence of 2wL, see Fig. 3.38a. This does

not mean that these satellites show no asymmetric broadening. O(2) LF1 is markedly asymmetric at

high �eld [145]. However, it could mean that the broadening contributions used in calculating 2wL

were overestimated. As a result, we can expect 2wL,HF2(B) to be a reasonable single peak width w0

for the MATLAB routine.

The resulting splitting is shown in Fig. 3.38b. Again, the �tting error bar of the onset �eld is

small, but the true uncertainty is likely to be signi�cantly larger, because of uncertainties concerning

the constrained single peak width. An error bar of ±2 T is reasonable.
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Figure 3.39: a): Comparison of experimental widths wtot of O(2) satellites of the O-II sample with p = 0.088

at low T ∼2 K with the calculated widths 2wL as a function of the applied �eld B0. 2wL(B) is calculated

from equations analogous to eq. 3.23 from broadening contributions at B0 = 17 T, below the onset �eld:

δνquad = 17.3 kHz, δνmag,c = 6.6 kHz and δνmag,0 = 22.6 kHz. Since the total splitting on LF1 is small, its

total width is dominated by the single peak width w0. The total width of HF1 and HF2 increases rapidly

because of the growing splitting above the onset �eld. b): Total splitting ∆νtot,HF2 of the O(2) HF2 satellite of

the O-II sample with p = 0.088 at T ≈ 2 K, with the sample tilted by ≈ 16◦ o� the c-axis. ∆νtot,HF2 is plotted

against Bz, the projection of the �eld along the c-axis. The splitting has been determined by a least squares

routine in MATLAB. The analysis by 8-peak �ts of a full spectrum with EVD pro�les at Bz = 32.7 T leads to a

consistent total splitting. The line is a �t with the tanh-�t, de�ned in eq. 3.25b and gives Bonset = 23.8±0.4 T.

Splitting of O-II sample p = 0.088

The O-II sample with a low doping of p = 0.088 has the broadest lines at high T of all samples dicussed

so far [148, 145]. The lines are so broad that a splitting of O(2) HF2 into two peaks is not resolvable

at low T and high �elds. Still, by constraining the widths, as done for the O-III sample a reliable onset

�eld can be determined from the splitting values given by the �t.

The broadening contributions have been determined from a full spectrum at B0 = 17 T. The measured

widths wtot of each satellite are compared with the calculated width 2wL in Fig. 3.39a. As the

calculated 2wL,LF1(B) grows slower than the measured width wtot,LF1 the broadening contribution

appear not to be overestimated for this sample. Thus, we expect that by constraining the single peak

width w0 of the HF2 satellite to the caluculated 2wL,HF2(B), w0 is underestimated and consequently

the splitting could be overestimated. However, as the asymmetry of the single peak pro�le is expected

to be weaker on HF2 than on LF1, this error is not signi�cant. The resulting splitting is shown

in Fig. 3.39b. As before, the �tting error bar of the onset �eld is smaller than the true uncertainty.

Assigning an error bar of ±2.5 T is reasonable.
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Fig. 3.40 shows high �eld spectra for each doping p = 0.125, p = 0.136 and p = 0.088 all measured at

34 T, corresponding to Bz ≈ 32.3 T. Visibly, the splitting is not well resolved for p = 0.136, even less

for p = 0.088, so it is essential to constrain the single peak widths for these samples.

Doping dependence of Bonset

The principal �eld scale for a superconductor is Hc2. Phenomena that compete with superconductivity

(SC) become �eld dependent by feeding o� the weakening SC at high �elds. It is thus natural that

Bonset(p), determined by NMR [73] and BCO(p) from ultrasound [98], follow the doping dependence of

Hc2, reported by Grissonnanche et al. [38], as shown in Fig. 3.41a.

The remarkable aspect about these �eld scales is that they share an equivalent doping dependence

around p = 0.12. They di�er only by an additive constant and BCO lies exactly in the middle between

Bonset and µ0Hc2:

µ0Hc2 = BCO + 7T = Bonset + 14T (3.26)

The relation works better than multiplicative scalings of these �eld scales, as suggested by Jang et

al. [143] or Laliberté et al.[98]. It is consistent with the observation of Jang et al. that the XRD

intensity of the 3D peak saturates at µ0Hc2, ≈ 14 T above the onset �eld µ0H3D, which is equivalent

to BCO. Account should be taken that Laliberté et al. have reproduced erroneous NMR data from

Chang et al. [92], instead of the original publication of Wu et al. [73].

Eq. 3.26 is useful to extract information about the doping dependence of the saturated quadrupole

splitting ∆νquad,max(p). According to it ∆νquad(p) is expected to be saturated 14 T above Bonset,

which has been precisely determined from �ts of the total splitting. If we assume that eq. 3.24 is valid

in the full doping range, then we can calculate the average ∆νquad,max(p) from all �elds above Hc2

using identical criteria. As seen previously, the tanh-�t itself has a very gradual saturation. This is a

useful property when determining the onset �eld, but the parameters Bsat, ∆νquad,max and the slope of

the magnetic splitting γ∆K cannot be determined reliably from the �t, because of cross-correlation of

the �tting parameters. The validity of eq. 3.24 for other dopings than p = 0.109 could not be veri�ed,

but as the 17O-NMR spectra have been acquired in the same �eld orientation and as the analysis is

equivalent, it is a reasonable assumption.

As shown in Fig. 3.42, ∆νquad,max(p) does not vary strongly with doping in the investigated range.

This could appear to be at odds with recent work by Jang et al. [150]. There, the XRD intensity of

the 3D CDW peak was measured in �elds of 30 T at 10 K for a range of dopings and the intensity

decreases rapidly with underdoping. At p = 0.09 the intensity is only 25% of the intensity at p = 0.12.

As the onset temperature of 3D charge order TCO decreases rapidly with underdoping [98], the XRD
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Figure 3.40: O(2) HF2 satellites at 34 T for a): O-VIII, p = 0.125 with a well resolved splitting, b): O-III,

p = 0.136 with a visible shoulder and c): O-II, p=0.088 with no clear splitting. Due to overlap at low frequency

with the O(4) HF1 satellite and some additional peak, here called O(4) HF1∗, the frequency range that is shaded

in grey was excluded from the �t. Evidently, the resulting error bars increase from a) to c).
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is from 63Cu-NMR [73]. Other NMR data is from 17O-NMR. b): Perfect scaling of all �eld scales by addition

of doping-independent constant �eld, as given by eq. 3.26.
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Figure 3.42: Doping dependence of the maximal quadrupole splitting ∆νquad,max in YBCO. It is determined

at each given doping from the average of all quadrupole splittings measured at Bz > µ0Hc2. The red line is a

parabolic guide to the eye. By constraint, it goes to zero at p = 0.07 and p = 0.16, so its center is at p = 0.115.
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Figure 3.43: Left panel: T -H phase diagram of Bi2Sr1.25La0.75CuO6+δ (p = 0.114). A CDW phase is induced

above HCDW = 10.4 T and persists up to TCDW = 60 K, way above Tc = 12 K. The pseudogap below T ∗ is

�eld-independent.

right panel: 63Cu NMR satellite spectrum at 70 K and 4.2 K at 14.5 T. The low T spectrum shows indications

of a splitting with symmetric area ratio. Figures are reproduced from ref. [103].

intensity at p = 0.09 and 10 K may not saturated (TCO(p = 0.09) ≈ 20 K), although SC has been

completely suppressed. On the other hand, the NMR measurements are performed in the low T and

high �eld limits simultaneously.

To which extent the quadrupole splitting or the XRD intensity of the 3D peak are equivalent, is a

matter of debate. The quadrupole splitting is a quantity that is sensitive to the local amplitude of

the charge modulation. In principle, the integrated intensity in XRD should be proportional to the

amplitude, but it also depends on the correlation volume. Consequently, the integrated intensity could

remain constant, if a decreasing CDW amplitude is compensated by a growing correlation volume.

3.3.5 Comparison of YBCO and Bi-2201

Recently, �eld-induced charge order has been reported in underdoped Bi2Sr2−xLaxCuO6+δ by Kawa-

saki et al. using 63Cu-NMR [103]. The results are similar to YBCO in terms of no concomitant spin

order being found, but di�erences exist in many respects: The �eld is applied parallel to the CuO2-

planes and at p = 0.114 charge order remains �eld-dependent at T < TCDW = 60 K, temperatures that

are much higher than the superconducting Tc = 12 K, see Fig. 3.43. Since Tc and µ0Hc2,in−plane = 29 T

are very low, it is not so surprising that an in-plane �eld of 10.4 T can induce a CDW, but the fact

that the CDW is �eld-dependent for T > Tc de�es understanding.
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The lineshape of the 63Cu satellite, shown in Fig. 3.43, indicates that the satellite splits into two

equal peaks. Kawasaki et al. discuss the line splitting as the result of a uniaxial incommensurate

charge modulation, whose characteristic two-horn spectrum is strongly broadened by disorder. This is

consistent with the incommensurate wave vector q = 0.26 found by resonant XRD by Comin et al. in

zero �eld [85]. In the same study, Comin et al. have also done STM and ARPES on the same sample

(p = 0.12). With STM they found a commensurate 4a modulation.

Like STM, NMR is a local probe, so the 4a modulation should also be re�ected in the NMR spectrum.

As discussed and shown in Fig. 3.21, depending on the phase, a splitting with 1-to-1 area ratio can

also be consistent with a 1q commensurate modulation with period 4a. As q = 0.26 is close to the

commensurate q = 1/4, di�raction experiments and local probes become consistent if the mechanism

of discommensurations is invoked which makes the modulation locally commensurate with period 4a

[136].

The situation in Bi2201 is thus very analogous to underdoped YBCO, with the di�erence that the

incommensurate wave vectors found in YBCO are close to q = 1/3 and the NMR spectrum in high

�elds can distinguish commensurate and incommensurate periods.

Interestingly, the ARPES measurements in Bi2201 by Comin et al. showed that the incommensurate

wave vector q = 0.26 connects the endpoints of Fermi arcs and concluded that the origin of the incom-

mensurate wave vectors lies in "nesting" between hot spots.

In the framework of McMillan, Coulomb interactions make the incommensurate modulation energetic-

ally unfavourable and discommensurations appear to minimise the Coulomb interaction locally, without

changing the incommensurate period on a larger length scale [138]. From this perspective, both the

Fermi surface, as well as local Coulomb interaction are important to understand the CDW.

3.4 Summary

This chapter focused on two aspects of the 17O-NMR spectra of underdoped YBCO that give direct

information about charge order: The width and the lineshapes of peaks that correspond to the oxygen

sites in the CuO2-planes. It summarises a part of the work of the NMR group over the past ten years

or so.

2D short-range CDW & quadrupole broadening δνquad

In the 2D short-range CDW phase the satellite peaks of O(2) & O(3) sites broaden with lowering

temperature. Following the evolution of all satellite peaks widths allows to extract magnetic and

quadrupolar broadening contributions.
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The quadrupole broadening δνquad measures the width of the distribution of quadrupole frequencies

νQ and is proportional to the strength of the CDW in the 2D short-range CDW phase. Consequently,

δνquad scales with the intensity of the CDW superstructure peaks in XRD.

δνquad is extracted for an O-II sample (p = 0.109) with well ordered chains, for which the analysis is

extended to T < Tc.

The analysis is applied to an O-VIII sample (p = 0.125) where the correlation length of chain ordering

is lower. The determination of δνquad becomes more complicated, because it comprises the e�ect of

the CDW modulation and structural disorder.

3D long-range CDW & quadrupole splitting ∆νquad

When high magnetic �elds are applied, the in-plane CDW correlations develop long-ranged character

and the amplitude of the CDW modulation becomes su�ciently large to split the satellite peaks. To

determine the amplitude of the CDW modulation, magnetic and quadrupolar contributions to the

splitting have to be separated.

Following a lineshape analysis for 1q and 2q commensurate and incommensurate modulations we de-

termine that the full 17O-NMR spectrum of O(2) & O(3) sites in high �elds can be explained by a

uniaxial commensurate modulation with period 3a or 3b.

Based on this model, the onset �eld of the long-range CDW phase, Bonset, is determined for a range

of dopings 0.088 ≤ p ≤ 0.136. This �eld follows the doping dependence of Hc2.
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Chapter 4

Tuning the competition between

superconductivity and charge order with

hydrostatic pressure in YBa2Cu3Oy

4.1 Overview of the e�ect of hydrostatic pressure in YBCO

With the discovery of superconductivity in cuprates, initially in LBCO, it was quickly realised that the

Tc of this compound can be increased by applying hydrostatic pressure [151]. This led to the realisation

that the substitution of La to a smaller cation could lead to the same e�ect through chemical pressure.

The replacement of La by the smaller Y led to the discovery of YBCO and proved to be a great success

as its maximal Tc increased beyond the boiling temperature of liquid nitrogen.1 However, the further

application of hydrostatic pressure on fully oxygenated YBa2Cu3O7 shows no signi�cant increase of

Tc [152]. In fact, recent measurements by Alireza et al. have shown that Tc continuously decreases

down to below 10 K [153], see Fig. 4.1. This e�ect can be understood rather easily knowing the doping

dependence of Tc of related compounds like Ca-doped YBCO or LSCO that can be heavily overdoped.

For them, Tc decreases beyond some optimal doping value following a parabolic dependence, also known

as Tallon's law [35]. The mechanism by which hydrostatic pressure increases doping is understood from

YBCO's crystal structure being most compressible along the c-axis [154]: Reduced distance from CuO-

chains to CuO2-planes leads to improved charge transfer and consequently to higher hole doping. This

is the principal e�ect of pressure on optimally or overdoped YBCO: As the hole doping is increased, Tc

continuously decreases. Work by Alireza et al. con�rms that the application of hydrostatic pressure

1The fact that the substitution of La by Y increased Tc cannot be regarded as the e�ect of chemical pressure since

LBCO (mono-layer) and YBCO (bi-layer) have di�erent crystal structures in which Y does not simply replace La. Chu

et al. were just lucky.
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Figure 4.1: a): Tc as a function of hydrostatic pressure up to 28 GPa for overdoped single crystals and

polycrystals of YBCO. b): Hole doping (nh = p) dependence of Tc. Filled circles denote ambient pressure Tc of

YBCO, empty circles denote ambient pressure Tc of Ca-doped YBCO. Purple squares show evolution of Tc of

the overdoped single crystal in a) whose pressure dependence has been converted into pressure induced doping

dependence. Both graphs are reproduced from Alireza et al. [153].

of nearly 30 GPa is su�cient to decrease Tc from 89 K to less than 10 K, implying an increase of hole

doping from p(P=0 GPa)≈ 0.184 to p(P=28 GPa)≈ 0.26. This type of e�ect is expected to occur at

any hole doping and can be called the �pressure-induced doping e�ect�. In contrast, �intrinsic� pressure

e�ects are dependent on properties at a particular doping and can lead to qualitatively di�erent e�ects

than the increase of the doping. An example for an intrinsic e�ect of pressure was found in underdoped

YBCO samples. A YBCO6.6 sample studied by Sadewasser et al. has revealed a Tc of 105 K at 15 GPa,

signi�cantly higher than the maximal Tc of 94 K that is achieved by optimising the doping at ambient

pressure [70]. To reach a Tc beyond 94 K some other e�ect of pressure has to boost Tc. Cyr-Choinière et

al. have remarked that Tc is most sensitive to pressure for samples which also show charge order [2],

see Fig. 4.2. They have suggested that it is the suppression of the CDW phase that competes with

superconductivity which leads to the increased maximal Tc under hydrostatic pressure.

This hypothesis has been tested by transport and XRDmeasurements. In two XRD studies it was found

that charge order is absent at just 1 GPa [90, 155]. From this very rapid suppression it follows that the

suppression of charge order cannot be the dominant mechanism behind the sustained increase of Tc up

to at least 15 GPa as found by Sadewasser et al.. On the other hand, various transport measurements

(slow quantum oscillations and a negative Hall number RH) still show the signatures of charge order

close to or beyond the moderate pressure of 1 GPa [156, 7, 2]. Since transport measurements are

performed in high magnetic �eld, while XRD measurements are in zero �eld, and as magnetic �eld
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Figure 4.2: a): Tc dome vs hole doping p at di�erent pressures. b): Slope of the hydrostatic pressure

dependence dTc

dP (blue) of Tc vs hole doping p. Empty circles are our measurements. The line is a guide to the

eye. The left panel and data in right panel are reproduced from Cyr-Choinière et al. [2].

is known to strengthen charge order, parts of the community were led to believe that there is not

necessarily a contradiction between the XRD and transport measurements. It is thus interesting to

study charge order under pressure by NMR since both �eld-induced & �eld-independent CDWs can be

studied. The aim of the following sections is to present the NMR results and compare them in detail

with results from other probes.

4.2 Experimental NMR setup & the pressure cell

To perform NMR measurements under hydrostatic pressure we have utilised a commercial Beryllium-

copper (BeCu) clamp pressure cell (version CTF-HHPC50) that was acquired in 2015 from C & T

Factory Co. Ltd. in Tokyo, Japan. The pressure medium of choice was Daphne oil 7373 [157], as

suggested by Michihiro Hirata. He has been a Post-Doc in the NMR group from 2013 until early 2016

and had experience with this pressure medium and the cell from his PhD in Professor Kanoda's NMR

group at the University of Tokyo. The same combination of pressure cell and pressure medium has

been used to study both organic and iron-based superconductors with NMR [158, 159]. This type of

pressure cell is very simple: A hydraulic press is used to compress the soft Te�on capsule containing

the Daphne oil in which the sample is immersed. After the desired pressure is achieved, the top BeCu

locknut is screwed tightly to hold the top piston and the top piston backup in place once the external

pressure of the press is released.

In principle, an ideal pressure medium is soft to minimise non-hydrostatic shear stress at the samples
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Figure 4.3: a): Photo of the C&T Factory BeCu pressure cell. b): Scheme of the BeCu pressure cell reproduced

from Yokogawa et al. [157].
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Figure 4.4: a): In-situ pressure evolution with cooling for initial pressures 1.05 GPa, 0.81 GPa, 0.53 GPa

and 0.12 GPa, respectively. Arrows mark melting temperatures Tm. b): Temperature-pressure phase diagram

of Daphne 7373. Inset: Pressure loss with cooling as a function of initial pressure at 300 K. Graphs are

reproduced from Yokogawa et al. [157].

surface and does not expand or contract in the entire temperature-pressure region that is studied to

keep pressure constant inside the pressure cell. Such an ideal pressure medium does not exist. Best

hydrostaticity can be achieved by Helium. However, using Helium as a pressure medium necessitates

continuous monitoring and re-adjustment of the pressure as Helium density is varying strongly with

temperature. Using a pressure medium that is already a liquid at ambient conditions greatly simpli�es

the handling of high pressures since the contraction with cooling is not as dramatic as for Helium. In

particular, Daphne oil 7373 is an industrial oil with properties that are very suitable for high-pressure

measurements. At ambient temperature it remains liquid up to 2.2 GPa, so pressures up to this value

can be applied in hydrostatic conditions, see Fig. 4.4. When cooled down, Daphne oil 7373 solidi�es

very gradually and especially at higher pressures the solidi�cation is not followed by a signi�cant loss

of pressure [157].

Since high pressure already increases the packing of the oil's molecules at ambient temperature, the

solidi�cation of the oil below the melting temperature leads to ever smaller loss of pressure, the higher

the initial pressure, as can be seen in the inset of Fig. 4.4 b). The linear decrease of the lost pressure

−∆P is captured by the equation

−∆P = −0.14P + 0.27 [GPa] ,

so, around P=1.9 GPa one expects no pressure loss at all as −∆P goes to 0. We have chosen to work

at this pressure value. To do this, we �rst calibrated the pressure inside the pressure cell against the

primary pressure of the hydraulic press. The calibration has been done by measuring the resistance of

a 2 m long Manganin wire inside the pressure cell by a four-point measurement. Manganin's electrical

resistance is known to increase linearly with hydrostatic pressure [160] and thus allows to calculate the
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Figure 4.5: Right axis: Manganin wire resistance as a function of primary pressure of the hydraulic press.

Left axis: Calculated secondary pressure inside the pressure cell. As expected, the secondary pressure increases

linearly (�t) with the applied primary pressure.

absolute pressure from the relative increase of the Manganin's resistance

∆R

R
/ P = 2.48 [% /GPa] ,

see Fig. 4.5.

4.3 Change of Tc

With this calibration done, we can apply 1.9 GPa by pressurising the BeCu pressure cell with 280 bar.

We can verify that this pressure is indeed not lost when cooling down by measuring the change of Tc

before and after applying pressure. This is done by tracking the NMR coil's resonance frequency as we

cool through Tc. In the SC state susceptibility measurements are in principle surface sensitive because

they probe the sample only within the London penetration depth λL ≈ 2000Å . Thus, if the surface

has a somewhat di�erent doping than the bulk, it can strongly a�ect the resonance frequency, as can

be seen in Fig. 4.6a in case of the O-II sample. An ac-susceptibility measurement, shown in Fig. 4.7

con�rms the bulk Tc. The surface problem occurs only in 17O-enriched samples: Additional oxygen is

adsorbed at the sample's edges if the sample is not quenched fast enough after the isotope substitution

procedure. The bulk properties probed with NMR are in excellent agreement with another particularly

clean and homogeneous non-enriched sample of identical doping whose tuning frequency has a single

sharp Tc, see ref. [148] for details.
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Figure 4.6: a): Tuning frequency of NMR tank circuit of O-II (p=0.109) sample. Tc is determined from the

midpoint of lowest step that corresponds to the bulk Tc. b): Tuning frequency of O-VIII (p=0.125) sample.

5 4 5 6 5 8 6 0 6 2 6 4 6 6 6 8 7 01 0 0

7 5

5 0

2 5

0

ac
 su

sce
pti

bili
ty 

(ar
b. 

un
its)

T  ( K )

Y B C O  O - I I
p  =  0 . 1 0 9
T c  =  5 9 . 5  �  1  K

a d s o r b e d  o x y g e n

Figure 4.7: ac-susceptibility of the 17O-enriched YBCO O-II sample shown in Fig. 4.6a. Adsorbed oxygen

leads to a surface Tc of ≈ 64 K. The small decrease at the 64 K (marked in grey) implies that at most 5% of

the sample within the London penetration depth λL is a�ected by oxygen adsorption. The line is a guide to

the eye.

The Tc increases by about 6 K and 13 K for the O-II and O-VIII samples, respectively. These

increases are consistent with the reported dTc
dP in Fig. 4.2b from ref. [2] for a pressure of 1.9 GPa. We

can thus conclude that not more than 0.1 GPa of pressure has been lost at low temperature where the

Daphne oil has solidi�ed.

It should be mentioned that after applying the pressure at ambient temperature the pressure cell is

mounted on the probe and has to be cooled rapidly below 200 K so oxygen mobility in the chain-layer

is signi�cantly reduced. This is important since hydrostatic pressure can a�ect the ordering of the

CuO-chains. If left at ambient temperature for an extended duration this process can signi�cantly

increase Tc of underdoped samples with previously disordered chains [70]. The relaxation time into
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the new chain-order amounts to multiple hours. Since we use detwinned and highly ordered samples

and cool below 250 K within less than two hours after pressurisation, we believe that these e�ects are

absent in our experiments.

4.3.1 Pressure-induced doping: Literature survey

Before discussing how charge order is a�ected by hydrostatic pressure it is important to assess the

doping e�ect of pressure in a more quantitative way. This is important as the strength of charge order

is known to be strongly doping-dependent, forming a dome centered around p ≈ 0.12 [83, 86, 84].

Cyr-Choinière et al. have proposed a model to asses the pressure induced doping [2]. They made two

assumptions: Firstly, pressure increases the doping by facilitating the charge transfer from CuO-chains

to CuO2-planes. To �rst approximation this e�ect is linear in the applied pressure P . Secondly, the

charge transfer must be stronger in a sample with a higher oxygen concentration in the chain layer, so

the linear increase of hole doping is assumed to be proportional to the initial doping. Altogether, this

gives

p(P ) = p0 + b · p0 · P (4.1)

Within this model there is only one parameter, b, that controls the pressure-induced doping e�ect

of pressure. Using eq. 4.1 and the parabolic form of Tc(p) [35], Cyr-Choinière et al. determined

b = 0.01GPa−1 from the pressure dependence of Tc for the overdoped sample studied by Sadewasser

et al. up to 11 GPa [70]. By repeating the same procedure using the high-pressure data by Alireza et

al. we �nd a somewhat higher value, b = 0.018GPa−1, see Fig. 4.8. The application of 1 GPa

changes the doping from p0 to p0 · (1 + b), so b is the percentage by which the doping increases

per GPa (b = 0.01 = 1%). Thus, within the model proposed by Cyr-Choinière et al. the pressure

induced doping for either value of b is rather small and these values can be compared with those

reported in the literature: Jorgensen et al. have estimated the induced doping to be 0.0065 holes/GPa

for YBa2Cu3O6.93 and 0.008 holes/GPa for YBa2Cu3O6.60, so approximately a 4% and 7% increase

of doping per GPa, respectively. These estimations are deduced from Bond-Valence-Sums based on

structural data up to only 0.58 GPa [154]. Murayama et al. have measured strongly decreasing Hall

numbers at T > Tc, decreasing by 8-10% per GPa in fully oxygenated YBCO. Assuming that the Hall

number is inversely proportional to the carrier density, they inferred a 8-10% per GPa increase in the

hole doping [161]. On the other hand, Gupta & Gupta did an electronic structure calculation that

resulted in an increased doping of only 0.0017 holes/GPa YBa2Cu3O7, i.e. roughly a 1% increase in

hole doping per GPa [162], consistent with the estimation of Cyr-Choinière et al.. We cannot resolve

the large discrepancy in the estimated pressure-induced hole doping from experiments and simulations

but would like to point out that if the hole doping increased at the rate suggested by Jorgensen et al.,
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Figure 4.8: Tc(P ) for overdoped YBCO samples of Sadewasser et al. (black diamonds) with p0 ≈ 0.175 [70]

and Alireza et al. (purple triangles) with p0 ≈ 0.184 [153]. We �t both the single crystal and polycrystalline

samples simultaneously, as their pressure dependence is similar, see Fig. 4.1a. Lines describe Tc(P ) assuming

the parabolic doping dependence of Tc (Tallon's law [35]) where the doping is changed through pressure P by

eq. 4.1. Best �ts to the data are found with b = 0.01 and b = 0.018, respectively.
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then Alireza et al. would have been able to induce the necessary doping of p ≈0.27 to suppress Tc in

their fully oxygenated single crystal with less than 14 GPa, instead of 30 GPa. Form the estimation

of Murayama et al. a pressure as little as 7 GPa would be su�cient.

4.3.2 Estimation of doping change from NMR

In YBCO the induced doping can also be estimated from resistivity or the Knight shift. The Knight

shift increases with doping and its T -dependence, at least for T > TCDW , is determined by the

pseudogap [44]. The pseudogap turns out to have no intrinsic pressure e�ect: In LSCO, where the

doping cannot change with pressure, for p=0.15 the upturn in resistivity due to the pseudogap is

independent of pressure up to at least 2 GPa [163]. This implies that any change of the pseudogap

in YBCO under pressure is exclusively due to the doping e�ect. Pressure-induced doping should

diminish the pseudogap strength and T ∗ about linearly. In YBCO, resistivity curves appear to be

largely pressure-insensitive across T ∗ and down to T ≈ TCDW and start to di�er appreciably only

below TCDW [2]. This implies that the pressure-induced doping must be small. This is con�rmed by

the small change of the Knight shift, with and without pressure, both for the O-II and the O-VIII

sample, see Fig. 4.9.

From Fig. 4.9a it is visible that within the experimental precision the Knight shift is nearly identical

at 0 GPa and 1.9 GPa for the O-II sample. There might, however, be a small increase of the Knight

shift with pressure2. In Fig. 4.9b a similar comparison is made for the O-VIII sample at 0 GPa and

1.9 GPa. The Knight shift of the O-VIII sample with p0 = 0.125 appears to have increased slightly at

1.9 GPa. For comparison an O-III sample with a little bit larger hole doping (p0 = 0.129 ± 0.001) is

plotted in the same graph. We conclude that 1.9 GPa can have induced about half of the di�erence in

doping between the samples, corresponding to about 0.002 holes. This gives a value of 0.001 holes/GPa

and, given the initial doping p0 = 0.125, we deduce b = 0.008 ± 0.008GPa−1. This estimation of b

lies slightly below the estimated values by Cyr-Choinière et al. (b = 0.01GPa−1) and our estimation

from the pressure-dependence of Tc of Alireza et al. (b = 0.018GPa−1). The error bar is large with

respect to the value itself but it poses a constraint on the b value for underdoped samples and is an

important test for the assumed doping-independence of the b value. We can take the average value,

b = (0.01 + 0.018)/2 = 0.014 from overdoped samples, as their b values are more accurate due to a

larger pressure range. b = 0.014 is representable for both underdoped and overdoped samples. We can

thus conclude that a pressure of 1.9 GPa changes the hole doping of the O-II sample from p0=0.109

to p(1.9 GPa)=0.112, and �nd a change from p0=0.125 to p(1.9 GPa)=0.128 for the O-VIII sample.

2Note that half of the uncertainty at high T is due to the �eld reference which is a 27Al foil [164]. It is a systematic

error and does not lead to scattering of the data points.
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Figure 4.9: a): T -dependence of O(2) Knight shift for the O-II sample(p=0.109) at 0 GPa (blue circles) and

1.9 GPa (red circles) with B tilted 17◦ o� the c-axis. The orbital shift is negative in this �eld orientation

(Korb = −0.01218%), so the Knight shift becomes slightly negative at low T . b): T -dependence of O(2) Knight

shift for O-VIII sample (p=0.125) at 0 GPa (blue circles) and 1.9 GPa (red circles) in comparison with the O(2)

Knight for an O-III sample (p=0.129) at 0 GPa (green crosses)with B ‖ b-axis for all measurements. Lines are

guides to the eye. At high T the O-VIII sample at 1.9 GPa is in the middle between the O-VIII and O-III

samples at 0 GPa.
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4.4 NMR study of pressure e�ects on short-range CDW

In chapter 3 it has been shown that NMR is sensitive to the 2D CDW through the quadrupolar

broadening of 17O spectra of O-sites located in the CuO2 planes. The broadening is T -dependent and

increases with cooling as CDW correlations grow. At ambient pressure, this parameter shows the same

T -dependence as the intensity of elastic scattering in XRD. Here, the quadrupole broadening has been

measured for the O-II and O-VIII samples, with and without pressure.

O-II sample

In the measurements under hydrostatic pressure it is not possible to rotate the sample, so all measure-

ments of the O-II sample were performed with a tilt of 18◦ towards the b-axis. This allows to resolve all

peaks and to study the long-range 3D CDW phase in high magnetic �eld. The quadrupole broadening

of O(2) at ambient pressure has been measured previously by Wu et al. [87] with the �eld tilted by

≈ 16◦ towards the a-axis. As it had not been realised before that the quadrupole broadenings with

≈ 16◦ towards the a-axis and b-axis di�er, only a few ambient spectra have been measured in the

pressure cell at 15 T to check the orientation before applying the pressure. To properly determine its

change with pressure, the quadrupole broadening has been remeasured inside the pressure cell after

releasing the pressure.

To improve the signal-to-noise ratio it is best to use high magnetic �eld but the �eld has to remain

lower than the onset �eld of in-plane 3D CDW correlations that lead to a line splitting. Knowing

that the onset �eld is 10 T at ambient pressure, spectra were acquired at 10 T. To check whether the

ambient pressure data is the same before and after pressurisation it is necessary to account for the use

of di�erent magnetic �elds. For this we rescale the magnetic broadening by a factor of (15 T/10 T

=) 1.5. Then the rescaled magnetic broadenings and the �eld independent quadrupole broadening can

be used to calculate the expected satellite widths at 15 T using eqs. 3.4a to 3.4e. In Fig. 4.10 it is

shown that the measured satellite widths at 15 T, before the pressurisation, are consistent with the

calculated Gaussian widths based on the more complete data set at 10 T, so there appears to be no

irreversible change to the sample after the application of 1.9 GPa. Small di�erences at high T are

explained by the Lorentzian character of the peaks.

Transport measurements by Putzke et al. have determined both the increase of Tc and the con-

comitant rise of the irreversibility �eld Birr under hydrostatic pressure in an O-II sample of similar

doping [7]. As Birr is found to increase by about 3 T/GPa at low T (4 K),Hc2 must increase at a similar

rate. As Hc2 sets the �eld scale for �eld induced phenomena, the onset �eld for long-ranged charge

order should also increase [98]. Consequently, spectra that were acquired at 1.9 GPa and 15 T show

no line splitting and the quadrupole broadening at low T is not a�ected by an unresolved splitting.
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Figure 4.10: O(2) satellite widths at ambient pressure measured at 15 T before pressurisation to 1.9 GPa

(empty symbols). Lines are ambient pressure widths calculated from broadening parameters that are determ-

ined from widths originally measured at 10 T after releasing the pressure. For the comparison the magnetic

broadening of the 10 T data has been increased by a factor of 1.5 to account for the di�erence in �elds.

Fig. 4.11 shows the quadrupole broadening of the O-II sample, divided by the e�ective quadrupole

frequency, νquad=0.360 MHz.

From Fig. 4.11a, it can be seen that in the O-II sample there is no pressure-induced change in the

dimensionless quadrupole broadening δνquad
νquad

within experimental precision for T > Tc. Below Tc the

two data sets di�er since the balance of superconductivity and charge order has been changed in favour

of superconductivity. If the quadrupole broadening at 1.9 GPa had been measured at the same �eld

of 10 T as at ambient pressure, this di�erence would be even larger. The strength of the quadrupole

broadening can be estimated by �tting it to a Curie-Weiss function of the form

δνquad
νquad

(T ) =
A

T −Θ
+ const. (4.2)

where Θ is the Weiss temperature at which the quadrupole broadening would diverge and A is propor-

tional to the CDW-amplitude and a pressure-independent constant accounts for non-zero quadrupole

broadening at high T . This �tting has no particular physical motivation but it has the advantage

that it allows to determine a parameter A which determines the quadrupole broadening in the entire

T -range above Tc. The quadrupole broadening has also been measured at 12 T and 1.9 GPa. Since

the quadrupole broadening is �eld-independent above Tc 12 T data has been �t together with data at

15 T by Curie-Weiss and is shown in Fig. 4.11b. All �tting results are summarised in table 4.1.

The �tting results con�rm that the amplitude parameter A is very similar at 0 GPa and 1.9 GPa.
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Figure 4.11: Comparison of T -dependence of dimensionless quadrupole broadening for O(2)-site at ambient

pressure, measured at 10 T (blue circles) and at 1.9 GPa, measured at 15 T (red circles) & 12 T (red triangles).

Measurements at 12 T are only shown for T > Tc where the quadrupole broadening is �eld-independent. As Hc2

is di�erent for 0 GPa and 1.9 GPa and di�erent �elds were used, quantitative comparison below the respective

Tcs is not possible. Lines are Curie-Weiss �ts up to Tc. At 1.9 GPa, 12 T & 15 T data are �tted together.

Curie-Weiss �ts at 0 GPa & 1.9 GPa share the same background const.=0.6 % which is the average of all δνquadνquad

for T >175 K.

P [GPa] �eld [T] A (amplitude) Θ [K]

0 10 27.1±2.6 54.5±1.5

1.9 12 & 15 24.0±3.6 55.5±3.3

Table 4.1: Results from Curie-Weiss �tting of the dimensionless quadrupole broadening of the O-II sample.

Since δνquad

νquad
is �eld-independent for T > Tc, data at 12 T & 15 T for the same pressure of 1.9 GPa has been

�tted together to reduce the experimental uncertainty.
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P [GPa] �eld [T] A (amplitude) Θ [K]

0 15 58.5±9.2 48.7±5.1

1.9 15 43.8±2.2 54.3±1.7

Table 4.2: Results from Curie-Weiss �tting of the dimensionless quadrupole broadening of the O-VIII sample.

The conclusion is that the pressure of 1.9 GPa does not signi�cantly change the strength of the short-

ranged 2D CDW above Tc in this O-II sample. This does not mean that the quadrupole broadening is

pressure-insensitive. As we expect a small pressure-induced doping that brings the O-II sample slightly

closer towards p ≈0.12, where charge order is strongest, we should expect the quadrupole broadening to

increase. As an increase is not found3, it is possible that positive doping and negative intrinsic e�ects

of pressure compensate at this particular pressure of 1.9 GPa. This hypothesis is quite consistent with

recent measurements by Putzke at al. on a O-II sample of very similar doping [7] and will be discussed

more thoroughly in the next subsections.

4.4.1 O-VIII sample

The quadrupole broadening has also been studied with and without pressure for the O-VIII sample

(y=6.68, p=0.125). For the O-VIII sample the doping and intrinsic e�ects of pressure combine di�er-

ently, as p = 0.125 is at or near the peak of charge order. Consequently, an increase of doping can only

decrease the CDW strength.

Fig. 4.12 compares the dimensionless quadrupole broadening of the O(3F) site at ambient pressure and

at 1.9 GPa. A �eld of 15 T has been applied along the b-axis for both pressures. The ambient pressure

data has already been discussed in chapter 3. The Curie-Weiss �ts of the quadrupole broadening are

summarised in table 4.2.

The quadrupole broadening of the O-VIII sample at ambient pressure is slightly reduced. The amp-

litude parameter A decreases by 25±22%. The large uncertainty is mostly due to the fact that the

ambient pressure data does not �t well with a Curie-Weiss dependence. We do not draw conclusions

from the exact value of the suppression of A, but irrespective of the large uncertainty in the reduction

of A, the similarity of the data with and without pressure lets us conclude that 1.9 GPa is not su�cient

to completely suppress the CDW at this doping.

The doping dependence of the XRD intensity at ambient pressure, as estimated by Hücker et al. [86],

3Unfortunately, the quadrupole broadening has not been studied systematically as a function of doping with NMR, so

it is di�cult to predict how much the quadrupole broadening should have increased due to the estimated pressure-induced

doping.
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Figure 4.12: T -dependence of the dimensionless quadrupole broadening of O(3F) at ambient pressure (blue

circles) and 1.9 GPa (red circles) measured with a �eld of 15 T along the b-axis. In this orientation quadrupole

frequencies are νquad(0 GPa)=947 kHz and νquad(1.9 GPa)=953 kHz. Lines are Curie-Weiss �ts up to the

respective Tcs with T -independent background, const., �xed to 1.58%.
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Figure 4.13: O(1) chain oxygen spectrum of the HF1 satellite at 168.5 K and B = 15 T. The horizontal

scale has been adjusted that the peaks coincide but the intensity is plotted on the same absolute scale. Lines

are �ts to Voigt lineshapes and show that the FWHM reduces by ≈ 15 % at 1.9 GPa.

is too weak to result in a visible change of the CDW amplitude by a change of the hole doping from

p = 0.125 to p = 0.128. Thus, the weakening of the quadrupole broadening is likely to be solely an

intrisic e�ect of hydrostatic pressure.

We have also investigated the pressure-induced change in the degree of chain-oxygen ordering. We

�nd that the FWHM of O(1) satellites is reduced, as shown in Fig 4.13. The reduced FWHM signals

increased oxygen ordering and con�rms work in O-III ordered YBCO under pressure by Huang et

al. [155]. This implies that the T -independent background of the quadrupole broadening is expected

to decrease with increasing pressure, so a part of the decrease of the total quadrupole broadening in

Fig. 4.12 might be due to a reduced background. We have not done measurements at T > 200 K since

chain oxygen mobility increases with temperature and leads to oxygen reordering [70].

4.5 Pressure e�ect on �eld-induced CDW

To study the e�ect of hydrostatic pressure on the 3D long-ranged CDW, the O-II sample has been

subjected to high magnetic �elds up to 28.5 T. For the high �eld measurements no changes have been

done to the pressure cell after having studied the quadrupole broadening at low �elds, so the orientation

of the sample and the pressure in the cell have not changed from a tilt of 18◦ o� the c-axis towards

the b-axis and a pressure of 1.9 GPa inside the cell. In the period between the low �eld measurements
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Figure 4.14: Bz-dependence of the quadrupole splitting of O(2) sites due to long-range charge order. Ambient

pressure (blue circles) and 1.9 GPa (red circles) have been measured in very similar orientations (tilt of 16-18◦

o� the c-axis towards the b-axis). ∆νquad is plotted as a function of Bz, the c-axis component of the applied

magnetic �eld. Ambient pressure data was published in ref. [73]. Lines are �ts to a tanh-function, de�ned in

chapter 3, to determine the onset �eld.

and the high �eld run the pressure cell was kept in liquid nitrogen to impede oxygen re-ordering in the

CuO-chains.

As discussed in chapter 3, the key signature of the 3D CDW phase in NMR is a quadrupole splitting of

the O(2) satellites. At 1.9 GPa, the 17O-spectra are qualitatively very similar to high �eld spectra at

ambient pressure, so the quadrupole splitting could be extracted by �tting the O(2) satellites with two

peaks that have an intensity ratio of 2-to-1. The resulting quadrupole splitting is shown in Fig. 4.14.

The essential di�erence between ambient and high pressure quadrupole splittings is a higher onset

�eld at high pressure. The magnitude of the splitting at the highest accessible �eld is not found to be

diminished in comparison to ambient pressure data. Since for 1.9 GPa the splitting is still increasing

at Bz ≈ 27 T, we cannot reliably determine at which value it will saturate. At the highest �eld the

quadrupole splitting with and without pressure are of similar magnitude. This shows the amplitude of

the quadrupole splitting, much like the quadrupole broadening, is weakly a�ected by a pressure of 1.9

GPa in case of the O-II sample.

With the application of pressure, the onset �eld has increased from 10 T to 17 T. This can be understood

as an e�ect of strengthened SC. As mentioned before, from transport measurements by Putzke et al.

[7] an increase of Hc2 by ≈ 3 T/GPa is expected. Hc2 determines the density of SC vortices at a given

�eld. If, as proposed by Wu et al. [73], long-range CDW order is achieved once patches of charge order
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Figure 4.15: a): Doping-dependence of T0 at ambient pressure. At T0 the Hall number RH(p) changes sign,

reproduced from ref. [83]. Arrows indicate the dopings of the samples studied by NMR (black arrow for O-II

& red arrow for O-VIII) and the p ≈ 0.11 sample studied by Putzke et al. (blue arrow). We determine the

samples doping to be p = 0.111 from the fact that it has T0(0 GPa)=54 K. b): T -dependence of the Hall number

RH measured by Putzke et al. at B = 35 T for hydrostatic pressures from 0 GPa to 2.6 GPa. The Fig. is

reproduced from ref. [7].

around vortices start to overlap, then an increased Hc2 would lead to an increased onset �eld of long

range charge order.

4.6 Comparison with electrical transport measurements

A negative Hall number [7, 2] and slow quantum oscillations [165, 156], both signs of the small elec-

tron pockets due to the reconstruction of the Fermi surface by charge order, have been measured up

to 1-2 GPa, con�rming that within the pressure range studied by NMR there is at most a partial

suppression of the CDW. Measurements of T0, the temperature at which the Hall number RH changes

sign are of particular interest, because the doping dependence of T0 at ambient pressure is very well

characterised [83, 98] and thus allows to determine the e�ect due to pressure-induced doping on T0.

Putzke et al. have studied the evolution of T0(P ), i.e. as a function of hydrostatic pressure P , up

to 2.6 GPa for a sample with a nominal hole doping of p ≈ 0.11 [7]. They found that T0(P ) varies

slowly as a function of pressure (dT0
dP =-1.1 K/GPa) and concluded from this that the rate of the sup-

pression of charge order is too weak to explain the concomitant increase of the superconducting Tc(P )

of dTc
dP =+3.8 K/GPa. Here we show that considering the e�ect of the pressure-induced doping, which

tends to increase T0, one can reach a di�erent conclusion.

Essentially, pressure-induced doping, although it is very small, can still a�ect the pressure-dependence
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of T0(P ) since the doping dependence of T0 (at ambient pressure) is very strong (see Fig. 4.15a): From

p = 0.08 to p = 0.12 T0 increases by more than 65 K, giving a large slope of about 1640 K/hole. Con-

sequently, multiplying this number by the small pressure induced doping of about 0.0015 holes/GPa

as estimated previously, leads to a non-negligible increase of T0, namely
(
dT0
dP

)
dop.

=+2.5 K/GPa. The

experimentally determined slope
(
dT0
dP

)
tot.

= -1.1 K/GPa is thus the combined e�ect of a positive doping

e�ect and a negative intrinsic pressure e�ect, as shown in eq. 4.3.(
dT0
dP

)
tot.

=

(
dT0
dP

)
dop.

+

(
dT0
dP

)
intr.

−1.1 K/GPa = +2.5 K/GPa +

(
dT0
dP

)
intr.

(4.3)

From eq. 4.3 it follows that
(
dT0
dP

)
intr.

=-3.6 K/GPa. Remarkably, this intrinsic suppression of T0 is of

nearly equal magnitude (but opposite sign) as the rate at which Tc increases (dTcdP =+3.8 K/GPa). If

one assumes that the intrinsic rate of suppression
(
dT0
dP

)
intr.

=-3.6 K/GPa is independent of pressure,

one can predict T0(P ) from eq. 4.4.

T0(P ) = T0(p0 + b · p0 · P )|0GPa +

(
dT0
dP

)
intr.

· P (4.4)

The �rst term in the equation accounts for the pressure-induced doping dependence and is given by

the parabolic4 ambient pressure doping dependence T0(p)|0GPa, in which the doping changes due to

pressure, following eq. 4.1.

We can plot eq. 4.4 for the sample studied by Putzke et al. using p0 = 0.111. This is done in Fig. 4.16

where it is additionally shown how T0 would change if there were no e�ect from induced doping.

Interestingly, the assumption that T0 is reduced linearly at a rate of -3.6 K/GPa leads to complete

suppression of T0, and hence of charge order, near 15 GPa. The sample of Putzke et al. has not

been studied up to such high pressures but measurements of Sadewasser et al. [70] have shown that

Tc for a similar YBCO sample (p ≈ 0.117) saturates at around 15 GPa. Thus we �nd that, once the

e�ect of pressure-induced doping is taken into account, the data of Putzke et al. [7] actually support

the proposal of Cyr-Choinière et al. that the suppression of the CDW goes hand in hand with the

pressure-induced increase of Tc [2].

Furthermore, the interplay of doping and intrinsic pressure e�ects can help understanding our NMR

data. As shown in Fig. 4.15a, the O-II sample studied with NMR and the sample of Putzke et al. are

close in doping and both lie on the left side of the T0 dome, where doping and intrinsic pressure-e�ects

can cancel. Hence, it is possible that similar cancellation occurs for the quadrupole broadening. As

the O-VIII sample lies at the top of the T0 dome, there is no cancellation and we observe the intrinsic

weakening of the quadrupole broadening under pressure.

4To produce Fig. 4.16, T0(p)|0GPa, as shown in Fig. 4.15a, was �t by a 4th-order polynomial.
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Figure 4.16: a): Pressure dependence of T0 for the p ≈ 0.11 YBCO sample studied by Putzke et al. [7]

(orange circles). The black curve is calculated from eq. 4.4 using b = 0.014 and includes doping and intrinsic

pressure e�ects on T0. The shaded grey area corresponds to 0.01 ≤ b ≤ 0.018.. The red line shows the intrinsic

suppression of T0. Here the doping e�ect due to pressure-induced doping is excluded. Again, shaded red area

corresponds to 0.01 ≤ b ≤ 0.018. The light blue line is the calculated pressure dependence due to the pressure-

induced doping e�ect, excluding the intrinsic e�ect. b) Pressure dependence of Tc for the YBCO6.66 (p ≈ 0.117)

sample studied up to 17 GPa by Sadewasser et al. [70]. Data is reproduced from ref. [70].

4.7 Comparison with X-ray di�raction

To date, two X-ray studies of YBCO under hydrostatic pressure have been published. Both conclude

that charge order disappears with the application of only 1 GPa [90, 155]. The two studies are brie�y

discussed in the following.

Huang et al. have performed elastic X-ray di�raction measurements of O-III ordered YBCO6.73 sample

from 1 to 6 GPa, applied by a diamond-anvil cell (DAC) with Helium as the pressure medium [155].

They have veri�ed the existence of a CDW superstructure peak at qCDW=(3.31,0,1.4) using resonant

soft X-ray di�raction (RSXS) at ambient pressure �rst and changed to the high pressure setup to

investigate the pressure-evolution of the CDW peak thereafter. No signal was found at qCDW at the

lowest pressure of 1 GPa. Fig. 4.17 shows the absence of CDW-intensity at 1 GPa.

The authors found that the degree of the chain-oxygen ordering increases with pressure and thus

deduced that the removal disorder is responsible for the disappearance of the CDW signal, because

disorder can act as pinning centers for �uctuating CDWs [87]. However, the authors are not sure

whether their sensitivity inside the DAC is su�ciently high to see the rather weak CDW signal. As no

ambient pressure measurements have been performed inside DAC, it is not clear whether the additional

background from the diamonds masks the CDW intensity. This is a crucial point, since the quadrupole

broadening measured by NMR is proportional to the hard XRD intensity at ambient pressure and both
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Figure 4.17: Hard X-ray intensity of the YBCO6.73 sample with O-III chain order measured at 1 GPa inside

a diamond-anvil cell by Huang et al. [155]. Intensity at 150 K has been subtracted from the intensity at 70 K.

Upon cooling no peak appears at qCDW (encircled in yellow). The �gure is reproduced from ref. [155].

are signatures of the same phenomenon. If sensitivity is not an issue and hard X-ray intensity should

be visible inside the DAC at 0 GPa but not at 1 GPa, then it would imply that the XRD-intensity

and the quadrupole broadening must have di�erent origins. This would be very surprising. It would

not only put into question how the quadrupole broadening and hard XRD-intensity are related. This

would also be at odds with the close relation of the NMR line splitting and the XRD intensity and

correlation length in the 3D CDW phase in high �elds.

Consequently, it is very important to check if the CDW intensity is visible inside the DAC when no

pressure is applied.

The second X-ray study by Souliou et al. [90] has utilised inelastic X-ray di�raction (IXS) in an O-VIII

ordered YBCO6.60 sample to study the phonon dispersion and linewidth around qCDW. It extends

ambient pressure IXS measurements by Le Tacon et al. [89] into the regime of hydrostatic pressures up

to 1.5 GPa, equally using a DAC and Helium as the pressure medium. Since the studied features are

inelastic in nature, these measurements are not a�ected by the additional elastic background coming

from the diamonds of the DAC.

At ambient pressure IXS �nds two remarkable features: Below Tc, there is a sharp partial phonon

softening appearing in a transverse acoustic phonon branch that is strongest around the CDW wave

vector qCDW=(0,0.31,6.5). The energy of the softened acoustic and its line width at ambient pressure

are shown in Fig. 4.18. The linewidth of this phonon branch increases strongly below TCDW ≈150 K

and is sharply peaked in reciprocal space around qCDW=(0,0.31,6.5), see Fig. 4.19. Since these phenom-

ena appear at qCDW they are clearly linked to charge order. Especially, the increase of the linewidth

must be linked to the 2D short-range CDW since, �rstly, the line broadening and the elastic intensity

of the 2D CDW increase simultaneously below TCDW ≈150 K and, secondly, since the line broadening

is peaked at the half-integer L=6.5. CDW peaks at half-integer L are seen both along (H,0) as well

as (0,K). The phonon softening has a di�erent T -dependence. It appears below Tc and has been

interpreted to be induced by superconductivity.
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Figure 4.18: a): T -dependence of the acoustic phonon branch for YBCO6.6 at qCDW=(0, 0.31, 6.5) (black

circles) and at another wave vector q=(0, 0.25, 6.5) (red circles) where the anomaly is absent. The acoustic

phonon's energy drops sharply below Tc. b): T -dependence of the acoustic phonon's line width (FWHM) which

increases strongly below TCDW ≈150 K, but drops below Tc. Figures are reproduced from ref. [89].

With the application of hydrostatic pressure both the line broadening at T ≈ Tc, as well as the

phonon softening below Tc are suppressed at pressures between 0.8 GPa and 1.5 GPa (Fig. 4.20).

The rapid suppression is unexpected. To be consistent with the NMR and transport measurements

both anomalies should be only weakly reduced in this range of pressures.

When measurements give contradictory results there are two possible explanations. Either the

measurement have been done in unequal conditions or the conclusions from at least one of the meas-

urements have to be revised.

The �rst impulse is to assume that the conditions in which the measurements have been done are not

equal. In case of measurements under hydrostatic pressure, generally, the degree of hydrostaticity can

vary due to the use of di�erent pressure media [166]. Non-hydrostatic conditions are usually the result

of pressurisation beyond the point where the pressure medium solidi�es, see ref. [167] for a discussion

of non-hydrostatic e�ects in Fe-based SC. However, by applying 1.9 GPa at ambient T we do not

reach the solidi�cation of our pressure medium. At low temperatures all pressure media eventually

solidify which leads to shear strain that might lead to inconsistent results. Both X-ray studies have

been performed with Helium as pressure medium. Even when it solidi�es (which is not yet the case at

T ≈ Tc for the line width measurements in Fig. 4.20a), it still remains one of the softest pressure media

available [166]. The transport measurements of Putzke et al. [7], as well as the NMR measurements,

presented in this chapter, used industrial oils whose hydrostaticity is worse than in case of Helium.

Technically, it should be possible to repeat the IXS measurements with Daphne oil 7373, as its optical
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Figure 4.19: YBCO6.6 momentum dependence of the FWHM of the phonon broadening in the (K,L)-plane at

T = Tc and ambient pressure. The phonon broadening is peaked at qCDW=(0,0.31,6.5). The �gure is reproduced

from ref. [89].

Figure 4.20: a): Suppression with hydrostatic pressure of the line broadening of the acoustic phonon branch

around qCDW=(0,0.31,6.5) at T ≈ Tc. b): Suppression with hydrostatic pressure of the phonon softening at

qCDW=(0,0.31,6.5) below Tc. Figures are reproduced from ref. [90].
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properties are favourable [168]. Hard X-ray di�raction in Daphne oil of another CDW system has been

recently performed by Ivashko et al. [169]. However, the non-hydrostaticity hypothesis in the case of

YBCO appears to be unlikely: Due to its relatively large bulk modulus of about 120 GPa [170], it

is unlikely that small shear strains will dominate over high, largely isotropic pressures. Furthermore,

if non-hydrostatic conditions could a�ect charge order, we expect that our measured change of Tc

is inconsistent with respect to measurements in Helium. This is not the case, as can be seen from

Fig. 4.2b, where most points for 0.1 < p < 0.13 are from studies with Helium as the pressure medium.

4.7.1 Alternative interpretation of the phonon softening

A potentially more fruitful approach to the contradictory results might be to use them as a motivation

to review what is the basis for the conclusions and to look for alternative interpretations of the data.

A possible hypothesis that could be checked is whether the phonon softening is not produced by the

2D short-range CDW but is rather a signature of the 3D long-range CDW transition. The available

data on the wave vector and the T -dependence are in principle consistent with an incomplete Kohn

anomaly due to the uniaxial 3D CDW.

All IXS measurements of the acoustic phonon softening in YBCO have been constrained to qCDW

along (0,K) due to strong and broad elastic signal coming from chain-superstructures that dominate

IXS spectra and obscure the intensity of the phonons for (H,0) [88, 89, 90]. XRD in high �elds has

shown that the 3D CDW modulation runs only along the (0,K)-direction [92, 143], consistent with the

phonon softening measured along (0,K). If no softening exists along (H,0), it is unlikely to be due

to the 2D CDW but could be interpreted as a more conventional Kohn anomaly belonging to the 3D

CDW phase, similarly to the situation found in 1D metals with a uniaxial CDW. On the mean-�eld

level, an incomplete phonon softening already exists for T > TCDW, but complete softening down to

zero energy is achieved only for T ≤ TCDW, as shown in Fig. 4.21 [171]. TCO, the temperature at

which the 3D CDW transition occurs, is well characterised by ultrasound measurements in high mag-

netic �elds. For YBCO p=0.122 Laliberté et al. �nd TCO=47 K, just below Tc [98]. Remarkably, at

qCDW=(0,0.31,6.5) in Fig. 4.18a, the energy is minimal at 45 K and is not yet decreased at Tc=61 K.

If �ner resolution in T were available, it would be interesting to see whether the phonon softening is

strongest at TCO. An implication of this would be that IXS (or INS) in magnetic �elds should �nd an

enhanced phonon softening, even in �elds weaker than those applied in the ultrasound measurements

of ref. [98]. Such an experiment could allow to distinguish between the 3D CDW scenario and the

superconductivity-induced softening, as suggested by Le Tacon et al. and supported by a theoretical

model of Liu et al. [172].
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Figure 4.21: Phonon softening of an acoustic phonon branch in a 1D metal undergoing a CDW transition

due to Fermi surface nesting at T = TCDW. At temperatures not too far above TCDW a partial softening exists

that becomes complete at T = TCDW. MF stands for "mean-�eld". The �gure is reproduced from ref. [171].

The considerations made so far all concern the phonon softening and not the phonon line broaden-

ing. The broadening is peaked sharply at half integer L (Fig. 4.19), while the 3D CDW peak is found

at integer L, so the broadening is unlikely to be related to the 3D CDW.

At present, we have no explanation as to how the broadening can disappear at a pressure as small

as 1 GPa, without the disappearance of the 2D CDW. Nevertheless, we would like to point out one

important aspect about the measurement of the broadening under pressure.

The broadening was measured close to Tc, where it is found to be maximal at ambient pressure. How-

ever, below Tc, it is rapidly diminished, so it is important not to fall below Tc. Tc was not measured

during the IXS experiments and is estimated from a sample of similar oxygen concentration. Souliou

et al. took care to measure the broadening at increasing T in order to match the Tc with increasing

pressure. Still, there is some possibility that a part of the measurements was made at T slightly below

Tc. This can be seen from Fig. 4.22a: For example, the measurement at 15 kbar=1.5 GPa (empty red

triangle) is below the reference Tc. Normally, the Tc(P ) from Sadewasser et al. given by the grey circles

in Fig. 4.22a overestimates the Tc of Souliou et al., since the sample is reported to have a Tc = 61 K

at ambient pressure, while the sample of Sadewasser et al. has Tc = 64 K. However, the reported

Tc = 61 K is unexpectedly low for p = 0.12, especially, as the chains have O-VIII ordering. Typical

O-VIII samples have Tc > 64.5 K [24, 173]. Hence, it would be helpful if the phonon broadening were

measured at T > Tc, for example at 85 K.

We conclude that more XRD measurements are necessary to understand the contradictory results
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Figure 4.22: a): P -T diagram showing at which T the IXS measurements were done. Open symbols

correspond to T ∼ Tc, �lled symbols are at T < Tc. Grey circles indicate Tc(P ) and are taken from Sadewasser et

al.. b) & c): IXS spectra at qCDW=(0,0.31,6.5) and a di�erent q=(0,0.25,6.5). Figures are reproduced from

ref. [90].

between electrical transport & NMR on one hand, and elastic and inelastic XRD on the other hand.

Firstly, it is important to verify whether the CDW peak can be seen in the DAC at ambient pressure.

Then the phonon broadening should be measured at higher T .

To test the proposed scenario for the phonon softening due to the 3D CDW a �ner resolution of the

softening as a function of T is desirable. We suggest IXS (or INS) measurements in magnetic �elds to

clarify the e�ect of SC on the softening.

4.8 Summary

In this chapter we have investigated the e�ect of hydrostatic pressure on the �eld-independent and �eld-

induced charge order in YBCO. We found that charge order is only weakly a�ected by the application

of 1.9 GPa. The amplitude of �eld-independent charge order decreases by ∼ 20 ± 10 %. The �eld-

induced charge order has a higher onset �eld, as expected for the increased Hc2, but above the onset

�eld the amplitude at 1.9 GPa rises rapidly to value comparable to those found at ambient pressure.

We study the e�ect of pressure-induced doping and �nd that it is small but relevant to understand

the change of T0(P ) in transport measurements of Putzke et al.. We �nd that NMR and transport

measurements are consistent with the proposal by Cyr-Choinière et al. that the gradual suppression

of charge order leads to an increase of Tc which saturates at P ∼ 15 GPa.
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These conclusions are not consistent with the complete suppression of charge order at≈ 1 GPa, as found

in XRD measurements by Huang et al. and Souliou et al.. We suggest additional XRD experiments

that whould help to test the contradictory conclusions and should lead to a better understanding of

charge order in YBCO.
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Chapter 5

Tuning magnetic order in La2−xSrxCuO4

with high magnetic �elds

5.1 La2−xSrxCuO4 in high magnetic �elds

Cuprate superconductors generally show a strong competition of di�erent electronic phases. Magnetic

�eld has been a useful tool to suppress superconductivity and reveal the competing phases [4]. Any

magnetic phase is expected to be unfavourable to SC, since the pairing state is normally time-reversal-

symmetric (singlet) and magnetic moments locally break time-reversal symmetry and lead to depairing.

Whether the antiferromagnetism (AFM) in cuprates can be thought of as a competing phase to SC, is

not answered easily. Since SC is achieved by hole doping, it is di�cult to disentangle the e�ect of SC

from the e�ect of the doping itself. In hole doped cuprates the 3D Néel state is strongly suppressed upon

weak hole doping of the parent compound but does not necessarily vanish before SC sets in. Mukuda et

al. have shown that pc, the critical doping at which the 3D Néel state ends, increases with the number

of CuO2-layers per unit cell, n [36]. Single-layer (n = 1) LSCO has pc = 0.02, bi-layer (n = 2) YBCO

has pc = 0.055. In compounds with n = 5, the 3D Néel state extends well into the SC state up to

pc = 0.10. Above pc, in YBCO and LSCO, AFM extends in form of an anti-ferromagnetically correlated

spin glass into the doping range where superconductivity appears [174, 175, 176]. Unlike in YBCO,

the spin glass in LSCO does not vanish in the doping range where charge order is found, but instead

is strongly enhanced around the characteristic p ≈ 0.12 where charge order is maximal, as can be seen

in Fig. 5.6. It is around p = 0.12 that the competition of SC with AFM becomes evident. SC can

be easily weakened with moderate magnetic �elds and the AF-correlation length grows as a function

of �eld [71]. Neutron scattering and µSR studies [177, 9] show evidence of magnetic moments that

become stronger with the application of magnetic �eld. NMR/NQR con�rm the quasi-static nature

of the magnetic moments [178, 179, 180, 181]. Khaykovich et al. [10] and Chang et al. [9] have shown
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that the AFM order can even be induced at higher dopings of p = 0.144 and p = 0.145, respectively,

while it appears to be completely absent in zero �eld.

In this chapter, we present evidence that the signatures of magnetic �eld-induced AFM order extend

at least up to, but not far above the doping p∗ where Cyr-Choinière et al. from Louis Taillefer's group

recently localised the endpoint of the pseudogap [182].

5.2 Determination of doping

Holes can be continuously added to the parent compound La2CuO4 by replacing a La3+ ion with Sr2+.

Since all holes go into the CuO2-plane there is a direct correspondence between the Sr-concentration x

and the hole doping p = x. The Sr-concentration is a priori known from the chemical synthesis of the

sample but experience has shown that it is essential to verify it by measuring the superconducting Tc

or the transition temperature Ts from the high-temperature tetragonal (HTT ) to the low-temperature

orthorhombic (LTO) crystal structure.

A doping determination from Tc is possible in the range where superconductivity persists but two

aspects make this di�cult: Firstly, the superconducting dome is quite �at around optimal doping and

Tc varies by only a few Kelvin over an extended doping range. Secondly, sample quality can strongly

a�ect the Tc itself. On the other hand, the structural transition which occurs at Ts = 520 K in the

parent compound is progressively suppressed upon Sr-doping and disappears around x = p = 0.21.

Its monotonic dependence is shown in Fig. 5.1 and serves as a reliable reference to determine the Sr-

concentration and hence the hole doping p for a given structural transition temperature Ts. The hole

doping p is usually given as an absolute value or as a percentage (e.g. p = 0.21 = 21%). In both cases

it signi�es the fraction of a hole per CuO2-plane in a unit cell.

We have studied four LSCO samples of which three are close to optimal doping and one is clearly

overdoped. We label these samples with the hole dopings 14.8%, 15.5%, 17.1% and 21% that we

determined by a procedure that is described in the following pages.

We determine Tc in zero �eld by tracking the resonance frequency of the NMR tank-circuit. The

resonance frequency increases strongly at Tc due to the sample surface's diamagnetic contribution to

the circuit's inductance. This diamagnetic contribution is proportional to the ac susceptibility. In

Fig. 5.2 scaled ac susceptibilities are reported for four LSCO samples.

Ts can be determined from anomalies in the 139La-NMR spectra and 139T1 spin-lattice relaxation

times [188, 180]. The clearest anomaly at Ts is a peak in 1
T1T

due to quadrupolar �uctuations. These

�uctuations come from �uctuating orientations of the CuO6-octahedra. Below Ts the CuO6-octahedra

remain tilted, causing the LTO structure. 1
T1T

is shown in the top panel of �gure 5.3. The bottom
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panel shows the corresponding stretching exponent of the T1 relaxation, β. For purely magnetic and

homogeneous relaxation one expects β = 1 because the data has been �t to the theoretical formula for

magnetic relaxation, but due to the additional quadrupolar �uctuations β becomes smaller than 1.

For 14.8%1, 15.5% and 17.1% maxima in 1
T1T

coincide with minima in the stretching exponent β and

Ts can be determined precisely. For 21% there is no such correspondence at �rst sight. 1
T1T

increases

down to the lowest measured temperature without developing a peak although the stretching exponent

β has a rather narrow minimum at 6 K. This is not due to superconductivity because it has been

suppressed by applying a strong magnetic �eld. Hc2 (at T = 0) is ≈ 45 T [189], see also Fig. 5.24a.

A decreasing stretching exponent is expected with decreasing temperature if there is a distribution of

relaxation rates, signaling growing electronic inhomogeneity upon cooling. It is not evident why such

a putative inhomogeneity should increase when cooling until 6 K and suddenly decrease below 6 K.

Hence, we conclude that the minimum of β is due to the structural transition, as for lower dopings, and

that Ts = 6K for 21%. The absence of a peak in 1
T1T

must then be explained by some small additional

relaxation mechanism that masks the decrease of the quadrupolar �uctuations below Ts = 6K. This

will be discussed in depth at the end of this chapter.

Fig. 5.4 summarises the sample information. The samples' dopings are determined by matching the

measured Ts with the reference Ts (p) provided in Fig. 5.1. Since Ts (p) ends close to p = 21% our

overdoped sample with Ts = 6K must have a doping close to 21%.

5.3 Bloembergen-Purcell-Pound Theory of Relaxation (BPP)

Before we advance to the principal results on the relaxation rate 1
T1

in LSCO in high magnetic �elds a

short introduction to the framework of relaxation due to freezing of �uctuations shall be given, which is

known as Bloembergen-Purcell-Pound Theory, or BPP Theory for short [190]. BPP has been initially

developed to describe the relaxation of liquids in the very �rst NMR experiments after World War

II. Various liquids were studied close to ambient temperature, including water mixed with the more

viscous glycerin. It was found that the relaxation rate 1
T1

increased over several orders of magnitude

upon cooling or by increasing the viscosity η of the liquid, until 1
T1

reached a maximum. Decrease of

the temperature T or increase of η both slow down the frequency of the molecules' Brownian motion

and thus increase the correlation time τc ∝ η
T . Eventually, the corresponding �uctuation frequency 1

τc

becomes comparable to the nuclei's Lamor frequency ωL. Since �uctuations at ω = 1
τc

= ωL are most

e�cient in relaxing the nuclear spins, a peak in 1
T1

is observed. Upon further cooling or increasing η

the relaxation becomes less e�cient and 1
T1

decreases.

1in a previous neutron scattering and µSR study by Chang et al. [9] a sample from the same batch with very similar

Ts and Tc has been determined as p = 14.5% due to a slightly di�erent procedure to determine the doping.
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Figure 5.4: Reduced range of �g. 5.1 including coloured triangles and circles for Ts and Tc, respectively, for
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.

Figure 5.5: τc-dependence of T1 and T2 on a log-log scale at 29 MHz and 4.8 MHz (B = 0.68 T and 0.11 T

in 1H-NMR). The �gure is reproduced from the original BPP publication [190].

Figure 5.5 shows the τc-dependence of T2 and T1 in Glycerin at two magnetic �elds. Note that a

minimum in T1 corresponds to a maximum in 1
T1
. One should also note that the T1 minimum is

shifted to larger η
T , i.e. longer τc, for lower frequency. In addition, the minimal T1 is smaller for low

frequency which means that 1
T1max

increases for decreasing frequency.

Bloembergen, Purcell and Pound derived an expression for the relaxation rate 1
T1

that captures the

discussed frequency dependence under the hypothesis of an auto-correlation function of the �uctuating

�eld that decays exponentially:

〈h(t)h(0)〉 = 〈h2〉e−
t
τc (5.1)

Fourier transformation of this expression leads to

1

T1
= 〈h2⊥〉γ2n

2τc
1 + (ωLτc)2

(5.2)

Here 2〈h2⊥〉 is the time-averaged squared transverse �uctuating �eld in the two transverse directions.

There could be an additional prefactor of order 1, but we cannot determine it because we do not know

the exact hyper�ne coupling. For simplicity we use 〈h2⊥〉 = h2⊥ with h⊥ in [T]2, with γn as the nuclear

gyromagnetic ratio in
[
MHz
T

]
and the angular Larmor frequency ωL = 2πf . f is the actual resonance

frequency in [MHz].

2If h⊥ �uctuates randomly then 〈h⊥〉 could be averaged out while 〈h2
⊥〉 remains �nite, so in general 〈h⊥〉2 6= 〈h2

⊥〉.

For LSCO p = 0.115, Ohsugi estimated 〈h⊥〉 directly from the low T NQR spectrum and found 〈h⊥〉=0.042 T [191]. As

we will see further, �ts with a BPP model derived from eq. 5.2 give
√
〈h2
⊥〉 = h⊥ ≈ 0.04 T in LSCO p = 0.12 measured

by Mitrovi¢ et al. [178] and p = 0.115 measured by Arsenault et al. [180].
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It can be easily seen that
1

T1max
=
h2⊥γ

2
n

ωL
, when ωL =

1

τc
. (5.3)

In the case of liquids h⊥ originates from dipolar �elds from neighbouring molecules' nuclei. But in a

system with magnetic ions h⊥ should be proportional to the local �eld produced by electronic magnetic

moments.

Di�erent models have been used to describe the correlation time τc(T ). Let us consider a correlation

time of the form:

τc(T ) = τ∞e
E0
T . (5.4)

It describes �uctuations that continuously slow down on cooling, eventually freezing at T = 0 (i.e.

there is no phase transition at �nite T ). Here kB = 1, so energies have the units of Kelvin. τ∞ is a

short correlation time in the limit of in�nite temperature (T � Tp, where Tp is the peak temperature)

and E0 is some characteristic activation energy of the �uctuations. Other activated behaviour like

Vogel-Fulcher with a modi�ed exponential ∼ e
E0

T−T0 has been used in the context of glasses [192] if

τc(T ) appears to diverge at a non-zero temperature T0, but also power-law T -dependence of τc(T ) has

been invoked in some models. In the simple case of eq. 5.4 one can easily determine the BPP peak

temperature Tp by inserting eq. 5.4 into the condition ωL = 1
τc

and solving for Tp to get:

Tp =
−E0

ln(ωLτ∞)
. (5.5)

We shall now proceed to discuss the BPP theory in the context of LSCO.

5.4 BPP applied to LSCO

In superconducting LSCO, the magnetic order can be described as an anti-ferromagnetically correlated

spin glass. This leads to a broad peak in the spin-lattice relaxation rate 1
T1

as a function of temperature.

The temperature at which this peak appears in NMR, NQR and µSR can serve to de�ne the so-called

glassy transition temperature Tg. It is called glassy transition since close to and below Tg many

properties are similar to prototypical spin-glasses like CuMn [193]. Such properties are, for example, a

hysteretic T -dependence of the magnetisation [194, 22] and the aforementioned broad peak in 1
T1
. One

should add that a peak in 1
T1

is expected at any magnetic transition. The glassiness is re�ected in an

unusually wide T range over which �uctuations slow down and in combination with the heterogeneity

of the freezing process this results in an unusually broad peak at Tg. The doping dependence of Tg is

shown in Fig. 5.6.
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Figure 5.6: Sr-doping dependence of the glassy magnetic ordering temperature Tg as seen by low frequency

probes like NQR/NMR and µSR. This �gure is reproduced from [176].

From Figure 5.6 one can see that this magnetic order becomes stronger around x = 0.12 and

appears to be dying away quickly for x > 0.12. We have investigated the doping range above p = 0.12

by measuring 1
T1

in high �elds and �nd that relaxation rates are enhanced by �elds and model them

with the BPP theory including a distribution of correlation times to account for the inhomogeneous

nature of the spin-glass.

5.5 LSCO p = 0.12

To demonstrate the modeling of the relaxation rate, we shall �rst see an example of 1
T1

for p = 0.12.

Mitrovi¢ et al. have measured 1
T1

(T ) at 14 T and found that the characteristic peak of the spin-glass Tg

occurs at 14 K [178]. To observe the peak in the relaxation rate, 139La-NMR is used since 63Cu-NMR

is hampered by the wipe-out e�ect [195]: the 63Cu-NMR signal is lost due to fast spin-spin relaxation

(T2) [196, 197]. 139La-NMR is not a�ected by this problem, since its hyper�ne coupling to the moments

on Cu is two orders of magnitude weaker [197].

Mitrovi¢ et al. found that the relaxation curves are stretched at low T which indicates that there

is a broad distribution of relaxation times, see Fig. 5.7. Although there is a distribution of relaxation

rates we can try to describe the relaxation process through a "typical" relaxation rate. The typical

relaxation rate is best de�ned by the median of the distribution of 1
T1
. It is the value which splits

the cumulative probability into equal halves, see Fig. 5.8 for an example. To determine the median

one needs to know the exact probability density function. This is not possible experimentally: As

shown in Fig. 5.7a, the stretched relaxation curves can be �t by di�erent types of distributions, e. g. a

log-normal distribution, or the stretched exponential decay which has another underlying distribution.
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Figure 5.7: a): Relaxations curve M(t) of LSCO 12% measured by saturation-recovery at 14 T and 4.9 K,

reproduced from Mitrovi¢ et al. [178]. Data is �tted to a stretched exponential decay (dashed line) and a log-

normal distribution of relaxation rates (orange line). The black line shows the relaxation curve for magnetic

relaxation with a single T1 (no distribution, β = 1). b): Similar relaxation curveM(t) of LSCO 14.8% measured

by saturation-recovery at 34 T and 7 K. The dashed line is a stretched relaxation decay with β = 0.39, the

black line has β = 1.

However, the median relaxation rate turns out to be similar irrespective of the distribution [178]. The

usual procedure to account for the stretched relaxation curve is to �t it with stretched exponential

decay that is described by the parameter 1
T1 stretch

and the stretch exponent β. This ad-hoc approach is

justi�ed when β & 0.4 because then 1
T1 stretch

corresponds to the median relaxation rate 1
T1median

[119].

In the following, we use the stretched exponential decay to determine the "typical" relaxation rate.

5.5.1 BPP-�tting of 1
T1
with a distribution of correlation times

In Fig. 5.9a, the T -dependence of 1
T1 stretch

is reproduced for LSCO p = 0.12. In addition, a standard

BPP peak (�lled gray area) is shown whose parameters are chosen such that its peak temperature Tp

coincides with the peak of the data at Tg. Assuming an exponentially activated correlation time τc,

following eq. 5.5, Tp is fully determined by the measurement frequency ωL and the parameters of τc:

τ∞ and E0. τ∞ is the correlation time at in�nite temperature and should not depend on microscopic

details. It has been found that τ∞ ≈ 0.02 ps can be universally used to �t the peak in 1
T1

for a variety

of La-based cuprates [196], so this value has been equally used for the standard BPP peak in Fig.

5.9a. Thus, the remaining parameter, E0 = 160 K, fully determines the peak position. The peak

height is determined independently by h⊥. Clearly, the standard BPP peak does not account for the
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Figure 5.9: a):Green circles are 1
T1 stretch

data of LSCO 12% reproduced from Mitrovi¢ et al. [178] where

a T -linear contribution corresponding to constant 1/T1T has been subtracted. The applied �eld is B = 14 T.

Filled gray curve: Standard BPP peak with E0=160 K. Dashed grey line: Standard BPP �t with completely

free parameters. Light green line: Fit of E0-distributed BPP model as explained in the text. b): Coloured

peaks visualise the e�ect of a distribution of activation energies E0. Each peak is a standard BPP peak with

�xed activation energy E0 in the range 60 K ≤ E0 ≤ 220 K. Peak heights vary like a Gaussian function centered

around E0=140 K such that the sum of all standard BPP peaks (red line) describes the data much better than

the single gray BPP peak in a).
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T -dependence of the data because it is much too narrow3. At low T the relaxation rate is many orders

of magnitude too small.

To account for a broad peak in 1
T1

Suh et al. [198] and Curro et al. [196] have assumed that the

activation energy is distributed around a most probable value E0
4. Through eq. 5.5 this directly leads

to a distribution of Tp(E0) and naturally gives a broadened peak in 1
T1
. Fig. 5.9b visualises the e�ect

of summing standard BPP peaks with varying E0 in the range 60 K ≤ E0 ≤ 220 K. The nine peaks

shown in Fig. 5.9b add up to the red line which already follows the data more properly than a single

BPP peak. In the continuous limit the sum turns into the integral

T−11, distributedBPP(T ) =
1

N

∫ ∞
0

T−11,BPP(Ea, T ) · e
− (E0−Ea)

2

2∆E2
0 dEa

=
1

N

∫ ∞
0

h2⊥γ
2
n

2τc(Ea)

1 + (ωLτc(Ea))2
· e
− (E0−Ea)

2

2∆E2
0 dEa

=
1

N

∫ ∞
0

h2⊥γ
2
n

2τ∞e
Ea
T

1 + (ωLτ∞e
Ea
T )2

· e
− (E0−Ea)

2

2∆E2
0 dEa .

(5.6)

Here 1
N ensures the normalisation by

N =

∫ ∞
0

e
− (E0−Ea)

2

2∆E2
0 dEa

and ∆E0 is the width of a Gaussian distribution of energies Ea centered around E0. The light green

line in Fig. 5.9 shows that using the integral, which convolutes T−11,BPP(T ) at each temperature T with

the Gaussian distribution of activation energies, T−1distributed,BPP(T ) follows the data nicely. It should

be emphasised that ∆E0 and all other parameters are assumed to be T -independent. The correlation

time comprises the full T -dependence. This implies that h⊥ only determines the peak height but never

changes the shape of T−11, distributedBPP(T ). If one assumed an uncorrelated distribution of h⊥, similarly

as in case of the activation energy, T−11,distributedBPP(T ) would only be sensitive to the average of this

distribution because the integrals over dEa and dh⊥ factorise.

We use this model to �t the experimentally determined 1
T1 stretch

. The light green line in Fig. 5.9

has been determined by a non-linear �tting procedure in Mathematica. It has been found that all

parameters are cross-correlated with τ∞, so a very large range of τ∞ �ts the data well. On the other

hand, once τ∞ is �xed, the other parameters h⊥, E0 and ∆E0 can be determined reliably, as shown in

Fig. 5.10. From Fig. 5.10b one can see that it is important to use the same value for τ∞ if comparing

1
T1

(T ) of two di�erent samples or the same sample at two di�erent �elds, since the chosen τ∞ value

strongly a�ects the �uctuating �eld h⊥. It is also interesting to notice that the ratio of the activation

energy distribution's center to its width is nearly constant irrespective of τ∞. It will be shown that
3Keeping all parameters free gives a qualitatively better �t at the expense of an arti�cially long τ∞ which would

overestimates the relaxation rate at high T , see grey dashed line in Fig. 5.9a.
4There are other ways to introduce distributions to describe relaxation data, see, e.g., ref. [199].
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h⊥ (T) as orange circles. c) Ratio of energy E0 and the width of the distribution ∆E0. E0 and ∆E0 both

increase for shortening τ∞, so the ratio is nearly constant E0
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≈ 2.3. d) The quality of the �t measured by R2

is optimal close to τ∞ = 0.02 ps but R2 stays close to optimal for a very large range of τ∞. The error bars are

smaller than the symbol size for a) and b).

this ratio is also �eld-independent, so �xing the ratio can make the �tting at low �elds more reliable.

When we �t 1
T1 stretch

(T ) by T−11, distributedBPP(T ) there is a technical issue that should be brie�y

explained here. Its full discussion is moved to the appendix.

The form in which T−11, distributedBPP(T ) is constructed gives the mean 1/T1. This is because the con-

volution of some function f(x) with a probability density function PDF (x) (in our case we convolute

T−11,BPP with a Gaussian where x = Ea, as stated in eq. 5.6) by construction gives the mean value of

that function with respect to the probability density function:

fmean =

∫
f(x) · PDF (x) dx .

On the other hand, 1
T1 stretch

corresponds to the median 1/T1 and, in general, the mean can be much

larger than the median, as can be seen from Fig. 5.8. It is the long tail of the distribution that makes
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Figure 5.11: T dependence of 1
T1

at high �elds. The data corresponds to T −11, stretch from saturation-recovery

relaxation measurements of the 139La central peak. A peak appears above 12 T and grows in amplitude. The

peak position shifts towards higher T . The �eld dependence sets in close to the superconducting Tc. Lines are

guides to the eye.

the mean very large. Consequently, �tting a median relaxation rate by a mean relaxation rate is in

general wrong. However, a realistic distribution of relaxation rates does not have a tail that extends

to in�nity. By considering the e�ect of truncation of the tail we can show that 1
T1mean

≈ 1
T1median

and

thus justify our model.

5.6 LSCO p = 0.148

After having discussed the T -dependence of 1
T1

for the p = 0.12 we can turn to a higher doped sample,

LSCO p = 0.148. It is a sample from the same batch as the p = 0.145 sample in the neutron+µSR

study by Chang et al. where �eld induced magnetic order was found above µ0Hc = 7 T [9].

5.6.1 Relaxation rate 1
T1

We have studied 1
T1

(T ) up to 34 T and �nd a broad peak with a strong �eld dependence: The peak

height increases with �eld with no sign of saturation up to 34 T and Tp, the peak temperature, also

increases with �eld, as shown in Fig. 5.11.

The recovery curves start to become stretched at all measured �elds, already above Tc, see Fig. 5.12.

We �nd no peak at pumped 4He temperatures of ∼ 1.7 K for B ≤ 12 T, but as Tp is �eld dependent,

we cannot exclude that a peak would become visible at T < 1.7 K.
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T ∼ 1.7 K β is decreasing for decreasing �eld which makes measurements very long to reach saturation.

Measurements at low T and low �elds are di�cult since the signal intensity is weak and the stretched

relaxation curves require long waiting times to reach saturation.

The relaxation rates of p = 0.148 at high �elds are qualitatively very similar to those found in p = 0.12,

so we can conclude that in the high �eld limit p = 0.148 undergoes the same glassy magnetic ordering

as p = 0.12 at zero or low �eld. However, it is not evident where exactly the enhancement of 1
T1

starts.

5.6.2 Background of the relaxation rate

In a number of LSCO samples there appears to be an extended range of temperatures Tc . T . Ts

where 1
T1T

is constant on 139La, as pointed out by Baek et al. [188, 200, 179, 180]. It looks like constant

1
T1T

as expected for simple metals from the Korringa relation [201], but LSCO is not a simple metal

and, in fact, if measured on 63Cu or 17O in the same T range, 1
T1T

is not constant [202, 203, 204].

It turns out that 63(T1T )−1 increases with cooling while 17(T1T )−1 decreases, so it is possible that

139(T1T )−1 is constant by accident. Below Tc, on the other hand, independently of the nuclear site

1
T1T

is expected to be gapped.

We assume that the approximately constant 139(T1T )−1 acts as a background on top of which the

enhanced relaxation due to glassy magnetic ordering develops. This implies that both relaxation

mechanisms are to some extent uncorrelated. We can model the B and T -dependence of the 1
T1T

background below Tc and subtract it. To do this correctly, we would need to know the full B & T -
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dependences of the SC gap ∆(B, T ). For our purpose, any function that mimics a gap and is gradually

�lled with increasing �eld is su�cient. A simple function to model the background below Tc is the

following:
1

T1T backgr.
(B, T ) = c0 + (c1 − c0) exp

(
∆

Tc

)
exp

(
− ∆

T

)
(5.7)

c0 is the minimal relaxation rate and c1 is the constant relaxation above Tc, so (c1−c0) is the magnitude

of the decrease from c1 down to c0(B). The second exp leads to an exponential decrease with lowering

T and the �rst exp is necessary to make sure that the background is equal to c1 at Tc. For a d-wave

SC one expects a power-law decrease, not an exponential, but for our purpose an exponential decrease

is an acceptable approximation. ∆ and Tc both depend on B in a complicated way but we take the

simplest possible expressions:

Tc(B) = Tc,0

√
1− B

µ0Hc2
mean-�eld approximation (5.7a)

∆(B) = 2.15Tc(B, T ) e�ective d-wave gap (5.7b)

c0(B) =
B

µ0Hc2
linearly increasing minimal

1

T1T
(5.7c)

Eq. 5.7b is based on the scaling between Tc and the SC gap for a d-wave BCS superconductor [205]

and assumes that it holds for B > 0. Eq. 5.7c is consistent with measurements of Zheng et al. that

show linearly increasing 1
T1T

with �eld at 4.2 K in Tl-1201 [206]. All that is needed to plot eq. 5.7

is the zero-�eld Tc and Hc2. We use data from ref. [189]. Above Tc(B) the background is constant:

1
T1T

(T > Tc) = 0.0034 s−1K−1.

Fig. 5.13 shows the 1
T1T

with the calculated 1
T1T backgr.

at the �elds that correspond to the data. In

addition 1
T1T

(B = 19T), where the �eld has been applied in the plane is shown and scaled to the high

T data with �eld applied along the c-axis. The scaling factor 1
T1T

data between both �eld orientations

is the same as for LSCO p = 0.115 of Arsenault et al. [180].

Interestingly, after scaling, 1
T1T

(B = 19T) in both orientations starts to increase slowly already below

≈ 70 K. As Hc2 for H ⊥ c is much higher than for H ‖ c, SC strongly suppresses the enhancement

of 1
T1T

for H ⊥ c. Relative to this data and its corresponding calculated background for 4.55 T, even

the data point at 4.55 T ‖ c appears to be enhanced by more than an order of magnitude. Thus, from

NMR one would infer that even at B = 4.55T < µ0Hc = 7 T there is some signature of �eld enhanced

glassy magnetism.

5.6.3 BPP �ts for LSCO p = 0.148

In this section the relaxation data is �t by the BPP model. Introducing a distribution of τ∞ allows to

accurately �t data at high �elds and opens a route to extend the analysis to lower �elds where no peak
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Figure 5.13: T dependence of 1
T1T

of the data presented in Fig. 5.11, together with 1
T1T backgr.

calculated

by eq. 5.7 using Tc = 37 K & µ0Hc2 = 45 T (coloured lines). 1
T1T

for an in-plane �eld of 19 T (empty blue

pentagons) scaled at high T with the other data. The scaling factor is 1.5. While 1
T1T

for �eld along the c-axis

is enhanced at all �elds, 1
T1T

with in-plane �eld is strongly suppressed below Tc.
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can be identi�ed. This allows to extract the �uctuating �eld h⊥ in the entire measured �eld range,

which can then be compared with ordered moments determined from neutron scattering.

As discussed for LSCO p = 0.12, we can �t the enhancement of 1
T1

with the BPP model by intro-

ducing a distribution of correlation times τc(T ). Assuming that τc(T ) follows eq. 5.4 we have shown

that a Gaussian distribution of the activation energies Ea describes LSCO p = 0.12. However, there

is no reason that τ∞, the correlation time in the high T limit, is not distributed. We �nd that to �t

LSCO p = 0.148 properly in the T -range above the peak a distribution of τ∞ has to be added, but the

center of the distribution is always kept at 0.02 ps.

Correlation times like 0.02 ps are small numbers. It is easier to work with ln τ∞ = a instead.

τ∞ = 0.02 ps gives a0 = −31.5. We center the Gaussian distribution of correlation times around

a0 and give it a width ∆a. The full expression for the distributed BPP model becomes

T−11,BPPdist.(T ) =
1

N

∫ ∞
0

∫ ∞
−∞

T−11,BPP(Ea, a, T ) · e
− (E0−Ea)

2

2∆E2
0 e−

(a0−a)
2

2∆a2 dEada

=
1

N

∫ ∞
0

∫ ∞
−∞

h2⊥γ
2
n

2τc(Ea, a)

1 + (ωLτc(Ea, a))2
· e
− (E0−Ea)

2

2∆E2
0 e−

(a0−a)
2

2∆a2 dEada

=
1

N

∫ ∞
0

∫ ∞
−∞

h2⊥γ
2
n

2ea+
Ea
T

1 + (ωLe
a+Ea

T )2
· e
− (E0−Ea)

2

2∆E2
0 e−

(a0−a)
2

2∆a2 dEada .

(5.8)

The normalisation is now

N =

∫ ∞
0

∫ ∞
−∞

e
− (E0−Ea)

2

2∆E2
0 e−

(a0−a)
2

2∆a2 dEada .

Integrating a over the full numerical range is computationally demanding, but limiting the integration

range to a0 − 3∆a ≤ a ≤ a0 + 3∆a leads to equivalent results when ∆a > 1 . When ∆a 5 1, we keep

a �xed ∆a-independent integration range of ±3.

One can convince oneself that introducing the distribution of τ∞ improves the �t quality signi�cantly

at T above the peak. Fig. 5.14 compares �ts with and without the distribution for data at 19 T.

We �t T −11, stretch after subtracting the background given by eq. 5.7 (multiplied by T ). It is important to

remark that for B > 12 T the �eld dependence of the background makes a negligible di�erence but as

we extend the analysis to B ≤ 12 T in the following, we use eq. 5.7 at all �elds for consistency. Fig. 5.15

shows T −11, stretch before and after the background subtraction for all �elds where we can identify a peak

and where unconstrained �ts to eq. 5.8 can be performed. Fig. 5.15 also includes �ts for B ≤ 12 T

that have been made with the constraint that E0/∆E0 = 2.37.

Fig. 5.16 summarises the �eld dependence from all parameters of the BPP �ts. Fig. 5.16c) shows

that the ratio E0/∆E0 has no strong �eld dependence. The average value is 2.37 and is very similar to

the ratio found for LSCO p = 0.12, as shown in Fig. 5.10c). This ratio captures the general shape of

the peak in T −11 (T ) around p = 0.12. Constraining it, we can get a stable �t at B = 12 T, although
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distribution with ∆a = 3.8 whereas τ∞ is not distributed (no ∆a) for the pink line. In both cases a0 = −31.5

is �xed, corresponding to τ∞=0.02 ps.

no peak can be identi�ed by eye. For B = 10 T, T −11 (T ) could not be measured at intermediate

T ∼ 10 K, because the signal becomes very weak due to strong SC. However, it can be recovered at

lower T since the nuclear magnetisation is proportional to 1/T .

The �eld dependence of the BPP parameters re�ects three characteristic behaviours of the peak in

T −11 (T ) with decreasing �eld:

1) The �uctuating �eld h⊥ decreases strongly, as shown in Fig. 5.16b). This is re�ected in the decreased

peak amplitude. According to eq. 5.3 a decreasing peak height necessarily implies a strongly decreasing

�uctuating �eld, as 1/ωL ∝ 1/B.

2) E0 decreases, as shown in panel a). This makes the peak move to lower T . However, a decreasing

peak temperature Tp is expected even for constant E0, according to eq. 5.5, as −1/ ln(B) goes to zero

at B = 0. We are unable to determine E0 for B < 12 T, but if E0 goes to zero at a non-zero �eld, Tp

will likewise.

3) According to Fig. 5.16d) the distribution of τ∞ increases rapidly at low �elds. This leads to an

increasingly broadened peak. ∆a is a logarithmic quantity, so it gives an estimation over how many

orders of magnitude τ∞ is distributed. As a was de�ned using the natural logarithm through ln τ∞,

an order of magnitude change of τ∞ increases or decreases a by a factor ln 10±1 = ±2.3. The strong

growth of ∆a at 10 T implies that the parameter E0 and with it, the peak temperature Tp, loose their

meaning as in the limit of large ∆a the relaxation rate becomes T independent.
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Tp. For B = 10 T 1/T1(T ) is �at, so Tp is ill-de�ned. This is re�ected in the large error bar at 10 T. b): The
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Discussion of the �tting results

After having shown that the BPP model with a distributed correlation time τc(T ) can be used to model

the experimental data, we discuss the meaning of the extracted parameters.

The di�culty in interpreting the �eld dependence of the �tting parameters comes from the fact that

the classical BPP model has no intrinsic �eld dependence. The �eld only has an indirect e�ect through

the frequency ωL = γB. The T -dependence is fully captured by the slowing down of τc(T ).

Applying BPP to a superconductor which is intrinsically �eld dependent can lead to �eld dependent

parameters. This is especially the case if the spin-freezing feeds of the gradual suppression of the

SC by the �eld. Then it is not solely the SC background that is B-dependent but the spin-freezing

itself. However, SC is not only �eld but also temperature dependent. Thus, the parameters of the

BPP model should also possess a T -dependence. Above Tc we expect no �eld dependence, so �tting

with a B-dependent BPP model leads to the paradoxical result that, e.g. the �uctuating �eld is �eld

dependent above Tc. To compensate this, all �tting parameters should have a T -dependence that

makes them gradually �eld-independent as one approaches Tc from below. The reason that we can

assume no T -dependence at �xed �eld is that τc(T ) ∝ e
E0
T depends more dramatically on T than

any other parameter and thus e�ectively masks their T -dependences. As abruptly as the contribution

of T−11,BPPdist.(T ) to the total relaxation rate T−11 (T ) increases with cooling below Tc, it also falls o�

above Tc. The metallic background increases T−11 (T ) linearly with increasing T , so even if �uctuating

�elds still exist above Tc, they �uctuate so rapidly that they give no substantial contribution to the

relaxation rate.

Thus, the T -independent BPP parameters can be seen as average quantities where the average is taken

over the T range where glassy spin freezing contributes signi�cantly to the total relaxation rate.

Interpretation of E0 as spin sti�ness

So far the parameter E0 has been loosely called 'activation energy', in analogy to situations where

E0 corresponds to the energy barrier between a ground state with energy Eg and an excited state

with energy Ea = Eg +E0. Here the probability to be thermally excited is p(a)/p(g) = e−
E0
T and the

transition rate τ−1c ∝ e−
E0
T . From this perspective E0 is the characteristic energy that is required to

activate spin �uctuations.

Another way to arrive at an exponential correlation time is by comparing the BPP model with the pre-

dicted relaxation rate of the 2D Heisenberg AFM in the intermediate T regime, also called renormalised

classical. Following Chakravarty and Orbach [207]:

1

T1
∝ ξ(T ) ∝ exp(

2πρs
T

) , (5.9)
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Figure 5.17: a): 1/T1T of LSCO p = 0.148 after background subtraction at T ≈ 1.7 K at low �elds. b):

Calculated h⊥ for 1/T1T = 0.011 s−1K−1 at 3.7 T for di�erent E0 as a function of ∆a. In the limit of large ∆a

all curves merge, so h⊥(B) can be determined from a single relaxation time measurement.

where weaker T -dependences have been neglected. ρs is the spin sti�ness and microscopically, ρs is

proportional to the coupling J between neighbouring spins. ξ(T ) ∝ exp(2πρsT ) is found to describe the

undoped parent compound LCO very accurately [208]. When T is large, as in the renormalised classical

regime, then ωLτc � 1 and the BPP model given by eq. 5.2 is simply proportional to τc = τ∞ exp E0
T .

Comparing this to eq. 5.9 allows to identify E0 as 2πρs. With hole doping things become more

complicated. The holes disrupt the AFM correlations and J is e�ectively reduced [209]. It is possible

that similar but weaker correlations of a form as described by eq. 5.9 still exist for hole dopings of up

to p ∼ 0.15. Then E0 is a measure of the planar coupling of neighbouring spins.

We interpret the increase of ∆a, the width of the distribution of τ∞, as a signature of the increasing

inhomogeneity with decreasing �eld as strengthened SC takes the place of AFM correlations.

Scaling of �uctuating �elds h⊥ with ordered moments from neutron scattering

The energy at which magnetic �uctuations are probed by spin-lattice relaxation measurements in NMR,

~ωL ∼ µeV, is much lower than the energy resolution of standard neutron scattering measurements

(meV). Thus, the �uctuating �elds h⊥ that are determined from the BBP �ts correspond to quasi-static

ordered moments that would contribute to the elastic intensity in neutron scattering by µ2 ∝ INS .

Chang et al. have performed neutron scattering in their p = 0.145 sample up to only 13 T. At low

�elds, we do not have full T -dependences from which we could determine h⊥ from BPP �ts as at higher

�elds. Still, h⊥ can be evaluated from the T1-value at a single temperature because the large ∆a leads

to a very broad peak in T−11 (T ) that e�ectively becomes a T -independent constant. Fig. 5.17b shows

indeed that the �uctuating �eld is independent of E0 in the limit of large ∆a.
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Figure 5.18: Field dependences of the ordered moment for LNSCO and three LSCO samples. The ordered

moment µ =
√
I(H) is determined from the scattering intensity I(H) at QIC , the incommensurate AFM wave

vector. The ordered moments at x = 0.12 and x = 0.105 are scaled by the moment of LNSCO (µ = 0.36µB)

and are �t to µ ∝
√

H
Hc

ln Hc

H . The data at x = 0.145 has no absolute scale. The line is a guide to the eye. This

�gure is reproduced from ref. [9].

From Fig. 5.16a) one can see that E0 is continuously decreasing and E0 < 15 K for B < 12 T. According

to Fig. 5.16d all relaxation times for B < 12 T are in the large ∆a limit.

We are able to compare the �eld dependence of �uctuating �elds and ordered moments from NMR

and neutron scattering over an extended range and �nd that they scale well, as shown in Fig. 5.19.

As Chang et al. have also studied LSCO p = 0.12 as a function of �eld with neutron scattering and

with µSR at zero �eld, they could determine the absolute value of the ordered moment. The neutron

scattering data is reproduced in Fig. 5.18.

Using LSCO p = 0.12 data of Mitrovic et al. for which we �nd h⊥(14T) = 0.040 ± 0.001 T we are

able to assign a scale to the data for LSCO p = 0.148. We do not determine the ordered moment

directly from the �uctuating �eld h⊥ because the distributed BPP model is not be expected to be

correct on a quantitative level, although it captures relative di�erences between samples or di�erent
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Figure 5.19: Comparison of the �uctuating �eld h⊥ as determined by NMR with ordered moment determined

by neutron scattering for LSCO p = 0.148. The right-hand scale of the ordered moment is determined from

h⊥ = 0.04 T of LSCO p = 0.12 at 14 T which corresponds to 0.31 µB according to Chang et al.. Since they

�nd that the ordered moment of p = 0.12 is nearly saturated at 14 T, we expect that the �uctuating �eld of

the p = 0.148 sample cannot become higher than in the p = 0.12 sample, so our guide to the eye saturates at

h⊥ ∼ 0.04 T.

�elds quite well. In addition, there is some uncertainty about the hyper�ne coupling constant which

is the proportionality factor between the local �eld and the moment.

The NMR data of Fig. 5.17a does not show an onset at B = 7 T. The �uctuating �eld is already

non-zero at the lowest measured �eld, 3.7 T. In fact, from µSR Chang et al. could not exclude that

the ordered moment at zero-�eld is as large as 0.005 µB, so we o�set the neutron data by this value.

The comparison in Fig. 5.19 suggests that there is a �nite ordered moment in LSCO p = 0.148 in zero

�eld. This is consistent with µSR data of Panagopoulos et al. [210]. For p = 0.15 an anomaly in the

shape of the muon's relaxation time is still seen at very low temperatures which is ascribed to a glassy

transition below 45 mK. In later work published in 2002 Panagopoulos et al. investigated this e�ect

with Zn-doped LSCO and Y-doped Bi2212 and found that the muon relaxation is enhanced by Zn-

doping up to p ≈ 0.19 [211], so for an extended period of time there have been indications for magnetic
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correlations at very low temperatures that persist up to the putative endpoint of the pseudogap [182].

Although the data suggests that B = 7 T does not correspond to a real onset �eld, both h⊥ from

NMR and the ordered moment from neutron scattering start to increase more rapidly in this �eld

range. Consequently, we can identify B ≈ 7 T as the �eld scale at which the signatures of AFM start

to become apparent at p = 0.148. At 7 T we �nd h⊥ = 0.0015 T, so we de�ne this value as the

approximate detection limit of neutron scattering.

Summary LSCO p = 0.148

Using the BPP model with an exponential correlation time where both E0 and τ∞ are distributed we

can �t the spin-lattice relaxation data at di�erent �elds. We extend the analysis to the lowest �elds

which allows to compare and scale the �uctuating �eld h⊥(B) with the ordered moment as determined

from neutron scattering by Chang et al. [9].

The NMR data suggests that the ordered moment is increasing gradually as a function of �eld and that

there might be already a small ordered moment in zero �eld at very low T . This result is consistent with

µSR data of Panagopoulos et al. [210]. Thus, the sharp onset �eld of µ0Hc = 7 T as determined from

neutron scattering might be the result of an insu�cient signal-to-noise ratio. Nevertheless, B ≈ 7 T

can identi�ed as the �eld scale at which the signatures of AFM start to become most apparent.

5.7 LSCO p = 0.155

Gradually increasing the doping we turn to LSCO p = 0.155. Although the doping is only slightly

higher, the relaxation rates at 19 T for p = 0.155 are an order of magnitude smaller than for the

p = 0.148 at the same �eld. But still, the relaxation rate is clearly enhanced above the constant

background. This sample has not yet been investigated in �elds higher than 19 T. Still, we can extract

the �uctuating �elds from data up to 19 T.

Fig. 5.20a shows T−11 (T ) at 19 T down to 1.7 K. The BPP �t suggests that a peak would become

visible either by decreasing the T or increasing the �eld. According to the �t, the peak is very �at.

So, as for the low �eld regime of LSCO p = 0.148, we can extract the �uctuating �eld from the 1/T1T

data at the lowest accessible T of ≈ 1.7 K, shown in Fig. 5.20b. 1/T1T has an upturn at low �eld.

This e�ect is expected from the standard BPP model: As the �uctuating �eld becomes approximately

constant at low �eld the relaxation rate increases at low �elds because the peak scales with 1/ωL. This

e�ect is also visible in Fig. 5.17 for LSCO p = 0.148.

Fig. 5.22 compares the �uctuating �elds for p = 0.148, p = 0.155 and p = 0.171. The �uctuating �elds

has a similar �eld dependence for p = 0.148 and p = 0.155, if shifted by 8.3 T, so the �eld scale has

increased by this value. In analogy to p = 0.148, we expect that neutron scattering at low T of a
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Figure 5.20: a): 1/T1 of LSCO p = 0.155 after subtraction of the calculated background given by eq. 5.7.

The line is a distributed BPP �t with E0 = 23 K & ∆a = 7. b): 1/T1T of LSCO p = 0.148 after background

subtraction at T ≈ 1.7 K at low �elds.

p = 0.155 sample would detect an AFM signal at about 15.3 T.

5.8 LSCO p = 0.171

If the �eld scale increased by 8.3 T between p = 0.148 and p = 0.155, i.e. by about 12 T per percent

of doping, then the �eld scale should increase by another 19 T when going to p = 0.171. For p = 0.148

we started to see a peak in T−11 (T ) above 12 T. The necessary �eld would thus lie above 39 T at

p = 0.171. Static �elds up to 45 T can be reached at NHMFL, so we went to Tallahassee to look for

signatures of spin freezing in LSCO p = 0.171 with the help of Arneil Reyes and Sanath Kumar Rama

Krishna.

Fig. 5.21a summarises raw 1/T1T at di�erent �elds. Measurements up to 34 T have been performed

in LNCMI Grenoble.

Although there is strong enhancement of the relaxation rate at 44.7 T, we do not see a peak down to

1.5 K. From the perspective of BPP, seeing a peak at high �eld becomes more di�cult since the peak

height is proportional to 1/ωL. However, assuming that ∆a is large, we can determine the �uctuating

�eld responsible for the enhancement of the relaxation rate.

We �nd that the �uctuating �eld of LSCO p = 0.171 has a similar �nite value of ≈ 0.6 mT in the

low �eld limit, as for the other samples. This value corresponds to a moment of 0.005 µB in neutron

scattering. The �eld dependence of all samples is similar, which suggests that the growth of the

�uctuating �eld is determined by the same mechanism for all samples, with a �eld scale that increases

approximately linearly with doping. This is consistent with the speculative phase diagram proposed

by Chang et al. [9], reproduced in Fig. 5.23a.
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problems with T -stabilisation. b): 1/T1T of LSCO p = 0.171 after background subtraction at T ≈ 1.7 K.
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Figure 5.22: Comparison of �uctuating �elds for LSCO p = 0.148, p = 0.155 & p = 0.171. Continuous lines

are identical guides to the eye, horizontally o�set by about 8 T and 28 T. From NMR there is no onset �eld

for h⊥ but in neutron scattering by Chang et al. in their p = 0.145 sample a moment is detected above 7 T.

In p = 0.148, at 7 T we �nd h⊥ = 0.0015 T, so we use this value to de�ne the corresponding �eld scale for

p = 0.155 and p = 0.171. It is the point, marked by an arrow, where the guide to the eye crosses the dotted

line.
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Figure 5.23: a): False colour plot of the ordered moment µ scaled by µ(1/8) of LNSCO p = 0.125 in the

doping-�eld phase diagram reproduced from Chang et al. [9]. The white dashed line separates the AFM+SC

phase where the ordered moment is large (red colour) and the d-wave SC phase, where there is no moment

(blue colour). b): Doping-�eld phase diagram based on LSCO data only, summarised in the main text. White

circles correspond to the onset �eld at 3 T at p = 0.144, as reported by Khaykovich et al., and to the �eld

scale where h⊥(B) increases above ≈1.5 mT in Fig. 5.22 (corresponding to ordered moment µ > 0.011µB in

neutron scattering). Data points are connected by a white dashed line. In this doping range SC extends up to

about 45 T. Dark red region corresponds to h⊥(B) > 0.026 T (corresponding to µ > 0.2µB). Light red colours

correspond to smaller moments.

Inspired by this plot, in Fig. 5.23b we summarise the joint results in LSCO from the neutron scattering

study of Khaykovich et al. [10] at p = 0.144, µSR + neutron scattering at 0.105 ≤ p ≤ 0.145 of Chang et

al. and h⊥ from NMR for 0.148 ≤ p ≤ 0.171 presented in this chapter, as well as h⊥ determined from

published NMR data of Julien et al. at p = 0.10 [197], Mitrovi¢ et al. at p = 0.12 [178] and Arsenault et

al. at p = 0.115 [180]. From LSCO p = 0.12 at 14 T we found that the proportionality factor between

h⊥ and the ordered moment µ from neutron scattering is 0.31
0.04 = 7.75µB/T. This allows us to convert

h⊥ into corresponding moments for direct comparison with ordered moments from neutron scattering.

There are small di�erences between both plots: In LSCO, the ordered moment is strongest at p = 0.115,

not at p = 1/8. This is consistent with the depression in Tc being most pronounced at p = 0.115, as

well as Tg being largest at 0.115 ≤ p ≤ 0.12, see Fig. 5.6. Thus, the dashed line is not identical in both

plots, but it has a similar almost linear doping dependence.

5.9 LSCO p = 0.21

We have studied the relaxation rate in a sample with p = 0.21. The analysis of the relaxation rate is

more complicated for this sample since the structural transition occurs at Ts = 6 ± 10 K. Thus, the



151

relaxation rate can potentially have three di�erent contributions: Some non-freezing background that

is gapped by SC, quadrupolar relaxation due to the structural transition and potentially a contribution

from glassy magnetism. In the following we argue that the possible contribution from glassy magnetism

most be very small. Measurements in �elds above 15 T have been performed at NHMFL by Rui Zhou.

Fig. 5.24 shows the �eld and temperature dependence of 1/T1T . The �eld dependence of p = 0.21

di�ers from other samples since 1/T1T saturates at about 40 T, which suggests that SC has been

suppressed. µ0Hc2(T = 0) is estimated to be 45 T [189]. A �eld-independent relaxation rate is not

expected from BPP. Most likely, the growth of 1/T1T is due to the growth of the gapped background

as SC is gradually removed.

The T -dependence in Fig. 5.24c shows that 1/T1T is always increasing with cooling, already far above

Ts, so we do not �nd a well de�ned constant background. However, for T > 100 K it is not clear which

other mechanism could contribute to the relaxation, so we estimate 1
T1T backgr.

= 0.005±0.001 s−1K−1.

The T1 exponent starts to decrease below 100 K, which is consistent with a gradual onset of quadru-

polar �uctuations, so the increase of 1/T1T by 0.002 ± 0.001 s−1K−1 can be essentially explained by

quadrupolar �uctuations due to the structural transition. There are two arguments for this:

Firstly, the structural transition is not driven by SC. It occurs at much higher T than Tc at lower

dopings. Thus, we expect that the quadrupolar �uctuations are una�ected by SC and are not gapped.

Fig. 5.24b shows, that by subtracting the calculated background at 15 T using eq. 5.7 one reveals a

remaining contribution that is largest close to Ts, which we identi�ed by the minimum of the T1 ex-

ponent β. This contribution is likely to come from quadrupole �uctuations, although it could include

some glassy magnetic relaxation. The uncertainty about the size of the quadrupolar contribution is

large since eq. 5.7 is based on a very simple model.

Secondly, the low T stretch exponent is nearly identical at 15 T in the SC state and at 40 T and

above, where SC has been suppressed. This means that the minimum of the stretch exponent must be

determined by a relaxation process that is �eld independent.

However, 1/T1T appears to increase by about 0.001 s−1K−1 below Ts. This change is close to the limit

of our experimental precision, but instead of neglecting it we can estimate how large the �uctuating

�eld would be, provided this increase is due to glassy magnetic relaxation. Assuming that ∆a is large,

we �nd h⊥ = 0.7 mT. This value is below the threshold of �eld-induced magnetism that we de�ned

at lower doping. So within our model, we can exclude that there is any signi�cant ordered moment in

LSCO p = 0.21, even when SC is completely removed.
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Figure 5.24: a): Field dependence of 1/T1T of LSCO p = 0.21 at ≈ 2 K. The line is a guide to the eye. b): T

dependence of 1/T1T of p = 0.21 at 15 T (green circles). The continuous grey line is the calculated background

at 15 T. This background is subtracted from 1/T1T at 15 T to reveal the quadrupole �uctuations (red circles)

that peak close to Ts = 6 K which is determined from the minimum of the stretch exponent in d). The red

arrow marks the amplitude of the quadrupole �uctuations at Ts. c) & d): Green symbols: T dependence of

1/T1T of p = 0.21 at 15 T and in 40 & 45 T at low T to suppress SC and their corresponding stretch exponents

in panel c). The green lines are guides to the eye, the dashed grey line is the constant metallic background.

Same red arrows as in b) shows that the amplitude of the quadrupole �uctuations is of the same order as the

increase of 1/T1T at low T .
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5.10 Discussion

Width and T2

In this chapter the focus has been on measurements of the spin-lattice relaxation rate of LSCO in the

doping range from p = 12 to p = 0.21 which has allowed to determine the AFM ordered moment.

Neither peak widths nor spin-spin relaxation rates (1/T2) have been mentioned, although both are in

principle sensitive to the presence of an ordered moment and could serve to corroborate the spin-lattice

relaxation results. In practice, both quantities are not very sensitive to AFM ordering since the ordered

moments are oriented in the plane. Thus the peak width and 1/T2 couple to the ordered moment only

through o�-diagonal elements of the hyper�ne coupling tensor when the external �eld is applied along

the c-axis. However, we cannot study the same physics with the �eld in the CuO2-plane because this

does not suppress SC su�ciently to enhance the AFM ordering.

However, in LSCO p = 0.115 ordered moments exist in zero �eld, so measurements with H ⊥ c are

possible. Arsenault et al. have studied the linewidth in detail an found that while H ‖ c leads to a

subtle broadening with cooling, H ⊥ c leads to a small splitting of the central peak at low T [180].

Strong broadening of the NQR peaks in zero �eld has also been observed by Ohsugi around p = 0.115

[181]. Since our relaxation rate data at p = 0.148 in high �eld is qualitatively very similar to data of

Arsenault et al. at p = 0.1155, it is highly probable that moments in the �eld-induced ordered are

also aligned in the CuO2-planes. We only determine the average size of h⊥. Thus, our measurements

are consistent with any commensurate or incommensurate modulations of the spin density, as well as

the broad hyper�ne �eld distribution that has been inferred from the low T 63Cu-NQR spectrum of

LBCO p = 0.125 by Hunt et al. [212].

To gain insight into the form of the distribution of h⊥ we need to �t the full relaxation curves, not only

the median 1/T1. This would allow to extract information that is encoded in the stretch exponent β.

This procedure has been attempted but not concluded at the stage of writing this manuscript.

Field-induced or �eld-enhanced?

From neutron scattering and µSR of LSCO p = 0.145 Chang et al. concluded that there is �eld-induced

AFM order above an onset �eld of µ0Hc = 7 T [9]. The �uctuating �eld from NMR shows no onset

�eld at 7 T. Instead, there is a gradual enhancement of the �uctuating �eld. However, 7 T can be

identi�ed as the �eld scale where the �uctuating �eld starts to increase rapidly with �eld. Thus, the

principal conclusions of Chang et al. are con�rmed by NMR up to higher �elds and higher dopings, as

5Fitting p = 0.115 with µ0H ⊥ c of 9 T with the distributed BPP model gives h⊥ = 0.041 T (0.036 T), E0 = 90.5 K

(66.5 K) and ∆E0 = 54 K (26 K), where values in parentheses ( ) correspond to p = 0.148 at 34 T.
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Figure 5.25: a): Peak in 63Cu 1/T1 of YBCO 6.45 p = 0.08 at di�erent �elds. Lines are simple BPP �ts

with identical correlation times τc(T ). Note that H ‖ ab gives no visible peak. Inset b): Stretch exponent β at

di�erent �elds signaling a distributed relaxation rate. c): Field dependence of the �uctuating �eld hab = h⊥.

The line is a guide to the eye. This �gure has been reproduced from ref. [213].

summarised in Fig. 5.23b.

Comparison to other cuprates

It has been mentioned before that Panagopoulos et al. have performed µSR measurements in Bi-2201

and Zn-doped YBCO where they �nd very similar spin freezing as in LSCO with a similar doping

dependence at low T [211].

Field enhanced magnetism is also found in YBCO: Haug et al. have performed neutron scattering

in magnetic �elds with YBCO6.35 and YBCO6.45 and found that particularly for YBCO6.45 the

scattering intensity at the AFM wave vector is enhanced with increasing magnetic �eld. Wu et al.

have shown that the �eld enhanced magnetism found in YBCO6.45 (p=0.08) is glassy [213]. They

studied the �eld dependence of 63Cu spin-lattice relaxation rate and showed that a broad peak grows

with �eld, with an increasing peak temperature that follows the frequency dependence as expected

from a simple BPP model.

This work is important, because it was able to disentangle the e�ects of �eld and frequency: While

the increased peak height signals that the glassy magnetism is intrinsically enhanced by the �eld, the

increase of the peak temperature is a result of the shorter time-scale ω−1L . This showed that it is the

shorter time-scale of neutron scattering that is responsible for systematically higher onset temperatures

for glassy magnetic ordering in neutron scattering compared to low-frequency probes like µSR, NQR

& NMR.

A puzzling question concerning the glassy magnetism in YBCO is why it happens to end so abruptly
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at p = 0.08 [214], the doping where charge order appears. Field-induced magnetic order has been

excluded by Wu et al. around p = 0.12 down to 1.5 K and �elds that surpass Hc2 [13]. Magnetic

ordering could occur at T < 1.5 K but the principal question, why magnetic order is so much stronger

in LSCO, would still need an answer.

p∗ and the pseudogap

In this chapter, we have shown that magnetic �elds are able to induce a frozen, or nearly frozen,

magnetic state in La2−xSrxCuO4 at doping levels much higher than hitherto believed: for �elds of the

order of the upper critical �eld Hc2, �eld-dependent spin �uctuations can be detected up to the doping

level that marks the pseudogap boundary at p ≈ 0.18 but not, or not far, beyond.

The immediate implication of this result is that great care should be taken when interpreting data

from measurements performed in high �elds. Among these, recent transport measurements in LSCO

have been interpreted in terms of a sharp change in the number of carriers across the critical doping

for the pseudogap phase located at p∗ = 0.18 [3]. Given that the frozen state is not a spin-glass with

randomly oriented moments but rather a (disordered) incommensurate antiferromagnet, it is likely

that the Fermi surface is reconstructed into small pockets in high �elds, thus translating into a small

number of e�ective carriers. Indeed, calculations based on such an antiferromagnetic scenario appear

able to explain the transport data [215, 216]. It should also be pointed out that the Fermi surface

might already undergo reconstruction as soon as magnetic moments appear to be static on the time

scale of the period of quasiparticle Fermi-surface orbits in high �elds, typically 2π
ωc
∼ 10−12 s, where

ωc is the cyclotron frequency [217]. Therefore, moments need not to be strictly frozen at the NMR

timescale to provide a sensible explanation.

Evidence for a change in carrier density is not restricted to LSCO. Similar transport results have been

obtained in YBCO [4], but again in very high �elds, so it cannot be excluded that, there also, glassy

freezing can be induced by �elds of the order of Hc2 on approaching p∗. If we take as a criterion the

typical �eld at which moments appear static in a standard neutron scattering experiment (7 T for

p = 0.148 in LSCO), we see from Fig. 5.23b that this should be ∼35 T for our p = 0.171 sample, which

is about 0.7µ0Hc2 for this concentration. This suggests that close to p∗, clearly detecting �eld-induced

spin freezing requires �elds which are a signi�cant fraction of Hc2. With µ0Hc2 ∼ 150 T near p∗ = 0.19

in YBCO, �elds in excess of 100 T would be needed to have an experimental signature of slow spin

�uctuations. Quite a challenge for NMR!

The last piece of evidence for a change in carrier density comes from transport measurements in Nd-

doped LSCO [218, 219]. There, however, because the stripe instability is much stronger than in LSCO,

glassy spin freezing is present up to p∗ = 0.23 already in zero-�eld. Therefore, even if the �eld can
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enhance moments in Nd-LSCO, translational symmetry is already broken in zero-�eld and transport

results are likely to become quite insensitive to the �eld strength. So, these results are not inconsistent

with the possibility that the change of carrier density is due to magnetic order and that it is �eld-

induced when not present in zero-�eld.

These considerations bring us to two important questions: �rstly, if spin freezing is �eld-induced

does this mean that these results tell us nothing about the ground state of the pseudogap phase in

zero-�eld? It is di�cult to answer this question. Certainly, the putative pseudogap quantum critical

point inferred from e�ective mass enhancement seen in quantum oscillations [95] and speci�c heat

measurements [220] cannot be a standard antiferromagnetic quantum critical point as found in heavy

fermions [221] or in the pnictides [222] because T ∗ does not correspond to TN in cuprates. As recently

discussed by Tranquada and coworkers, the neutron scattering data in zero-�eld are not consistent

with quantum critical behavior of the low-energy spin �uctuations [223], which is actually consistent

with the smooth evolution of 1/T1 on Cu across p∗ [202, 179]. However, we believe that one cannot

exclude the possibility that the slowing down of spin �uctuations is already present in zero �eld but

actually starting at temperatures below those used in neutron scattering or NMR experiments, so far

(typically 4 K to 1.5 K). As mentioned above, Panagopoulos et al. claim that magnetic order onsets

at 45 mK for LSCO p = 0.15 in zero �eld [210]. So, it is possible that the �eld only resurrects the

spin freezing that was hidden at very low temperatures. That we see a gradual enhancement of low-

energy spin �uctuations with increasing �eld and no sharp transition may actually be consistent with

such a viewpoint. Therefore, it is conceivable that the pseudogap state corresponds to peculiar spin

correlations that ultimately freeze out at low temperatures. Our results thus urge for experimental

investigations of spin dynamics at mK temperatures.

Charge order

The second important question raised by our results is whether the glassy magnetic order is the

primary competitor of superconductivity or whether the primary order is a charge-density wave that

subsequently triggers magnetic freezing. This second option would comply with the widely accepted

view that glassy freezing near p = 0.12 is a consequence of charge-stripe order in La-based cuprates.

Until recently, there was only evidence for CDW correlations in LSCO for 0.11 ≤ p ≤ 0.13 in zero

�eld [66] but very recent experiments by Wen et al. at SLAC in Stanford have �nally been able

to detect them up to p = 0.16 [6]. Because the CDW correlations discovered by Wen et al. at

p = 0.144 and p = 0.16 are partially quenched by the onset of superconductivity [6], they are likely to

be enhanced by a magnetic �eld applied along the c-axis. Therefore, it possible that the spin-frozen
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ground state is, in turn, a consequence of the presence of CDW correlations. However, in the absence

of direct experimental evidence of �eld-enhanced CDW correlations in slightly overdoped LSCO we

cannot exclude the �rst option above in which spin-freezing would be an independent phenomenon.

Our results evidently urge for X-ray scattering investigations in high magnetic �elds.

5.11 Summary

This chapter was focused on the spin-lattice relaxation rate 1/T1 of LSCO in the doping range for

p ≥ 0.10. Measurements of 1/T1 in high magnetic �elds for 0.148 ≤ p ≤ 0.21 show that magnetic �elds

are able to induce a frozen, or nearly frozen, magnetic state up to unexpectedly high doping levels.

The data is analysed using the Bloembergen-Purcell-Pound (BPP) model with distributed correlation

times. An important parameter of this model is the �uctuating �eld h⊥ which is proportional to the

strength of anti-ferromagnetic (AFM) order. The model describes the data on a qualitative level but

the �eld and doping dependence of the �uctuating �elds can be compared on a semi-quantitative level

to ordered moments as determined from µSR and neutron scattering.

Magnetic �eld is found to enhance h⊥. While being very small in zero �eld, h⊥ of p = 0.148 grows

dramatically in high �elds where it attains the same order of magnitude as in LSCO p = 0.12. The

enhancement of h⊥ is found in dopings up to p = 0.171. At p = 0.21 no evidence of signi�cant AFM

order is found. This result has implications for transport measurements in high �elds that localise

the endpoint of the pseudogap at p∗ = 0.18. It suggests that slow spin �uctuations might lead to a

reconstruction of the Fermi surface. However, an important question that remains is whether magnetic

�eld reveals a property of the normal state that might be hidden at low T or whether the spin order

close to p∗ is absent in zero �eld down to low T and is a phenomenon purely induced by magnetic

�eld.
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Conclusion and outlook

Since the summaries of each chapter already contain conclusions and the principal results, here a more

general conclusion shall be made which allows a wider scope for the outlook.

One conclusion from high �eld studies of cuprates is the following: Looking back, it has occurred

repeatedly that the application of high �eld allowed to discover a phenomenon that would later be

con�rmed to be a zero-�eld property. An example of this has been presented in case of STM in magnetic

�eld by Ho�man et al. [11] which revealed a periodic modulation of the LDOS in Bi2Sr2CaCu2O8+δ.

The same modulation was shortly thereafter con�rmed in zero �eld by Howald et al. [12]. Similarly,

the initial discovery of the �eld-induced long-ranged CDW in YBCO by Wu et al. [13] has preceded

the �nding of short-range charge order in zero �eld using XRD [14, 15]. In these examples the �eld-

induced vortex halos metaphorically act as magnifying glasses of short-ranged orderings that can be

easily overlooked otherwise. Whether this is also the case for spin order in LSCO close to the endpoint

of the pseudogap remains to be seen. From existing neutron scattering data, e.g. by Lake et al. [8] at

p = 0.163, it is di�cult to exclude that static order of small amplitude exists in zero �eld, potentially

at lower T than investigated so far. Whether the order could be su�ciently strong to reconstruct the

Fermi-surface is another question.

The order found in high �elds is also interesting in its own right since having a longer correlation length

and a larger amplitude it will be less sensitive to e�ects like disorder that could mask behaviour of the

pure system which is more easily studied theoretically or in numerical simulations.

The complementarity of zero �eld and high �eld studies can be extended in both directions. The

extension towards pulsed �elds up to 100 T is evident, as pulsed �elds have been essential in discovering

the Fermi-surface reconstruction in YBCO [16]. Since higher �elds lead to longer correlation lengths,

the opposite direction would be towards shorter correlation lengths. Shorter correlation lengths are

expected for �uctuating spin or charge correlations which are also important as AFM �uctuations are

thought to lead to Cooper pairing in cuprates.
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Appendix A

Justi�cation for the distributed BPP

model

After having introduced the distributed BPP model it has been mentioned that �tting the experimental

1
T1 stretch

(T ) by eq. 5.6 could be wrong since the way in which T−11, distributedBPP(T ) is constructed, is

a mean relaxation rate, while 1
T1 stretch

(T ) corresponds to the median relaxation rate. Where lies the

problem?

Experimentally we �nd that the relaxation rate is distributed at any T where β < 1. However we do

not know the underlying experimental distribution. What we are looking for is a set of parameters (E0,

∆E0, h⊥, τ∞ & ∆a) from which we can calculate a model distribution which describes the experimental

distribution of relaxation rates su�ciently well that we can reproduce the T -dependence of 1
T1 stretch

(T )

at any T . The experimental distribution changes with T : Its form changes such that the median

relaxation rate eventually develops a peak with cooling and also β has a non-monotonic T -dependence.

To model this we need the median, but calculating the median of a model distribution is complicated:

For this a histogram of the model distribution of relaxation rates has to be constructed whose median

is evaluated numerically. This process has to be embedded in an automated �tting routine which �nds

the best set of model parameters. Computationally, this is a di�cult task that we do not know how

to solve e�ciently.

However, we know how to calculate the mean relaxation rate because it is only an integral, as shown in

eq. 5.6 and eq. 5.8 and it is easily implemented in a �tting routine in Mathematica. As mentioned, the

mean relaxation rate calculated from the model distribution depends only on the average �uctuating

�eld, so an advantage of the mean relaxation rate is that we do not need to assume a speci�c distribution

of �uctuating �elds. This would be necessary if we wanted to calculate the histogram of the model

distribution of relaxation rates.

Thus, what we have are two distributions whose exact form we do not know: First, the experimental
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Figure A.1: Situation where the model distribution of relaxation rates has a smaller asymmetry than the

experimental distribution such that 1
T1 mean,model

(T ) = 1
T1 median, experimental

(T ), as indicated by the grey vertical

line. The model distribution is wrong since its median relaxation rate di�ers from the experimental median.

distribution is unknown but its median relaxation rate can be estimated from 1
T1 stretch

and second,

as we make no assumption about the �uctuating �eld, the model distribution is unknown but we can

calculate its mean. Both distributions are not necessarily equal: Mitrovi¢ et al. have shown that the

distribution of relaxation rates can be described by a log-normal distribution, which is asymmetric and

for which generally fmean(T ) > fmedian(T ) holds [178]. So, when we �t 1
T1 stretch

(T ) to eq. 5.6 we are

at risk to �nd a wrong model distribution whose calculated mean ful�lls the equality

1

T1mean,model
(T ) =

1

T1median, experimental
(T ) .

As a consequence the median of the �tted wrong distribution will be systematically too small:

1

T1median,model
(T ) <

1

T1median, experimental
(T ) .

This situation is visualised in Fig. A.1.



163

0 5 0 1 0 0 1 5 00 . 0 0

0 . 0 1

0 . 0 2

0 . 0 3

PD
F (

1/T
1)

1 / T 1  ( s - 1 )

 t r u n c a t e d

m e a n t r u n c

m e d i a n t r u n c
e µ =  3 0
σ= 1 . 5

l o g - n o r m a l  d i s t r i b u t i o n s

m e a n

 u n t r u n c a t e d

m e d i a n

x U = 1 0 0

Figure A.2: Regular (untruncated) and truncated log-normal probability distribution functions of the relaxa-

tion rate 1
T1
. The regular log-normal distribution has a median exp(µ) = 30, σ = 1.5. The mean is much larger.

For the truncated distribution (xU = 100) the mean decreases strongly, so one �nds meadian ∼ meantrunc.

After truncation the distribution is normalised again, so the integrated area is conserved.

However, in a realistic situation the mean relaxation rate does not di�er greatly from the median

because the distribution of relaxation rates cannot extend to in�nity. In BPP 1
T1max

=
h2⊥γ

2
n

ωL
, so an

in�nite relaxation rate would imply an in�nite �uctuating moment.

Thus, to justify the �tting by eq. 5.6 we show that the mean and median relaxation rates are similar,

although the distribution of relaxation rates is asymmetric. Fortunately, for the log-normal distribution

there are analytical expressions for the relation of the mean and the median with which one can verify

the e�ect of the truncation. Unfortunately this requires a bit of mathematics.

A.1 Untruncated Log-normal distribution

It is instructive to see the di�erence of the median and the mean for an untruncated log-normal

distribution �rst, and then add the e�ect of truncation.

Conventionally, the log-normal distribution of the relaxation rate 1
T1

= R1 is parametrised by two

parameters, µ, the center of the Gaussian, and σ, the standard deviation of the Gaussian:

PDFlog−normal,base e(R1) = (
√

2πσR1)
−1 e−(lnR1−µ)2/2σ2

(A.1)
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The corresponding median and mean relaxation rates are

T −11,median = eµ (A.1a)

T −11,mean = eµ+σ
2/2 = T −11,median e

σ2/2 (A.1b)

From Eq. (A.1b) one can directly see that mean and median are proportional and that the scaling

factor is very sensitive to σ. As Mitrovi¢ et al. have determined µ and σ for the full T -range one can

calculate the scaling factor exp(σ
2

2 ) for LSCO p = 0.12.

Fig. A.3a compares 1
T1 stretch

, T −11,median and T −11,mean. As already stated by Mitrovi¢ et al., T −11, stretch

and T −11,median are very similar. T −11,mean is much larger. At low T , where σ(T ) is increasing strongly, the

temperature dependence of the mean relaxation rate deviates strongly from the median. The scaling

factor which is the ratio of the mean and median relaxation rate grows very quickly with decreasing T .

Evidently, �tting T −11, stretch(T ) by the mean relaxation rate determined from Eq. (5.6) would not seem

to be a reasonable procedure if the distribution of 1
T1

were described by an untruncated log-normal

distribution.

A.2 Truncated Log-normal distribution

In case of the truncated log-normal distribution an explicit expression for mean is available from

Zaninetti [224]. The scaling factor changes by a multiplicative factor that depends on the left and

right cut-o�s:

T −11,mean, truncated = T −11,median e
σ2/2 · erf(a1) + erf(a2)

erf(a3) + erf(a4)
(A.2)

Here erf(x) = 2√
π

∫ x
0 exp(−t2)dt is the error function. The parameters a1 to a4 depend on the lower

and upper cut-o�s, xL & xU :

a1 =
1

2

√
2(−σ2 + ln(xL)− ln(T −11,median))

σ
(A.2a)

a2 =
1

2

√
2(σ2 + ln(T −11,median)− ln(xU ))

σ
(A.2b)

a3 =
1

2

√
2(ln(xL)− ln(T −11,median))

σ
(A.2c)

a4 =
1

2

√
2(− ln(xU )− ln(T −11,median))

σ
(A.2d)

Equation A.2 looks complicated but it is very similar to eq. A.1b, because the T −11,mean, truncated remains

proportional to T −11,median. We can thus plot the scaling factor for the truncated log-normal distribution.

It will change depending on cut-o�s xU & xL if these are within the same order of magnitude as

T −11,median.
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−1
1,mean. While T −11, stretch

and T −11,median are always nearly identical, T −11,mean is much larger than the median. b) T -dependence of the

scaling factor between the mean and the median relaxation rate calculated from widths σ(T ) of the log-normal

distributions.
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xL is not zero, but it is much smaller than T −11,median. As long as H < Hc2 there is some SC and there

is in principle no lower bound on the relaxation rate. So xL has no e�ect on T −11,mean, truncated. On the

other hand, xU cannot become very large, because the �uctuating �eld h⊥ is of �nite size.

From 139La-NQR spectra of LSCO p = 0.115 Ohsugi deduced a local �eld h⊥ ≈ 0.042 T [191].

With this estimation of h⊥ we can calculate the maximal relaxation rate that one would expect based

on the BPP mechanism. For ωL = 2πγnB, where B = 14 T is the applied �eld, we �nd:

1

T1max
=
h2⊥γ

2
n

ωL
≈ 100 s−1

This value is about three times larger than the experimentally determined maximal relaxation rate

of LSCO p = 0.12 at the peak, see Fig. 5.9a. Using it as an upper cut-o� xU for the truncated

log-normal distribution, we calculate the scaling factor using eq. A.2 and �nd that the scaling factor

is substantially reduced and that the mean and median relaxation times become similar, as shown in

Fig. A.4. In principle, xU does not need to be T -independent. It is possible that it follows T −11,median.

In that case the scaling factor would be small at all temperatures.

A.3 Concluding remarks about the �tting procedure

The preceding paragraph does not intend to prove that the median and the mean relaxation rates

are equal. The aim was to show that the introduction of an upper cut-o� can make these quantities

similar. To be able to determine the mean relaxation rate we would have to know the true distribution

of relaxation rates, which is impossible from the measured relaxation curves alone.

The conclusion is that it is reasonable to �t T −11, stretch by T−1distributedBPP(T ) and the parameters E0,

∆E0,τ∞, ∆a and h⊥ that produce the mean relaxation rate T−1distributedBPP(T ) are similar to the set of

parameters that characterise the distribution that is responsible for the measured stretched relaxation

curves.

Nevertheless, the BPP model should not be treated as a quantitative model. On a semi-quantitative

level we �nd that it can describe the main features of the NMR data.
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Abstract

Cuprates are materials that can be tuned from an anti-ferromagnetic insulator to a normal metal

by increasing the carrier density through chemical doping. At intermediate doping, a rich variety

of electronic phases emerges alongside, or intertwined, with the superconducting phase. The aim

of this thesis was to characterise various aspects of the competition between superconductivity and

charge or spin order, using nuclear magnetic resonance (NMR). A �rst part of the work consisted in

improving the modelling of 17O NMR spectra in the two charge-density wave (CDW) phases present

in YBa2Cu3Oy: the short-range order and the (magnetic-�eld induced) long-range order. Besides

providing a much more accurate analysis framework for NMR data as a function of �eld, doping and

pressure (see hereafter), the results indicate that the CDW in high-�elds is uniaxial (i.e. single wave

vector q) and commensurate with the lattice, with a period of three unit cells (q = 1/3).

The second aspect of phase competition addressed in this work is the (controversial) e�ect of hydrostatic

pressure. Our measurements show that a pressure of 1.9 GPa weakens the short-range CDW in the

normal state and the long-range CDW observed in high �elds only slightly. The results support the

proposal that the continuous rise in Tc upon increasing pressure up to ∼15 GPa arises almost entirely

from a gradual decrease of the CDW strength. This establishes hydrostatic pressure as a tuning

parameter of the competition between CDW order and superconductivity in the cuprates. In the

third part of the thesis, 139La spin-lattice relaxation rate (1/T1) measurements were used to study the

e�ect of a magnetic �eld on glassy spin ordering in La2−xSrxCuO4. Using high �elds up to 45 T, we

reveal that the �eld is able to induce a frozen, or nearly so, phase at doping levels much higher than

previously assumed, namely up to the putative endpoint of the pseudogap boundary, but not, or not

far, beyond that point. This result has important implications for interpreting the pseudogap phase

and its associated quantum criticality.
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