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In antiquity, a God named Kua Fu determined to chase the

Sun. Afterward, he almost caught the Sun while he was too

thirsty to continue, draining the Yellow River and the Wei

River. As he marched to search for the Great Lake, he died

of dehydration at halfway. Finally, his wooden cane grew

into a vast forest of peach trees.

"Classic of Mountains and Seas"
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General introduction

Solar energy is one of the most abundant nature resources, and its conversion into electrical power
source can meet the ever-increasing demand of electricity and the need for a renewable energy
system. The worldwide installation of solar panels increases rapidly, and commercial photovoltaic
modules of e�ciency over 20% are already available. For large-area use, the photovoltaic industry
is looking for new solutions to further increase the e�ciency and decrease the cost of solar cells.
One of the main trends is to use thinner and thinner Si wafers in solar photovoltaic panels. The
thickness of thin-�lm photovoltaics (CIGS, CdTe, III-V, etc.) is also decreased steadily to save
scarce materials such as indium and tellurium. Using thinner semiconductor layers also favors the
fabrication of light-weight or �exible devices suited for numerous niche applications, and lead to
higher radiation tolerance for space power applications. In other words, decreasing the absorber
thickness in photovoltaics is a way to consume less material and to support new applications. It
may also provide new routes toward high e�ciency photovoltaics.

Solar cells convert sunlight into electricity based on the photovoltaic e�ect, involving various
disciplines like optics, material science and solid states physics. Recent developments take advan-
tage of research advances in other optoelectronic devices, in materials, and in nanophotonics. For
instance, decreasing the solar cell thickness requires nanophotonic light-trapping structures to
compensate for the lower absorber volume and to maintain a high photocurrent generation. Such
nanostructures can be implemented in the fabrication process of solar cells thanks to the recent
technological progress of the semiconductor industry and research laboratories. The emergence
of large-area and low-cost nanofabrication processes, like nanoparticle self-assembly and nano-
imprint lithography, are of particular interest for the photovoltaic industry. Light con�nement
in nanostructures results in higher photogenerated carrier densities, and may also provide new
opportunities to explore novel concepts for high-e�ciency, like intermediate-band or hot-carrier
solar cells.

Recent advances in material science are another source of innovation for the improvement of
photovoltaic devices. Low-dimensional semiconductors like 2D materials, quantum structures,
and nanowires, for instance, bring new solutions to create semiconductor heterostructures and to
assemble various semiconductor compounds into a single photovoltaic devices. In this context,
the ability to growth perfect low-dimensional crystals on lattice-mismatched substrates is of
particular interest. Single semiconductor nanostructures like nanowires are also an attractive
platform to investigate the fundamental mechanisms related to high carrier densities, or to the
passivation and collection of carriers at the nanoscale. The understanding of these mechanisms
may serve many photovoltaic technologies, for instance polycristalline thin �lms made of sub-
micrometer grains (with major challenges in grain boundary passivation), and hot-carrier solar
cells that are made of ultrathin absorbers and selective contacts.

In the following, we focus on III-V semiconductors, and more particularly on GaAs-based
solar cells and nanostructures. GaAs is chosen as a model material to explore high-e�ciency
photovoltaic devices with a reduced volume of active material. Thanks to their high quality and
the well-controlled fabrication processes, GaAs thin �lms are the core of the record single-junction



solar cells which reached 28.8% e�ciency. III-V materials have also allowed the development of
high-e�ciency multi-junction solar cells (three- and four-junction solar cells with e�ciencies up
to 46%), and have been used for the most recent advances of high-e�ciency concepts. For these
reasons, III-V are materials of choice to explore new concepts for light-trapping, for the direct
growth of semiconductor nanostructures on lattice-mismatched substrates (Si in particular), or
for the investigation of material properties and electronic transport in semiconductor nanostruc-
tures.

In this thesis, I have studied two approaches separately. The �rst one uses 200 nm-thick
ultrathin GaAs absorber, corresponding to a tenfold thickness reduction as compared to state-
of-the-art thin-�lm GaAs solar cells. To achieve record e�ciency, we propose a periodic nanos-
tructured back mirror for e�cient light harvesting in the ultrathin GaAs layer. The second
approach aims to use nanowires as the active solar cell absorber. Semiconductor nanowires con-
stitute a completely di�erent domain of nanotechnology. The unique shape of nanowires exhibits
light-trapping properties for next-generation photovoltaics. Moreover, III-V nanowires can be
grown on lattice-mismatched Si substrates instead of the more expensive GaAs or InP substrates.
I mainly focus on modeling and characterization in order to understand nanowire properties and
growth mechanisms. The organization of this manuscript is as follows:

In Chapter 1, I give an introduction on solar cell operation and an overview of photovoltaic
research areas, and I present our motivations toward low-cost and high-e�ciency solar cells.
Chapter 2 describes essential theoretical background to understand the operation principle of a
solar cell. This includes electromagnetic wave optics in one part, and physics of semiconductors
in the second part. These theories provide a solid basis to design and analyze solar cell devices.
Chapter 3 summarizes the theory of luminescence and describes the cathodoluminescence (CL)
setup at C2N. Throughout this thesis work, I use extensively the CL tool to characterize the
properties of semiconductor nanowires. The concept of light emission is also governing many
aspects of this thesis. For instance, the detailed balance principle of light absorption and emission
leads to the fundamental limit of photovoltaic conversion e�ciency, which provides a guideline
for researchers to improve the e�ciency of solar cells.

In Chapter 4, I present my work on of ultrathin GaAs solar cells. Theoretically, we show
optical simulations of ultrathin solar cell structures with a metallic back grating re�ector and we
investigate the mechanisms of multi-resonances. We also use 1D electrical transport simulations
as well as a simple analytical model of resistive losses to identify the optimal design of ultrathin
GaAs solar cells. Concerning experimental works, detailed fabrication steps and characterization
are shown. We present the analysis of current-voltage characteristics and spectral responses, and
we compare the results with theoretical calculations in order to further improve the e�ciency.

In the second part of the thesis work, we focus on the use of GaAs nanowires as a potential
photovoltaic absorber. Toward e�cient III-V nanowire solar cells, several challenges arise in
the research of semiconductor nanowires. One of the issues is to characterize the doping at the
nanoscale. In Chapter 5, I propose an advanced contactless and quantitative doping assessment
method based on the luminescence analysis using the generalized Planck's law. Hall e�ect mea-
surements and CL measurements are compared on a series of GaAs thin-�lm samples at di�erent
doping levels in order to validate the doping assessment method by cathodoluminescence. In
Chapter 6, we present CL measurements on GaAs nanowires grown in C2N. We demonstrate
both p-type and n-type doping assessments in single GaAs nanowires by CL. By accident, we also
discover systematically an usual wurtzite GaAs segment in single GaAs nanowires. The optical
properties of undoped, Be-doped and Si-doped wurtzite GaAs are studied by CL polarimetry.

Finally, Chapter 7 is dedicated to the description of nanowire-array solar cells. We study the
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optical absorption in ordered GaAs nanowire arrays, and we calculate the electrostatic built-in
potential in core-shell p-n junctions as a function of the nanowire doping levels. These results
provide a reasonable design guideline for high-e�ciency nanowire solar cells. At the end, we
show the recent progress of nanowire solar cell performances at C2N.

I would like to detail here my contribution to the work presented in this manuscript. The opti-
cal simulations of Chapter 4 (ultrathin solar cells) and Chapter 7 (nanowire array solar cells) have
been performed by myself with the Reticolo code supplied by Philippe Lalanne from LP2N (Lab-
oratoire Photonique, Numérique et Nanosciences) and Christophe Sauvan from IOGS (Institut
d'Optique Graduate School). I adapted part of the Reticolo code to compute the rate of photo-
generation in solar cells by integrating the absorbed radiation power over the solar spectrum. I
also conducted electrical simulation for ultrathin solar cells using the integrated photogeneration
rates as inputs to SCAPS-1D solar cell device simulator (Burgelman and coworkers, University
of Gent, Belgium). For nanowire solar cells, I implemented a numerical solver with Matlab code
to compute the built-in potential in nanowire core-shell junction.

In Chapter 5 and 6, all the CL measurements and analysis presented are carried out by myself,
with the help of Pierre Rale and Stéphane Collin at the beginning of my thesis work to get used to
the new CL system in C2N. I developed hyperspectral data analysis and systematic CL mapping
visualization with Matlab code, and I adapted the generalized Planck's law to �t the whole CL
spectra for quantitative doping assessment. I also proposed polarization-resolved CL experiments
to investigate the optical properties of wurtzite GaAs. Epitaxial thin-�lm GaAs samples were
provided by Aristide Lemaître and Hall measurements on thin-�lm GaAs were conducted by Ro-
maric De Lépinau and Andrea Scaccabarozzi (C2N). III-V semiconductor nanowires were grown
by several people in the Material Department at C2N: Fabrice Oehler, Chalermchai Himwas,
Andrea Scaccabarozzi and Romaric De Lépinau. This part of the work aims to understand
the fundamental material properties, and was performed in interaction with nanowire-related
projects supervised by Maria Tchernycheva and Jean-Christophe Harmand.

Regarding the fabrication of ultrathin GaAs solar cells presented in Chapter 4, the epitaxy
of the GaAs layers as well as double-layer MgF2/Ta2O5 anti-re�ection coating have been done
at the Fraunhofer Institute for Solar Energy Systems (ISE). I did nearly every other steps of the
solar cell processes: photolithography, wet etching, metal deposition and lift-o�, bonding and
substrate removal. I also realized the nanoimprint lithography with the help of Andrea Cattoni.
Solar cell current-voltage measurements, spectral responses (EQE) as well as data analysis were
performed by myself.

For nanowire-based solar cells presented in Chapter 7, I contributed mainly to the early-stage
material qualities and doping characterizations. I carried out optical and electrical modeling to
target the geometry and doping levels required in a core-shell junction nanowire solar cells. Con-
tinuous experimental work had been done at C2N by Andrea Cattoni for patterned Si substrates
using electron-beam lithography, Andrea Scaccabarozzi for epitaxial growth of III-V nanowire
arrays, and Romaric De Lépinau for improved device fabrication. This work has been done
within the ARN project NANOCELL for e�cient GaAs nanowire solar cells and IPVF project
E for III-V nanowire solar cells on Si.
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According to the International Energy Agency (IEA)1, in 2015, the world total primary
energy supply (TPES) is 13 647 Mtoe (million tonnes of oil equivalent, 1 toe = 11 630 kWh). The
energy supply still relies on fossil fuels such as oil (31.7%), coal (28.1%) and natural gas (21.6%).
Part of these primary sources are used to generate electricity. The total electricity production
was 24 255 TWh in 2015, including renewable generations such as hydroelectricity production
3 978 TWh (16.4%), wind energy production 838 TWh (3.5%) and solar photovoltaic electricity
production 247 TWh (1.0%). In 2017, the worldwide photovoltaic electricity production increases
up to 443 TWh and the cumulative installation rises to 415 GW according to recent photovoltaics
report2. Nowadays, transition toward renewable energy is urgent to lower the dependence on
limited fossil resources and to reduce emission of CO2 which is responsible for greenhouse e�ect.

Solar energy is an abundant natural resource. If we take the power density of 1000 W/m2

that the Sun illuminates the Earth, with projected cross-section of 1.275×1014 m2 (Earth radius
is 6371 km), the Earth will capture the energy of 2015 world total primary energy supply in
less than 2 hours! Of course, transforming e�ciently the sunlight into useful forms of energies
such as electricity is not so easy, and we cannot cover the whole surface of the Earth by solar
panels. But still, with 20% solar panel e�ciency to convert sunlight into electricity and 1% of
the projected Earth surface, 4 days are enough to collect the total electricity production of a
whole year. Solar cell researches have led to important technical progress and allowed world-wide
photovoltaic electricity generations toward future sustainable energy system.

1.1 Solar spectrum

Figure 1.1(a) sketches the situations of sunlight arriving at the ground surface of the Earth. We
observe the solar disc with an angular diameter of about 0.53◦ (half-angle θ = 0.266◦). For a
solar panel oriented toward the sun, nearly all direct sunlight comes perpendicularly. Beside

1International Energy Agency (IEA): http://www.iea.org/
2Simon Philipps, Fraunhofer ISE and Werner Warmuth, PSE Conferences & Consulting GmbH (Last updated:

June 19, 2018): https://www.ise.fraunhofer.de/en/publications/studies/photovoltaics-report.html

http://www.iea.org/
https://www.ise.fraunhofer.de/en/publications/studies/photovoltaics-report.html


Chapter 1. Introduction

Figure 1.1 � (a) Solar angles and atmospheric e�ects in the received sunlight on Earth, showing direct
and di�use components, ground re�ection, minimum acceptance angle θ and solar zenith angle β (Figure
adapted from Ref. [1]). (b) Reference solar spectral irradiance from American Society for Testing and
Materials (ASTM G173)3. Red curve shows the extraterrestrial solar radiation (AM0) and black curve is
the blakebody radiation spectrum calculated at 5800 K (normalized to an integrated power of 1366 W/m2).
Blue curve is the global spectral radiation from the solar disk plus di�used component (AM1.5G, integrated
power 1000 W/m2). Green curve is the direct normal irradiance from the solar disc (AM1.5D, integrated
power 900 W/m2). Colored background marks the spectral positions of visible light around 380 nm to
750 nm.

direct sunlight, di�use light can also strike on a solar panel. In sunny days, we see clear blue
sky because small molecules in atmosphere scatter light at short wavelengths e�ciently. This is
also why the sun looks yellow and becomes reddish at sunrise or sunset. When direct sunlight
travels a thicker atmosphere, most blue-green part of the solar spectrum is scattered o�. The
cloud looks white because bigger molecules (e.g. ice/water particles and aerosols) scatter light
equally in wavelengths, and may strongly attenuate sunlight in cloudy days. The light we receive
at the ground will depend on time, location, weather or season and so on.

Reference sunlight radiations are de�ned in order to standardize performance measurement
of solar cells. They are shown in Figure 1.1(b). The Air Mass (AM) de�nes the direct light path
length through the atmosphere, expressed as a ratio to the light path length at the zenith. We
denote β the zenith angle of the sun, then AM = 1/cos(β). Air Mass 1.5 is chosen as standard
test condition for terrestrial solar cells. AM1.5D is for direct component of sunlight (integrated
power 900 W/m2), and AM1.5G includes for direct and di�use components (integrated power
1000 W/m2). AM0 is referred to the solar radiation on top of the atmosphere for space solar cell
evaluation. The solar radiation can also be approximated by a blackbody radiation of 5800 K,
which is approximately the surface temperature of the sun (black curve in Figure 1.1(b)).

1.2 Solar cell operations

Figure 1.2(a) shows a typical solar cell structure. The active region that absorbs light is usually
made of a crystalline semiconductor p-n junction. Here, the front or top side of the solar cell
is opened to receive the sunlight, and the structure consists of n-type emitter and p-type base.
Thereafter, the front contact grid is a cathode and the rear contact is an anode. The top surface
is usually covered with anti-re�ection coating (ARC) to reduce re�ection of light thus maximize

3ASTM G173-03 spectra: https://rredc.nrel.gov/solar/spectra/am1.5/ASTMG173/ASTMG173.html
4PVEducation: https://pveducation.org/
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1.2. Solar cell operations
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Figure 1.2 � (a) Typical solar cell structure using a semiconductor p-n junction (p-base and n-emitter)
with front contact electrode (cathode) and rear contact electrode (anode). Under sunlight illumination,
the solar cell generates electricity and power the external load (Figure adapted from PVEducation4).
(b) Schematic energy diagram of a semiconductor (bandgap Eg). A photon with energy hν < Eg is
not absorbed by the semiconductor. The absorption of a photon with energy hν ≥ Eg will generate an
electron-hole pair, but the excess photon energy Eg − hν is lost due to thermalization of electrons and
holes to the band edges Ec and Ev, respectively. The quasi-Fermi levels Efc and Efv characterize the
electrochemical potential of electrons and holes, respectively.

the number of photons entering the solar cell. Under illumination, the solar cell can power the
external load connected to it.

Figure 1.2(b) depicts the situations when a photon arrives in the active region of a semi-
conductor. The photons with energies hν smaller than the bandgap Eg of the semiconductor
cannot be absorbed. The photons with energies hν equal or higher than the bandgap Eg can
be absorbed to generate an electron-hole pair in the semiconductor. If the photon energy hν is
higher than the bandgap Eg, the initially created electron (resp. hole) is above the conduction
band (resp. below the valence band), but is rapidly thermalized to the band edges. The ther-
malization process is mainly due to energy lost to vibrations of the crystal lattice (phonons) and
happens in a time scale of 10−12 s [2]. Under steady-state illumination, an excess population of
electrons and holes is maintained in the semiconductor and two di�erent quasi-Fermi levels Ffc
and Ffv are used to described the electrochemical potential of electrons and holes, respectively.

The solar cell operation is characterized by its current-voltage curve. Figure 1.3(a) gives an
equivalent electrical circuit of a solar cell and Figure 1.3(b) shows the current-voltage (JV ) curve
(black solid line). The total electrical current I delivered by the solar cell is normalized to its
surface area so we use systematically current density J with the unit of mA/cm2. Here we adapt
the convention for a generator so that V > 0 and J > 0 correspond to positive power generated
by the solar cell. The solar cell is modeled by several components:
• an ideal (photo-)current generator Jph,
• a rectifying diode (with diode ideality n) to ensure the photogenerated current is �owing
in one direction and not the opposite,
• a parallel resistance Rp taking into account the non-ideal rectifying e�ect or equivalently
the existence of an ohmic shunt,
• a series resistance Rs for resistive losses in the solar cell.

It is assumed that the current under illumination Jlight(V ) is the sum of a constant net
photogenerated current Jph and the current Jdark(V ) measured in dark with the same bias
voltage. This is the so-called principle of superposition, which is a good approximation for p-n
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Figure 1.3 � (a) Equivalent electrical circuit of a solar cell, including a current generator (photocurrent
Jph), a rectifying diode (ideality factor n), parallel resistance Rp and series resistance Rs. (b) Current-
voltage (J-V) characteristic of a typical solar cell (black solid line). Jsc is the short-circuit current density
and Voc the open-circuit voltage of the solar cell. The maximum power (mp) point is where the output
power JV is maximal (orange zone). Fill factor (FF) of the solar cell is the ratio of JmpVmp divided
by JscVoc. The black dashed line shows the J-V characteristic of the ideal solar cell. Increasing Rs and
decreasing Rp will lower the FF and result in apparently di�erent slopes near Voc and Jsc, respectively.

homojunction solar cells. This is written as

Jlight(V ) = Jph + Jdark(V ) (1.1)

Note that Jdark(V ) is negative with the convention of generator, because the solar cell in dark
absorbs power from the measurement instrument. The dark current is connected to the diode
characteristics n and parasitic resistances Rp and Rs through

Jdark = −J0

[
exp

(
q(V +RsJdark)

nkBT

)
− 1

]
− V +RsJdark

Rp
(1.2)

where kB is the Boltzmann constant and T the absolute temperature. For an ideal solar cell,
we have an diode ideality n = 1, in�nite parallel resistance and zero series resistance. The
current-voltage characteristic of the ideal solar cell under illumination is simply given by

J(V ) = Jph − J0

[
exp

(
qV

kBT

)
− 1

]
. (1.3)

In Figure 1.3(b), the black dashed line is an ideal JV curve and the black solid line is a
perturbed JV curve by a �nite parallel resistance and non-zero series resistance. The short-circuit
current density (Jsc) and the open-circuit voltage (Voc) are indicated. We denote (Jmp,Vmp) the
current and voltage of the solar cell operating at the maximum power point. The �ll factor (FF)
of the solar cell is de�ned by the maximum output power divided by the product JscVoc.

FF =
JmpVmp
JscVoc

. (1.4)

The e�ciency η of the solar cell is the power density generated at the maximum power point
divided by the power density of the incident light Pin (100 mW/cm2 for 1 sun AM1.5G reference
spectrum).

η =
JmpVmp
Pin

=
JscVocFF

Pin
(1.5)
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In Figure 1.3(b), we can see the e�ect of resistances on the JV characteristics of the solar cell.
Jsc and Voc are not in�uenced by a small change in non-ideal resistances. A �nite Rp (ohmic
shunt) gives rise to an apparent slope near Jsc, and a non-zero Rs results in a less steep slope
near Voc. Finite Rp and parasitic Rs thus a�ect the FF and lower the e�ciency of solar cells.

1.3 Overview of photovoltaic technologies

Figure 1.4 shows the up-to-date e�ciencies of solar cells as a function of the bandgap of the
material used. The lines plot the Shockley-Queisser (SQ) limit (see Chapter 3.3), which predicts
the upper limit of the photovoltaic conversion e�ciency using a single bandgap semiconductor
(solid line: 1 sun illumination, dashed line: 46 200 full concentration). The Jsc of a single junction
solar cell depends on its ability to absorb photons from the solar spectrum. If absorption of one
photon generates only one electron-hole pair in the semiconductor, then the maximum Jsc is
limited by the bandgap of the semiconductor.

On the other hand, the Voc of a solar cell is given by the di�erence in the electrochemical
potential of electrons and holes

qVoc = Efc − Efc. (1.6)

With increased bandgap of the material, the upper limit of Voc is increased, but the total photon
absorption and thus Jsc decreases. As a consequence, there is a trade-o� between current and
voltage that governs the fundamental limit of photovoltaic conversion e�ciency. With increasing
sunlight intensities, a larger separation of quasi-Fermi levels leads to higher voltage, thus higher
e�ciency.

Figure 1.5 is the 2017 e�ciency chart of research solar cells classi�ed by materials and types
from National Renewable Energy Laboratory (NREL). The e�ciency progress with years is im-
pressive, owning to technical e�orts and understanding in material science. We summarize shortly
each photovoltaic domain in the following.

1.3.1 Wafer-based silicon solar cells

Crystalline silicon (c-Si) is the most matured semiconductor technology used for the production
of solar cells. Contrary to amorphous silicon (a-Si), c-Si is the crystalline forms of silicon and can
be further distinguished between mono-crystalline silicon (mono-Si or single-crystal Si, continu-
ous crystal) and multi-crystalline silicon (multi-Si or poly-Si, small crystals separated by grain
boundaries). The state-of-art c-Si solar cell e�ciency is 26.7% (Kaneka) using interdigitated
back contacts and high-quality a-Si:H/c-Si heterojunction passivation (Jsc = 42.65 mA/cm2,
Voc = 0.738 V, FF = 0.849) [3, 4]. Commercial mono-Si solar panels with e�ciency between
19% to 22% are already available in the market, for example, Panasonic HIT (heterojunction with
intrinsic thin-layer)6, LG NeON n-type mono-crystalline7 and SunPower back contact modules8.
For commercial multi-Si panels, typical e�ciency is found between 16% to 19%. Fabrication
of multi-Si solar cells is cheaper than mono-Si solar cells because mono-Si wafers require a re-
crystallization step (Czochralski process) which is very energy-consuming.

1.3.2 Thin-�lm and emerging technologies

Unlike c-Si using thick wafer (160�190 µm) to absorb sunlight, thin-�lm technologies use direct
bandgap semiconductors so that a few µm are enough to absorb sunlight. These materials include

5NREL, photovoltaic research: https://www.nrel.gov/pv/
6Panasonic solar: https://panasonic.net/ecosolutions/solar/
7LG solar: http://www.lg-solar.com/
8SunPower: https://us.sunpower.com/
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Figure 1.4 � Shockley-Queisser limit of the conversion e�ciency for single-junction solar cells as func-
tion of the bandgap. Solid line: e�ciency limit with AM1.5G 1 sun illumination. Dashed line: e�ciency
limit with 46 200× AM1.5D full concentration. State-of-art solar cell e�ciencies at 1 sun are marked by
points for di�erent materials (Figure extracted from Ref. [1]).

Figure 1.5 � E�ciency evolution of best research photovoltaic cells5. They are classi�ed by materials:
single- and multi-junction III-V semiconductors for high-e�ciency cells, crystalline silicon based solar
cells, thin-�lm technologies (chalcogenides, amorphous silicon) and other emerging photovoltaic cells (or-
ganic solar cells, perovskite, etc.)
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copper indium gallium diselenide (CIGS), cadmium telluride (CdTe), amorphous silicon (a-Si)
thin-�lm III-V compounds and so on.

CIGS and CdTe

CIGS solar cells are usually fabricated using ZnO/CdS/CIGS heterojunction. Up-to-date record
e�ciency of laboratory cell is 22.6% at 1 sun from ZSW (Germany) using heavy alkali elements
post treatment for CIGS absorber [5], and later 22.9% demonstrated by Solar Frontier (Japan)9.
Because of the toxicity of cadmium element, Solar Frontier also develops CIGS solar cells with
Cd-free bu�er layers and shows 22.0% cell e�ciency and near 20% e�ciency for mini modules
at 1 sun [6]. Commercial Solar Frontier module e�ciency is about 16% to 19% at 1 sun. Due to
scarcity of indium element, large-area CIGS solar panel may still not be competitive with c-Si
modules. Indium-free chalcogenide thin-�lm like CZTS (copper zinc tin sul�de/selenide) is also
investigated in laboratories. State-of-art CdTe thin-�lm solar cells have 22.1% e�ciency at 1 sun
demonstrated by First Solar (USA)10, who provides commercial modules of e�ciency in the 15%
to 18% ranges and may be more tolerant than c-Si under high temperature operation.

III-V semiconductors and multijunction solar cells

III-V compound semiconductors are grown by epitaxy to make high-e�ciency thin-�lm solar
cells. For example, GaAs is up-to-now the most e�cient material to make a single junction
solar cell, with e�ciency up to 28.8% at 1 sun (Jsc = 29.68 mA/cm2, Voc = 1.122 V, FF =
0.865) [7]. Without being exhaustive, there are also InP solar cells with e�ciency of 24.2% at
1 sun (Jsc = 31.15 mA/cm2, Voc = 0.939V, FF = 0.826) [4], and GaInP with e�ciency of 20.8%
(Jsc = 16.0 mA/cm2, Voc = 1.455 V, FF = 0.893) [8].

Because of a wide variety of III-V compounds and alloys, it is possible to grow several
junctions with di�erent bandgaps in a well controlled manner. Since high-energy photons tend
to be absorbed near the top surface of semiconductors, stacking high-bandgap material at the
top allows to absorb high-energy photons and to prevent their thermalization losses. Low-energy
photons pass through the top junction and are absorbed deeper in the low-bandgap materials.
These III-V multijunction solar cells provide higher e�ciencies beyond the SQ limit. The simplest
way to contact multijunction solar cells is through a two-terminal con�guration, i.e. each junction
is connected in series using a tunnel junction. In this case, the operation current will be limited
by the lowest current delivered by one of the junctions. The condition for current matching in
all the individual junctions is critical for optimal power generation and requires careful design
for the choice of material types and thicknesses. State-of-art two-junction GaInP/GaAs shows
32.8% e�ciency at 1 sun (LG), and three-junction InGaP/GaAs/InGaAs has 37.9% e�ciency at
1 sun (Sharp) [9].

Combining III-V semiconductors onto c-Si industry is a promising future technology break-
through. Since III-V compounds provide better optical characteristics and also high electron
mobility and high-frequency response, it is appearing not only for photovoltaics but also in other
semiconductor-on-insulator (SOI) platform. Essig et al. demonstrated 1-sun e�ciency of III-V
on Si solar cells to 32.8% (GaInP/Si) and 35.9% (GaInP/GaAs/Si), using mechanical stacking
to transfer III-V cells grown on GaAs substrate onto Si bottom cells in a 4-terminal con�gu-
ration [10]. Cariou et al. demonstrated III-V-on-silicon (GaInP/GaAs/Si) solar cells reaching
33.3% 1-sun e�ciency in a 2-terminal con�guration by direct wafer bonding [11].

The bottleneck for III-V cells is their high cost due to slow crystal growth, expensive III-V
crystalline substrates, and raw material scarcity. They are mainly used in satellites and partly in

9Solar Frontier: http://www.solar-frontier.com
10First Solar: http://www.firstsolar.com/
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terrestrial solar concentrating system. Using large-area Fresnel lens or parabolic mirror, small-
area III-V multijunction cells are su�cient to convert sunlight into electricity with unprecedented
high e�ciency. Fraunhofer ISE/Soitec/CEA have shown 46% e�ciency of a 4-junction bonded
solar cells (GaInP/GaAs;GaInAsP/GaInAs) under concentrated sunlight of 508 times the solar
AM1.5D (ASTM E927-10) spectrum11.

Perovskite solar cells

Perovskite is another new photovoltaic material with fast-rising e�ciencies since 2010. The
crystal structure of Perovskite has a general chemical formula ABX3 where A and B are two
cations of very di�erent size and X is an anion that bonds to both A and B. The most common
perovskite solar cells use hybrid organic-inorganic lead or tin halide-based materials, such as
methylammonium lead halides (CH3NH3PbX3 or MAPbX3 where X=I, Br or Cl). The advantage
of perovskite solar cells is the possibility of low-temperature and atmospheric process, leads
to lower fabrication costs. Perovskite solar cells with high e�ciency up to 22.7% at 1 sun is
demonstrated by KRICT (Korea) (Jsc = 24.92 mA/cm2, Voc = 1.144V, FF = 0.796) [12]. High-
bandgap perovskite is also compatible as top cell on c-Si. Monolithic perovskite/Si tandem solar
cells with stabilized e�ciency of 23.6% is demonstrated [13]. Stability issues, light degradation
and hysteresis are still problematic for hybrid perovskite materials.

Summary

Wafer-based c-Si is generally referred to as 1st generation solar cells and 2nd generation is used
for thin-�lm solar cells. Figure 1.6 shows the graph of e�ciency-cost of photovoltaic technologies.
The dashed lines represent the constant module price per watt peak (Wp). c-Si modules have
reduced the market price below 1 USD/Wp since 201312. This is due to improved e�ciency and
thinner c-Si wafers (nowadays about 160�190 µm, in contrast to 300 µm in the early 2000s).

In 2017, the worldwide photovoltaic module production is estimated around 97.5 GWp. 95%
of the total production is from wafer-based Si technology (62% multi-Si and 33% mono-Si)
and 5% of the total production is from thin-�lm technologies (CdTe, CIGS and a-Si)13. III-V
multijunction and concentrating photovoltaic (CPV) systems still account for very few percentage
in the terrestrial photovoltaic application. Toward 3rd generation photovoltaics, which is de�ned
as low-cost and high-e�ciency thin-�lm solar cells, advanced concepts are investigated in research
laboratories.

1.3.3 Motivation toward ultrathin and nanowire solar cells

In this thesis, we focus on ultrathin and nanowire-based GaAs solar cells. Reducing the active
region of semiconductor absorber contributes to cheaper photovoltaic application by diminishing
the material consumption, which can be achieved using ultrathin layers or nanowires. GaAs is the
material of choice to demonstrate the possibility of high e�ciency. Of course, these structures can
also be applied to other photovoltaic technologies. Through experimental works and theoretical
investigations, we study both optical light-trapping and electronic design of GaAs solar cells for
next generation high-e�ciency and low-cost photovoltaics.

For ultrathin GaAs solar cells, the main results are presented in Chapter 4 and more details of
state-of-art GaAs solar cells can be found in the beginning of this chapter (Section 4.1). We study

11Press release, Fraunhofer ISE, 1 December 2014: https://www.ise.fraunhofer.de/en/press-media/

press-releases/2014/new-world-record-for-solar-cell-efficiency-at-46-percent.html
12IEA technology roadmap (2014): https://www.iea.org/publications/freepublications/publication/

TechnologyRoadmapSolarPhotovoltaicEnergy_2014edition.pdf
13Photovoltaics report (Last updated: June 19, 2018): https://www.ise.fraunhofer.de/en/publications/

studies/photovoltaics-report.html

12

https://www.ise.fraunhofer.de/en/press-media/press-releases/2014/new-world-record-for-solar-cell-efficiency-at-46-percent.html
https://www.ise.fraunhofer.de/en/press-media/press-releases/2014/new-world-record-for-solar-cell-efficiency-at-46-percent.html
https://www.iea.org/publications/freepublications/publication/TechnologyRoadmapSolarPhotovoltaicEnergy_2014edition.pdf
https://www.iea.org/publications/freepublications/publication/TechnologyRoadmapSolarPhotovoltaicEnergy_2014edition.pdf
https://www.ise.fraunhofer.de/en/publications/studies/photovoltaics-report.html
https://www.ise.fraunhofer.de/en/publications/studies/photovoltaics-report.html


1.3. Overview of photovoltaic technologies

Figure 1.6 � E�ciency-cost for the three generations of solar cell technology: (I) wafer, (II) thin-�lms
and (III) advanced concepts. The dashed lines show constant module price per watt peak (�gure adapted
from Ref. [14], 2006). The price of mono- and multi-crystalline silicon modules have been dropped con-
siderably in recent years, and thin-�lm technologies (CIGS and CdTe) continue to progress in e�ciency.
High-e�ciency and low-cost 3rd generation solar cells may use ultrathin �lms or nanowires for light
harvesting.

advanced light management in ultrathin layers (200 nm-thick, ten-fold thinner than conventional
thin-�lm GaAs solar cells) and discuss its potential to achieve high e�ciency. Nanowires con-
stitute another interesting research domain. They o�er promising light concentrating property
and provide the possibility of direct growth of III-V compounds on lattice-mismatched Si sub-
strates, leading to potential high e�ciency and at the same time overcome the high cost of III-V
substrates. The small sizes of nanowires make the growth and characterization of the materials
di�cult, hence, we develop an alternative characterization method by cathodoluminescence in
Chapter 5. This method is used to characterize GaAs nanowires (Chapter 6) and can be applied
to other materials and nanostructures. The study of GaAs nanowire solar cells is presented in
Chapter 7 and more details of the state-of-art III-V nanowire solar cells can be found in the
beginning of this chapter (Section 7.1).
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This chapter is dedicated to the description of theoretical background and some notions
that are useful to understand the working principle of solar cells. Wave optics is essential for
our studies which focus on the light management in a reduced volume of active semiconductor
absorber (Section 2.1). Interference by multiple re�ection in multi-layer structure is calculated
using the scattering matrix method, while analysis of di�raction structures in solar cells requires
numerical tools. We use simulations based on the Rigorous coupled-wave analysis (RCWA) whose
basic features are described.

Beside optical absorption, electronic designs of solar cells are also important for high-e�ciency
photovoltaics. Electronic characteristics of solar cells are essentially related to the properties of
semiconductors. Hence, we describe important bases of the physics of semiconductors in the
second part (Section 2.2). Semiconductor p-n junction is the mostly used solar cell structure.
We introduce carrier concentrations (doping), transport properties, generation and recombina-
tion in semiconductors. To characterize photovoltaic materials and understand the dynamics
of photogenerated carriers, important parameters such as di�usion length and carrier lifetime
should be considered.

2.1 Optics

Photovoltaic solar cells convert the energy of sunlight into electricity. The �rst task is to absorb
light as much as possible in the solar cell, therefore, we need to understand the fundamental
properties of light. Ray optics is well intuitive to describe the propagation of light through space,
the re�ection and transmission at the interface between two mediums. Light can be considered
as particles moving with the velocity c0 in vacuum (c0 ≈ 2.998× 108 m/s). Einstein interpreted
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light in quanta of discrete energy E = hν, where h is the Planck constant (h ≈ 6.626×10−34 J· s)
and ν is the frequency. Nowadays, these quanta are called photons.

On the other hand, light also shows wave character when we look at the experience of double
slit interference or the di�raction e�ect occurred when light encounters an obstacle or a small
aperture. Solar cells are usually made of thin-�lm semiconductors. Hence, the wave nature of
light emerges, especially when we deal with light-trapping in small volume of semiconductor
in presence of nanostructures. The classical theory of electromagnetism is used to describe
optical phenomena in these cases. We will adapt both wave-particle descriptions depending on
the practical situation. To summarize, the photon energy E and momentum p are related by
E = pc0. The energy and momentum of a photon depend only on its frequency ν or inversely,
on its wavelength λ:

E = ~ω =
hc0

λ
p = ~k

(2.1)

where ω = 2πν is the angular frequency and ~ = h/2π is the reduced Planck constant. k is
the wavevector, where the wavenumber is k = |k| = 2π/λ, and the direction of k indicates the
propagation direction of light. In addition, the photon also carries a quantity called spin angular
momentum of ±~. In the following, we give the essential notions of electromagnetism relevant
in studying light management in solar cells.

2.1.1 Maxwell equations

We consider electromagnetic radiation in matter, in the framework of linear optics. Some rea-
soning and remarks follow the reference book Semiconductor Optics [15]. The four Maxwell
equations couple the electric and magnetic �elds to their sources, i.e. electric charges and cur-
rent densities. They are given by

∇ ·D(r, t) = ρ(r, t)

∇×E(r, t) = −∂B(r, t)

∂t
∇ ·B(r, t) = 0

∇×H(r, t) =
∂D(r, t)

∂t
+ j(r, t)

(2.2)

where r and t denote location and time, respectively. D is the electric displacement, E the
electric �eld, B the magnetic induction and H the magnetic �eld. ρ is the free charge density
and j is the free current density.

The electric displacement is related to the electric �eld via the constitutive relation

D = εrε0E (2.3)

where εr is the relative permittivity of the medium in which the electric �elds are observed
and ε0 ≈ 8.854 × 10−12 F/m is the vacuum permittivity. The relative permittivity arises from
the polarizability of the medium that expresses the linear dependence of the density of induced
electric dipole moments with the electric �eld. In vacuum, we have εr = 1. In general εr > 1
for semiconductors and dielectric materials, and is frequency-dependent. A scalar value of εr is
su�cient to describe an isotropic medium, in which the induced dipole moment is independent
of the direction. In general, εr is a tensor in an anisotropic material (e.g. hexagonal wurtzite
structure of several semiconductors). This is called birefringence or dichroism because the optical
properties depend on the polarization and propagation direction of light. Similarly, the magnetic
induction is related to the magnetic �eld via the constitutive relation

B = µrµ0H (2.4)
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where µr is the relative permeability of the medium and µ0 = 4π×10−7 H/m is the permeability
of vacuum. We may assume all the important materials for solar cells to be non-magnetic, i.e.
µr ≡ 1, in the usual range of the electromagnetic spectrum, so that the magnetization of the
medium has negligible in�uence on the optical properties.

Electromagnetic wave equation

To derive the wave equation that governs the propagation of light, we consider a homogeneous
and isotropic medium and assume that there is no macroscopic free space charges: ρ(r, t) ≡ 0 in
Maxwell equations. The current j is driven by the electric �eld

j = σE (2.5)

where σ is the conductivity of the material. For intrinsic and weakly doped semiconductors,
the carrier density is small and consequently σ is small as well. Then the inequality holds:
|j| = |σE| � |ωD|. In the following, we consider only this case and neglect j in Maxwell equations.
For heavily doped semiconductors this is no longer valid and σ will have some in�uence on the
optical properties at least in the infrared (IR) region of the electromagnetic spectrum [15]. The
wave equation for electric �eld (and similar for magnetic �eld) is written

∆E =
εr
c2

0

∂2E

∂t2
(2.6)

where ∆E ≡ ∇2E ≡ ∇(∇ · E) − ∇ × (∇ × E) is the vector Laplacian of a vector �eld E.
c0 = 1/(µ0ε0) is the propagation speed of the wave in free space (vacuum).

Properties of plane harmonic waves

The simplest solution to the wave equation is the plane harmonic wave, where light of constant
angular frequency ω propagates in the direction of k. We express the �eld using complex values,
but keeping in mind that the physical magnitude is the real part of the complex �eld.

E(r, t) = E0 exp (i(k· r− ωt)) (2.7)

The time-harmonic dependence of the �elds is taken as exp(−iωt) and complex values are used
throughout the whole mathematical manipulations. In this way, the time derivative becomes
multiplication by−iω on the complex amplitude of �elds, and the nabla operator∇ is transformed
by applying ik. We can derive that the electromagnetic wave is transverse: E and H are
perpendicular to k and are perpendicular to each other. Moreover, the plane wave should ful�ll
the following dispersion relation:

k2 =
ω2

c2
0

εr(ω). (2.8)

In general, the relative permittivity εr(ω), also called dielectric function, is complex. For the
square root of εr we introduce a new quantity ñ(ω), called the complex index of refraction.

ñ(ω) = n(ω) + iκ(ω) =
√
εr(ω) (2.9)

The real part of ñ is usually called refractive index in connection with Snell's law of refraction
and the imaginary part is called extinction coe�cient. Here the wavevector is also complex

k = (n+ iκ)k0 = k′ + ik′′ (2.10)

with k0 = 2π/λ0 and λ0 is the wavelength in vacuum. In this way exp(ik· r) = exp(ik′· r)exp(−k′′· r).
We can see that planes of constant phase (wavefronts) are planes perpendicular to k′ and n(ω)
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Figure 2.1 � Scheme of light, re�ected and transmitted (refracted) at an interface between two isotropic
media for two orthogonal, linear polarization: (a) transverse electric (TE or s-polarization) and (b)
transverse magnetic (TM or p-polarization).

describes the spatial oscillation of light in matter. The amplitude of �elds decreases in direction
of k′′ so κ(ω) describes the damping of the wave in the direction of propagation (for example
z). The light intensity I(z) is proportional to the square of the �eld amplitude. In connection
with the Beer-Lambert law I(z) = I(0)exp(−αz), the absorption coe�cient α is related to the
imaginary part of the complex index of refraction

α(ω) =
2ω

c0
κ(ω) =

4π

λ0
κ(ω). (2.11)

A quantity that is often used to judge the absorptivity of a material at a certain wavelength is
the penetration depth δ = 1/α. At this depth, the intensity has decayed to a fraction 1/e of the
initial value. For example, the penetration depth of GaAs is about 100 nm at λ0 = 500 nm, and
increases rapidly for longer wavelength of light. We arrive at a penetration depth of 740 nm at
λ0 = 800 nm.

2.1.2 Re�ection and transmission at interface

In this section, we consider the re�ection and transmission (refraction) of light at the plane
interface between two media. We assume homogeneous and isotropic media described by the
complex index of refraction ñ1 and ñ2. We �rst recall the boundary conditions imposed by the
Maxwell equations between two media, then we derive the Fresnel equations for re�ection and
transmission of light.

Boundary conditions

Maxwell equations are applied in each medium 1 and 2. At the interface, boundary conditions
are obtained by two general laws of vector analysis, that is the law of Gauss and law of Stokes.
We note n12 normal unit vector from medium 1 to medium 2. These conditions are

(D2 −D1) · n12 = σs

n12 × (E2 −E1) = 0

(B2 −B1) · n12 = 0

n12 × (H2 −H1) = js

(2.12)

where σs is the surface charge and js is the surface current density between the media. We will
drop these two terms for the general solar cell application. Therefore, the normal component of
the �eld D and B is continuous across the interface, and so is the tangential component of the
�eld E and H.
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Law of re�ection and refraction

As illustrated in Figure 2.1, the plane of incidence is the plane de�ned by the interface normal
and the wavevector of the incident wave. A part of the incident light is re�ected, with the angle
of the re�ected light θr is equal to the incident angle θi. The other part of light enters medium
2, where the angle of the refracted light θt is related to θi via Snell's law of refraction

n1 sin(θi) = n2 sin(θt) (2.13)

An important consequence of Snell's law is total internal re�ection. If n1 > n2, there is a critical
angle θc at which light can no longer be transmitted to medium 2:

sin(θc) =
n2

n1
. (2.14)

For θi > θc, there is a totally re�ected beam but no longer a transmitted one. The re�ected wave
has the same intensity as the incident one. However, the boundary conditions require �nite �eld
amplitudes in medium 2. An evanescent wave exists which propagates parallel to the surface
and its amplitudes decay exponentially in the direction normal to the interface over a distance
of a few wavelengths [15]. For a GaAs-air interface (nGaAs ≈ 3.68 at λ0 = 800 nm), we �nd
θc ≈ 15.8◦.

Fresnel equations

For weak absorption media (i.e. |κ| � |n|), relations between the magnitudes of the incident,
re�ected and transmitted �elds are given by Fresnel equations. These equations can be obtained
by expressing the �eld in each medium with plane waves, then using the boundary conditions.
For strong absorption material like metal or semiconductors in certain frequency ranges, Fresnel
equations are still valid but the angles and index of refraction are complex values and do not
have obvious geometrical interpretation.

We have to distinguish between perpendicular and parallel polarized light. In the �rst case,
the electric �eld is perpendicular to the plane of incidence and is called transverse electric (TE)
polarization or s-polarization (senkrecht is German for perpendicular). The Fresnel equations
are

r12, TE ≡
(
Er
Ei

)
TE

=
n1 cos(θi)− n2 cos(θt)

n1 cos(θi) + n2 cos(θt)

t12, TE ≡
(
Et
Ei

)
TE

= 1 + r12, TE

(2.15)

In the case of electric �eld parallel to the plane of incidence, we call this transverse magnetic
(TM) polarization or p-polarization. The Fresnel equations are di�erent from the case for TE
polarization

r12, TM ≡
(
Er
Ei

)
TM

=
n1 cos(θt)− n2 cos(θi)

n1 cos(θt) + n2 cos(θi)

t12, TM ≡
(
Et
Ei

)
TM

=
n1

n2
(1− r12, TM)

(2.16)

The measurable quantities are the re�ectivity R and the transmittance T , which are given
by the ratio of the square of the electric �eld. In the weak absorption regime, we can see that
|r12, TM| can go to zero at a certain incident angle θB, known as Brewster angle. The condition
for |r12, TM| = 0 is n1 cos(θt) = n2 cos(θi). Apart from n1 = n2, we have θi + θt = 90◦, i.e. at
the incident angle where the re�ected and refracted beams would propagate perpendicularly to
each other. For θi = θB, only the component polarized perpendicularly to the plane of incidence
is re�ected.
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Figure 2.2 � General multi-layer system composed of (N-1) layers with N parallel interfaces between a
semi-in�nite medium (optical index n0) and a semi-in�nite substrate (optical index nN ). Each layer j
(j = 1, 2, .., N − 1) has a thickness hj and is characterized by its complex optical index nj. The electric
�eld at the vicinity of the interface is denoted by the subscript j for the layer j and by the superscript +
(resp. −) for the upward (resp. downward) propagating �eld. A prime is used for the �eld at the bottom
of the layer (above an interface).

If we send light on the interface polarized di�erently than TE or TM to the plane of incidence,
we can always decompose it into two components with the above orientations, then calculate
their re�ected or transmitted amplitudes and superpose them again. For unpolarized light, we
can simply take the mean values of the two polarizations. For the re�ectivity that is R =
(|r12, TE|2 + |r12, TM|2)/2. At normal incidence θi = 0 we have R independently for the two
polarizations:

R =

∣∣∣∣n1 − n2

n1 + n2

∣∣∣∣2 . (2.17)

Due to high refractive index of typical semiconductors (3�4 in general), the re�ectivity in �at
air-semiconductor interface is high. For example, the re�ectivity at air-GaAs interface is 33% at
λ0 = 800 nm. This results in approximately one third of the solar energy not being absorbed
by the solar cell. To reduce re�ection loss, anti-re�ection coating or surface texturing can be
applied.

2.1.3 Scattering-matrix method

In real solar cell structures, there are usually several layers of di�erent thicknesses, for example
top single-layer or double-layer anti-re�ection coatings. In these cases, we can use the so-called
scattering-matrix method to calculate recursively the total re�ectivity and to deduce the optical
absorption in each layer. As illustrated in Figure 2.2, we consider N − 1 �at layers of di�erent
materials (linear, homogeneous and isotropic). Each layer j (j = 1, 2, ..., N − 1) has a thickness
hj and is described by their complex refractive indices nj . An incident plane wave comes from
the ambient medium (refractive index n0 = 1) with an angle θ0 to the surface normal. The
refracted angle in each layer j is denoted by θj . The substrate is assumed to be a semi-in�nite
medium of complex refractive index nN . The electric �eld is denoted by Ej (resp. E′j) at top
(resp. bottom) of the layer j, and is represented by the superposition of two components: one
propagating in the positive and one in the negative z direction, E+

j and E−j , respectively.
The formalism of the scattering matrix method is to write the output �eld as a function

of the input �eld, in the direction of propagation of the incident light (here top-down). The
tangential component of the electric �eld is continuous, leading to the Fresnel equations shown
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previously. From the linearity of the equations governing the propagation of the electric �eld,
matrix notations are introduced to conveniently express the relation that should be satis�ed
for the two components of the electric �eld. Beginning with the most simple case with two
semi-in�nite media separated by an interface (N = 1):[

E′0
+

E−1

]
= S(1)

[
E′0
−

E+
1

]
=

[
r01 t10

t01 r10

] [
E′0
−

E+
1

] (2.18)

where r01 and t01 are the Fresnel complex re�ection and transmission coe�cients at the interface
between the medium 0 and the medium 1. These coe�cients depend on the complex refractive
indices of the media, the angle of incidence and TE or TM polarization (see Equations 2.15 and
2.16). S(1) is the scattering matrix in the simple case of two-medium system (N = 1).

Now we consider the case of j layers (j = 1, ..., N − 1) and assume that the problem to be
solved up to the top of the layer j. Inside the layer j, the propagation of �eld induces a phase
change:

E′j = E−j exp(iδj)

E+
j = E′j

+ exp(iδj)
(2.19)

where δj = 2πnjhjcos(θj)/λ0 is related to the phase change and the attenuation (nj complex)
as the wave propagates through the layer j. Finally, the outgoing �elds can be related to the
incident �elds by the scattering matrix S(N) through a recursive algorithm [16]:[

E′0
+

E−N

]
= S(N)

[
E′0
−

E+
N

]
(2.20)

Since no input �eld is comping from the semi-in�nite substrate, we have E+
N = 0. Hence, we can

calculate explicitly the re�ection and transmission of light using the coe�cients of the matrix
S(N): [

Er
Et

]
=

[
s11 s12

s21 s22

] [
Ei
0

]
(2.21)

As a consequence, the complex coe�cient for the re�ection of light is r = s11 and the re�ectivity
is given by the square of the absolute value of r.

Considering the case of a single-layer anti-re�ection coating on a semiconductor wafer (N =
2), we can write the re�ectivity at normal incidence after manipulation of the scattering matrix
S(2).

R =

∣∣∣∣ r01 + r12 exp(i2δ1)

1 + r01r12 exp(i2δ1)

∣∣∣∣2 . (2.22)

We can thus suppress the re�ection of light by choosing r01 = r12 and exp(i2δ1) = −1. The
former leads to the choice of the refractive index n1 of the dielectric layer to be the square root
of that of the semiconductor: n1 =

√
n2 (n1 = 1.8�2.0 is relevant for general application), and

the latter results in the optimal thickness of the dielectric coating:

h1 =
λ0

4n1
. (2.23)

These conditions can be understood as a destruction interference of re�ected waves, and are
strictly achieved at one wavelength. Further optimization of broadband anti-re�ection can be
done using double-layer coating and graded optical indices.
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Figure 2.3 � General description of a layer stack containing 2-dimensional periodic nanostructures used
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incident plane wave polarized in TE mode (left) and in TM mode (right). The incidence plane is shown
in green.

2.1.4 RCWA for optical absorption

For optical absorption with more complex nanostructures like periodic di�raction grating, we will
employ numerical tools. In this thesis, we used the program Reticolo to perform 3-dimensional
electromagnetic calculations for the di�raction problem. It has been developed by Philippe
Lalanne and Jean-Paul Hugonin, and Christophe Sauvan (IOGS, Institute d'Optique Graduate
School) contributed to the customized software that was provided to our group. Reticolo is
written in the Matlab language, and implements a frequency-domain modal method, known as
the Rigorous Coupled-Wave Analysis (RCWA) [17�19]. A free version of the software is available
online.1

A general structure solved by Reticolo is shown in Figure 2.3. It is basically a multi-layer
system (here: stacked vertically along the z-direction). One or several layers contains periodic
1-dimensional or 2-dimensional sub-wavelength patterns which have all identical periods in the x-
and y-directions. De�nition of 2-dimensional shapes other than rectangles (lozenges, polygons,
circles, etc.) is also possible (parameter Ntre) using the convex envelop of several Cartesian
patterns. We mainly focus on 2-dimensional gratings with the same period px and py and the
same nanostructure size dx and dy so that the solar cell is not polarization-dependent at normal
incidence.

In general, incoming light strikes on the top of the structure with an oblique incidence angle θ
as shown in Figure 2.3(c) for the incident plane wave polarized in the TE mode (left: electric �eld
perpendicular to the incidence plane) and for the incident plane wave polarized in the TM mode
(right: magnetic �eld perpendicular to the incidence plane). Calculation for the incident plane
wave forming a non-zero azimuthal angle (conical di�raction) is also possible, but the calculation
time and computer memory increase considerably as the symmetry of the system decreases.

1Reticolo RCWA software (available online): https://www.lp2n.institutoptique.fr/Membres-Services/

Responsables-d-equipe/LALANNE-Philippe
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Reticolo software relies on the exact determination of monochromatic electromagnetic �elds
from Maxwell equations. The periodic relative permittivity εr(x, y) of the grating layer can be
expanded in a Fourier series of the form

εr(x, y) =
∑
m,n

ε̂r(m,n) exp
(
i2π

(
m
x

px
+ n

y

py

))
, (2.24)

where ε̂r(m,n) is the Fourier component of the relative permittivity in the grating region (m,n
are integers). The electromagnetic �elds in the grating region are then calculated using the same
space-harmonic expansion. We call (Mx,My) the orders of Fourier decomposition of the �elds
(typically Mx = My = 20 in Reticolo calculation for 2-dimensional di�raction problem). Using
Maxwell equations, the Fourier components of the electric and magnetic �elds are coupled in a
linear di�erential equation [20], which can be solved similarly to the resolution of the eigenmode
problem of a matrix. Note that the size of this matrix scales to 2× (2Mx + 1)× (2My + 1).

Once the eigenmodes in all the layers of the grating structure are known, a Rayleigh expansion
(propagating and evanescent plane waves) is used in every homogeneous layer above and below
the grating layers. The mode amplitudes in the di�erent layers are calculated recursively based
on a scattering matrix approach in order to match the boundary conditions at di�erent layer
interfaces. Finally, the electromagnetic power absorbed in each layer of the structure is obtained
by integration of the �eld over the whole volume or using the Poynting vector. The RCWA
optical simulation is used in Chapter 4.3 for ultrathin solar cells with a nanostructured back
mirror, and in Chapter 7.2 for nanowire array solar cells.

2.2 Semiconductors

Modern semiconductor technology is the main building block of the photovoltaic industry. The
�rst successful solar cell was made of crystalline silicon (c-Si), which is still the most widely used
photovoltaic material. High-e�ciency multi-junction solar cells are made of thin-�lms direct-gap
III-V semiconductors. A semiconductor is by de�nition a material which can have a wide range of
electrical conductivity between that of a conductor and an insulator. The conducting properties
are controlled by introduction of impurities into the crystal lattice, where n-type or p-type
semiconductors can be formed depending on the polarity of charge carriers. The invention of p-n
junction constitutes the basis of diodes, transistors and all modern electronics. To understand
the electrical characteristics of semiconductors and the impact on solar cell operation, we describe
in this section the fundamental physics of semiconductors. The reasoning is adapted from part
of the book Solar Energy [21] and Physics of Semiconductor Devices [22].

2.2.1 Carrier concentrations

The concentration (or density) of charge carriers in semiconductors is manipulated by doping,
which can be of two di�erent types: donor atoms which donate free electrons, or acceptor atoms
which accept electrons thus leave behind free holes. The concentrations of donor and acceptor
atoms are denoted by ND and NA, respectively. Depending on the impurity type in the crystal
lattice structure and the temperature, donor atoms (resp. acceptor atoms) may not be totally
ionized. We denote by N+

D and N−A the density of the ionized donor and acceptor atoms, re-
spectively. The superscript + for ionized donor atoms indicates that they create a �xed positive
charge after donating a free electron and vice-versa for ionized acceptor atoms with − superscript.
Free electron and hole concentration is noted n and p, respectively. Inside a semiconductor, the
local charge density ρ is thus given by

ρ = q (p+N+
D − n−N

−
A ) (2.25)

23



Chapter 2. Physics of Solar Cells

where q ≈ 1.602×10−19C is the elementary charge. At low temperature, free carriers tend to �x
to their parent atoms thus the concentration of free carrier decreases. At room temperature, the
thermal energy is su�cient to ionize almost all the dopant atoms. We may assume N+

D ' ND

and N−A ' NA.
A crystalline semiconductor is characterized by its band structure: valence electrons contained

in the covalent bonds have their allowed energies in the valence band (VB) and the allowed
energies of electrons liberated from the covalent bonds form the conduction band (CB). The
maximum of VB energy is denoted Ev and the minimum of CB energy is denoted Ec. The
energy di�erence between the edges of CB and VB is called the bandgap: Eg = Ec − Ev. The
density of energy states in the CB close to Ec and in the VB close to Ev are calculated using the
concept of e�ective mass in solid state physics (see details in Section 3.1 basics of semiconductors).
The occupation probability of free electron in the CB and holes in the VB is described by the
Fermi-Dirac distribution function

f(E) =
1

exp(
E−Ef
kBT

) + 1
(2.26)

where kB is the Boltzmann constant (kB ≈ 1.38× 10−23 J/K) and T the absolute temperature.
Ef is the so-called Fermi energy or Fermi level. The total concentration of electrons in the
conduction band and holes in the valence band is obtained via integration over all energy ranges
of the density of energy states multiplied by the occupation probability. In a general simple case,
free carrier concentrations are related to the Fermi level through

n = Nc exp

(
Ef − Ec
kBT

)
for Ec − Ef ≥ 3kBT

p = Nv exp

(
Ev − Ef
kBT

)
for Ef − Ev ≥ 3kBT

(2.27)

where Nc and Nv are the e�ective densities of the conduction band states and the valence band
states, respectively. At 300 K we have for c-Si Nc = 3.2× 1019 cm−3, Nv = 1.8× 1019 cm−3, and
for GaAs Nc = 4.2 × 1017 cm−3, Nv = 9.5 × 1019 cm−3. We note that the very di�erent values
for GaAs are due to speci�c band structures of III-V compounds. At degenerate concentrations
(n > Nc or p > Nv), the Fermi integral should be used instead of a simple exponential. A more
rigorous treatment including high concentration e�ect, non-parabolicity of the conduction band,
heavy- and light-hole valence band for GaAs is shown in Chapter 5.4.1.

For the moment, we drop the deviation due to high concentration. If an intrinsic semicon-
ductor is in equilibrium, we have n = p = ni. By multiplying the corresponding expression of n
and p in Equation 2.27 we obtain

np = n2
i = NcNv exp

(
− Eg
kBT

)
(2.28)

which is independent from the position of the Fermi level and thus valid for doped semiconductors
as well. This relation is also called the law of mass action. ni is the intrinsic carrier concentration.
At 300 K, we found for c-Si ni = 9.65×109 cm−3 and for GaAs ni = 2.1×106 cm−3. Considering
a n-type semiconductor in equilibrium with ND � NA and assuming all donor atoms are ionized,
the local charge of the uniformly doped semiconductor is zero, leading to n ' ND and from the
law of mass action, p ' n2

i /ND. This shows the existence of majority carriers (electrons) and
minority carriers (holes) in n-type material, and vice-versa for p-type material.

2.2.2 Transport properties

Under operation conditions, a net electrical current may �ow through a semiconductor device.
The electrical currents in a semiconductor come from the transport of charge by electrons and
holes. The two basic transport mechanisms are drift and di�usion.
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Drift

Drift is the motion of charged particles in response to an electric �eld. In a semiconductor,
electrons and holes are accelerated by the electric �eld E. Due to collisions with thermally
vibrating lattice and scattering by ionized impurity atoms, the carrier acceleration is frequently
disturbed. The resulting motion of electrons and holes is described by average drift velocities
vn,drift and vp,drift. In the case of low electric �elds, the drift velocities are proportional to the
electric �eld

vn,drift = −µn E
vp,drift = +µp E

(2.29)

The proportionality factors µn and µp are called mobility of electrons and holes, respectively.
Although the electrons move in the opposite direction to the electric �eld due to their negative
charges, the resulting electrical currents still �ow in the same direction as the electric �eld. The
electron and hole drift current densities are given by

Jn,drift = q n µn E

Jp,drift = q p µp E
(2.30)

Mobility is a measure of how easily the charge carriers can move through a semiconductor.
At lower temperature, the probability of collision with the vibrating lattice decreases, thus the
mobility increases. On the other hand, the probability to encounter ionized impurity atoms
or charged carriers increases at high doping concentrations, leading to decreased mobility. In
practice, the mobility in thin-�lm semiconductors is measured by Hall e�ect (see Chapter 5.2).

Di�usion

Di�usion is a process whereby particles tend to spread out from regions of high particle con-
centration into regions of low particle concentration as a result of random thermal motion. The
driving force of di�usion is a gradient of the particle concentration, and the particles �ow from
high concentration region to low concentration region (opposite sign to the gradient). They are
written as

Jn,di� = +q Dn∇n
Jp,di� = −q Dp∇p

(2.31)

The proportionality constants Dn and Dp are called the electron and hole di�usion coe�cient,
respectively. The di�usion coe�cient is linked with the mobility by the Einstein relationship

Dn

µn
=
Dp

µp
=
kBT

q
. (2.32)

Continuity equation

Combining drift and di�usion, the total electron and hole current density is the sum in terms
of electric �eld and gradient of concentration. In general, the carrier concentrations in non-
equilibrium condition are described by two quasi-Fermi levels Efc for electrons and Efv for
holes, which represent the electrochemical potentials of electrons and holes. We can write the
current density in a more compact form using Efc and Efv [2, 23].

Jn = q (n µn E + Dn∇n) = n µn∇Efc
Jp = q (p µp E− Dp∇p) = p µp∇Efv

(2.33)

Applying the conservation law to electrons and holes, we formulate the continuity equation,
which translates that the time variation of the particle concentration is caused either by the trans-
port of the particles (divergence of the current density) or by particle creation and annihilation.
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∂n

∂t
=

1

q
∇·Jn +Gn −Rn

∂p

∂t
= −1

q
∇·Jp +Gp −Rp

(2.34)

Here Gn (resp. Gp) is the generation rate of electrons (resp. holes) due to other processes, such
as photogeneration. Rn (resp. Rp) is the net recombination rate of electrons (resp. holes). They
are discussed in the following.

2.2.3 Generation and recombination

Generation of electrons and holes in a piece of semiconductor can be achieved in several manners:
for example illumination by sunlight, injection of carriers by electrical excitation or irradiation
by an electron-beam. We note n0 and p0 the electron and hole concentration at equilibrium.
Under excitation, we have clearly an excess carriers: n = n0 + ∆n and p = p0 + ∆p. The genera-
tion in a semiconductor may not be homogeneous in the whole volume. Upon illumination by a
monochromatic light, the photogeneration from the absorption of light decreases exponentially
from the top surface, following the Beer-Lambert law. In presence of nanostructures, distribu-
tion in volume of the photogeneration would be more complex due to near �eld e�ect. Under
sunlight illumination, we calculate the generation in ultrathin GaAs solar cells (Chapter 4.3 pho-
togeneration rate) and in nanowire-array solar cells (Chapter 7.2 photogeneration in cylindrical
symmetry). The generation of excess carriers by an electron-beam excitation is also presented
in Chapter 3.4 using Monte-Carlo simulation for the electon-beam matter interaction (CASINO
software) in a cathodoluminescence system.

Considering that the external excitation is suddenly switched o� at time t = 0, the excess
electrons will recombine with holes until the equilibrium state is reached again. Depending on the
properties of the semiconductor, di�erent types of recombination will occur. The time required
for the excess carriers to decay to 1/e of the initial concentration is the lifetime of excess carriers.
Lifetime is an important material parameter linked to the total recombination rate, which is
strongly correlated to the performance of solar cells. In practice, measuring the lifetime can be
done, for example, using time-resolved techniques in photoluminescence or cathodoluminescence
system. We summarize the di�erent types of recombination mechanisms in the following.

Radiative recombination

Radiative recombination is the process in which an electron recombines directly with a hole
and creates a photon. This is also called band-to-band recombination and it mainly occurs in
direct-bandgap semiconductors. Direct recombination is very limited for indirect semiconductors
because both transfer in energy and momentum must take place. The recombination rate is
proportional to the product np of concentration of electrons and holes. The proportionality is
denoted by B with the unit of cm3s−1. The net radiative recombination rate Rrad [cm−3s−1] is
written as

Rrad = B(np− n2
i ). (2.35)

Here Bn2
i = Bn0p0 represents the thermal generation and recombination of electron-hole pair

at equilibrium. Considering a n-type semiconductor (n0 ' ND � p0) at low injection level (i.e.
∆n� n0), the net radiative recombination rate becomes

Rrad ' Bn0(p− p0) =
p− p0

τrad
, (2.36)

where τrad = 1/(Bn0) ' 1/(BND) is the lifetime of the minority holes in a n-type semiconductor.
Assuming that a constant generation rate G is present throughout the volume of a semiconductor,
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2.2. Semiconductors

the excess carrier concentration is given by: p − p0 = G τrad. Similarly, τrad = 1/(BNA) is the
lifetime of the minority electrons in a p-type semiconductor. The radiative lifetime decreases with
increasing doping concentrations. For example, the measurement of GaAs radiative lifetime as
a function of doping can be found in Ref. [24, 25].

Auger recombination

In Auger recombination, energy and momentum of the recombining hole and electron is conserved
by transferring energy and momentum to another electron or hole. The third particle is excited
into higher energy levels and relaxes again, transferring its energy and momentum to lattice
vibrations (phonons), and �nally heat. In comparison to direct recombination which involves
two particles, Auger recombination is a three-particle process. The Auger recombination rate
RAug thus strongly depends on the carrier densities. The net recombination rate is written as

RAug = (Cn n+ Cp p)
(
np− n2

i

)
(2.37)

where Cn and Cp are proportionality constants that are strongly dependent on the temperature.
Auger recombination is more signi�cant in indirect semiconductors, and is the major e�ciency
limiting factor for c-Si solar cells [26, 27]. For GaAs, we have typically Cn ≈ Cp ≈ 10−30 cm6s−1

so is generally negligible at 1 sun illumination, but might become important at high injection
levels.

Shockley-Read-Hall recombination

In Shockley-Read-Hall (SRH) recombination process, the recombination of electrons and holes is
assisted by an impurity atom or a lattice defect. These recombination centers introduce allowed
energy levels ET within the forbidden gap, so-called trap states. The process is generally non-
radiative and the excess energy is dissipated into the lattice in the form of heat. Though the
concentration of traps NT is usually small compared to the doping concentration ND or NA, it
may be the dominant recombination process in semiconductors at most operation conditions.

The SRH statistics are based on four processes that are involved in recombination with a
single trap level [28]: capture/emission of an electron from/to the conduction band, and cap-
ture/emission of a hole from/to the valence band. For example, we think about acceptor-like
traps in a n-type semiconductor. The rate of electron (resp. hole) capture is proportional to
the concentration of free electron n in the conduction band (resp. hole concentration p in the
valence band), the concentration of unoccupied (resp. occupied) trap states, the corresponding
thermal velocity vn,h of free carriers and a constant called capture cross-section σn (resp. σp).
The thermal velocity is the average velocity of the electrons and holes due to thermal movement.
Since electrons and holes have three degrees of freedom, we have

1

2
m∗ev

2
n =

3

2
kBT

1

2
m∗hv

2
p =

3

2
kBT (2.38)

where m∗e and m
∗
h are the e�ective masses of the electrons and holes, respectively. For electrons

in c-Si and GaAs, the thermal velocity is about 107 cm/s. The electron capture cross-section
σn describes the e�ectiveness of the trap state to capture an electron. It has the unit of area.
Similarly σp describes the e�ectiveness of the trap state to capture a hole. On the other hand,
the electron (resp. hole) emission rate is proportional to the concentration of occupied (resp.
unoccupied) trap states. The proportionality factor is the emission coe�cient, which is related
to other semiconductor parameters by considering the equilibrium condition. Finally, the SRH
recombination rate is written in general for a steady-state illumination condition

RSRH =
np− n2

i

τp(n+ n1) + τn(p+ p1)
(2.39)
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with
τn =

1

σnvnNT
and τp =

1

σpvpNT

n1 = ni exp
(
ET − Ei
kBT

)
and p1 = ni exp

(
Ei − ET
kBT

) (2.40)

Ei =
1

2
(Ec + Ev) +

1

2
kBT ln

(
Nv

Nc

)
the intrinsic Fermi energy. (2.41)

Here τn and τp represents the SRH lifetime of electron and hole, respectively. They depend
on the doping concentration, temperature and presence of an electric �eld. Empirical Scharfetter
relation can be used to model these e�ects in the device simulations [29, 30]. We can see that
SRH recombination rate is maximum approximately when the trap level is equal to the intrinsic
Fermi level of the semiconductor: ET = Ei, which is often invoked as trap states at the mid-gap,
hence p1 = n1 = ni.

The lifetime of the minority carriers due to SRH recombination becomes clear when we
consider for example a n-type semiconductor at low injection level. Equation 2.39 is reduced to

RSRH '
p− p0

τp
. (2.42)

Similar situation is applied for the lifetime of minority electrons τn due to SRH recombination in a
p-type semiconductor. The SRH lifetime is inversely proportional to the trap density NT , Hence,
for a good semiconductor device it is critical to keep NT low. In reality, the total recombination
rate is the sum of several recombination mechanisms. The overall lifetime τ is thus related to
the lifetimes of each process. For example

1

τ
=

1

τrad
+

1

τSRH
+ ... (2.43)

Typical minority carrier lifetime in GaAs is about 1 ns, and the short carrier lifetime due to SRH
recombination is often the main limiting factor.

Surface recombination

The surface of a semiconductor is the place where crystalline covalent bonds interrupt, resulting
in so-called dangling bonds. Dangling bonds create a high energetic surface, which may form
covalent bonds with chemicals present in the atmosphere such as oxygen to lower the surface
energy. The surface crystal defects and the presence of foreign chemical species may lead to
creation of trap states in the forbidden gap of the semiconductor, resulting in e�cient SRH
recombination. In very pure semiconductors, recombination might be dominated by surface
recombination. The surface recombination rate Rs [cm−2s−1] for an n-type semiconductor can
be approximated with

Rs ' vthσpNs(ps − p0) (2.44)

where vth is the thermal velocity in cm/s (see Equation 2.38), σp is the capture cross-section for
holes in cm2, Ns is the surface trap density in cm−2. ps is the hole concentration in the proximity
of the surface and p0 is the equilibrium hole concentration in the n-type semiconductor. For a p-
type semiconductor, we just need to replace the corresponding parameters. The product vthσpNs

has the unit of a velocity, which is generally called the surface recombination velocity

S = vthσNs. (2.45)

We should note that the surface recombination will impose a surface boundary condition on
the current density in the continuity equation.

Dp
∂p

∂x

∣∣∣∣
surface

= S(ps − p0). (2.46)
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Figure 2.4 � Schematic band diagram for (a) semiconductor p-n junction and (b) semiconductor-metal
junction. The semiconductor p-n junction is under steady-state excitation so excess carriers are gen-
erated and described by two quasi-Fermi levels Efc and Efv for electrons and holes, respectively. The
semiconductor-metal junction is shown for a n-type semiconductor in equilibrium.

where Dp is the di�usion coe�cient. Even with a uniform generation of excess carriers, the
steady-state distribution of minority carrier concentration will decrease toward the surface if
non-zero surface recombination velocity S exists. This situation is similar to a local generation
of excess carriers. In this case di�usion of excess carriers takes place in the semiconductor until
they recombine with majority carriers. The distance over which the minority carriers di�use is
given by

Lp =
√
Dpτp (2.47)

Here the lifetime of minority holes τp is the resulting sum of all recombination mechanisms.
Lp is called the minority carrier di�usion length. It follows from the solution of the steady-state
continuity equations 2.34 and indicates the distance over which the minority carrier densities
drop by a factor of 1/e. For high quality GaAs, typical di�usion length is several µm, and
decreases with increasing doping concentrations [31]. Experimental determination of the di�u-
sion length is also very valuable to examine the quality of photovoltaic materials. This can be
achieved, for example, using photocurrent measurement, photoluminescence imaging technique
and cathodoluminescence mapping.

2.2.4 Semiconductor junctions

Almost all solar cells contain junctions between materials of di�erent doping types to facilitate
selective extraction of electrons at one side and holes at the other side. A p-n homojunction
is fabricated with the same semiconductor material. A p-n heterojunction is formed by two
chemically di�erent semiconductors. In a p-i-n junction the region of the internal electric �eld is
extended by inserting an intrinsic layer. A Schottky barrier formed at the metal-semiconductor
interface is another type of junction. We discuss some important examples in the following: p-n
homojuction and metal-semiconductor contact.

When an n-type and a p-type semiconductor are brought together, the large di�erence in
electron concentration between n- and p-type regions causes a di�usion of electrons from the n-
type material to the p-type material. Due to di�usion, the region close to the junction becomes
almost completely depleted of mobile charge carriers, and gives rise to the space charge region or
depletion region due to ionized impurity atoms. Regions outside the depletion region in which
the charge neutrality is conserved are called quasi-neutral regions. The space charge around the
junction results in the formation of an internal electric �eld which opposes the electron di�usion
until equilibrium is formed. The presence of electric �eld means that there is an electrostatic
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potential di�erence Vbi across the space charge region, called built-in potential which is given by

Vbi =
kBT

q
ln
(
NAND

n2
i

)
(2.48)

where NA and ND is the doping concentration in the p-type and n-type semiconductor, respec-
tively. ni is the intrinsic carrier concentration of the semiconductor. The total space-charge
width w is

w =

√
2εVbi
q

(
NAND

NA +ND

)
(2.49)

where ε = ε0εr is the dielectric permittivity of the semiconductor. The calculation of built-in
potential and depletion zone are extended to the study of core-shell junction in nanowire-based
solar cells in Section 7.3.

When an external voltage Va is applied to a p-n junction, the potential di�erence between
the n- and p-type regions across the space-charge region become (Vbi − Va). Under reverse-
bias voltage, the potential barrier across the junction is increased, resulting in a wider space
charge region. Under forward-bias voltage, the potential across the junction decreases, the space
charge region becomes narrower, and a signi�cantly net current density J is �owing through
the p-n junction due to higher concentration of minority carriers at the edges of the space
charge region compared to the situation in equilibrium. This process is referred to minority
carrier injection, which causes the so-called recombination current density Jrec since the di�using
minority carriers recombine with the majority carriers in the bulk [21]. Jrec is compensated by
the so-called thermal generation current Jgen, caused by the drift of minority carriers. For Va = 0,
we have J = Jrec − Jgen = 0. Under moderate forward-bias voltage Va, it is assumed that the
recombination current increases with the Boltzmann factor exp(qVa/kBT ), while the generation
current is almost independent of the potential barrier. The external net current density can be
expressed as

J = Jrec(Va)− Jgen(Va) = J0

[
exp

(
qVa
kBT

)
− 1

]
(2.50)

where J0 = Jrec(0) = Jgen(0) is the saturation current density or dark current density. This
equation is known as the Shockley diode equation that describes the current-voltage behavior
of an ideal p-n diode. The saturation current density represents the �ux of thermally generated
minority carriers across the junction and is given by (Ref. [22] page 95)

J0 = qn2
i

(
Dn

LnNA
+

Dp

LpND

)
. (2.51)

For real devices, several factors may in�uence the current-voltage characteristics of a p-n
junction and thus of the solar cell. We have shown in Chapter 1 the in�uence of a series resistance
and a parallel resistance (shunt) on the �ll factor (FF) of solar cells. The Shockley diode has
an diode ideality n = 1, as can be seen from Equation 2.50, and the saturation current density
J0 (Equation 2.51) is given by the direct (radiative) recombination of minority carriers in the
quasi-neutral region. In thin-�lm p-n junction, the recombination of minority carriers near the
surface may dominate over bulk radiative recombination and strongly increases J0 depending
on the quality of surface passivation. At moderate forward bias, SRH may be the dominant
recombination process, and the dark current density will increase in exp(qVa/(2kBT )) with the
applied voltage Va. This is interpreted as SRH recombination in the space-charge region, since
the SRH recombination rate is maximum at the region where n ' p [32]. The diode ideality
factor and associated saturation current density will strongly a�ect the Voc of the solar cells, and
will change the shape of JV curve thus change the FF.
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Schottky barrier and ohmic contact

As metal-semiconductor interfaces are formed to connect the solar cells to external electric circuit,
it is important to understand possible junction con�gurations between metal and semiconductor.
Depending on the material properties, metal-semiconductor junctions can be of rectifying type or
ohmic type. An important parameter for the metal is the work function φB, which is the energy
that is required to remove an electron from the Fermi level to the vacuum level. Considering an n-
type semiconductor, the energy barrier qφB between a metal and a semiconductor is predicted by
the Schottky-Mott rule to be the di�erence of the metal work function φB and the semiconductor
electron a�nity χ. A metal-semiconductor junction is rectifying if the barrier height is large,
i.e. qφB � kBT . In contrast to p-n junction where current transport is mainly due to transport
of minority carriers, for Schottky barriers, the dominant transport mechanism is thermionic

emission of the majority carriers over the barrier into the metal. The general current-voltage
characteristics is given by (Ref. [22] page 156)

J(V ) = Js

[
exp

(
qV

kBT

)
− 1

]
(2.52)

where the saturation current density Js is expressed as

Js = A∗T 2exp
(
− qφB
kBT

)
. (2.53)

The constant A∗ is the e�ective Richardson constant for thermionic emission, which is

A∗ =
4πqm∗ekB

h3
(2.54)

with the e�ective mass of electron m∗e, h the Planck constant.
In solar cells, the contact resistance at a metal-semiconductor junction should be as small as

possible. Reducing the barrier height is often not possible due to limited choice of materials. The
situation is di�erent if a junction is formed between a metal and a highly-doped semiconductor.
The width of the depletion region in proximity of the semiconductor surface decreases if doping
is increased. As a result, tunneling of electrons through the barrier becomes the major current
transport mechanism. The tunneling current has the expression (Ref. [22] page 166)

Jtunnel ∝ exp
(
−
√
m∗eεφB√
ND~

)
. (2.55)

For a given semiconductor-metal barrier height, the tunneling current will increase exponentially
with

√
ND. A highly doped GaAs layer above 1018 cm−3 is usually preferred to facilitate ohmic

contacts.
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2.3 Summary

In this chapter, we give the essential notions in the understanding of the underlying
physics in a solar cell device. In terms of optics, the Maxwell equations in matter are
introduced with the given boundary conditions between two media. We emphasized the
use of complex notation of �elds and complex refraction indices so that the imaginary part
of the wavevector is linked to the absorption of radiation in matter. Fresnel equations for
re�ection and refraction at the interface are given and some features between TE and TM
waves are discussed. For absorption in multi-layer solar cell structures, Fresnel coe�cients
are applied to a general scattering matrix formalism. To calculate optical absorption with
periodic nanostructures, we use numerical simulations based on the Rigorous coupled-wave
analysis (RCWA) for solving di�raction problem.

The second part is dedicated to the description of semiconductor physics. Semicon-
ductors have fundamentally two di�erent doping types and present a wide variety of con-
ductivity controlled by doping concentrations. The carrier concentrations and transport
properties are described using material parameters (mobility and di�usion coe�cient) and
the quasi-Fermi levels for electrons and holes. Photogeneration of excess carriers in the
semiconductor and the recombination mechanisms are discussed. We describe the carrier
lifetime and di�usion length of minority carrier, which are important quantities for pho-
tovoltaic materials. Semiconductor p-n junction is described in connection with the ideal
Shockley diode equation. Non-ideal current-voltage characteristics are discussed in terms
of recombination mechanisms. These provide a basic understanding for designing solar cell
structures and improving the device performance.

32



Chapter

3
Luminescence for Photovoltaic

Materials

Chapter content

3.1 Semiconductor luminescence . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1.1 Basics of semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1.2 Optical process in semiconductors . . . . . . . . . . . . . . . . . . . . . 38

3.1.3 Defect luminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2 The generalized Planck's law . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.1 Black body radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.2 Semiconductor in quasi-thermal equilibrium . . . . . . . . . . . . . . . . 49

3.2.3 Light emitted by semiconductors . . . . . . . . . . . . . . . . . . . . . . 52

3.2.4 Doping in�uence of luminescence spectra . . . . . . . . . . . . . . . . . 54

3.3 E�ciency limit of solar cells . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.1 Detailed balance limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3.2 Generalization of the Shockley-Queisser limit . . . . . . . . . . . . . . . 58

3.4 Cathodoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4.1 Cathodoluminescence setup . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4.2 Monte-Carlo simulation of electron-matter interactions (CASINO) . . . 66

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Luminescence is emission of light from a substance caused by spontaneous emission. In
biology, light-emitting substances help scientists to observe the cellular processes in real time.
In material science, luminescence provides wealthy information on the properties of the light-
emitting specimen. Photovoltaic materials need to absorb light e�ciently, and we will show
that the emission of light is ultimately related to the absorption characteristics of the materials
(Section 3.2). The balance between absorption and emission also leads to fundamental limits of
photovoltaic conversion e�ciency (Section 3.3). Therefore, luminescence constitutes one of the
most useful characterization techniques in photovoltaic researches.

Depending on how the material is excited, we can distinguish photoluminescence (PL, lumi-
nescence as a result of absorption of photons), electroluminescence (EL, luminescence produced
from injection of electric currents) and cathodoluminescence (CL, luminescence caused by irradi-
ation of electron-beam). For all the above mentioned techniques, luminescence spectra resolved
in photon energies give insights in the involved electronic transitions in the material. Excitation
power and temperature dependent measurements may provide more detailed information about
the recombination mechanisms. Spatially resolved and time-resolved techniques are very useful
to probe the carrier dynamics (di�usion length and carrier lifetime) in luminescent materials.

This chapter deals with the semiconductor luminescence theory and its application for pho-
tovoltaic materials. In Section 3.1, basic notions of semiconductors are summarized and some
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luminescence features commonly observed in semiconductors are described. In Section 3.2, the
generalized Planck's law is derived step-by-step, which provides a powerful theoretical back-
ground relating emission of light to important photovoltaic characteristics, such as absorption
of the material and the separation of quasi-Fermi levels. The generalized Plank's law is also
shown to be useful in the characterization of semiconductor doping (see also Chapter 5.4). In
Section 3.3, the Shockley-Queisser e�ciency limit of solar cells is revisited, and a more general
formulation is given to capture the non-ideal absorption characteristics of the materials and light-
trapping designs of the devices. Section 3.4 is dedicated to the experimental setup description of
cathodoluminescence equipment in our laboratory. Monte Carlo simulation (CASINO) for the
electron beam-material interaction is shown brie�y.

3.1 Semiconductor luminescence

We focus on inorganic crystalline semiconductors, which present long-range periodic structure
of atoms. To describe such systems, basic knowledge of solid-state physics is essential. The
reference books Fundamentals of Semiconductors [33] and The Physics of Semiconductors [34] are
used. Semiconductor Optics [15] also provides comprehensive explanations for optical phenomena
in semiconductors. We recall some physical basis of semiconductors which are useful in the
understanding of light spectrum emitted by semiconductors, including electronic band structures
in a perfect crystal, e�ective mass approximation, density of states and occupation probability
of electrons and holes. The interaction of light with semiconductor is then described in a semi-
classical way to derive a general formulation of the absorption coe�cient. To understand some
common features of semiconductor luminescence, in�uences of excitons, shallow defect states and
doping e�ect are also addressed. The theory allows to understand direct-gap semiconductors
(e.g. CdTe, GaAs, InP, GaSb, and III-V alloys) which are good candidates for photovoltaic
applications owning to their high optical absorption properties.

3.1.1 Basics of semiconductors

Electronic band structures and the e�ective mass concept

In a perfect solid crystal (in�nite periodic arrangement of atoms and invariant by translation
of a lattice vector R), electronic states constitute the so-called band structures, describing the
range of energies that an electron within the solid may have. Starting from free electrons and
assuming that the periodically arranged atoms and all interaction potentials between electrons
together form an average static potential V (r) where r is the position vector. It is assumed
that the potential is also invariant by translation of the lattice vector: V (r + R) = V (r). The
single-electron Schrödinger equation is solved, giving Bloch waves as solutions:

ψn,k(r) = exp(ik · r) un,k(r). (3.1)

k is the wavevector of electron in the crystal. The Bloch function is a product of a plane wave and
a term un,k(r) having the same periodicity as the crystal lattice. For each value of k, there are
multiple solutions to the Schrödinger equation, labeled by a band number n. The collection of
all eigenenergies En(k) forms the band structures (or dispersion relations) of the semiconductor.

With the band structures, all electrons can be put into bands using Fermi-Dirac statistics.
Beginning with zero temperature, some of the energetically lower-lying bands are completely
�lled. They are called valence bands. All partly �lled or empty bands are conduction bands.
The important region for transport and optical properties is that around the upper valence bands
and the lower conduction bands. The energy separation between the highest valence bands and
the lowest conduction bands is the bandgap Eg of a semiconductor. If the maximum of the
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Figure 3.1 � Electronic band structures for zincblende GaAs (a) Electron energy vs reduced wavevec-
tor for the four GaAs valence bands and the �rst several conduction bands, calculated from a nonlocal
empirical pseudo-potential model. (b) An approximation for energy vs k2 near the zone center for the
lowest conduction band (C1) and the three highest valence bands (V1,V2,V3). (Figure adapted from
Blakemore [35])

valence bands and minimum of the conduction bands occur at the same k, the semiconductor
is called direct gap. Otherwise, the semiconductor has an indirect gap (e.g. Si, Ge, GaP, AlAs,
AlP...). Materials with Eg lower than approximately 0.5 eV (e.g. InAs, InSb...) are referred as
narrow-gap semiconductors. On the other hand, materials with Eg between approximately 2 and
4 eV are wide-gap semiconductors (e.g. CdS, ZnSe, GaN or ZnO...).

Now, considering a semiconductor with a completely �lled valence band containing N elec-
trons per cm3 (N ∼ 1023) and a completely empty conduction band, if we add one more electron,
this electron will be placed into the conduction band states. If we remove one of the N electrons,
this electron will come from the valence band states. For an almost �lled valence band, it is easier
to consider the few empty states and their properties instead of the many occupied ones. This
idea leads to the concept of holes. The properties of the hole are connected with the properties
of the electron that has been removed from the valence band. Because a semiconductor with a
completely �lled valence band is electrically neutral and has total momentum and spin equal to
zero, these properties of the hole are exactly the opposite values of those of the removed electron.
For instance, a hole carries a positive elementary charge e ≈ 1.602× 10−19 C.

To describe the transport properties in a semiconductor, one �nds that the crystal electron
and hole move under the in�uence of external �elds like a particle, with an e�ective mass given
by:

1

meff
=

1

~2

∂2E

∂k2
=

1

~2

∂2E

∂ki∂kj
i, j = x, y, z. (3.2)

The electrons and holes in a semiconductor crystal are called quasi-particles (Fermions). The
quantity ~ke,h of crystal electron and hole is a quasi-momentum (only conserved to within a
reciprocal lattice vector). The e�ective mass is actually a tensor and depends on the direction in
which the electron or hole moves. In general, the bands of semiconductors tend to be parabolic
in the vicinity of the band extrema. These extrema are the most important for the optical
and transport properties. The e�ective masses are constant in these regions, leading to the so-
called e�ective-mass approximation. It should be noted that the band curvature may change
if moving away from the extrema. The adequate choice of e�ective mass value depends on the
band structures of semiconductors.

The calculation of band structure is essential to correctly predict the semiconductor prop-
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erties. It takes basically two approaches. In one case, free electrons (i.e. plane waves) are
considered and a weak periodic potential as perturbation is introduced. These techniques in-
clude the nearly-free-electron model and the pseudo-potential approximation. The other method
begins with the atomic orbitals of the semiconductor atoms, summing up the atomic orbitals
at every lattice site. These techniques include the tight-binding approximation and the linear
combination of atomic orbitals.

Figure 3.1 gives the calculated band structure of zinc-blende GaAs. The upper valence bands
arise from the highest occupied atomic p-levels of the anions (Ga). The lowest conduction bands
come from the lowest empty s-levels of the cations (As). The valence band has its maximum
at the Γ point (i.e. k = 0). It is six-fold degenerate (including spin), inherited from the parent
p-orbitals. It splits from the spin-orbit coupling into an upper four-fold degenerate band of Γ8

symmetry and a lower two-fold degenerate band of Γ7 symmetry. The Γ8 valence band splits
for k 6= 0 into two bands which have di�erent curvature and are known as heavy- and light-
hole bands. In GaAs, the light-hole band is practically spherical, while the heavy-hole band is
strongly warped. In addition, mainly the light-hole band is non-parabolic. The split-o� valence
band has its maximum about 0.34 eV below that of the upper valence band. It is isotropic,
but not parabolic. The ability of the split-o� band to attract holes in thermal equilibrium is
extremely small, thus its contribution can practically be neglected for temperature up to the
melting point [35]. On the other hand, the conduction band minimum at the Γ point has a cubic
Γ6 symmetry, it is practically isotropic and slightly non-parabolic. Conduction band minima
higher than Γ6 can also be found near the L and X points, with an energy separation of about
∆ΓL = 0.29 eV and ∆ΓX = 0.48 eV at room temperature. The thermal occupation of electrons
in the higher L- or X-valley can be neglected at least at room temperature [35].

Density of states and occupation probability

Now, we consider the density of states D(E) for crystal electrons and holes, starting with simple
parabolic bands within the e�ective mass approximation:

E(ke) = Ec +
~2k2

e

2me
. (3.3)

Ec is the energy of the conduction band minimum. The density of states D(E) is such that
D(E)dE is the number of states with energy comprised between E and E+dE per unit volume.
With the help of a quantum mechanical model describing a particle in the box, one can deduce
the density of states according to the dimensionality of the system. For electron in the conduction
band, the E−k dispersion relation is given by the e�ective mass approximation, and the density
of states including spin in a 3-dimensional semiconductor is given by:

Dc(E) =
1

2π2

(
2me

~2

)3/2√
E − Ec (for E > Ec). (3.4)

The density of states is zero for energy E lower than Ec, and proportional to the square root
of the energy above Ec. The statistics with which we describe the occupation probability of
electrons and holes are the Fermi-Dirac statistics. It reads for electrons:

fc(E) =
1

exp
(
E−Efc
kBT

)
+ 1

(3.5)

Efc is the Fermi energy (or electrochemical potential) for electrons in the conduction band.
The Fermi energy depends on the concentration of electrons, on the temperature of the electron
gas, and on other material parameters such as the electron e�ective mass. The total amount
of electron concentration in the conduction band is then given by the integral over the whole
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Figure 3.2 � Schematics of semiconductor density of states: Dc for the conduction band and Dv for the
valence band. The concentrations of electron and hole are described by two di�erent Fermi distributions
fc and fv (Figure adapted from Ref. [2]).

energy range of the density of states multiplied by the occupation probability (see Figure 3.2 for
illustration). For parabolic bands, we �nd for the total density of electrons in the conduction
band n:

n =

∫ ∞
Ec

Dc(E)fc(E)dE = Nc ×F1/2(η), (3.6)

with η = (Efc−Ec)/(kBT ) a dimensionless parameter describing the electron Fermi energy Efc
relative to the conduction band edge Ec and

F1/2(η) =
2√
π

∫ ∞
0

√
x

exp(x− η) + 1
dx (3.7)

is the Fermi integral of order 1/2.

Nc = 2

(
2πmekBT

h2

)3/2

(3.8)

is the so-called e�ective density of conduction band states, which depends on the temperature
T and on the electron e�ective mass. The expression of electron density cannot be solved
analytically, but the values of Fermi integral are either tabulated or computed numerically.
For non-degenerate electron gas (Ec − Efc � kBT ), the Fermi function which overlaps with a
�nite density of states can be approximated quite well by the Boltzmann function. With this
assumption, the Fermi-Dirac statistics can be replaced by classical Boltzmann statistics and the
integral can be solved analytically:

n = Nc × exp

(
−
Ec − Efc
kBT

)
. (3.9)

If the electron gas is degenerate, i.e., if Efc is situated in the conduction band, for example with
n-type doping concentration above approximately 4 × 1017 cm−3 in GaAs, the full expression
using the Fermi function is needed. Moreover, the non-parabolic feature of the Γ6 conduction
band minimum need to be considered in order to calculate correctly the electron concentration
as a function of the Fermi energy. The proper treatment for the non-parabolicity of the GaAs
conduction band is carried out in Chapter 5.4.1.

In analogy, the density of states for holes in the valence bands and occupation probability
can be written, always within the e�ective mass approximation. Although the hole energy
increases when going deeper into the valence bands, we still share the energy scale E for hole by
convenience. The density of states in the valence bands in a 3-dimensional system is given by:

Dv(E) =
1

2π2

(
2mh

~2

)3/2√
Ev − E (for E < Ev), (3.10)
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where Ev presents the energy of the valence bands maximum. The density of states is assumed
to be zero for energy E higher than the valence bands edge Ev. If two or more valence bands are
present at Ev, like in most of the zincblende III-V compounds, contributions from heavy-hole and
light-hole band is added to the total density of states, or simply employing a combined e�ective
hole mass mh, for which

mh = (m
3/2
hh +m

3/2
lh )2/3, (3.11)

where mhh (resp. mlh) denotes the e�ective mass for the heavy-hole bands (resp. light-hole
bands). The occupation probability of a hole fv(E) can be thought as the probability of not
being occupied by an electron in the valence bands. It reads:

fv(E) = 1− 1

exp
(
E−Efv
kBT

)
+ 1

=
1

exp
(
Efv−E
kBT

)
+ 1

. (3.12)

Similarly, the total concentration of holes p in the valence bands is obtained with an e�ective
density of valence band states Nv multiplied by the Fermi function:

p = Nv ×F1/2(ξ), (3.13)

where ξ = (Ev −Efv)/(kBT ) is a dimensionless parameter of the hole Fermi energy Efv relative
to the valence bands edge Ev, and the e�ective density of valence band states

Nv = 2

(
2πmhkBT

h2

)3/2

. (3.14)

Although complicated features are present in the E − k dispersion relation of the heavy- and
light-hole bands extrema, a scalar (or spherical equivalent) e�ective mass is generally used and
many observable hole properties can be interpreted fairly well. Using the combined hole e�ective
mass, the e�ective density of valence band states in GaAs is found to be Nv ≈ 1019 cm−3, about
25 times larger than that of conduction band. Therefore, degenerate hole concentration is less
common for p-type GaAs and the above description is su�cient in most cases.

3.1.2 Optical process in semiconductors

After given essential notions of semiconductor physics, what happens now when light is shined
onto semiconductors? A photon of energy lower than the semiconductor bandgap is not ab-
sorbed, while a photon of higher energy can be absorbed and creates an electron-hole pair in
the semiconductor. We want to answer how the optical absorption depends on the incident
photon energy, so we need to review the electronic transitions underlying optical processes in
semiconductors. The spectral dependence of absorption and emission is mainly determined from
the joint density of states of the semiconductor, and an excitonic enhancement near bandgap is
discussed.

Microscopic description of optical transitions

A semi-classical approach of the light-matter interaction is presented according to Ref. [33] to
gain more insight on the absorption and emission processes in semiconductors. In this approach,
the electromagnetic �eld is treated classically while the electrons are described by quantum
mechanical Bloch wave functions. Starting with an unperturbed one-electron Hamiltonian in
the mean-�eld approximation (assuming every electron experiences the same average potential
V (r)):

H0 =
p2

2m0
+ V (r), (3.15)
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wherem0 is the free-electron mass. p = ~
i∇ is the momentum operator. V (r) is a crystal periodic

potential. The presence of a radiative �eld is considered as a small perturbation, i.e. it does not
change much the eigenstates and eigenenergies of the electron. To describe this electromagnetic
�eld, a vector potential A(r, t) is introduced. The Coulomb gauge is chosen, in which ∇·A = 0.
In this gauge, the electric �eld and magnetic �eld are given by:

E = −∂A
∂t

and B = ∇×A. (3.16)

The quantum mechanical Hamiltonian describing the motion of an electron in an external elec-
tromagnetic �eld is obtained by replacing the electron momentum operator p by p + eA [33]:

H =
1

2m0
(p + eA)2 + V (r). (3.17)

The operators can be developed and simpli�ed using the Coulomb gauge. Compared with the
unperturbed Hamiltonian H0, an extra term H1 linear with A describes the interaction between
the radiation and a Bloch electron. This term is referred as the electron-radiation interaction
Hamiltonian.

H1 =
e

m0
A·p (3.18)

The term H2 = e2/(2m0)A2 is a second order perturbation, neglected here as we only deal with
linear optical phenomenon. We assume that A is weak enough so we can apply time-dependent
perturbation theory in the form of the Fermi's golden rule to calculate the optical absorption
rate ra per unit volume for an electron in the valence band state |v〉 (initial state with energy Eh
and wavevector kh) to the conduction band state |c〉 (�nal state with energy Ee and wavevector
ke). To calculate the transition rate ra, the matrix element needs to be evaluated:

〈c|H1|v〉 =
e

m0
〈c|A·p|v〉 . (3.19)

Now we write explicitly an expression for the radiation �eld:

A =
A0

2
[exp (i(q· r− ωt)) + exp (−i(q· r− ωt))] eA, (3.20)

where A0 and eA are the amplitude and the unit vector in the direction of the vector potential, q
is the wavevector of the radiation �eld. The stationary wavefunctions of electrons in the valence
band and in the conduction band are given by the Bloch functions:

|v〉 = uv,kh(r) exp(ikh· r) and |c〉 = uc,ke(r) exp(ike· r). (3.21)

We consider the �rst term of the vector potential in Equation 3.20 which yields the absorption
process. At t < 0, we imagine that all electrons are in the valence band states |v〉, then we
switch on the small perturbation at t = 0. The time-dependent Schrödinger equation describes
the evolution of the two-level electronic system. A signi�cant transition rate of electrons from
the valence band states to the conduction band states occurs only if the time dependent expo-
nential exp(i(Ee − Eh)t/~− iωt) vanishes. The integration over time of the term exp(−iωt) and
the corresponding eigenenergy of electron Bloch functions leads to formally the delta function
δ (Ee(ke)− Eh(kh)− ~ω). This is also the energy conservation law. If we consider the second term
of the vector potential in Equation 3.20, the delta function becomes δ (Ee(ke)− Eh(kh) + ~ω),
which describes the stimulated emission process in presence of radiation �eld.

The calculation of the matrix element involves integration over space. In periodic lattice
structure, the integration can be restricted to an unit cell because every position vector can be
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brought into an unit cell: r = Rj + r′ where r′ is within the unit cell and Rj is a lattice vector.∫
u∗c,keexp (i(−ke + q + kh)· r) (eA·p)uv,khdr =∑

j

exp (i(−ke + q + kh)·Rj)

∫
unit cell

u∗c,keexp
(
i(−ke + q + kh)· r′

)
(eA·p)uv,khdr

′
(3.22)

The summation over all lattice vectors leads to formally the delta function δ (ke − kh − q). This
term ensures that the wavevector is conserved in the absorption process. Since the wavelength
of most visible light is much larger than the size of the crystal unit cell, the wavevector of the
radiation q is much smaller than the size of the Brillouin zone. The wavevector for electron in
the valence band and that in the conduction band is nearly the same upon absorption and thus
simply noted k. This constitutes the electric dipole approximation. In the following, the matrix
element is simply noted Pcv (unit of a momentum):

Pcv = 〈c|eA·p|v〉 , (3.23)

which is not strongly dependent on k. Using the Fermi's golden rule, the electric dipole transition
rate ra for photon absorption is given by [s−1m−3]:

ra =
2π

~

(
eA0

2m0

)2

|Pcv|2
∑
k

δ (Ee(k)− Eh(k)− ~ω) . (3.24)

The summation should be restricted to those k allowed per unit volume of crystal. The amplitude
of the vector potential can be written with a more familiar form using the electric �eld: A0 =
E0/ω. The power lost by the electromagnetic �eld due to absorption in unit volume of the
medium is thus the transition rate multiplying the photon energy: ra~ω [Js−1m−3]. This power
loss can be expressed in term of the complex dielectric function εr in the classical electromagnetic
framework: 1

2ωε0Im(εr)E
2
0 . The imaginary part of the relative dielectric function is then written

as

Im(εr) =
πe2 |Pcv|2

m2
0ε0ω2

∑
k

δ (Ee(k)− Eh(k)− ~ω) . (3.25)

The real part of the dielectric function can also be expressed using the Kramers-Kronig relations
and is given in Ref. [33] (page 261). We give the expression of the absorption coe�cient: α =
ωIm(εr)/(nc0), where n is the refractive index of the material.

α(ω) =
πe2 |Pcv|2

m2
0ε0c0nω

∑
k

δ (Ee(k)− Eh(k)− ~ω) . (3.26)

A dimensionless quantity is de�ned as [33]

fcv =
2 |Pcv|2

m0~ω
, (3.27)

which represents the number of oscillators with frequency ω. The quantity fcv is known as the
oscillator strength of the optical transition. The absorption coe�cient in Equation 3.26 expresses
essentially the oscillator strength in one part, and the summation over allowed transition states
in the other part. The latter describes the density of initial and �nal states accounted for
the momentum conservation. In semiconductors where energy bands form a continuum, it is
equivalent to the evaluation of the joint density of states, discussed in the following.
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Joint density of states

The joint density of states for a transition energy Ecv = Ee − Eh between the valence band and
the conduction band in semiconductors is de�ned as (Ref. [33] page 361):

Dj(Ecv) = 2

∫
dSk
8π3

1

|∇kEcv|
, (3.28)

where Sk is the constant energy surface de�ned by Ecv(k) equal to a constant. The spin causes
doubly degenerate bands and accounts for the prefactor 2. It is �rstly noted that singularities
appear where ∇kEcv vanishes. This occurs when the gradient for both bands is zero or parallel
in k-space. Singularities of joint density of states are called van-Hove singularities, or more
commonly, critical points. Assuming that k = 0 is a critical point, the energy dispersion relation
can be expanded as a function of k in 3-dimensional space:

E(k) = E(0) +
~2k2

x

2mx
+

~2k2
y

2my
+

~2k2
z

2mz
. (3.29)

The critical points are classi�ed as M0, M1, M2 and M3 with the index being the number of
e�ective masses that are negative. M0 (resp. M3) describes a minimum (resp. maximum) of the
band separation. M1 and M2 are saddle points [34].

Let us look at the absorption edge of direct-gap semiconductors where luminescence occurs.
The bandgap Eg is also called E0 gap in connection with critical points because the joint density
of states has a minimum at Eg. For a given transition energy Ecv = Ee−Eh, the excess energy of
electron near the conduction band edge and that of hole near the valence band edge is weighted
according to the e�ective mass of electron and hole.

Ee = Ec +
~k2

2me
= Ec +

µ

me
(Ecv − Eg)

Eh = Ev −
~k2

2mh
= Ev +

µ

mh
(Ecv − Eg) ,

(3.30)

where k is the wavevector of electron and hole. µ is the reduced mass given by:

1

µ
=

1

me
+

1

mh
. (3.31)

The joint density of states Dj is calculated near the parabolic band edges such that DjdEcv =
DcdEe = DvdEh, using Equation 3.30 and the explicit expressions for the density of states of the
conduction band (Equation 3.4) or of the valence band (Equation 3.10).

Dj(E) =
1

2π2

(
2µ

~2

)3/2√
E − Eg (for E > Eg). (3.32)

We can rewrite the absorption coe�cient (Equation 3.26) using the oscillator strength and
the joint density of states.

α(~ω) =
π~e2fcv

2m0ε0c0n
Dj(~ω) (3.33)

At a �rst approximation, assuming constant matrix element, the absorption coe�cient rises as
square root of energies above the fundamental bandgap Eg. This absorption is based on the joint
density of states and does not account for carrier occupation probabilities. It will be discussed in
Section 3.2 for the generalized Planck's law, the general relation between absorption, stimulated
and spontaneous emission accounting for the band �lling e�ect. Luminescence spectra can then
be fully determined through the absorption characteristics near the fundamental bandgap.
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Exciton

The absorption coe�cient in direct-gap semiconductors is described near bandgap, to a �rst
approximation, by a parabolic dependence in photon energy. In reality, the absorption raises
faster than a parabolic band near and above the bandgap. Figure 3.3 show the absorption
coe�cient of GaAs measured at various temperatures [36]. A sharp absorption peak near the
bandgap edge is attributed to exciton absorption, arise from the Coulomb interaction of the
electron-hole pairs. This e�ect is even more pronounced at low temperature.

Figure 3.3 � Absorption measurement in high-purity GaAs near bandgap, showing excitonic absorption
characteristics; ◦ 294 K, � 186 K, 4 90 K, • 21 K. (�gure extracted from Sturge [36])

To describe the exciton absorption, the one-electron picture is not su�cient. Using the
e�ective mass approximation, the Coulomb interaction between electron and hole leads to a
hydrogen-like problem with an additional Coulomb potential term in the total Hamiltonian for
a two-particle system:

H ′ =
−e2

4πε |re − rh|
, (3.34)

with the permittivity of the medium ε = ε0εr, ε0 is the permittivity of free space and εr is the
dielectric constant. re (resp. rh) is the position of electron (resp. hole). For simple parabolic
bands and a direct-gap semiconductor, one can separate the relative motion of electron and hole,
and the motion of the center of mass. This leads to the dispersion relation of excitons [15]:

EX(n,K) = Eg −RX
1

n2
+

~2K2

2M
(3.35)

with n = 1, 2, 3... principal quantum number, M = me + mh the translational mass and K =
ke + kh wavevector of the exciton. The exciton Rydberg energy RX is related to the hydrogen
Rydberg energy RH through the reduced mass of the exciton, and the dielectric constant of the
medium in which the exciton moves:

RX =
1

ε2
r

µ

m0
RH exciton Rydberg energy, (3.36)

with
µ =

memh

me +mh
m0 exciton reduced mass, (3.37)

and

RH =
m0e

4

8ε2
0h

2
= 13.6 eV hydrogen Rydberg energy. (3.38)
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3.1. Semiconductor luminescence

Depending on the material parameters for typical semiconductors, we have 1 meV ≤ RX ≤
200 meV � Eg. For the exciton ground state in GaAs, we �nd typically εr = 12.9 and an
exciton reduced mass about µ = 0.059 m0, leading to EX ≈ 4.8 meV. Photoluminescence [37]
and absorption measurement [38] at liquid helium temperature gave similar values of about 4.2
to 4.4 meV. The radius of the exciton can also be related to the Bohr radius a0 of the hydrogen
atom, modi�ed by the dielectric constant εr and the exciton reduced mass µ:

aX = a0εr
m0

µ
exciton Bohr radius, (3.39)

with

a0 =
4πε0~2

m0e2
= 0.53 Å. (3.40)

For GaAs again, the exciton Bohr radius is evaluated to be aX ≈ 12.6 nm. For typical inorganic
semiconductors, the exciton Bohr radius is larger than the lattice constant. This implies that the
"orbit" of electron and hole around their common center of mass average over many unit cells
and this in turn justi�es the e�ective mass approximation in a self-consistent way. These excitons
are called Wannier excitons. On the other hand, excitons with electron-hole pair wavefunctions
con�ned in one unit cell are called Frenkel excitons, which cannot be described in the e�ective
mass approximation. A quantum mechanical treatment of the exciton absorption in the e�ective
mass approximation was given by Elliott [39]. In the ideal case, exciton is an electron-hole pair
that is able to move freely in the lattice space (free exciton). The presence of impurities or defects
in semiconductors may trap excitons and lower the excitonic transition energies. For instance,
low-temperature photoluminescence generally reveal exciton lines corresponding to the presence
of certain chemical species even in very low concentration. We will give an overview of defect
luminescence in the following.

3.1.3 Defect luminescence

Lattice defects exist in every real semiconductors. Defects may be unintentional (imperfect
crystal growth, contamination, etc.) or intentional (i.e. doping). Defects can cause severe non-
radiative recombination that lower the overall radiative e�ciency of the light-emitting material
and are detrimental for the device operation. Defects can also change the optical processes
and yield luminescence peaks due to speci�c chemical specious even at low concentrations. In
particular, low-temperature luminescence is very sensitive to the defect-related electronic states.
Here, we give a description of luminescence related to the semiconductor defects.

Defects in semiconductors

Defects in semiconductors can be classi�ed according to the dimension: point defects, one-
dimensional defects like dislocations, two-dimensional defects like stacking faults and grain
boundaries, or three-dimensional ones like precipitates. Point defects include vacancies, anti-
sites, interstitial and substitutional atoms. Here we consider the electronic states connected with
localized point defects. Figure 3.4 sketches various electronic energy levels of point defects. A
donor is a shallow center which has an energy level just below the conduction band and can easily
give an electron (e.g. by thermal ionization) to this band. Donors are often formed by substitu-
tional atoms in the periodic table one column to the right of the atom which they replace, like P
in Si or Ge, Si on Ga site in GaAs, etc. In analogy, acceptors can easily accommodate an electron
from the valence band, i.e., they emit a hole into it. Acceptors may be formed by substitutional
atoms which have one electron less than the one been replaced. Thus the impurities are often
found in the periodic table to the left of the atom which they replace, for example, B in Si or Ge,
Si on As site in GaAs, etc. Some vacancies or interstitials can also act as donors or acceptors.
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Chapter 3. Luminescence for Photovoltaic Materials

Figure 3.4 � Schematic drawing of various impurity levels in semiconductors (Figure adapted from
Ref. [15]).

A semiconductor which has a higher concentration of donors (resp. acceptors) is called n-type
(resp. p-type). Controlling either n-type or p-type conductivity constitutes the foundation of
modern semiconductor devices.

A shallow donor (resp. acceptor) can be considered as a positively (resp. negatively) charged
center to which an electron (resp. hole) is bound by Coulomb interaction. So we face a problem
similar to that of a hydrogen atom or excitons as discussed shortly in the previous paragraph. In
the simplest approximation a shallow donor or acceptor leads to a series of states with binding
energy

ED,A =
1

ε2
r

me,h

m0
RH

1

n2
(3.41)

where RH is the Rydberg energy of the H atom (RH = 13.6eV), n the main quantum number and
εr the dielectric constant. Since the donor or acceptor is in a semiconductor and not in vacuum,
the electric �eld binding force is somewhat weakened due to polarization of the neighboring atoms.
Therefore, we must replace the dielectric permittivity of free space in the binding energy by the
permittivity of the semiconductor and use the e�ective mass. In Figure 3.4, only the ground
states for n = 1 are shown. As for excitons, the excited states of shallow donors or acceptors
converge for n → ∞ to the ionization continuum. Depending on the materials properties, we
usually �nd the values for the donor and acceptor binding energies of: 5 meV ≤ ED ≤ 50 meV,
and 20meV ≤ EA ≤ 200meV. Taking an example for GaAs and its usual parameters of dielectric
constant and e�ective masses, we get ED ≈ 5.5 meV and EA ≈ 42 meV. The radius of the n = 1
state is given by:

aD,A = a0εr
m0

me,h
(3.42)

where a0 = 0.53 Å is the Bohr radius for H atom. For GaAs, theoretical values give aD ≈ 10 nm
and aA ≈ 1.3 nm. Note that aD,A > alattice justi�es the use of the e�ective mass approximation.
For di�erent impurities, there is some small in�uence of the chemical nature of the atom forming
the donor or acceptor.

Pairs of donors and acceptors which are so close in space that their wavefunctions overlap
are known as donor-acceptor pairs (DA). An electron on a donor and a hole on an acceptor can
then recombine. The energy of the photon resulting from radiative DA recombination is given
by [15]

~ωDA = Eg − ED0 − EA0 +
e2

4πε0 εrrDA
(3.43)
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ED0,A0 are the binding energies of electron and hole to their respective centers, and the last term
depending on the distance rDA of the donor-acceptor pair re�ects the Coulomb energy of the
ionized centers after the recombination. With increasing excitation power density, the number
of occupied donor and acceptor centers increases and their average distance rDA decreases. As
a consequence, the emission maximum of the DA band shifts to the blue with increasing pump
power due to the Coulomb term in Equation 3.43. Another recombination process connected with
neutral donors or acceptors is the so-called free-to-bound (FB) transition. In this case, a free
electron or hole recombines with a neutral acceptor or donor, respectively. The corresponding
emission peak is

~ωFB = Eg − ED0,A0 (3.44)

Free-to-bound transition and donor-acceptor pair recombination together with their phonon
replica often overlap in one complex or broadened luminescence spectrum.

Similar to the way that free carriers can be bound to point defects, it is found that excitons
can also be bound to defects. An exciton (X) can be localized on a neutral or ionized donor or
acceptor, giving rise to exciton-impurity complex. The binding energy of an exciton is lowest
for an ionized donor (D+X), slightly higher for a neutral donor (D0X), and highest for a neutral
acceptor (A0X). An ionized acceptor does not usually bind an exciton since a neutral acceptor
and a free electron are energetically more favorable. The energy of the emitted photon from the
recombination of bound-excitons (BX) is:

~ωBX = Eg −RX − EBX , (3.45)

where EBX is called the exciton localization energy, that is the energy required to remove the
exciton from the impurity. It has been shown empirically that the localization energy for exciton
bound to neutral donors or acceptors is much smaller than the impurity binding energy, and
depends linearly on it: i.e. EBX = a+ bED,A. This is known as the Haynes rule [40].

For deep centers, the approach similar to the hydrogen atom is not adequate. The wave-
function is better described by the parent atomic orbitals, modi�ed by the in�uence of the
surrounding atoms. Cu, Ni, Fe, Cr and other elements can give rise to such deep levels. Some
deep centers can exchange carriers with both the conduction and the valence band. In this case
they are called recombination centers. The recombination can be radiative or non-radiative and
some centers provide fast channels for de-excitation of electron-hole pairs.

Heavy doping e�ect

Heavy doping changes the physics of shallow impurities and the main features of luminescence
spectra compared to pure or lightly-doped semiconductors. Heavy doping means a doping den-
sity such that the rough criterion ND,A ≥ a−3

D,A is satis�ed, where ND,A is the donor or acceptor
concentration and aD,A is the e�ective Bohr radius (Equation 3.42). For example, we have cal-
culated the e�ective Bohr radius of a shallow donor in GaAs to be roughly 10 nm, corresponding
to a threshold for heavy doping density of ND ≈ 1018 cm−3. At near zero temperature, the
wavefunctions of shallow impurities are rather isolated at low doping concentration and overlap
for heavy doping. The large amount of dopants induces a high free carrier density in the bands
and a high density of ionized dopant ions. These facts in turn cause a modi�cation of the density
of states near band edges with respect to the undoped case, including the formation of impurity
bands, band tails and bandgap narrowing.

In pure semiconductors, theory shows that the density of state is zero for energies in the
bandgap, corresponding to a sharp absorption edge at the long-wavelength side. In real materials
containing more or less degree of disorders, an exponential decrease of absorption below the
bandgap is usually observed, which is called the Urbach tail [41]. As shown in Figure 3.5(a), the
density of state is modeled as a usual parabolic band, decreasing exponentially for energies below
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(a) (b)

Figure 3.5 � (a) The exponential decrease of density of states near the parabolic band edge (Figure
extracted from Ref. [15]). (b) Density of states as functions of energy for di�erent donor concentrations
ND. The insets show the impurity band (enlarged scales) for several (low) concentrations. Regions I, II
and III delimited by dashed lines are domains of existence of localized, hybrid and extended states (Figure
extracted from Ref. [43]).

the bandgap. In doped semiconductors, the band tail appears for several reasons. For example,
an ionized donor exerts an attractive force on the conduction electrons and a repulsive force on
the valence band holes (acceptors act conversely). In view of the non-homogeneous distribution
of impurities on a microscopic level, the local interactions will be more or less strong, making
the density of states a summation of parabolas beginning at various energies, and thus smear
both band edges. Moreover, the accommodation of impurities in the lattice results in localized
strains. The resulting deformation potential increases locally the energy gap (compression) and
elsewhere decreases it (dilation). The overall perturbation also smears both band edges [42]. This
e�ect is also applied for alloy semiconductors, where composition �uctuation in atomic scales
may contribute to signi�cant broadening of band-edge luminescence spectra.

A direct modi�cation of the density of states near band edges is the formation of impurity
bands. The spatial overlap of impurity levels broadens the latter into a band. At high concentra-
tions, the impurity band merges with the nearest intrinsic band. Figure 3.5(b) shows a numerical
simulation of density of states for di�erent donor concentrations over 5 order of magnitudes [43].
At given concentration, calculations are made for di�erent energies around the bottom of the
conduction band. The energies are given in units of e�ective Rydberg energy R (Equation 3.41)
and lengths are given in units of e�ective Bohr radius a0 (Equation 3.42). The doping concentra-
tions ND are expressed in (π/3)/(4a0)3. As can be seen, at high concentrations, the conduction
band shows a tail extended toward low energies. As ND decreases, an impurity band is formed
and separated from the conduction band. This appears at ND ≈ 0.1 (i.e. N1/3

D a0 ≈ 0.12 in usual
units). The gap between the impurity band and the bottom of the conduction band widens out
as ND decreases and tends toward the hydrogenic limit (1R).

When we look closer to the electronic states in the band tails, they can be distinguished
from the conduction band continuum by their localization nature. In fact, the wavefunctions
for tail states or impurity band present a broad maximum around k = 0 and extend widely in
the k-space. The behavior is typical for a localized state in view of the uncertainty relation. At
higher energies, the wavefunctions resemble Bloch waves and extend in real space. This behavior,
like free electrons, is characteristic for an extended state. The energy which separates extended
from localized states is called the mobility edge [44]. At near zero temperature, the Fermi level
can be situated above or below the mobility edge. In the �rst case, the system is called a metal,
since it has �nite conductivity at T → 0, in the second it is an insulator. The transition from an
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insulator to a metal with increasing doping is known as the Mott transition [45]. This transition
density in semiconductors is roughly given for N1/3

D aD ≈ 0.2.
An important consequence of disorder system is that it is no longer invariant with respect

to translations of lattice vectors. The wavevector is no longer a good quantum number, and
the k-selection rule in optical transitions can be relaxed. A disordered system is in principle
characterized only by its density of states. In the following, we will introduce the generalized
Planck's law to describe luminescence spectra (Section 3.2), and reproduce the luminescence
features of doped semiconductors (Section 3.2.4).

3.2 The generalized Planck's law

In this section, the generalized Planck's law is reviewed based on the work of Würfel for the gen-
eral consideration of chemical potentials in semiconductors [46]. The reasoning follows partly the
reference book Physics of Solar Cells [2]. Beginning with the photon density in the thermal ra-
diation of a black body, semiconductor luminescence in quasi-equilibrium is obtained similarly in
connection with the chemical potential of electrons and holes. Detailed balance consideration is
presented and the relation between absorption, stimulated and spontaneous emission is deduced.
The light spectra emitted by a semiconductor can then be fully modeled, and depending on ap-
plications, important material properties (e.g. absorptivity, carrier temperature, Fermi energies
or carrier concentrations) can be extracted from the measurement of luminescence spectra.

3.2.1 Black body radiation

We start with the back body radiation, known as Planck's law, describing the spectral density of
electromagnetic radiation emitted by a black body in thermal equilibrium at a given temperature
T . The law is named after Max Planck, who proposed it in 1900.

Photon density in a cavity

A black body is an ideal object that completely absorbs radiation of all photons with arbitrary
energy ~ω. Its absorptance or absorptivity (probability that a photon is absorbed) is A(~ω) = 1.
A conceptual model for the black body is a tiny hole in a cavity with opaque walls. The hole
absorbs all incoming photons. When the temperature of the cavity increases, the hole begins
to emit photons. This emitted radiation at thermodynamic equilibrium is only characteristic of
the temperature, thus is called thermal radiation. The photon density nγ(~ω) is the number
of photons per volume and per energy interval. It is the product of the photon density of
states Dγ(~ω) with the photon distribution function fγ(E). The density of states Dγ(~ω) can
be deduced from quantum mechanical consideration, similarly to the electron density of states
shown previously. Imaging a volume delimited by in�nite potential, we count the total amount
of states in k-space. In particularly, a volume element in k-space comprises two photon states
with opposite spins. The density of states for photons including spin degeneracy in 3-dimensions
is given by:

Dγ(~ω) =
(~ω)2

π2~3c3
. (3.46)

Here ~ = h/(2π) is the reduced Planck's constant, c is the velocity of photons in the cavity. If
the cavity is empty, c = c0 is the velocity of light in vacuum. With increasing index of refraction
n in the medium, the velocity of photons decreases as c = c0/n, resulting in an increasing
density of states for the photons. Furthermore, assuming an isotropic distribution of states in k-
space, we might normalize the density of states per solid angle by dividing Dγ by 4π, the factor
including whole directions in 3-dimensional space. When we calculate photon currents which
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are directional, it is important to take into account the angular distribution. The distribution
function de�nes the probability for the occupation of states with the energy ~ω. Because photons
have spin ±1, the Bose-Einstein distribution applies for the photons:

fγ(~ω) =
1

exp(
~ω−µγ
kBT

)− 1
. (3.47)

In the combination kBT , kB denotes the Boltzmann constant and T the temperature. µγ is the
chemical potential of photons. In general, like for thermal radiation, µγ = 0 because the number
of photons is not conserved. A more general consideration of this term for semiconductors is
discussed later. Together with the density of states for photons, we obtain the photon density in
a 3-dimensional medium:

nγ(~ω) =
(~ω)2

π2~3(c0/n)3

1

exp( ~ω
kBT

)− 1
. (3.48)

If we multiply the above expression by the photon energy ~ω, then we obtain the energy density,
also called the spectrum (per photon energy). It has its maximum value at a photon energy of
~ωmax = 2.82 kBT , the maximum energy of the spectrum shifts linearly toward higher energy
with the increased temperature. For example, the solar spectrum can be approximated by a
black body radiation at a temperature of about 5800 K, with the maximum value at the photon
energy around 1.41 eV (close near infra-red). Another spectrum is also used, called wavelength
spectrum. It is the energy distribution per photon wavelength, which may present di�erent
characteristics. The 5800 K black body and the solar spectrum per wavelength (e.g. AM0
radiation) is somewhat peaked at 500 nm, in the blue-green visible region.

Photon current emission

Now we want to �nd the photon current emission of a black body. Considering a small hole
in the black body cavity with surface area dA, a direction into a small solid angle element dΩ,
forming an angle θ with the normal of the surface element, the volume in the cavity that can
transport photons to the hole within a short time dt is: dV = cdtdA cosθ. This volume contains
the number of photons nγ(~ω)dV dΩ/(4π) that are moving toward the hole thus will �y through
the hole after time dt (assuming isotropic distribution of photons). So we can write the photon
current per unit surface djγ(~ω) into the solid angle dΩ:

djγ(~ω) = nγ(~ω) c cos(θ)
dΩ

4π
. (3.49)

The factor cos(θ) describes the angular dependence of the emission (Lambert's cosine law). If we
integrate djγ(~ω) over the hemisphere of emission, a factor 1/4 is found to describe the photon
current �owing in one direction: jγ(~ω) = (1/4) c nγ(~ω). We obtain the spectral irradiance of
a black body, noted φbb with the unit of photons/(s.m2).

φbb(~ω) =
(~ω)2

4π2~3(c0/n)2

1

exp( ~ω
kBT

)− 1
(3.50)

This is known as the Planck's law of black body radiation.

Kirchho�'s law of radiation for non-black bodies

By regarding the equilibrium between a black and a non-black body of equal temperature, Kirch-
ho� deduced in 1859: For a body of arbitrary material, emitting and absorbing thermal radiation
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at every wavelength in thermodynamic equilibrium, the ratio of its emissive power to its dimen-

sionless absorptivity equal to a universal function only of radiative wavelength and temperature.

That universal function describes the perfect black-body emissive power. This universal function
is exactly the formula found by Planck latter in 1900. In other words, for a non-black body,
its emissivity (ratio of emitting radiation to black-body one) is equal to its absorptivity. Thus,
the mathematical description of the thermal radiation can be applied to a non-black body. It is
the simple product of the absorptivity A(~ω) and the emission of a black body φbb(~ω) given
in Equation 3.50. In the following, we will deduce a generalization of Kirchho�'s law applied to
semiconductors (non-black body) emitting light at quasi-thermal equilibrium.

3.2.2 Semiconductor in quasi-thermal equilibrium

In 1954, van Roosbroeck and Shockley (vRS) derived the famous relationship between the vo-
lumic rate of internal spontaneous radiative emission and the spectral absorption coe�cient at
thermal equilibrium [47]. Later, Lasher and Stern generalized the vRS result of the spontaneous
emission rate in terms of the quasi-Fermi level splitting under quasi-thermal equilibrium [48].
Würfel further expressed the external �ux of spontaneous radiative emission using the spectral
absorptivity of the material [46]. Here, the importance of the quasi-Fermi levels is addressed.

Fermi energy and electrochemical potential

In the following, we discuss the term µγ called chemical potential of radiation. According to
Gibbs, the exchange of an amount of energy dE in a system is related to other quantities, which
are exchanged as well.

dE(S, V,Ni, Q...) = TdS − pdV +
∑
i

µidNi + ϕdQ+ ... (3.51)

If only entropy S is exchanged with the energy, the energy exchanged is called heat. −pdV is
the compressional energy, µidNi is the chemical energy of the particle species i, and ϕdQ is the
electrical energy. These energy forms are in all cases products of "intensive variables"(T , p, µi
and ϕ) and of "extensive" quantity-like variables (S, V , Ni and Q). The intensive variables
de�ne the amount of energy exchanged per unit quantity of the respective energy carriers. The
gradient of the intensive variables drive currents of the respective energy carriers to lower the
overall energy of the system. When the current is vanished or the corresponding intensive variable
is constant everywhere, the system is in equilibrium with respect to this intensive variable, while
it is not necessary in equilibrium with respect to other variables.

For an electron-hole system, an exchange of electrons or holes is accompanied by an exchange
of electrical charges. If we add dNe electrons to the system, the energy of the system changes
by µidNi + ϕdQ = (µe − eϕ)dNe. Similarly for adding dNh holes, the energy of the system
changes by (µh + eϕ)dNh. The combined chemical and electrical potential is simply called elec-
trochemical potential. In semiconductor terminology, the electrochemical potential is identi�ed
as the quasi-Fermi level for electrons and holes, respectively. It is indeed the thermodynamic
work required to add one electron (resp. one hole) to the system. Considering a semiconductor
with light illumination (or more generally with excitation, e.g. injection current or electron-beam
irradiation), absorption of one photon creates one electron-hole pair and vice-versa. In steady-
state, the reaction e−+h+ ↔ γ is balanced, and is characterized by a constant (electro)chemical
potential. The chemical potential of radiation is related to the separation of the quasi-Fermi
levels:

µγ = µe + µh = Efc − Efv (3.52)
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Absorption, stimulated and spontaneous emission

Before deriving a general form of light spectrum emitted by a semiconductor, we examine in detail
the photon absorption and emission rates per volume in a direct-gap semiconductor. Within the
e�ective mass concept, a simple band diagram with allowed optical transitions is illustrated in
Figure 3.6. We consider radiative transitions between states at energies near Eh in the valence
band and near Ee in the conduction band, resulting in photons in the energy range from ~ω to
~ω+d~ω. At a given photon energy ~ω and, for example, a known energy level in the valence
band, the energy level in the conduction band is in fact �xed due to the electronic band structure
and the conservation of energy and momentum. The combined conduction and valence band
density of states for a given transition energy ~ω is the joint density of states Dj(~ω) (see
Equation 3.32). Moreover, the states are occupied according to two di�erent Fermi functions
fc(Ee) and fv(Eh) under quasi-thermal equilibrium.

Figure 3.6 � Simpli�ed band diagram of a direct-gap semiconductor with allowed optical transitions
which conserve energy and momentum.

Photons of energy ~ω impinging on a material can trigger both upwards transition (rate
of absorption ra(~ω)) and downwards transition (rate of stimulated emission rst(~ω)). These
transition rates are proportional to the photon density nγ(~ω), the transition probability and
the joint density of states Dj(~ω) between the valence and the conduction band, as well as the
occupation probabilities in the respective bands. For upwards transitions from states at Eh to
states at Ee, the occupation factors are the probability that the valence band is occupied (by
electron) and the probability that the conduction band is empty.

ra(~ω) = nγ(~ω) |M |2Dj(~ω) fv(Eh) (1− fc(Ee)), (3.53)

where M contains matrix element for the transition probability, which can be calculated from
the Fermi's golden rule (see Equation 3.24). The rate of stimulated emission is likewise, with
the probability that the valence band is empty and the probability that the conduction band is
occupied:

rst(~ω) = nγ(~ω) |M |2Dj(~ω) (1− fv(Eh)) fc(Ee). (3.54)

Note that the absorption and stimulated emission are two reciprocal processes, thus the matrix
element has the same absolute value, or because the Hamiltonian operator is always self-adjoint.
It may slightly depend on the energy ~ω, but in many cases it is assumed constant. Stimulated
emission is a process by which a photon is duplicated, produced one additional photon in ex-
actly the same state as the incident photon initiating the transition. These photons cannot be
distinguished from non-absorbed photons. Therefore, the net absorption rate ra,net (cm−3 s−1)
at which photons disappear is given by the di�erence between the absorption ra(~ω) and the
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stimulated emission rst(~ω) rates:

ra,net(~ω) = nγ(~ω) |M |2Dj(~ω) (fv(Eh)− fc(Ee)). (3.55)

On the other hand, the photon current density jγ(~ω) is related to the photon density nγ(~ω)
through the group velocity c: jγ(~ω) = nγ(~ω)c where c = c0/n and n is the refractive index of
the medium. The net photon absorption rate can also be written as the divergence of the photon
current density:

ra,net(~ω) = −∇· jγ ≈ α(~ω) jγ(~ω), (3.56)

in a homogeneous and isotropic medium, the �rst order development gives rise to the Beer-
Lambert law which involves the absorption coe�cient α(~ω). A relation for the absorption
coe�cient which includes the e�ect of carrier occupancy is found to be:

α(~ω) =
|M |2Dj(~ω)

(c0/n)
(f(Eh)− f(Ee)) . (3.57)

This expression indicates that the interband transition rate can be in one of the three regimes [49]:

• fv(Eh) − fc(Ee) ≈ 1: interband absorption rate is strong. This is the usual property for
semiconductors in which the valence band is nearly full and the conduction band is nearly
empty.
• fv(Eh) − fc(Ee) ≈ 0: interband absorption rate is zero. The transition has been bleached
due to high occupancy in both levels.
• fv(Eh)−fc(Ee) ≈ −1: interband absorption rate is negative. The semiconductor is behaving
as an optical gain medium (laser action).

All conventional solar cells operate in the �rst regime, where the occupancy factor is normally
close to one since the ground state can be assumed to be �lled and empty excited states are always
available. The situation is di�erent for a system presenting more than three energy levels (e.g.
intermediate-band solar cells) or for the heavy doping e�ect.

Unlike absorption and stimulated emission where the probability of transition is proportional
to the strength of the radiative �eld, the spontaneous emission is a process where an electron
in the excited state (conduction band) returns to the ground state (valence band) and emits a
photon. The spontaneous emission occurs without an external radiation �eld [33]. The spon-
taneous emission cannot be described in the semi-classical framework of Schrödinger equation
for the electronic states and of classical electromagnetic wave, because the wavefunction of an
electron in the excited state does not overlap with that in the ground state. Quanti�cation of
the electromagnetic �eld is required and the quantum states of electrons are coupled to that
of photons, leading to the theory of quantum electrodynamics. The origin of the spontaneous
emission is due to the quantum �uctuation process or so-called vacuum �uctuation. It is out of
the scope in this thesis to deduce a rigorous description, but simply give the expression similar to
that of Equation 3.53 and 3.54. The spontaneous emission rate is still proportional to the joint
density of states, the matrix element and the occupancy of the conduction and valence bands,
but is not related to the number of incident photons. Instead, it is connected with the density
of states for photons [2]:

rsp(~ω) = Dγ(~ω) |M |2Dj(~ω) (1− fv(Eh)) fc(Ee). (3.58)

It is thus related to the absorption coe�cient through:

rsp(~ω) = α(~ω)
c0

n
Dγ(~ω)

(1− fv(Eh)) fc(Ee)
fv(Eh)− fc(Ee)

= α(~ω)
c0

n
Dγ(~ω)

1

exp
(
~ω−(Efc−Efv)

kBT

)
− 1

(3.59)
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We have used the Fermi function with respective Fermi levels for electrons and holes. With the
explicit expression of the density of states for photons in a 3-dimensional medium (Equation 3.46),
the spontaneous emission rate is written:

rsp(~ω) =
(~ω)2

π2~3(c0/n)2

α(~ω)

exp
(
~ω−(Efc−Efv)

kBT

)
− 1

(3.60)

The �nal expressions for the spontaneous emission rate do not depend on the energy Ee and
Eh explicitly, but only on their di�erence ~ω. Each pair of states with an energy di�erence
~ω contributes to Equation 3.59 through the joint density of states, and is lumped into the
absorption coe�cient. The term for chemical potential of radiation µγ = Efc − Efv is reduced
to zero at thermal equilibrium, then the expression of Equation 3.60 is reduced to the known
van-Roosbroeck-Shockley relation [47]. Here the expression is more general and applied for
semiconductors under quasi-thermal equilibrium (e.g. steady-state illumination of light).

3.2.3 Light emitted by semiconductors

Previously, the transition rates in the volume of semiconductors were described, but the internal
emission rate of photons cannot be observed. What can be observed and measured is the photon
current emitted through a surface. We consider a homogeneous and isotropic semiconductor
layer of thickness d and we assume that the only variation is along the direction x perpendicular
to the layer surface (see Figure 3.7).

Figure 3.7 � Schematic illustration for the spontaneous emission, re-absorption and light emitted outside
a semiconductor (Figure adapted from Ref. [2]).

To �nd the emitted photon current, we have to integrate the di�erence between photon
emission and absorption rates.

dφγ
dx

=
1

4
rsp − α φγ . (3.61)

Only 1/4 of all photons generated spontaneously contribute to the current in one direction,
because of the isotropic distribution of solid angles (see for example Equation 3.49). The net
absorption rate, di�erence between the absorption and the stimulated emission, is expressed in
term of absorption coe�cient α. Here, rsp is considered to be independent of the coordinate x.
Since no photon current enters from the left (x = 0), integration of the continuity equation over a
semiconductor of thickness d yields the expression for photon current inside the semiconductor:

φγ(x) =
rsp
4α

[1− exp(−αx)] . (3.62)

At the interface between the semiconductor and the air, the photon current is partly re�ected
to the interior of the semiconductor, with the re�ectivity R′. Because of a refractive index n > 1
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in the material, a part of the photon current in the semiconductor follows total re�ection. As
shown in Figure 3.7, photons with the maximum solid angle π from outside can penetrate into
the semiconductor, while only the photons within a solid angle of π/n2 can be emitted to the air.
Since we look at the variation along the direction perpendicular to the surface, the re�ectivity
R of an incident light from outside of the semiconductor is related to R′ at normal incidence
through: 1−R′ = (1−R)/n2. Finally, the photon current emitted to exterior is:

φlum = (1−R′) φγ(d)

=
1−R
n2

rsp
4α

[1− exp(−αd)]

= A(~ω)
cDγ

4n2

1

exp(
~ω−(Efc−Efv)

kBT
)− 1

.

(3.63)

Here A(~ω) is the absorptivity of the semiconductor layer.

A(~ω) = (1−R(~ω)) [1− exp(−α(~ω)d)] . (3.64)

Inserting the bulk photon density of states (Equation 3.46) in Equation 3.63, we arrive at the
general expression of light emitted by a semiconductor (generalized Planck's law):

φlum(~ω) = A(~ω)
(~ω)2

4π2~3c2
0

1

exp
(
~ω−(Efc−Efv)

kBT

)
− 1

. (3.65)

In most of the cases, the di�erence between the emitted photon energy and the splitting of
quasi-Fermi levels is large compared to the thermal energy: ~ω− (Efc−Efv)� kBT , the Bose-
Einstein distribution can be approximated by the Maxwell-Boltzmann distribution (neglecting
the term −1 in the denominator of Equation 3.65). This expression is simpli�ed to

φlum(~ω) = A(~ω) φbb(T, ~ω) exp

(
Efc − Efv
kBT

)
, (3.66)

where φbb stands for the spectrum of black body radiation. Note that the splitting of quasi-Fermi
levels a�ects only the global intensity, whereas the absorption and temperature determine the
shape of the spectrum. The multiplicative term of absorptivity indicates that a good absorber is
also a good emitter. The generalized Planck's law was veri�ed experimentally on direct band gap
GaAs light emitting diode (LED) [50]. Uncertainty was mainly attributed to the sub-band gap
absorption coe�cient of the diode material. It was even veri�ed on Si solar cells under forward
bias at room temperature despite the participation of phonons for indirect transition [51].

To summarize, from Kirchho�'s law the mathematical expression of black body radiation is
extended to a non-black body by simply multiplying the material's absorptivity. From thermal
radiation to general semiconductor luminescence, a non-zero chemical potential for photons is
introduced. The di�erence in the Fermi energies Efc − Efv is the free energy per electron-
hole pair. It is free of entropy and we may therefore hope to transfer it into electrical energy
without loss [2]. Radiative recombination of electron-hole pairs generates photons, which are
emitted. These photons carry the free energy of electron-hole pairs µγ = Efc − Efv, recognized
as the chemical potential of the photons. From internal spontaneous emission rate to external
emitted photon current, an integration of the continuity equation was used. In general, the
equilibrium exists because photons are repeatedly emitted and re-absorbed before they reach
the surface. Even if the excitation is not homogeneous, the generalized Planck's law is valid as
long as the Fermi energies are well de�ned. We note that the above treatment is applied even if
Efc−Efv > ~ω, where the denominator in Equation 3.60 is negative. Under the same condition,
the absorption coe�cient becomes negative too, and the spontaneous emission remains positive.
Efc − Efv > ~ω is also known as the condition for laser action.
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3.2.4 Doping in�uence of luminescence spectra

Here, we apply the generalized Planck's law for doped semiconductors. The upmost importance is
the absorption behaviors near the bandgap. Therefore, we need to model the impact of doping on
the absorption coe�cient. Urbach �rst noticed the exponential decay of the absorption coe�cient
below the bandgap [41]. These Urbach tails can be described by

α(E) ∼ exp

(
−E1 − E

E0

)
, (3.67)

where E1 corresponds to a translation in energy and E0 is an energy parameter that characterizes
the width of the tail (called Urbach energy). Behaviors comprising a sharper decay of tail states
have also been analyzed for doped semiconductors. A general treatment consists in a semi-
classical approach to determine the density of states and the absorption coe�cient. Kane showed
that the functional form of the tail states is given by a Gaussian function [52]:

α(E) ∼ exp

(
−
(
E1 − E√

2σ

)2
)
, (3.68)

Here σ is the root-mean-square depth of the potential well created by the charge impurities:
σ = e2/(4πεrε0)(Nr0)1/2, where N is the average impurity density and r0 is the screening length.
Other models also exist, together with the Urbach tail and Kane's model, the sub-bandgap
absorption is described by an exponential of energy to a power factor between 1 and 2. A simple
method allowed to unify the absorption band tail used by Katahara and Hillhouse consists
in convoluting the ideal absorption with a decay function [53]. As we only observed simple
exponential decays in the lower-energy part of CL spectra, an Urbach tail with an adjustable
energy parameter γ is mainly used. The absorption coe�cient is expressed as:

α0(~ω) =
1

2γ

∫ ~ω−Eg

−∞
αideal(~ω − E) exp

(
−
∣∣∣∣Eγ
∣∣∣∣) dE (3.69)

To account for the bandgap narrowing in heavy-doped semiconductors, the bandgap Eg can
be entered in the �tted parameters. For energies well above the bandgap ~ω > Eg, either a simple
parabolic band or experimental curves can be used. For GaAs, we use a parabolic model for the
absorption of undoped GaAs (αideal) with the value α = 14800 cm−1 �xed at ~ω = 1.6 eV for
all doping levels, since absorption of doped GaAs at energies above 1.6 eV is rather independent
from the doping levels [54]. Experimental measurement from Sturge of high-purity GaAs can
also be used [36].

In the next step, the band �lling e�ect needs to be taken into account, especially for degener-
ate n-type doping. The occupation probability is described by two Fermi functions characterized
by the respective Fermi energy for electrons in the conduction band fc and holes in the valence
band fv. The correct absorption term is written, according to Equation 3.57

α(~ω) = α0(~ω)× (fv − fc)

fv − fc =
1

exp
(
Eh−Efv
kBT

)
+ 1
− 1

exp
(
Ee−Efc
kBT

)
+ 1

(3.70)

In practice, the valence band �lling only appears at very high p-doping concentrations, which
is not very common. Therefore, Fermi level for holes is considered much higher than the valence
band edge so that fv ≈ 1 and the position of Efv will not in�uence the shape of the luminescence
spectra (but change only the total intensity). The occupation factor is mainly determined by
the position of electron Fermi level Efc. To express explicitly the occupation term, the excess
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Figure 3.8 � Calculated luminescence spectra (Equation 3.65) with various values for the parameter p
used in Equation 3.71 for the weight between electron and hole e�ective masses. The model for αideal

in Equation 3.69 is parabolic with �xed bandgap Eg = 1.42 eV and Urbach tail γ = 15 meV. The
occupation parameter is �xed for Efc = 60 meV above the conduction band minimum in Equation 3.70.
The parameter d is �xed to 2 µm in Equation 3.64. The temperature is T = 300 K.

energy ~ω − Eg is weighted between electrons and holes according to their respective e�ective
masses. By convenience, we write the relations using a parameter p between 0 and 1:

Ee − Ec = p(~ω − Eg) and

Ev − Eh = (1− p)(~ω − Eg).
(3.71)

p = 1/2 corresponds the case where electron and hole e�ective masses are equal. This is not
the case for usual zinc-blende III-V semiconductors, and p close to 1 is more realistic where
the excess energy is taken by electrons rather than holes. For GaAs, with the electron e�ective
mass of 0.063m0 and heavy hole e�ective mass of 0.050m0, the ratio gives rise to p = 0.89. In
Figure 3.8 , we give an example of the in�uence of the parameter p on the calculated luminescence
spectra. Slight modi�cation in the slope at low energy is observed depending on the choice of
the parameter p.
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Figure 3.9 � Calculated luminescence spectra (Equation 3.65) with various values of the parameter d
used in Equation 3.64. The model for αideal in Equation 3.69 is parabolic with �xed bandgap Eg = 1.42 eV
and Urbach tail γ = 15 meV. The occupation parameter is �xed for Efc = 60 meV above the conduction
band minimum in Equation 3.70. The parameter p is �xed to 0.9, and the temperature is T = 300 K.

Finally, the absorption coe�cient changes by several orders of magnitude in the small spectral
range near the bandgap, low-energy photons have a much larger probability than high-energy
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photons to escape through the front surface before they are re-absorbed. Therefore, the external
luminescence spectrum may be distorted and redshifted as compared to the internal emission
rate given by the volumic spontaneous emission of Equation 3.60. For a homogeneously excited
slab of thickness d, the light spectrum emitted is described in term of the absorptivity of the
material (Equation 3.65). In general, local excitation is used in CL or PL and the injection pro�le
decreases in depth. As minority carriers di�use, the �nal carrier concentrations depend on the
density of non-radiative recombination centers and eventual electric �eld. d can be described as a
characteristic length scale over which carriers are generated, travel and recombine radiatively [53].
In presence of nanostructures or optical resonances, this macroscopic approach might fail and
appropriate absorptivity model need to be used depending on the object under study.

In most cases, d can be considered as a �tted parameter. In Figure 3.9, we give an example
of the in�uence of the parameter d on the calculated luminescence spectra using A = (1−R)(1−
exp(−αd)) in Equation 3.65. d changes essentially the spectral shape at the high-energy tail. d
close to zero means that the luminescence is produced close to the surface and the re-absorption
is negligible. For larger d values, the luminescence is produced deep in the layer so that signi�cant
re-absorption alters the spectral shape of externally emitted light.
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Figure 3.10 � Calculated luminescence spectra (Equation 3.65) for (a) p-type GaAs (bandgap narrowing
e�ect) and (b) n-type GaAs (bandgap narrowing and degenerate electron �lling in the conduction band).
For p-type doping, the bandgap Eg and Urbach tail γ are varying. For n-type doping, the bandgap Eg,
Urbach tail γ and electron Fermi level Efc are varying. Doping concentrations are indicative and given
in the unit of cm−3. All other parameters are �xed.

Figure 3.10 shows the calculated evolution of luminescence spectra with p-type and n-type
doped GaAs (undoped bandgap 1.424 eV). We can see that luminescence spectra contain rich
information about the material under study. For p-type GaAs, bandgap narrowing and band
tail e�ects are dominant. For n-type GaAs, bandgap narrowing, band tail and conduction band
�lling are relevant. CL measurements of doped GaAs thin-�lms are presented in Chapter 5.3,
and rigorous analysis of CL spectra to extract carrier concentrations is given in Chapter 5.4. The
same method is applied to GaAs nanowires, as presented in Chapter 6.3 and 6.4.

3.3 E�ciency limit of solar cells

The famous detailed balance limit derived by Shockley and Queisser (SQ) in 1961 predicts the
maximum power conversion e�ciency that can be obtained with a solar cell using a single bandgap
absorber material [55]. The calculation only relies on the balance of absorption and emission of
photon currents. Surprisingly, the basic thermodynamic principle of detailed balance properly
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3.3. E�ciency limit of solar cells

describes the fundamental physics of solar cells and derives the current-voltage (JV ) of such an
ideal device.

3.3.1 Detailed balance limit

The assumptions and reasoning leading to the SQ-limit are summarized [56]:

(A1) The solar cell absorbs every photon of energy higher than the bandgap

(A2) When one photon is absorbed, it produces one electron-hole pair and when one electron-hole
pair recombines it produces one photon.

(A3) Radiative generation-recombination mechanism is the only one existing (radiative limit).

(A4) The quasi-Fermi levels of electrons and holes are uniformly split in all the volume of the
device and the split equals the external voltage applied. This can be assumed if we ad-
mit that the mobility tends to in�nity since the electron and hole current is proportional
through the mobility to the slope of the corresponding quasi-Fermi level

Considering a solar cell in thermal equilibrium with the ambient at the temperature T ,
any incoming and absorbed electromagnetic radiation �ux φ0

in is counterbalanced by the same
amount φ0

em of emitted radiation. When the device is illuminated with the solar radiation φsun,
the steady-state physics of solar cell is described by the quasi-Fermi levels. We assume that each
photo-generated minority carrier is collected by the junction and the �ow of majority carriers
to the ohmic contact does not induce ohmic losses. The short-circuit current density Jsc of the
solar cell can readily be calculated:

Jsc = q

∫ ∞
Eg

φsun(E)dE, (3.72)

where q denotes the elementary charge and E the photon energy. The perfect connection of the
junction to the entire volume in the solar cell must be re�ected in the fact that the quasi-Fermi
levels splitting ∆µ = Efc − Efv is controlled by the junction voltage V via ∆µ = qV . The
emitted photon �ux under the applied bias voltage V is therefore given by:

φem(E, V ) =
2π

h3c2
0

E2

exp
(
E−qV
kBT

)
− 1

, (3.73)

where h is the Planck constant, c0 the velocity of light in vacuum, and kBT is the thermal
energy. Here, the dimension of the emitted �ux φem is the number of photons per unit time, per
unit area and per unit of energy. For voltages that are small compared with the emitted photon
energies, that is, E − qV � kBT , the Bose-Einstein term can be approximated by a Boltzmann
distribution and simpli�ed to:

φem(E, V ) = φbb(E) exp

(
qV

kBT

)
, (3.74)

where φbb is the blackbody radiation expressed in number of photons emitted per second, per
unit area and per energy interval.

φbb(E, T ) =
2π

h3c2
0

E2

exp
(

E
kBT

)
− 1

. (3.75)

Note that the factor π comes from the emission integrated over the whole hemisphere. This is
true for a Lambertian emitter where the emitted �ux scales with the factor cos(θ) (θ for the
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angle between the direction of emission and the surface normal), and is a good approximation
for planar layers. For advanced nanophotonic structures containing an angular selective �lter or
nanowire emissions, the factor π should be revised depending on the speci�c case.

From the detailed balance point of view, the current density J drawn from the solar cell
must be equal to the di�erence between generation and recombination of charged carriers. In
the radiative limit, there are no other possibilities to recombine than radiative recombination.
Assuming that photons can only escape from the front surface of the solar cell (perfect back
mirror), the emission is caused by the radiative recombination current of the charge carriers
injected by the junction. The balance equation is written:

J = q

∫ ∞
Eg

φsun(E)dE + q

∫ ∞
Eg

φbb(E)dE − q
∫ ∞
Eg

φbb(E)exp

(
qV

kBT

)
dE

= Jsc − J0

(
exp

(
qV

kBT

)
− 1

)
.

(3.76)

In Equation 3.76, J is the current density from the solar cell and V is the applied voltage.
The �rst term is the photo-generated current. The second term corresponds to the absorption
due to emission from the ambient surroundings at temperature T , which is much smaller than the
�ux from the sun. The third term is the emission current raised from the radiative recombination
of charged carriers. Using Equation 3.76, the current-voltage characteristics can be calculated
numerically. The solar light source is taken from the standard AM1.5G spectrum, and the
resulting limit e�ciencies (1 sun) are plotted in Figure 3.11.

3.3.2 Generalization of the Shockley-Queisser limit

In this part, we generalize the above SQ-limit taken into account the real material absorption
coe�cient instead of a step-function absorption, and considering the absorber thickness within
di�erent light-trapping schemes. Non-radiative loss and angular dependence of the absorption
and emission is also discussed. Sandhu et al. calculated the e�ciency limits for solar cells
containing nanophotonic structures and showed that a Voc enhancement over bulk cells is possible
through the absorption suppression in the immediate spectral region above the bandgap [57]. Xu
et al. illustrated high-e�ciency nanostructured solar cells through a built-in optical concentrator
(e.g. for nanowire solar cells) [58]. We show in detail the steps leading to generalized 1 sun limit
e�ciencies for GaAs absorber at various thicknesses for three simple con�gurations. The same
method can be applied to other materials and light-trapping systems.

Absorption of real materials

For most semiconductors, the absorption below bandgap does not decrease to zero abruptly.
Instead, a so-called Urbach tail with exponential decay is usually observed as discussed in Sec-
tion 3.2.4. Figure 3.12 shows the absorption coe�cient of GaAs from the measurement of Sturge
(black circle) and modeling with an Urbach tail to di�erent extend of the exponential decay.
An Urbach tail of 10 meV is suitable for slightly-doped GaAs (blue curve). For heavily-doped
n-type GaAs, the absorption edge shifts to higher energy due to electron �lling in the conduction
band (Burstein-Moss shift). An Urbach tail of 20 meV is reasonable to describe heavily-doped
p-type GaAs. For higher p-type doping, bandgap narrowing e�ect may become non-negligible
and further shifts the absorption edge to lower energy. These e�ects will be further discussed in
Chapter 5. Without explicit mention, the blue curve (Urbach tail 10 meV) is used to calculate
absorption in GaAs.
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Figure 3.11 � Limit e�ciencies of solar cells as a function of the material bandgap (SQ-limit) assuming
a step-function absorption and the standard AM1.5G solar spectrum. (a) Maximum e�ciency versus
bandgap. (b) Maximum Jsc versus bandgap. (c) Maximum Voc versus bandgap (solid line), the dashed
line shows the bandgap values. (d) FF versus bandgap. The vertical dashed lines mark the bandgap of
GaAs (1.424 eV) and the corresponding maximal photovoltaic parameters are indicated.
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Figure 3.12 � Absorption coe�cient of GaAs near bandgap. Black dots are Sturge absorption measure-
ment for high-purity GaAs [36]. Blue and green line is an extension below bandgap with an Urbach tail
of energy width 10 meV and 20 meV, respectively.
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Light trapping in a semiconductor slab

The absorption coe�cient α(E) is a material-related parameter, while the absorptivity or ab-
sorptance A(E) of the solar cell depends on the device geometry (absorber thickness) and on the
solar cell structure (back mirror or light-trapping design). Knowing the spectral absorptivity of
the solar cell, the short-circuit current Jsc is derived directly:

Jsc = q

∫ ∞
0

A(E)φsun(E)dE. (3.77)

The emission characteristics are also related to the absorptivity of the solar cell according to the
generalized Kircho�'s law. An extension of the Equation 3.74 becomes:

φem(E, V ) = A(E) φbb(E) exp

(
qV

kBT

)
. (3.78)

Note that this Equation is valid for low-injection regime where the Boltzmann approximation
holds. At this step, we can see that determining the absorptivity of the solar cell is essential.
For a complex light-tapping structure, numerical computation employing either light tracing or
full wave solver is needed. We consider here an absorber layer of thickness L and three simple
structures are investigated:

• On substrate: the absorber layer is on an inactive substrate of the same refractive index.
This is the general case for an epitaxially grown semiconductor on a wafer. The front
surface is supposed to have a perfect anti-re�ection coating. The absorption in the active
layer corresponds to a single-pass absorption.

A(E) = 1− exp (−α(E)L) . (3.79)

• Back mirror: the absorber is supposed to be placed on a perfect �at mirror. The front
surface has always a perfect anti-re�ection coating. The absorption in the semiconductor
slab corresponds to a double-pass absorption (photons enter in the semiconductor slab,
encounter a re�ection by the mirror, travel back and leave the front surface)

A(E) = 1− exp (−2α(E)L) . (3.80)

• Lambertian light-trapping: light trapping by randomly texturing the surface, combined
with a perfect back re�ector. The maximum absorption is expressed in term of the optical
enhancement factor 4n2, where n denotes the refractive index of the semiconductor [59,
60].

A(E) =
α(E)L

α(E)L− 1/(4n2)
. (3.81)

Non-radiative recombination and external luminescence e�ciency

For realistic devices, non-radiative recombination and parasitic optical loss are always present.
In particular, ideal SQ-limit results in an unity photoluminescence quantum yield, i.e. every
absorbed photon is radiatively re-emitted and escapes the solar cell at open-circuit. Ross noted
that a sub-unity photoluminescence quantum yield would degrade the maximum potential in
photochemical systems [61]. Two aspects can be distinguished in this regard: one is due to
non-radiative recombination which is related to material qualities, the other concerns imperfect
photon extraction from the front surface due to the optical design of the solar cell. For the former,
internal radiative e�ciency (IRE or ηint) can be de�ned as a phenomenological parameter that
describes the probability of a recombination event to be radiative. It is written as the ratio of
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the radiative recombination rate to the total recombination rate, or equivalently by the ratio of
the corresponding lifetimes:

ηint =
Rrad

Rrad +Rnr
=

τnr
τrad + τnr

. (3.82)

IRE is mainly a material-related property. Non-radiative recombination includes bulk Shockley-
Read-Hall recombination, surface and interface recombination and Auger recombination. High-
quality GaAs with double heterostructures is shown to reach over 99% internal radiative e�-
ciency [62] owning to excellent control of the crystal growth and the surface passivation. The
optical design then becomes important for a material of high internal radiative e�ciency. It
has been recognized that the recycling (or re-absorption) of radiatively emitted photons is a key
element for high conversion e�ciency toward the SQ-limit [56]. External luminescence e�ciency

(ηext) or external radiative e�ciency (ERE) quanti�es the ratio of the emitted photon current
Jem to the total recombination current (including non-radiative recombination Jnr and parasitic
optical losses Jopt).

ηext =
Jem

Jem + Jnr + Jopt
. (3.83)

ηext = 100% corresponds to the original assumption of Shockley and Queisser. Lowered ηext
indicates the presence of additional loss channels. Green collected ERE of state-of-the-art pho-
tovoltaic cells have shown ERE=22.5% for the record GaAs solar cell [63]. This term is closely
related to external LED quantum e�ciency in Rau's reciprocity relation [64]. The balance equa-
tion of 3.76 can then be modi�ed to explicitly account for the absorptivity of the solar cell and
for the non-radiative and parasitic optical losses through the de�nition of ηext [65].

J = q

∫ ∞
0

A(E)φsun(E)dE − q

ηext

(
exp

(
qV

kBT

)
− 1

)∫ ∞
0

A(E)φbb(E)dE. (3.84)

In Figure 3.13, we give the calculated photovoltaic performances of GaAs solar cells as a
function of the absorber thickness using Equation 3.84. The absorption characteristics in the
three con�gurations illustrated here are given in Equation 3.79, 3.80 and 3.81. With a back
mirror, we assume that ηext can reach 100% in the radiative limit. Meanwhile, for the solar cell
on a GaAs substrate, ηext is limited to only 2% and a Voc penalty of about 0.1 eV for 200 nm-
thick GaAs due to parasitic absorption loss in a substrate (Jopt term in ηext). The procedure
to evaluate the optical loss into a substrate is given by Miller et al. through the calculation of
absorption from back side of the solar cell via the reciprocity of light [66]. This Voc loss is even
more prominent if the absorber is thinner [67]. In Figure 3.13, we recognize several features
such as increased Voc with decreased absorber thickness, and lowered Voc with lambertian light-
trapping. Overall, the gain in Jsc for an ideal light-trapping system is still more valuable than a
slightly loss in Voc due to enhanced radiative emission.

Angular dependence of absorption and emission

When a solar cell is designed using nanophotonic structures, strong optical resonances may lead
to signi�cant angular dependent absorption and emission. Using a solar tracker, the absorption of
the direct sun light is close to the normal incidence because of small solar disk seen on the Earth.
Meanwhile, the emission back to the whole hemisphere dependents on the incident polar angle
θ and eventually on the azimuthal angle ϕ. Absorption spectra with varying incident angle in
both TE and TM polarization can be computed by RCWA simulation. The total emission to the
whole hemisphere can then be calculated using known angular distribution of the absorptivity.
If strong angular dependence exists, the absorptivity used in Equation 3.84 should be replaced
by an angle-weighted and polarization-averaged absorptivity Ā(E).

Ā(E) =
1

π

∫ 2π

0

∫ π/2

0
A(E, θ) cos(θ) sin(θ) dθ dϕ. (3.85)
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(a) (b) (c)
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Figure 3.13 � Calculated GaAs solar cell e�ciency as a function of the absorber thickness in three
con�gurations: (blue) on GaAs substrate, (green) �at back mirror, (red) lambertian light trapping. (a)
Maximum Jsc, (b) maximum Voc and (c) maximum 1 sun e�ciency as a function of thickness. The
photovoltaic performances for 200 nm-thick GaAs are indicated along the vertical dashed lines.

To summarize this section, we see that the luminescence concept is closely related to the ideal
SQ-limit of a single-junction solar cell through the detailed balance of absorption and emission.
It also provides a guideline on how to improve the e�ciency of solar cells in terms of external
radiative e�ciency. Light-trapping and advanced photonic structures may constitute one of the
important design considerations for future photovoltaic devices.

3.4 Cathodoluminescence

In this thesis work, cathodoluminescence is extensively used to characterize photovoltaic mate-
rials with the capability of resolution down to the nanoscale. Experimental results are given
in Chapter 5 and 6, showing the usefulness of cathodoluminescence technique in studying the
crystal phase and uniformity, e�ectiveness of surface passivation and doping level determination.
The cathodoluminescence setup and electron beam-material interaction is described here.

3.4.1 Cathodoluminescence setup

CL measurements were performed with the Attolight Allalin 4027 Chronos quantitative cathodo-
luminescence microscope1. Figure 3.14(a) gives an overview the CL setup. The whole system is
composed of two parts, namely electronics and optics, which are described separately. Samples
should be pasted on a special holder, which contains speci�c contact scheme with the stage for
EBIC measurements. The stage has a 6-axis control with a good stability and nano-positioning
ability, compatible with the helium cryostat.

A more detailed picture of the electronic part of the CL equipment is given in Figure 3.14(b).
The electron source is a Schottky thermal �eld emission gun using a ZrO coated tungsten tip.
It can be operated in continuous or pulsed mode. Continuous electron emission is obtained from
direct heating of the electron gun. Pulsed electron source is achieved by photoemission with a
high-energetic laser (355 nm) focused on the tip. The laser has a repetition rate of 81.8 Mhz
(every 12 ns) and pulse width of about 5 ps [68, 69]. A negatively charged suppressor directs the
electron emission to a positively charged extractor. The divergence of the electron beam is then
controlled by an electromagnetic lens called gun lens, which determines the spread of the electron
beam onto an aperture. Apertures of diameter 100, 50, 30 and 25 µm can be switched manually.
The electron beam is then focused through another electromagnetic lens called objective lens,

1Attolight: https://attolight.com/
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Figure 3.14 � Schematics of the CL setup. (a) Overview of the Attolight cathodoluminescence system
including an electron microscope (red frame) and a spectrometer (blue frame). Gray dashed frames show
the respective orientation of the sample image, the secondary image at the entrance slit, and the �nal image
on the focal plane of the spectrometer. (b) Detail picture of the CL chamber showing the electron gun,
apertures, electromagnetic lenses and collection optics (Figure adapted from Attolight1). (c) Illustration
for the use of a linear polarizer to measure the degree of polarization of luminescence.
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and is eventually corrected with stigmatic aberration. The �nal spot size of the focused electron
beam is about 10 nm of less.

Light emission from the sample is collected through an achromatic re�ective objective with
a numerical aperture of 0.72. The dedicated objective uses a similar concept as a Cassegrain
re�ector. This particular design allows to obtain a large �eld-of-view up to 200 µm, and a
high collection e�ciency (40% of the photons from a lambertian emitter exit the microscope,
and are constant over the �eld of view). The collected light is then directed to the Horiba
iHR320 spectrometer. Light is focused on the entrance slit of the spectrometer, and dispersed
with a re�ective di�raction grating. Several gratings with di�erent groove densities and blazed
wavelengths are available depending on the sensing spectral ranges. CL spectra are recorded on
an Andor Newton silicon CCD camera for visible to near infra-red light or on an InGaAs array.
In the pulsed operation mode, a photomulpilier tube (PMT) or an avalanche photodiode (APD)
can be used with the time correlation single photon counting system (TCSPC).

Spatial resolution

In the hyperspectral acquisition mode, the electron beam scans over the selected region of the
sample surface (raster scan), and a luminescence spectrum is recorded at each position of the
electron-beam excitation, corresponding to one pixel in the CL map. Since the light is collected
from the whole surface, eventual luminescence produced by the di�usion of carriers and radia-
tively recombined elsewhere is lumped into the pixel position of excitation. The interaction
volume of electrons with materials depends on the electron beam acceleration voltage and the
average volumic mass density of the material (see CASINO simulation), typically in the 20-30 nm
in lateral size and depth up to several hundreds of nm. The spatial variations of CL maps de-
pend essentially on the di�usion length of carriers, which can extended up to several µm for
high-quality passivated III-V semiconductors. In presence of defects or sharp internal �elds (e.g.
heterojunction), local features down to several tens of nm or less can be observed in CL maps,
in particularly at low temperature where exciton is very sensitive to local crystal defects.

Spectral resolution and hyperspectral correction

The spectral resolution depends essentially on the groove density of the grating2. Combined with
the CCD camera (1024×256 pixel array with pixel size of 26 µm) in our CL setup, the grating of
150 grooves/mm disperses light for 0.53 nm/pixel and the grating of 600 grooves/mm (blazed at
750 nm) disperses light for 0.12 to 0.13 nm/pixel. The spectral resolution is sometimes de�ned
by three times the dispersion per pixel (need three pixels to construct a peak), hence 1.6 nm for
150 grooves/mm and 0.4 nm for 600 grooves/mm. For the spectral correction of recorded CL
spectra, the di�raction grating and the CCD camera are essentially the two elements which are
wavelength-sensitive in our CL detection system. The correct CL spectra emitted by a specimen
can be obtained from the recorded spectra divided by the spectral response of the grating and
that of the CCD camera used.

For a large-area hyperspectral map, a light source far from the center of the optical axis may
also induce a spectral shift of the recorded spectrum and need to be corrected. A schematic
illustration is given in Figure 3.14(a). The sample area undergoes the electron-beam scan that is
represented as a square (or rectangle) of size Lx and Ly. Points A and B are indicated as frontier
points in x- and y-directions. The corresponding secondary image formed on the entrance slit is
represented with a rectangle of size MLx and MLy, where M = 13 is the optical magni�cation
of the optical system between the sample and the entrance slit of the spectrometer. We note that
the orientation of the secondary image (entrance slit) is a mirror of the �rst SEM image with

2Horiba: http://www.horiba.com/scientific/products/diffraction-gratings/grating-tools/
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(a) As measured (b) Shift correction

Figure 3.15 � Cartography the central wavelength of the 0-order peak measured on a planar p+GaAs
sample over image size of about 19 µm (a) as-measured without shift correction, we can see the spectra
shift linearly along the vertical direction. (b) with linear spectral shift correction of 0.245 nm per µm
vertical distance.

respect to the axis of the bisector of the x- and y-axis due to speci�c geometry of the re�ective
Cassegrain objective. Light is then dispersed horizontally and forms a third image on the plane
of the CCD sensors, the spectrum is obtained by summing vertically over the 256 pixels. The
optical magni�cation of the spectrometer is approximately one so that the total magni�cation is
about 13.

We can see that for a light source located at B which is separated vertically from the center O
seen from the SEM image, the spectrum recorded is shifted in wavelength. Figure 3.15(a) shows
the recorded zero-order peak wavelength measured on a planar GaAs sample scanned over an
area of about 19µm×19µm. We can observe clearly the spectral shift along the vertical direction,
and the shifted value is about 0.245 nm per µm. We then subtract this spectral shift linearly
along the vertical direction and the zero-order peak wavelength becomes Figure 3.15(b). Note
that small oscillation is still persistent, but the amplitude of oscillation is well smaller than the
dispersion per pixel of the grating (150 groove/mm). Therefore, we should correct systematically
this spectral shift for a hyperspectral CL map of larger than 2 µm.

Polarization-resolved CL

In certain cases (e.g. hexagonal wurtzite crystals), the emitted light possesses a privileged
polarization direction. It is possible to probe the polarization state of the luminescence using
a linear polarizer placed before the entrance of the spectrometer, as sketched in Figure 3.14(c).
We denote the zero reference polarizer angle aligned vertically with the entrance slit, and can
be easily turned forming an angle θ. The polarization of light emitted by a horizontally lying
nanowire, for example, can then be probed by adjusting the polarizer angle with respected to
the orientation of the nanowire image at the entrance slit of the spectrometer. Note that the
nanowire image is a mirror at 45◦ of the SEM image, so a vertical nanowire seen from SEM is in
fact horizontal seen at the entrance slit of the spectrometer.

The grating it self may be also sensitive to the polarization of incoming light. We call TE
incident light for zero degree of the polarizer angle, and TM incident light for 90◦ of the polarizer
angle, as seen from the ruled grating. We measured the signal recorded with varying polarizer
angle θ on a reference undoped GaAs layer. The �rst order spectra are shown in Figure 3.16(a)
for the 150 grooves/mm (blue curve) and for the 600 grooves/mm (red curve). Their maximum
intensities are normalized and plotted together. The integrated intensities of the �rst order
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(a) CL spectra with 2 gratings (b) Polarization response of the gratings
(TM-TE)/(TM+TE)x100%

+10.8%

+10.2%

Figure 3.16 � (a) Comparison of the CL spectra using two di�raction gratings (room temperature,
undoped GaAs layer). (b) Polar plot of the integrated CL intensity. The blue curve (resp. red curve) is
the polarization response of the 150/500 grating (resp. 600/750).

di�raction at di�erent polarizer angles are given in the polar plot of Figure 3.16(b). We de�ne
the polarization response of the grating as the ratio of intensities: (TM− TE)/(TM + TE), and
the TM light is slightly enhanced by the grating at the spectral range of GaAs emission. We
con�rmed that this polarization response is rather constant in the spectral range of about 800
to 900 nm, thus the ratio can be used to correct for the GaAs emission.

3.4.2 Monte-Carlo simulation of electron-matter interactions (CASINO)

The electron beam-material interactions are simulated using CASINO v2.42 program (Monte
Carlo simulation of electron trajectory in solids)3. A detail explanation of the program func-
tionalities is found in Ref. [70]. The main part of the program is the simulation of a complete
electron trajectory on the basis of a single-scattering algorithm. An initial electron-beam energy
is chosen (typically 2-10 keV for SEM-CL applications) and the electron-beam diameter is set
by user (here 10 nm). CASINO program assumes a Gaussian-shaped electron-beam with 99.9%
of the total distribution of impinging electrons land in a circle of diameter 10 nm. The incident
penetration is set to the surface normal, and no scattering angle is initially calculated. The
distance between two successive collisions is evaluated based on the density of the region, atomic
weight fraction of the elements and the cross-section for each chemical element of the region.
The program neglects the e�ect of inelastic scattering on electron deviation. The energy losses
in keV between collisions are calculated depending on the atomic number and mean ionization
potential of elements. The elastic collision angle is determined using pre-calculated values of
partial elastic cross-section and a random number. These steps are repeated until the electron
energy is less than 50 eV or the electron escapes the surface of the sample, recorded as a back-
scattered electron [70]. An example of simulated electron trajectories is given in Figure 3.17(a)

Once the electron trajectories are simulated in the material, the absorbed or dissipated en-
ergies in the sample are represented (Figure 3.17(b)). The contour with percentage shows that
this percentage of the total dissipated energy is located within this contour plot. Figure 3.17(b)
presents the absorbed energy summed over the y-direction, and the inset shows the absorbed
energy summed over the z-direction (top-view). We can see that near 90% of the total energy is
spread within a 30 nm diameter centered at the excitation position.

3CASINO software: http://www.gel.usherbrooke.ca/casino/index.html
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Figure 3.17 � CASINO simulation of electron scattering in GaAs with incident electron-beam energy
of 6 keV and probe diameter of 10 nm. (a) Simulated electron trajectory in GaAs. Red lines show the
trajectories of back-scattered electrons. (b) Distribution of dissipated energy summed over the y-direction.
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In Figure 3.18, the dissipated energy is summed over the x- and y-directions to show the
distribution in depth (z-direction). Several curves of di�erent acceleration voltages are plotted
together, showing increased penetration depth at higher electron-beam energies. The back-
scattering coe�cients do not varying much in these acceleration voltage, we thus assume the
total absorbed energy is proportional to the electron-beam energy. The di�erent curves are
normalized such that the integral over z corresponds to the total absorbed energy. We can
observe that, for lower acceleration voltage, higher energy density is deposited near the surface
of the sample.

Table 3.1 gives the volumic mass density of Si and several III-V compounds for comparison,
together with simulated back-scattering coe�cients and penetration depths with electron-beam
acceleration voltage of 6 kV. The values of penetration depth depend on the de�nition it self: we
show the depth corresponding to the maximum dissipated energy, and the depth for the cut-o�
energy of 60% and 80% of the total dissipated energy. Between di�erent semiconductors, we
can see the trend that electrons penetrate less deeper in a denser material. Cathodolumines-
cence measurements are presented in Chapter 5 for GaAs thin-�lms and in Chapter 6 for GaAs
nanowires.

Table 3.1 � Material densities and CASINO simulation for the backscattering coe�cient and electron
penetration depth in the materials, with electron beam energy of 6 kV.

Material Density Backscattering Max depth Depth 60% Depth 80%
[g/cm3] [%] [nm] [nm] [nm]

Si 2.329 14.9 150 203 276
GaP 4.14 25.1 71 115 162
InP 4.81 32.4 58 102 145
GaAs 5.32 29.1 54 90 128

Al0.4Ga0.6As 4.70 27.7 61 104 147
InAs 5.68 33.9 50 87 125
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3.5 Summary

In this chapter, we present in detail the theory of luminescence and discuss the usefulness
of luminescence in the characterization of photovoltaic materials. Firstly, a microscopic
description of light-matter interaction is shown. The absorption coe�cient of a direct-gap
semiconductor is related the oscillator strength and to the joint density of states. The
latter determines essentially the spectral shape of absorption near bandgap, which rises
parabolically with photon energies in a �rst approximation. The in�uences of excitons,
shallow donor and acceptor states and heavy doping e�ects are discussed. These excitonic
and defect-related features can be well distinguished with low-temperature luminescence
measurement.

Secondly, the generalized Planck's law is derived to relate the luminescence light spec-
trum to the absorption characteristics of the semiconductor. The quasi-Fermi levels for
electrons and holes are important parameters that describe the concentration of electrons
and holes. They are also known as the electrochemical potentials. The separation of quasi-
Fermi levels is thus linked to the voltage, which is a good �gure-of-merit for photovoltaic
materials. The generalized Plank's law is also adapted to take into account the e�ects of
material doping: bandgap narrowing, band tail and conduction band �lling in n-type III-V
semiconductors. The concept of light emission also leads to the fundamental limit of pho-
tovoltaic conversion e�ciency. Therefore, luminescence constitutes one of the most useful
characterization methods in photovoltaic research.

In the last part, we describe the cathodoluminescence (CL) setup in C2N laboratory.
It provides hyperspectral mapping with high spatial resolution down to the nanoscale and
capability of time-resolved CL measurement. Electron-matter interactions are simulated
using Monte-Carlo algorithm to have a clear image for the distribution of dissipated energy
in the CL system.
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GaAs is one of the most prominent materials for photovoltaic solar cells owning to its optimum
bandgap around 1.42 eV to achieve the maximum Shockley-Queisser limit. GaAs is also a direct-
gap semiconductor, therefore, e�cient optical absorption makes 2�3 µm-thick thin-�lm GaAs
su�cient to fully absorb the solar spectrum up to its bandgap. Meanwhile, the growth of high-
quality GaAs relies on the epitaxy on a single-crystal substrate. In a typical GaAs single junction
solar cell, the structure consists of a thin (50�150 nm) highly-doped n-type emitter and a thick
(1�2 µm) lightly-doped p-type base, cladded by higher bandgap materials that operate as window
and back surface �eld (BSF).

Reducing further the active layer thickness by one order of magnitude leads to ultrathin GaAs
solar cells of thickness in the 200 nm range. Ultrathin absorber allows fast crystal growth and
scarce material saving, leading to high throughput on fabrication lines and overall cost-reduction.
Ultrathin GaAs solar cells are also studied under high-energetic proton irradiation and show
better radiation tolerance than conventional thick cells, suitable for space power applications [71].
Moreover, the bulk non-radiative recombination current may be reduced using a thinner active
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layer, leading to a potentially higher Voc. However, ultrathin absorber is detrimental for full
absorption of the solar spectrum, resulting in lowered Jsc. E�cient light trapping structures are
needed to maintain a high photocurrent in ultrathin solar cells.

In this chapter, we study ultrathin GaAs solar cells with nanostructured back mirror as
an e�ective light trapping structure. In Section 4.1, we give a detailed review of the state-
of-the-art single-junction GaAs solar cells, and we summarize light trapping strategies used
for photovoltaic solar cells. In Section 4.2, we give shortly the basics of epitaxy growth and
describe the stack of III-V semiconductor layers used to fabricate ultrathin GaAs solar cells.
In Section 4.3, we calculate the optical absorption with periodic nanostructured back mirror to
identify the optimal geometry of the nanostructures and discuss multi-resonant light trapping
mechanisms. In Section 4.4, we present 1D device simulations for ultrathin GaAs solar cells,
and we estimate the losses due to the resistive e�ect in order to de�ne the spacing of front
contact grids. Section 4.5 shows the detailed fabrication processes, and Section 4.6 presents the
characterizations of fabricated ultrathin GaAs solar cells. We discuss the losses of photovoltaic
performances and provide a pathway toward high-e�ciency ultrathin GaAs solar cells.

4.1 State-of-the-art

4.1.1 GaAs solar cells

Since 2004, researchers at Radboud University Nijmegen fabricated thin-�lm GaAs solar cells
using the weight-induced epitaxial lift-o� (ELO) technique to detach active layers from the
substrate [72, 73]. This allows to process the rear side of the devices and to fabricate light-
weight, �exible or bifacial solar cells, and the GaAs substrate can be reused for another epitaxial
growth, leading to further cost-reduction. With a mirror back contact, the GaAs thickness can
typically be reduced to 2 µm or thinner, which improves the radiation resistance for use in space
applications and enhances the open-circuit voltage. In 2006, Bauhuis et al. demonstrated 26.1%
thin-�lm GaAs solar cells with a gold mirror back contact (Jsc = 29.5 mA/cm2, Voc = 1.045 V,
FF = 0.846) [74]. These cells were grown by metal-organic vapor-phase epitaxy (MOVPE) at
700◦C with a standard n-on-p structure: 100 nm-thick n-GaAs emitter (disilane) and 2 µm-thick
p-GaAs base (dimethyl-zinc). The Au mirror was deposited over the full area of p+GaAs layer
to have su�ciently low contact resistance. Front contact grids (∼2% shading) were fabricated
using low-temperature annealed (175◦C) Pd/Ge/Au contact on n+GaAs instead of regularly
used Ni/Ge/Au n-type contact which requires high-temperature annealing (450◦C) to achieve
low-resistivity contacts on the solar cell. After low-temperature annealing treatment, the back
mirror conserved a high re�ectance of about 90% over the 650-880 nm wavelength range.

At 2011, Alta Devices Inc. announced a breakthrough of the GaAs solar cell e�ciency of
27.6% (Jsc = 29.6 mA/cm2, Voc = 1.107 V, FF = 0.841) at the 37th IEEE Photovoltaic
Specialists Conference [75]. Later on, Alta Devices improved the e�ciency up to 28.8% (Jsc =
29.68 mA/cm2, Voc = 1.122 V, FF = 0.865) [7], which is still the record e�ciency for single-
junction solar cells up to date. High Voc and FF are re�ected by the low value of dark current
at high (V > 1 V) and moderate (V < Vmp) forward bias conditions. From the two-diode
�t of the dark current-voltage characteristics, it was extracted the saturation current densities:
J01 ≈ 6 × 10−18 mA/cm2 and J02 ≈ 1 × 10−9 mA/cm2. The remarkable high value of Voc
is related to the so-called photon recycling e�ect. Photon recycling is the process by which
photons absorbed in the main absorber region of the device are radiatively re-emitted, and then
re-absorbed in the same absorber. E�cient photon recycling allows a higher carrier density to
build up within the device, which in turn leads to larger quasi-Fermi level splitting. This needs
a su�cient quality of the material to ensure that the lifetime associated with any non-radiative
recombination is much larger than the radiative lifetime, and the back contact to be highly
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re�ective. Researchers realize that the highest e�ciencies cannot be achieved unless the solar
cell is also designed to be a good light emitting diode (LED). The physics of light extraction at
open-circuit becomes an important design consideration for high-e�cient cells [66, 76]. Indeed,
Ross proposed that the open-circuit voltage is penalized by poor external luminescence e�ciency

ηext as [61]:
qVoc = qV rad

oc − kT |log ηext| , (4.1)

where q is the electronic charge and kT denotes the thermal energy. Voc is the actual open-
circuit voltage of the device, and ηext is the probability of an internally emitted photon to escape
through the front surface of the cell. qV rad

oc is the ideal open-circuit voltage calculated in the
detailed balance limit:

qV rad
oc = kT log

(
Jsc

Jrad0

)
, (4.2)

where Jsc is the short-circuit current density delivered by the solar cell under illumination, and
Jrad0 corresponds to the dark recombination current density in the radiative limit (in absence of
any non-radiative loss), represents also the equilibrium emission current per unit area escaping
the front surface of the solar cell. Detailed calculation of the radiative limit e�ciencies can be
found in Chapter 3 section 3.3. To give a number, Jrad0 is about 6.8× 10−19 mA/cm2 calculated
with a step-rise absorptivity at 1.424 eV (25◦C), results in V rad

oc = 1.164 V at 1 sun illumination
using AM1.5G solar spectrum.

The detailed structure of the Alta Devices GaAs solar cells is unknown, but it is believed
to have 1-2µm-thick GaAs absorber. The III-V layers were grown by MOVPE and solar cells
with a gold back mirror contact were fabricated using the ELO technique. This solar cell was
also tested under external photon recycling using a metallic dome and demonstrated a slightly
Voc enhancement of 4 mV through a restriction of radiative emission [77]. Steiner and coworkers
in NREL studied the photon recycling e�ect in GaAs solar cells [78]. An optical model was
used to calculate the external radiative e�ciency of the solar cell as a function of the internal
radiative e�ciency of the material and wavelength-dependent re�ectances at the front and back
side of the solar cell structure. Solar cells with an electroplated gold back contact were fabricated
to compare with the model. The epilayers were grown by MOVPE using triethyl-zinc, carbon
tetrachloride (p-type dopant) and hydrogen selenide (n-type dopant). The structure was n-on-
p with the junction located near the back side, so that the emitter (∼2 µm, n-type doped to
∼1017 cm−3) constituted the majority of the active region and the thin base layer was p-type
doped to ∼1018 cm−3. The highest e�ciency was 27.81% (Jsc = 29.46 mA/cm2, Voc = 1.101 V,
FF = 0.858). The evolution of measured Voc values at various back contact re�ectances and
several cell thicknesses were in fair agreement with the model prediction.

It should be noted that the so-called deep junction design (junction located near the back
side), instead of shallow junction (junction located near the top surface), has a potential for
higher Voc and �ll factor. Deep junction III-V solar cells were investigated to operate mainly in
the radiative recombination regime at the maximum power point, while in the shallow junction
cells non-radiative recombination dominated [79]. This is probably due to the fact that most of
the photogenerated carriers are close to the top surface, and that the non-radiative Sah-Noyce-
Shockley junction recombination [80] occurs mainly in the space charge region (e.g. junction and
perimeter) through trap levels in the mid-gap. On the other hand, the di�usion length of minority
carriers in the thick emitter of a deep junction design is critical to achieve e�cient collection
thus has impact on Jsc. Deep junction design was also used in a 20.8%-e�cient GaInP single-
junction solar cells with a mirror back contact [8]. Non-radiative junction recombination current
was reduced by placing the junction at the back of the cell in a higher band gap AlGaInP layer,
thus favored the optical enhancement of the voltage by photon recycling e�ect. Recently, similar
deep junction design with n-GaAs/bandgap graded n-AlGaAs/p-AlGaAs heterostructures were
fabricated and achieved high-e�ciency of 28.7% under 1 sun illumination (Jsc = 30.0 mA/cm2,
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Voc = 1.108 V, FF = 0.865) [81].

4.1.2 Overview of light trapping strategies

In Figure 4.1, we place several experimental Jsc values of GaAs solar cells from the literature
(black dots), and we plot three Jsc limits calculated using di�erent absorption models as a
function of the GaAs thickness t. The blue line is obtained by the single-pass absorption assuming
a perfect anti-re�ection coating (no backside re�ection):

A(λ) = 1− exp (−α(λ)t) , (4.3)

where α(λ) is the absorption coe�cient of GaAs and λ the wavelength of light.
With a perfect �at mirror at the back side, the light path length is doubled, assuming again

a perfect-anti-re�ection. The absorption is written as (double-pass absorption):

A(λ) = 1− exp (−2α(λ)t) . (4.4)

The resulting Jsc is plotted as the green line in Figure 4.1. For example, Vandamme et al. used
high-re�ectivity Ag mirror combined with localized back contacts to avoid parasitic absorption
losses in the GaAs back contacts, leading to a high Jsc of 16.3 mA/cm2 for t = 120 nm and of
20.7 mA/cm2 for t = 220 nm [82]. We can notice that even with a �at mirror, the Jsc drops
considerably for the GaAs absorber thinner than 600 nm. Hence, other light trapping structures
are essential.

Lambertian light trapping

The basic ideal of light trapping is to redirect incident sunlight in the plane of the absorber layers.
Lambertian light trapping consists of a randomly textured surface enabling light to be scattered
into a direction other than the surface normal with an isotropic cos(θ) angular distribution, thus
increases the light path length in the active layer of the solar cells. Combining with a perfect
back mirror, light re�ected back to the front surface of the solar cell is trapped in the high-index
semiconductor layers due to the internal total re�ection. Yablonovitch used statistical ray optics
approach in a semiconductor slab and showed the maximal optical path enhancement factor to
be 4n2 in the low absorption regime, where n is the refractive index of the solar cell [83]. In this
case, the absorption is given by:

A(λ) =
α(λ)t

α(λ)t− 1/(4n2)
. (4.5)

The resulting Jsc is plotted as the red line in Figure 4.1, which is served as a reference to compare
with experimental Jsc values. In practice, realization of such a scattering surface or interface
without electronic degradation is di�cult, and experimental demonstration of high Jsc from
broadband lambertian light trapping is still challenging.

For example, Yang et al. demonstrated ultrathin (300 nm) GaAs solar cells with a scattering
back mirror and achieved an e�ciency of 19.1% under 1 sun illumination (Jsc = 24.5 mA/cm2,
Voc = 1.00 V, FF = 0.778) [86]. The solar cell structure is p-on-n, with 30 nm-thick p-GaAs
emitter (p = 1.25× 1017 cm−3) and 270 nm-thick n-GaAs base (n = 7× 1016 cm−3), embedded
with 30 nm-thick GaInP window and BSF layer. An additional layer of AlInP is grown to form a
rough surface for gold mirror deposition, combined with n-type point contact at the back side of
the solar cell. High EQE in the 400 nm region indicates an e�cient extraction of photo-generated
carriers in the window layer due to shallow junction and the extension of depletion region into
the window layer. Lower EQE than expected in the long-wavelength range suggests a lower
scattering e�ciency of the back mirror compared to an ideal lambertian back scattering [89].

74



4.1. State-of-the-art

[c]

[a]

[e]

[f]

[g]

[h]*

This work [d] [b]

[f]

Figure 4.1 � Maximum Jsc as a function of GaAs absorber thickness with three simple models assuming
perfect anti-re�ection: (blue) single pass-absorption, (green) double-pass absorption and (red) lambertian
light trapping. Black dots are experimental results: [a] Nakayama et al. [84], [b] Bauhuis et al. [74], [c]
Liu et al. [85], [d] Kayes et al. (thickness 1-2 µm) [75], [e] Yang et al. [86], [f ] Vandamme et al. [82],
[g] Lee et al. [87] and [h] Aberg et al. (equivalent planar thickness for the nanowire array) [88]. We have
realized a high Jsc = 24.64 with 205 nm-thick GaAs absorber.

Low FF value of 77.8% is mainly attributed to the series resistance (0.5 Ωcm2 from the �t of JV
curve in dark). Low junction doping, poor current spreading at the front side and point contacts
at the back side of the solar cell may be responsible for the improvable �ll factor.

Beside randomly scattering of light, advanced light trapping strategies have been developed
thanks the progresses in micro- and nano-technologies. For instance, plasmonic e�ects and high-
index periodic nanostructures have been explored for light trapping in thin solar cells, as we
discuss in the following.

Plasmonics for photovoltaics

Plasmonics is the study of interactions between photons and plasmons (collection oscillations
of free electron gas in metals). Plasmonics provides a promising way for light trapping in thin
solar cells because of its ability to con�ne light at the nanoscale well below the wavelength of
light. It can be achieved using metallic nanoparticles as subwavelength scattering elements or
corrugated metallic �lm to couple sunlight into surface plasmon polariton (SPP) modes supported
at the metal/semiconductor interface [90]. However, there are few experimental demonstrations
showing the bene�cial e�ects of plasmonics on the photovoltaic conversion e�ciencies [91, 92].

For instance, metal nanoparticles placed at the front side of the solar cell can preferentially
scatter light into the semiconductor thin-�lm, and thus light is trapped through high-angle
scattering and multiple internal re�ection. Metal nanoparticles were used in 200 nm-thick GaAs
solar cell and showed a slightly increase in the generated photocurrent [84, 85]. However, the
photovoltaic performance remained very low (<6% e�ciency at 1 sun) due to lack of back
mirror and probably, to the electronic degradation of the solar cell. The scattering from metal
nanoparticles shows EQE enhancement in the long-wavelength range, but is penalized by the loss
in the short-wavelength range. Introducing metal in the semiconductor active layers may also
deteriorate the electronic properties of the semiconductor and increase parasitic absorption losses
in the metal. Another approach consists in fabricating metal/semiconductor/metal plasmonic
cavities. A subwavelength metal nanogrid was used and resulted in a high optical absorption in
a 25 nm-thick GaAs absorber [93].
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Nanophotonic structures

Periodic nanostructures of dielectrics or semiconductors have been investigated to enhance ab-
sorption of light and to avoid parasitic absorption in metals. The concept of nanophotonic light
trapping is to couple incident light e�ciently into the resonant modes supported by the solar
cell structures. Depending on the sizes and arrangements of the nanostructures, a variety of
resonant modes can be exited. These optical resonances may overlap, leading to a broadband
multi-resonant absorption. In some cases, the theoretical limits of multi-resonanct light trapping
can even exceed the classical ray-optic limit of Yablonovitch [94, 95].

A comprehensive classi�cation of optical resonant modes can be found in Ref. [96] and they
are usually studied using the dispersion of resonant wavelengths as a function of the angle of
incident light. In general, we can distinguish Fabry-Perot resonances resulted from the interfer-
ence of waves between the re�ecting top surface of a semiconductor layer and the metallic back
re�ector. Guided-mode resonances arise because the periodic nanostructures act as a grating
that ensures phase-matched coupling of a normally incident plane wave to a waveguide mode
of the semiconductor layer. Mie resonances are referred to as localized excitations that enable
e�cient scattering of light in the semiconductor layer.

Lossless dielectric nanostructures are usually used on the front surface of a solar cell, enabling
an improved anti-re�ection and thus an enhanced photocurrent generation. For examples, ITO
nanocolumns were used in the front surface of GaAs solar cells that acted as an e�cient anti-
re�ection coating and at the same time as a conductive front electrode [97]. CdS quantum dots
embedded in a PDMS �lm were tested for anti-re�ection with additional photon down-conversion
capability [98]. Periodic arrangement of SiO2 dielectric nanospheres above the GaAs solar cells
allows light coupling into con�ned resonant modes of the nanospheres and enhances absorption
in the underlying active layer [99]. TiO2 sub-wavelength structures were fabricated on top of
GaAs solar cells for wide-angle and broadband anti-re�ection properties [100]. Nanostructured
front surface were also fabricated by etching the AlGaAs window of GaAs solar cells [101].

On the other hand, nanopatterning the rear side of a solar cell is also possible. It is generally
demonstrated by direct conformal deposition of amorphous or polycrystalline semiconductors
on a patterned substrate. For instance, CIGS was fabricated on SiO2 patterned Mo back con-
tacts and showed enhanced light trapping from the dielectric scattering patterns and increased
photovoltaic conversion e�ciency compared to �at solar cells [102]. A p-i-n micro-crystalline Si
was deposited on a nanopatterned ZnO:Al/Ag back contact re�ector and exhibited an enhanced
spectral response in the long-wavelength range compared to �at reference cells [103]. Using a
periodic nanostructured back re�ector, enhanced optical absorption may be explained by the
excitation of guided-mode resonances via the grating coupler. Indeed, the electric �eld patterns
of waveguide modes were observed using the scanning near-�eld optical microscopy [104]. Rear
side patterns of III-V solar cells requires an additional step to detach the active layers from their
growth substrates, leading to the possible substrate reuse and contributing to cost-reduction.

In Ref. [87], Lee et al. combine front surface periodic TiO2 nanostructures and a �at or
di�used back re�ector in 200 nm-thick GaAs solar cells and obtain 16.2% e�ciency (Jsc =
21.96 mA/cm2, Voc = 0.942 V, FF = 0.78). The solar cell structure is n-on-p, with 50 nm-
thick n-GaAs emitter (n = 2× 1018 cm−3) and 150 nm-thick p-GaAs base (p = 3× 1017 cm−3),
embedded with 40 nm-thick n-AlGaAs window layer and 100 nm-thick BSF. Extensive optical
simulation is performed to �nd the optimum con�guration of TiO2 nanostructures, but the
electronic performance of the cells has not been discussed. The similar fabrication method is
also applied for multilayer-grown III-V semiconductor stacks which enables even faster solar cells
assemblies in a continuous transfer printing processes [105].

From the above examples, we can see that ultrathin GaAs solar cells usually show lower
electrical properties than state-of-the-art GaAs solar cells, and there is still room for improve-
ments for e�cient light trapping. Electrical properties of solar cells can in principal be preserved
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for ultrathin absorber, but proper junction design and careful processing are needed. Surface
degradation may have more impact on ultrathin solar cell performance because of higher surface-
to-volume ratio. Photon recycling e�ect can also be explored in ultrathin GaAs solar cells given
a high-quality material and a high re�ective back mirror. In the following, our works on ultrathin
GaAs solar cells are presented.

4.2 Epitaxial growth

III-V semiconductors for device applications are usually prepared from epitaxial growth, which
involves the growth of active semiconductor �lms on a suitable substrate. The substrate pro-
vides a template of the similar crystal structure and lattice constant for high-quality crystal
growth. Elemental constituents of the �lm are brought into contact with the substrate surface
at elevated temperatures. Impurity dopants may be introduced with the elemental constituents
to dope particular layers. In general, the quality of the epitaxial layers is much higher than
that of the underlying substrate. Active layers of a device are normally grown after growth of a
suitable thickness of a bu�er layer to �lter out defects in the substrate. Modern epitaxial growth
techniques include molecular beam epitaxy (MBE) and metal-organic chemical vapor deposition

(MOCVD), which are described shortly in the following.
Molecular beam epitaxy (MBE) takes place in ultra-high-vacuum environment (10−8 −

10−12 Torr). Flux of atoms or molecules are directed to a heated substrate where epitaxial growth
occurs. The atom �uxes typically come from heated crucibles (e�usion cells) that evaporate solid
sources in the vacuum. The rate of material impinging on the substrate surface is controlled
through the heating temperature of the crucible and can be switched on and o� by a shutter.
The term beam means that evaporated atoms do not interact with others until they reach the
substrate, due to the long mean free paths of the atoms in low-pressure environment. When the
atoms reach the heated substrate, most of them stick on the surface where they di�use around
until they �nd a lattice site to incorporate. Heating su�ciently the substrate allows for a good
atomic mobility on the surface without excessive desorption of the atoms. The growth rate is
generally de�ned by the �ux of one or two of the atoms and the others are kept under excess.
For GaAs growth, gallium and arsenic atoms are asymmetric in the sense that As is much more
easily desorbed than Ga and one must maintain a high V/III ratio during growth. In general, the
As �ux must be maintained during growth interruptions or during initial surface treatments so
that the lattice does not begin to decompose. The advantage of MBE is the very precise control
of the structure and uniformity. Purity and control of dopants are also very high due to high
vacuum and the available high-purity source materials. The main disadvantages of MBE is the
relatively low growth rate compared with MOCVD.

Metal-organic vapor phase epitaxy (MOVPE), also known as Metal-organic chem-
ical vapor deposition (MOCVD), is a chemical deposition method occurring at pressures
close to atmospheric pressure. In contrast to MBE, the growth of crystals is by chemical reac-
tion and not physical deposition. Ultra pure gases are injected into a reactor where they are
mixed so that they �ow uniformly. Since MOCVD machines do not require a directed �ux but
rather mix large volumes of source gases, they can scale-up more easily. Modern source gases
employ metal-organic compounds, such as trimethyl-gallium (Ga(CH3)3) and arsine (AsH3) for
GaAs growth. The heated organic precursor molecules decompose in absence of oxygen. This is
so-called pyrolysis, which leaves atoms on the substrate surface and creates conditions for crystal
growth. The growth and control for high-quality semiconductors is thus a complicated process
requiring optimizations of temperature, pressure and V/III ratio.
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Semiconductor layer stacks for ultrathin solar cells.

The III-V semiconductor layers of our ultrathin GaAs solar cells were grown by MOVPE at the
Fraunhofer Institute for Solar Energy Systems (ISE). The layers with target thickness and doping
level are described in Table 4.1. Note that the �nal solar cell structure is reversed compared to
the growth order. The growth was conducted on a n-type GaAs(100) substrate, consisting of
bu�er GaAs, AlGaAs etch stop for substrate removal purpose, n+GaAs/GaInAs contact layers,
n-AlInP window, 205 nm-thick GaAs homojunction as the main absorber, p-AlGaAs back surface
�eld (BSF) and p+GaAs contact. Wide-gap AlGaAs and AlInP alloys are used to passivate the
GaAs surface and act as minority carrier blocking layers to reduce surface recombination losses.
High Al composition in AlInP alloy aims to reduce parasitic absorption in the window layer.

Table 4.1 � Stack of the III-V semiconductor layers (C2853) grown by MOVPE at the Fraunhofer
Institute for Solar Energy Systems (ISE). The growth sequence begins from the bottom to the top of the
table. Target thickness and doping level of each layer are indicated.

material function thickness [nm] doping [cm−3]
p-GaAs contact 300 9× 1018

p-Al0.4Ga0.6As BSF 100 2× 1018

p-GaAs base 100 1× 1018

i-GaAs 5
n-GaAs emitter 100 −1× 1018

n-Al0.61In0.39P strained window 25 −2× 1018

n-Ga0.87In0.13As cap (Si) layer 100 −5× 1018

n-GaAs cap (Si) layer 250 −9× 1018

n-Al0.85Ga0.15As etch stop 300 −1× 1018

n-GaAs bu�er 250 −5× 1018

4.3 Light trapping in ultrathin GaAs absorber

4.3.1 Design of multi-resonant absorption

Ultrathin GaAs solar cells require light trapping structures to compensate for the decreased
absorber volume. A re�ective back mirror is needed for e�cient light harvesting and for exploring
the photon recycling e�ect. We choose silver because it has the highest re�ectivity among metals
in the visible�NIR spectral range. III-V active layers are preferentially kept �at to avoid electronic
degradation induced by increased surfaces. A periodical pattern is desired to enhance absorption
through multiple guided-mode resonances. The number of resonances increases with the period
p, but di�raction losses at shorter wavelengths (λ < p at normal incidence) may induce optical
losses. For this reason, the periodic structure is designed at the backside in the form of a
nanostructured metallic mirror so that di�raction in free space can only occur after double-pass
absorption. The light trapping structure is shown in Figure 4.2, with front side anti-re�ection
coating (ARC) made of MgF2/Ta2O5 and back side nanostructured TiO2/Ag mirror. A two-
dimensional grating with the same periodicity p in both x- and y-direction is used to have a
polarization-independent response at normal incidence.

To calculate the absorption with a grating structure, we use numerical computations based
on the rigorous coupled-wave analysis (RCWA) method (see Chapter 2.1.4 for description). We
denote the plane of incidence by the x-z plane and consider impinging plane waves linearly
polarized. We call transverse electric (TE) incident polarization for electric �eld along the y-
axis, and transverse magnetic (TM) incident polarization for magnetic �eld along the y-axis. We
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Figure 4.2 � Left: a simpli�ed picture of the ultrathin GaAs solar cells with a nanostructured back
mirror. The front contact grid and back contact are not shown here. The major part of the rear side of
the solar cell consists of TiO2/Ag nanostructured back mirror. Right: details (top and perspective views)
of the nanostructured TiO2/Ag back mirror, with grating period p, height h and Ag nanostructure width
d.

calculate the absorption in each layer with 20×20 Fourier orders, and the calculation is done for
each wavelength.

The complex refractive indices used for optical simulations of ultrathin GaAs solar cells are
plotted in Figure 4.3. The refractive indices are taken from Ref. [106] for Ta2O5, from Ref. [107]
for MgF2 and Al0.42Ga0.58As, and from Ref. [108] for Al0.51In0.49P. For moderately doped GaAs,
we take the complex refractive index of high-purity GaAs [36, 107] and extend its imaginary part
(extinction coe�cient) near and below the bandgap with an exponential Urbach tail of energy
width 10 meV for n-GaAs and 20 meV for p-GaAs. Larger band tail is attributed for p-GaAs
to reproduce the sub-bandgap absorption. The cubic spline interpolation is used to preserve the
sign of the imaginary part of the optical indices. Amorphous silicon nitride SiNx is also used
as single-layer ARC and is deposited by room-temperature sputtering in C2N, and its refractive
index was measured by ellipsometry. TiO2 prepared from sol-gel with our process has typical
refractive index of 1.9 at 500 nm, and is kept constant and non absorptive over the whole spectral
range of interest. The optical index of Ag is taken from the measurement published recently in
Ref. [109] to account for realistic absorption loss in Ag (Figure 4.3(c,d)).

After calculating the absorption spectra over the spectral range of interest (bandgap of GaAs:
872 nm), the theoretical short-circuit current density Jth is computed as:

Jth = q

∫ ∞
0

A(λ)φsun(λ)dλ, (4.6)

where q denotes the elementary charge (q ≈ 1.602 × 10−19 C). A(λ) is the absorption in the
main absorber of the solar cell, and φsun(λ) represents the standard AM1.5G solar spectrum
(number of photons per unit time, per unit area and per unit wavelength). Assuming that the
absorption of one photon creates one electron-hole pair and every generated minority carriers in
the absorber are collected, Jth represents the short-circuit current density delivered by the solar
cell. Jth is thus used as a �gure of merit in the optical simulation to characterize the performance
of light trapping.

The thickness of ARC is �rstly optimized by maximizing Jth for GaAs solar cells with a
�at Ag back mirror. For SiNx single-layer ARC, it is found the optimal thickness of about
70 nm. For double-layer anti-re�ection coating (DLARC), it is found the optimal thicknesses of
MgF2/Ta2O5 around 78/48 nm. For ultrathin GaAs solar cells with a nanostructured TiO2/Ag
back mirror, we use the same DLARC and determine the optimal geometry as: grating height
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Figure 4.3 � Complex refractive indices n+iκ of materials. (a,b) Real and imaginary part of the optical
indices of semiconductors and dielectric materials. The inset of (b) shows the absorption coe�cient of
high-purity GaAs from Sturge [36] and extension with an Urbach tail below the bandgap. (c,d) Real and
imaginary part of the optical index of silver [109]. The inset of (c) shows the re�ectance measurement on
�at Ag deposited by electron beam assisted evaporation (C2N) and the calculation using the optical index
of Ag at normal incidence.
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Figure 4.4 � (a) Comparison of calculated absorption in the 205 nm-thick GaAs absorber with and
without light trapping structures: (blue) solar cell on an inactive GaAs substrate, (green) on a �at Ag
mirror, (red) on an optimized nanostructured TiO2/Ag back mirror (period p = 700 nm, grating height
h = 120 nm and Ag width d = 420 nm (60% of the period)). (b) Absorption spectra in each layers of
the solar cells with the optimized geometry of the back mirror. Several resonant wavelengths are indicated
and are labeled by capital letters A to H.

h = 120 nm, period p = 700 nm, and Ag square nanostructure width d = 420 nm (60% of the
period). The corresponding absorption spectra are plotted in Figure 4.4(a) and is compared to the
absorption without back mirror (inactive GaAs substrate) and with a �at Ag mirror. Considering
only the photogenerated carriers in the GaAs absorber, a �at mirror increases Jth from 16.7 to
21.1 mA/cm2, and further to 25.6 mA/cm2 using the nanostructured mirror. Figure 4.4(b) shows
the detailed absorption spectra in the GaAs absorber and in other layers of the solar cell with
the nanostructured mirror. We observe several absorption peaks, labeled by A to F, which are
discussed as follows.

4.3.2 Analysis of resonance mechanisms

To gain more insights in the mechanisms of optical resonances and to visualize the absorption
variation with some geometrical parameters of the device, we calculate the specular re�ectance
R of the solar cell with a nanostructured TiO2/Ag back mirror by varying the GaAs absorber
thickness (Figure 4.5(a)) and the grating period (Figure 4.5(b)). We present 1−R as a function
of the illumination wavelength and GaAs thickness from 50 to 300 nm for Figure 4.5(a), and
1 − R as a function of the illumination wavelength and grating period from 400 to 900 nm
for Figure 4.5(b). In the case of varying GaAs thickness, the grating geometry (optimized for
205 nm-thick GaAs) is unchanged. In the case of varying period, the grating height h and the
Ag-to-period ratio (60%) are kept constant.

In the short wavelength range (λ = 400�600 nm), 1 − R is relatively constant with the
variation of the grating period (Figure 4.5(b)), and the absorption spectrum is similar to the
one of a �at mirror (Figure 4.4(a)). The absorption maxima can be described by the vertical
Fabry-Perot (FP) resonances. Considering a layer cavity of thickness t (refractive index n2) and
the semi-in�nite medium of refractive index n1 (resp. n3) at front side (resp. back side) of the
solar cell (see Figure 4.6). Conditions of FP resonances are given by:

2 k2t+ ϕ21 + ϕ23 = 2πq, (4.7)

where k2 = 2πn2
λ0

is the vertical component (projection in z-direction) of wavevector in the layer.
λ0 is the wavelength and the integer q de�nes the FP order. ϕ21 and ϕ23 are the phase changes
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Figure 4.5 � Dispersion diagrams showing the absorption evolution with the GaAs thickness and the
grating period. (a) 1-R spectra as a function of the GaAs thickness. The horizontal white dashed line in-
dicates 205 nm-thick GaAs studied experimentally and the vertical white dashed line marks the bandgap of
GaAs. Solid lines represent the calculated resonant wavelengths of Fabry-Perot modes. The corresponding
resonant wavelengths are labeled by A to H. (b) 1-R spectra as a function of the grating period for GaAs
absorber thickness of 205 nm. The horizontal white dashed line indicates the grating period of 700 nm,
giving rise to the optimum broadband absorption. Colored dashed lines are calculated dispersion curves
of guided-mode resonances: (A) TE5,(1,1), (B) TE4,(1,1), (C) TM4,(1,0), (D) TE3,(1,1), (E) TE3,(1,0), (F)
TM3,(1,0), (G) TE1,(2,0) and (H) TM1,(2,0).
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Figure 4.6 � Schematics for vertical Fabry-Perot resonances (left) and guided-mode mode resonances
supported by the back-side grating (right).

acquired upon re�ection at both ends of the layer cavity. They can be calculated from the complex
Fresnel coe�cient of re�ection of TE or TM waves (see Equation 2.15 and 2.16), and they depend
on the incident angle. At normal incidence, the phase change is nearly zero for re�ection of waves
encountering a low-index medium, and is nearly π when encountering a high-index medium. The
phase changes due to metallic re�ectors are more complicated and are typically found between
−π/2 and −π. For a multi-layer cavity of total thickness t, the phase shift accumulated due to
propagation of light is added over each layer i of thickness hi. Equivalently, we use an average
index de�ned as:

naverage =
1

t

∑
i

hini. (4.8)

For the solar cell with a �at mirror, we consider the whole cavity including DLARC, and
the phase change ϕ21 (resp. ϕ23) is evaluated between the average complex refractive index
of the solar cell and n1 = 1 (resp. n3 complex refractive index of Ag). We �nd the resonant
wavelengths: 505 nm (FP6), 567 nm (FP5) and 663 nm (FP4), close to the absorption peaks
shown in Figure 4.4(a). The label FPq denotes the FP resonance of order q so that order 0
corresponds to the fundamental mode (one �eld maximum in the layer). For the solar cell with a
nanostructured TiO2/Ag mirror, we use the same method but consider the whole cavity including
DLARC and TiO2. In this case, we �nd the resonant wavelengths: 500 nm (FP7), 553 nm (FP6)
and 632 nm (FP5). The calculated FP resonant wavelengths as a function of the GaAs thickness
are plotted in Figure 4.5(a) (solid lines). The low contrast of these resonance peaks is due to the
high absorption and e�cient DLARC in this wavelength range.

In the long-wavelength range (λ > 600 nm), the 1−R peaks exhibit remarkable dependence
on the grating period and shift to longer wavelengths at larger periods. They are attributed
to guided-mode resonances and it is more di�cult to calculate the resonant wavelengths using
the vertical FP model because the evaluation of phase changes is not straightforward. Thus, we
need to examine more in detail the optical modes in this situation. For a 2-dimensional grating
of period p, it scatters light into di�racted waves of order (m1,m2) de�ned by their in-plane
wavevectors:

~k‖ (m1,m2) = ~k‖ (0,0) +m1
2π

p
~ex +m2

2π

p
~ey (4.9)

where ~k‖ (0,0) is the in-plane wavevector of incident waves and (m1,m2) are integers. ~ex and
~ey are unit vectors in x- and y-direction. The additional in-plane momentum induced by the
grating allows coupling through either transverse-electric (TE) or transverse-magnetic (TM)
guided waves propagating in the solar cells. To identify the main resonance mechanisms and
explain the dispersion observed with varying GaAs thickness and grating period, we calculate
explicitly the guided modes supported in a planar waveguide.

Considering the con�guration illustrated in Figure 4.6, we focus on a thin slab of high index
layer (thickness t and refractive index n2) and look for the solutions of Maxwell equations. In
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particular, we search for the modes of planar waveguide propagating in the x-direction and being
invariant in the y-direction. In this case, the Maxwell equations are decoupled into two sets of
solutions: TE modes of (Ey,Hz,Hx) and TM modes of (Hy,Ez,Ex). The in-plane wavevector is
conserved in all the three media since the tangential components of �elds are continuous across
the interfaces. Thereafter, it is denoted by β, called propagating constant. The z-component of
wavevector in the waveguide is denoted by k2, and those in the super- and substrate are denoted
by iq1 and iq3, respectively. They can be written as a function of the propagating constant β:

q1 =

√
β2 −

(
2πn1

λ0

)2

k2 =

√(
2πn2

λ0

)2

− β2

q3 =

√
β2 −

(
2πn3

λ0

)2

(4.10)

In the following treatment, we make an approximation and consider the z-component of wavevec-
tor to be the real part of the square root in Eq. 4.10. First, we look for TE modes. The general
expression of electric �eld is written in the three regions:

Ey(x, z) = exp (i(βx))×


A exp (−q1(z − t)) for z > t

B cos(k2z) + C sin(k2z) for 0 < z < t

D exp (q3z) for z < 0

(4.11)

Using the continuity of Ey at the plane z = 0 and z = t and the continuity of Hx at the plane
z = 0, where

Hx =
i

ωµ0

∂Ey
∂z

, (4.12)

the constants (A,B,C,D) are reduced to a single proportionality constant (taken to be unity
afterward).

Ey(x, z) = exp (i(βx))×



[
cos(k2t) +

q3

k2
sin(k2t)

]
exp (−q1(z − t)) for z > t

cos(k2z) +
q3

k2
sin(k2z) for 0 < z < t

exp (q3z) for z < 0

(4.13)

The boundary condition for Hx at the plane z = t leads to the following equation (TE mode):

tan(k2t) =
q1 + q3

k2

(
1− q1q3

k22

) . (4.14)

Replacing the expressions of Eq. 4.10 in the TE mode Eq. 4.14, we obtain a transcendent equation
in β, which can be solved numerically. At a �xed wavelength and a given thickness of the
waveguide slab, one or several discrete solutions of β can be found, corresponding to various
guided modes propagating in the slab. In our case of ultrathin solar cells with nanostructured
back mirror, the possible propagating vectors are related to the periodicity of the grating via
Equation 4.9. The dispersion relation between resonant wavelengths and the GaAs thickness
(Figure 4.5(a)) and the grating period (Figure 4.5(b)) can be calculated, allowing to distinguish
between various guided-mode resonances.

The electric �eld intensity cross-sections in one period of the device are calculated using
RCWA for several resonant wavelengths with TE polarization and are displayed in Figure 4.7
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Figure 4.7 � Electric �eld cross-section distribution (TE polarization) at several resonant wavelengths for
the 205 nm-thick GaAs solar cell with the optimized grating structure. (Top) electric �eld intensity |E|2
calculated using numerical RCWA. (Bottom) electric �eld amplitude Ey of TE guided modes calculated
with an analytical model.

(top). The cross-section (x-z incident plane) follows the symmetry of the grating passing through
the center of the Ag nanostructure. These maps are compared to the electric �eld patterns
calculated with the analytical expression of a planar waveguide (Figure 4.7 (bottom)). In the
analytical calculation, we take n1 = 1, n2 the average complex index of the solar cell (including
DLARC and TiO2) and n3 the complex refractive index of Ag. The use of complex indices allows
proper description of re�ection from Ag mirror, but we only consider guided modes and restrict
to the real part of wavevectors (Eq. 4.10). Note that β complex describes leaky waves. The total
thickness t is slightly adjusted to match the resonant wavelengths obtained from exact RCWA
calculations.

As shown in the calculated �eld maps, the oscillation of electric �eld intensity in the vertical
direction is similar to FP resonances. We associate the orders q of guided modes similarly to
those of FP modes so that the number of �eld intensity maxima is q + 1 in the cavity (q = 0
corresponds to the fundamental mode). The periodic variation of the electric �eld amplitude in
the horizontal direction is typical for guided modes propagating in the thin layer. We observe
one periodic variation per grating period, so the mode involves the ±1 di�raction order. The
(1,0) guided modes propagate in the x-direction (e.g. resonance E), while the (1,1) guided mode
propagates in the diagonal direction of x- and y-axis (e.g. resonance A, B and D).

In the following discussions, we turn to TM guided modes: solutions (Hy, Ez, Ex) of Maxwell
equations. The �eld descriptions used in Eq. 4.11 are applied for magnetic �eld Hy, while the
examination of boundary conditions consists of the continuity of Hy and Ex at the plane z = 0
and z = t, where

Ex =
1

iωε0εr

∂Hy

∂z
. (4.15)

We note that the dielectric constants εr depend on the region considered: ε1 = 1 in air, ε2 = n2
2

in the waveguide and ε3 = n2
3 in the substrate. The magnetic �eld is written as follows:

Hy(x, z) = exp (i(βx))×



[
cos(k2t) +

ε2

ε3

q3

k2
sin(k2t)

]
exp (−q1(z − t)) for z > t

cos(k2z) +
ε2

ε3

q3

k2
sin(k2z) for 0 < z < t

exp (q3z) for z < 0

(4.16)
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Finally, the continuity of Ex at the plane z = 0 leads to the following equation (TM mode):

tan(k2t) =

q1
ε1

+ q3
ε3

k2
ε2

(
1− ε22

ε1ε3
q1q3
k22

) . (4.17)

The equations relating wavevectors to the propagation constant (Eq. 4.10) are still valid for TM
modes (Eq. 4.17). The resolution of the obtained transcendent equation results in another set
of solutions of β. In Figure 4.8 and Figure 4.9, we show the electromagnetic �eld distributions
(Hy,Ex,Ez) with TM polarization calculated by RCWA (top) and the analytical model (bottom)
for resonance (A) and (D), respectively. These resonances are identi�ed as TM modes because
they correspond to in-plane coupling to a transverse magnetic waveguide mode (Hy only). The
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combination of Ex and Ez makes the electric �eld intensity map to have more complicated
features than the map of TE modes.

Resonance (G) and (H), despite below the bandgap of GaAs, show a strong absorption
enhancement. They are attributed to higher order guided modes: TE1(2,0) for resonance (E) and
TM1(2,0) for resonance (F). As shown in Figure 4.10, �elds are con�ned in the core of high-index
semiconductor layers. Therefore, we calculate the corresponding guided modes by taking n2 the
refractive index of GaAs and �t the thickness t near the total thickness of III-V layers. For the
second order di�raction, we observe two periodic variations of �eld amplitude (four maxima of
�eld intensity) in the propagation direction. They are also characterized by a strong dispersion
with the grating period (Figure 4.5(b)).

4.3.3 Angular dependence of absorption

The dispersion of resonance modes can also be observed by varying the angle of incidence. For
the 205 nm-thick GaAs solar cell with optimized grating structure, Figure 4.11 presents the maps
of total absorption spectra (a,b) and absorption in GaAs (c,d) as functions of the incident angle,
for both TE (a,c) and TM (b,d) polarizations. In the short wavelength range (400�600 nm),
the absorption features are similar to vertical Fabry-Perot resonances and little variation with
the incident angle is observed due to thin GaAs layer and its high refractive index. In the long
wavelength range (600�1000 nm), strong angular dispersion is related to guided-mode resonances.
For each guided mode, we calculate the angular dispersion based on the method presented in the
previous section. We replace the propagation constant by:

β =

√(
2πn1

λ0
sinθ +m1

2π

p

)2

+

(
m2

2π

p

)2

. (4.18)

The calculated resonant wavelengths as a function of incident angle are shown in Figure 4.11
for both TE and TM modes. We can see that the guided mode splits from normal incidence
to two branches characterized by the di�raction orders (m1,m2) and (−m1,m2). Overall, the
integrated absorption maintains a high short-circuit current (Jth > 23.5 mA/cm2) up to 60◦

through overlaps of multiple resonances (Figure 4.11(e)).
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4.3.4 Photogeneration rate

To visualize the spatial distribution or density of the photogeneration rate, we should �rstly
calculate the density of absorbed photons gλ(x, y, z) at a given wavelength (per unit time and
per unit volume). The density of absorbed photons is related to the electromagnetic power
absorbed in an elementary volume of the material. We write the time-averaged Poynting vector
S using complex amplitudes of harmonic �elds [110]:

S =
1

2
Re (E×H∗) (4.19)

where ∗ stands for the complex conjugate and Re for the real part. Since the Poynting vector is
the power �ow density vector [J s−1m−2], the electromagnetic power density absorbed [J s−1m−3]
is given by the divergence of S:

∇ · S =
1

2
ωε0Im(εr) |E|2 , (4.20)

where ω is the frequency of a monochromatic impinging wave, Im(εr) is the imaginary part of the
complex relative permittivity and |E| is the magnitude of the electric �eld. The electromagnetic
power absorbed in the volume is also the number of absorbed photons multiplying the photon
energy ~ω, hence

gλ(x, y, z) =
ε0Im(εr) |E|2

2~
. (4.21)

The total carrier generation rate in a volume of semiconductor layers g(x, y, z) [s−1m−3] can
then be calculated from the photon absorption rate gλ(x, y, z) weighted by the AM1.5G solar
spectrum, assuming that each photon absorbed generates one electron-hole pair.

A cross-section map of the photogeneration rate g(x, z) is shown in Figure 4.12(a). The values
are averaged along the y-direction for the TE incident polarization. The density of photogener-
ated carriers in the absorber is inhomogeneous due to the two-dimensional pattern of the back
mirror. Figure 4.12(b) plots the generation rate g(z) averaged in both x- and y-direction to show
only the variation in the depth (polarization-independent because of the symmetry of the struc-
ture). We can observe that the z-pro�le of the carrier generation rate is not homogeneous even
in a 205 nm thin GaAs absorber with a back re�ector, due to the strong absorption coe�cient
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di�erence between high- and low-energy photon. The real-time distribution of photogenerated
carriers depends also on the di�usion length of the material, thus may be homogenized in the
volume of the semiconductor. These distributions of photogenerated carriers can be used as an
input for transport equations to further model the electrical characteristics of the solar cell.

4.4 Modeling for solar cell structures

4.4.1 1D device simulation

We use SCAPS to perform simulation of the electrical characteristics of ultrathin GaAs solar
cells. SCAPS is a one dimensional (1D) solar cell simulation program developed by Burgelman
and coworkers at the department Electronics and Information Systems of the University of Gent,
Belgium. The program is freely available to the photovoltaic research community1. A description
of the program and the algorithms it uses are found in the literature [111, 112].

The optical response of the ultrathin solar cells with light trapping structures is calculated
separately from RCWA method (section 4.3). The carrier generation rate under 1 sun AM1.5G
illumination is obtained previously at the end of optical computation (Figure 4.12), which is
injected to SCAPS as an input condition for the electrical models. The material parameters used
in SCAPS simulation are listed in Table 4.2. Some are collected from the reference [113] for binary
III-V compounds and from the reference [114] for III-V ternary alloys. Material parameters for
AlInP are less available and are only found occasionally in some published papers [108, 115, 116].
The doping dependence of mobility data for GaAs and AlGaAs are deduced from reference [117].

Table 4.2 � Material parameters used in device simulation.

GaAs Al0.4Ga0.6As Al0.51In0.49P
Bandgap [eV] 1.424 1.92 2.6
Electron a�nity [eV] 4.07 3.63 4.12
Dielectric constant 12.9 11.76 11.36
CB e�ective DOS [cm−3] 4.2× 1017 8.0× 1017 2.8× 1018

VB e�ective DOS [cm−3] 9.5× 1018 1.2× 1019 5.5× 1018

Electron thermal velocity [cm/s] 4.4× 107 3.5× 107 1× 107

Hole thermal velocity [cm/s] 1.8× 107 1.6× 107 1× 107

Electron mobility [cm2/(Vs)] 2700 300 100
Hole mobility [cm2/(Vs)] 170 60 10
Radiative recombination coe�cient [cm3/s] 7.2× 10−10 1.8× 10−10 1× 10−10

Auger electron capture coe�cient [cm6/s] 10−30 10−30 10−30

Auger hole capture coe�cient [cm6/s] 10−30 10−30 10−30

The program solves the electrostatic Poisson's equation and drift-di�usion equations for elec-
tron and hole in one dimension, and obtain the band diagram and current-voltage (J-V) charac-
teristics of the solar cell. Here, the �at bands condition is assumed, i.e. the metal work function
is aligned with the Fermi level of the majority carrier at the metal-semiconductor interface, so
that ideal ohmic contacts are established. In practice, highly-doped semiconductor contact lay-
ers are grown to facilitate a good ohmic contact formation with metal electrode because high
doping reduces the potential barrier width so that carrier can tunnel through �eld emission. In
the ideal case, no defect is introduced at interfaces and in the bulk of semiconductor layers.
The band diagram at short-circuit and at open-circuit condition is given in Figure 4.13. The
calculated photovoltaic parameters are grouped in Table 4.3 and J-V characteristics are plotted

1SCAPS 1D solar cell simulation program: http://scaps.elis.ugent.be/
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Figure 4.13 � Calculated band diagram for ultrathin GaAs solar cell at (a) short-circuit and (b) open-
circuit condition under 1 sun illumination (light comes in from the right hand side). Conduction band edge
(Ec) and valence band edge (Ev) are shown together with the quasi-Fermi level for electron (blue dashed
line Efn) and for hole (red dashed line Efp). The GaAs absorber is embedded in high bandgap materials:
n-AlInP window layer and p-AlGaAs back surface �eld to prevent recombination of photogenerated carriers
near the contact.

in Figure 4.14 for the ultrathin solar cell with the optimized nanostructured back mirror (red
curve) and reference structures (green curve: �at mirror, blue curve: GaAs substrate).

At short-circuit, the photogenerated carriers need to be collected e�ciently to maximize the
current delivered by the solar cell . Generally, the loss comes from the recombination of minority
carriers near the surface in contact with a metal electrode. Unpassivated GaAs surface also
su�ers from high density of surface states which reduce greatly the non-radiative lifetime. This
is prevented by growing a higher bandgap material, so-called window layer on top and back
surface �eld (BSF) at rear side, as-shown in Figure 4.13(a). Photogenerated minority carriers in
the main absorber are re�ected back from the surface so that the collection e�ciency is increased.
Ideally, these high-bandgap materials should be transparent to avoid parasitic absorption losses.
On the other hand, window and BSF should be su�ciently doped so that proper band alignment
allows for the transport of majority carriers.

At open-circuit, no current �ows through the exterior circuit, while a voltage is built up in
the solar cell between the two contacts. This is the open-circuit voltage, given by the separation
of the two quasi-Fermi levels. Since no current �ows, each electron-hole pair generated from
absorption of one photon is recombined in the solar cells. In high-quality materials with low
non-radiative recombination losses, only radiative recombination occurs. Subsequently, photons
are emitted and eventually re-absorbed in the main absorber to generate again one electron-hole
pair. This is the photon recycling e�ect, leading to a higher population of minority carriers so a
larger separation of quasi-Fermi levels. Meanwhile, regular electrical device simulations do not
capture the photon recycling e�ect. Optical model and electrical solver should be coupled in an
iterative way to correctly describe the J-V behavior near Voc, as illustrate in references [116, 118].
We may calculate, at open-circuit, the spatial distribution of the spontaneous emission rate and
add up an additional population of minority carriers to the initial input of the generation rate.
Electrical simulation solves again the J-V characteristics then the photon emission is re-evaluated
to add up another population of minority carriers and so on. Walker et al. have demonstrated
numerically and experimentally that photon recycling can indeed improve Voc of several tens of
meV in thin-�lm GaAs solar cells with a highly re�ective silver mirror [116].

Without photon recycling, the numerical simulations show Voc values of about 1.083 V to
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Table 4.3 � Calculated photovoltaic parameters for ultrathin solar cells with and without light trapping
structures under 1 sun illumination. DLARC is applied for the three structures. Optical responses are
calculated from the RCWA method and electrical characteristics are simulated from SCAPS (no photon
recycling).

Jsc Voc FF e�ciency
mA/cm2 V %

GaAs substrate 18.18 1.083 0.889 17.5
Flat mirror 23.09 1.089 0.889 22.4

Nanostructured mirror 27.35 1.094 0.889 26.6
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Figure 4.14 � Calculated J-V characteristics of ultrathin solar cells with and without light trapping
structures under 1 sun illumination. Blue curve is for the solar cell on a GaAs substrate, green curve
with a �at Ag mirror and red curve with the optimized nanostructured back mirror. DLARC is applied
for the three structures. Bulk non-radiative recombination and surface recombination are not considered
in the electrical solver. Photon recycling e�ect is not included.

1.094 V. Slight increase for �at mirror and nanostructured mirror cell is attributed to the increase
of Jsc. Since we assume only radiative and Auger recombination in the simulation and Auger
recombination is usually a minor e�ect for GaAs solar cell at 1 sun, 1.094 V appears as a reference
Voc optimum without photon recycling. This value is very close to the radiative limit calculated
for 205 nm-thick GaAs solar cell on a GaAs substrate (see Chapter 3, Figure 3.13). High Jsc
is resulted from the collection of photogenerated carriers in the window and BSF layers. The
calculated photovoltaic parameters provide us a target for the potential performance of ultrathin
GaAs solar cells.

4.4.2 Analysis of resistive losses

One aspect that cannot be captured by 1D simulation is the resistive losses due to limited contact
area of the solar cell. In particular, the front surface of the solar cell is opened to allow for light
to pass through and be absorbed in active regions. A minimum ratio of about 2% front contact
area to the total surface is generally needed. Front contact is usually designed in the form of
�nger grids. The contact resistance should be controlled by careful fabrication considering the
surface treatment and the choice of metals or alloys. The optimization of the spacing distance
of front contact grids permits a reasonable current spreading to limit intrinsic resistive losses in
the semiconductor layers. Here, we calculate these parameters with a simple model in order to
decide which contact grid spacing should be used.

Figure 4.15 depicts a simple structure used to calculate the resistive losses in the solar cell.
We consider a thin-�lm semiconductor layer of thickness t (for example moderately-doped GaAs)
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Figure 4.15 � Sketch of a thin-�lm semiconductor layer and the top contact grid with �nger width w
and spacing distance S in the y-direction.

and the contact grids contact (typically highly-doped GaAs and metallic layers). The �nger grid
is considered to be long in x-direction (here length b), periodically placed with a spacing S in
y-direction. The �nger width w is supposed to be small compared to S.

The thin-�lm layer of thickness t collects a current density J from the junction, and is
supposed to conduct the current I horizontally to the grid contact. We consider the current
in the semiconducting layer is uniform in x- and in vertical z-direction, so that the current is
written as I(y). By symmetry, I should be zero at the middle of two �ngers. Supposing I
increases linearly from the middle y = 0 to the contact y = S/2, we have

I(y) = Jby. (4.22)

The ohmic loss due to lateral conduction in the semiconducting �lm is expressed with the resis-
tivity ρ (Ωcm) of the semiconductor:

Ploss = 2

∫ S/2

0
I(y)2dR = 2

∫ S/2

0
(Jby)2 ρ

tb
dy =

J2R�bS
3

12
. (4.23)

The sheet resistance R� is generally used for thin-�lm: R� = ρ/t. At the maximum power point,
the solar cell generates the power in the area considered here:

Pgen = JmpVmpbS. (4.24)

The relative loss due to resistive e�ect in the thin semiconducting layer is thus:

Ploss
Pgen

=
R�JmpS

2

12Vmp
. (4.25)

In practice, a minimum �nger width of about 5 µm is used, too small �nger may cause
fabrication di�culty (photolithography, lift-o� and wet etching). Keeping w = 5 µm, reducing
the �nger spacing S mitigates the resistive loss, but increases the front contact shading loss
because a higher ratio of the surface is covered by metal. There is an optimal spacing, which
depends on the sheet resistance of the thin-�lm layer and on the operation conditions. The
resistivity of a semiconductor can be calculated from its doping concentration N and majority
carrier mobility µ.

ρ =
1

qµN
(4.26)

We summarize the resistivity and resulting sheet resistance values in ultrathin GaAs solar cells
in Table 4.4.

The relative loss due to lateral transport is calculated using Equation 4.25. We take for
example Jmp = 30 mA/cm2 (increases linearly with the concentration C) and Vmp = 0.9 V
(increases logarithmically with the concentration C). The resistive loss can be drawn as a function
of the �nger spacing S in the layer associated with a sheet resistance. The relative loss increases
as a quadratic function of S. On the other hand, the shading loss is proportional to the ratio of
covered and uncovered surface. The total loss is the sum of resistive loss and shading loss, which
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Table 4.4 � Resistivity data of the semiconducting materials in ultrathin GaAs solar cells (C2853 layer
stacks).

material thickness doping mobility resistivity sheet resistance
nm cm−3 cm2/(Vs) Ω cm Ω/�

n-AlInP window 25 2× 1018 100 0.031 12500
n-GaAs emitter 100 1× 1018 2700 0.0023 230
p-GaAs base 100 1× 1018 170 0.037 3670
p-AlGaAs BSF 100 2× 1018 60 0.052 5200
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Figure 4.16 � Plots of shading loss, resistive loss and the total loss under di�erent illumination concen-
trations (C=sun). The optimal �nger spacing is obtained at the point of minimum total loss. (a) Case
for n-GaAs emitter with R� = 230 Ω/�. (b) Case for p-GaAs base with R� = 3670 Ω/�.

presents an optimum �nger spacing S. We can see that 600 to 800 µm is su�cient for n-GaAs
emitter at 1 sun illumination, resulting in only 1% loss. Smaller contact grid spacing is required
for concentrating sunlight. We note that p-GaAs has substantially lower mobility than n-GaAs,
thus much higher sheet resistance if the thickness is the same. For full-area back contact, this
may not be an issue. However, we still fabricated localized back contacts to reduce parasitic
absorption in the back contact (see fabrication section), so reduced distance between localized
back contact is needed.

4.5 Fabrication

4.5.1 Photolithography and wet etching

Photolithography is widely used in the semiconductor manufacturing to de�ne patterns on pla-
nar wafers. The process sequences contain cleaning of the semiconductor surface, coating with
a light-sensitive thin-�lm called photoresist, exposure of the photoresist using a mask de�ning
the patterns, and development of the photoresist so that the photoresist replicates the desired
patterns. Depending on applications, patterns are transferred on the top surface of the semi-
conductor through metal or dielectric deposition and lift-o�, or through wet chemical solution
and gas-phase etching (dry etching). Standard UV (mercury vapor lamp) photolithography with
contact-mode mask aligner is used in C2N laboratory. Plasma dry etching creates poor elec-
tronic surface quality for III-V semiconductors, so is prohibited for high-e�cient solar cells. Wet
chemical etching is thus the �rst choice to pattern solar cell structures like contact area and
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mesa.
AZ5214 photoresist from MicroChemicals2was used in all the fabrication process. It is an

organic resin based on the phenol-formaldehyde (novolacs) matrix, containing photo active com-
pounds belonging to the group of diazonaphtho-quinone-sulphonates (DNQ). The photoresist is
mainly non-polar, a polar surface of semiconductor may results in poor adhesion of the pho-
toresist, leading to peering and bad pattern quality of the photoresist. Oxidized semiconductor
surface containing top-most -OH bounds or adsorption of H2O molecules are sources for a polar
surface. Therefore, deoxidation (dilute HCl or NH4OH is usually used on GaAs for this purpose)
and dehydrate the surface (for example baking on a hotplate) are useful before photoresist coat-
ing to have reproducible results. Spin-coating was used to have an uniform �lm at the center
of the samples. Typical spin speed for AZ5214 is 3000 to 4000 rpm, acceleration 2000 rpm/s
and spin time of 30 s, resulting in a thin-�lm thickness of about 1.4 µm. AZ5214 is prebaked
at 128◦C for 1 min to evaporate the residual solvent and to make the photoresist slightly denser
and partly cross-linked.

Depending on the objective, positive or negative photolithography can be used for the re-
versible AZ5214 photoresist. In the �rst case (positive), the region undergoes UV exposure
(about 15 s) dissolves faster in the developer. In fact, the presence of DNQ in photoresists re-
duces the alkaline solubility by more than one order of magnitude than pure novolacs. During
exposure, the DNQ transforms into a carboxylic acid, accompanied by the release of nitrogen
and absorption of water. Thus, the solubility increases by several orders of magnitude. Higher
exposure dose leads to deeper bleach of the photoresist and thus creates the undercut for the
remaining photoresist patterns. In the latter case (negative), AZ5214 photoresist undergoes a
�rst exposure with a mask (5 s), then postbaked on a hotplate at 128◦C for 1 min. Subsequently,
the sample undergoes a second �ood exposure without mask (30 s). The region masked in the
�rst exposure becomes much more soluble in the developer. This is because the reversible resist
contains a crosslinker which is activated during exposure and subsequent thermal baking step.
Higher doses of the �rst exposure increase the degree of cross-linking, which improves the thermal
and chemical stability. For wet etching purpose, a hardbake of the photoresists at 128◦C for 1
to 2 min may improve the resin adhesion to avoid peering in chemical solutions.

Wet chemical etching

In most cases, the wet etching employs chemical solutions with the mixture of an oxidizer agent
and a chemical etchant (acids or bases) diluted in deionized water. The most commonly used
oxidizer is the hydrogen peroxide (H2O2), which oxidizes the surface atoms of semiconductors.
The oxidized compounds are then dissolved chemically in the solution depending on the choice
of etchant. The etching rates depend on the oxidation speed or the dissolution reaction (thus
scale with the concentrations of the solution), and are inversely proportional to the exponential
of the thermal energy kT (reaction rate limited). If the solution is so viscous that the transport
of etching reagent is slower than chemical reaction, the overall etching rate is di�usion limited.
On the other hand, etching rate might depend on the crystallographic orientation of the semi-
conductor. In this case, the wet etching is called anisotrope, in contrast with an isotropic wet
etching. For example, the surface activities of (111)Ga and (111)As are very di�erent due to
inverse polarity. The chemical etching of the (111)Ga face tends to show crystallographic defects
and etches more slowly.

Chemical solutions used in all experiments are commercial products with standard concen-
trations expressed in weight ratio with water. For example, hydrogen peroxide (H2O2 30%),
hydrochloric acid (HCl 37%), sulfuric acid (H2SO4 95%), nitric acid (HNO3 52.5%), phosphoric
acid (H3PO4 85%), hydro�uoric acid (HF 40%) and ammonium hydroxide (NH4OH 28%). Citric

2MicroChemicals: https://www.microchemicals.com/
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Table 4.5 � Overview for the wet chemical etching of III-V semiconductors. Colors correspond reactions
of the material in the respective solution: (green) etch, (red) selective stop and (yellow) composition
dependent.

GaAs AlGaAs InGaAs InP InGaP3 AlInP4

H2SO4:H2O2:H2O etch etch etch stop
H3PO4:H2O2:H2O etch etch etch stop stop
(citric acid):H2O2 c.d. c.d. c.d. stop

HCl:H2O stop c.d.5 stop etch c.d.6 etch
HCl:H3PO4 stop stop etch etch etch
HF:H2O stop c.d.7

NH4OH:H2O2:H2O etch c.d.

acid solution is prepared by dissolving monohydrous C6H8O7:H2O in water for 1 g per mL. The
mixtures of all chemical solutions and water are indicated in volume ratio of the above mentioned
commercial products, in agreement with most of the literature data.

Table 4.5 gives some solution systems for six selected III-V compounds and alloys. As- and
P-based III-V semiconductors act quite di�erently. For example, HCl solution without adding
oxidizer can etch P-based semiconductors but not As-based ones. The presence of Al generally in-
creases the reaction rates. We use mainly two solutions which are rather stable and reproducible.
One is H3PO4:H2O2:H2O (3:1:40) which etches GaAs at the speed of 100 nm/min. The
H3PO4:H2O2:H2O system could have strong anisotropic behavior on GaAs depending on the
mixture ratio [119]. The other one is (citric acid):H2O (5:1) which etches GaAs at the speed
of 300 nm/min. This solution is useful to etch GaAs against AlGaAs. The selectivity is higher
than 100 for GaAs over Al0.3Ga0.7As and increases at higher Al concentrations. The etching
rates also depend on the mixture ratio between (citric acid) and H2O2 [120].

4.5.2 Detailed description of the fabrication

In this part, the detailed fabrication processes are described for the transferred solar cells with a
nanostructured TiO2/Ag mirror. Non-transferred solar cells (as-grown on GaAs substrate) and
transferred solar cells with a �at Ag mirror are fabricated in a similar way with simpli�ed steps.
Figure 4.17 shows the schematics of solar cell fabrication sequences. We keep the III-V layers �at
in the solar fabrication to avoid electronic degradation. Ag is our �rst choice for light trapping
because it has a high optical re�ectivity compared to conventional Ni/Ge/Au contacts, but Ag
has a rectifying behavior with GaAs [121]. We thus combined the TiO2/Ag back mirror with
localized ohmic contact to e�ciently collect photo-generated charge carriers [82].

Localized back contacts.

Localized back contacts consist of 5 × 5 µm2 squares regularly spaced with a period of 50 µm
in both in-plane x- and y-direction (coverage: 1% of the total surface). They were de�ned by
photolithography and lift-o� of Ti/Au (20/200 nm) deposited by electron-beam assisted evap-
oration after deoxidation of the p+GaAs contact layer in a dilute HCl solution (HCl:H2O 3:7).
Uncovered area of p+GaAs is etched using a mixture of citric acid (monohydrate) at 1 g/L and

3If no speci�cation, InGaP is lattice-matched with GaAs (Ga0.51In0.49P).
4If no speci�cation, AlInP is lattice-matched with GaAs (Al0.52In0.48P).
5Concentrated HCl (i.e. 37%) etches AlGaAs for Al>60%. Boiling HCl may etch AlGaAs as well for Al>42%.

The solution tends to become yellow and saturates quickly.
6Concentrated HCl (i.e. 37%) etches InGaP, while dilute HCl may not at all react with InGaP.
7HF:H2O etches AlGaAs for Al>70%.
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1. Back contact etching 2. Nanoimprinted TiO2 3. Ag mirror deposition 4. Bonding and 
removal of the GaAs 
substrate

5. Front contact etching 
and ARC deposition
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Figure 4.17 � Sketches of the main fabrication steps of ultrathin GaAs solar cells with a nanostructured
back mirror. A SEM cross-section image after removing the GaAs substrate is given, showing the TiO2/Ag
nanostructured mirror.

hydrogen peroxide (30%) with a 5:1 volume ratio. Etching is naturally stopped at the AlGaAs
surface (BSF).

Nanoimprinted dielectric layer.

For the fabrication of the nanostructured mirror, we used Nanoimprint Lithography (NIL) and
in particular Degassing Assisted Patterning (DAP), a technique originally developed for the
patterning of topographic and biochemical features for cell culture studies at the 100 µm scale
and re-adapted for the embossing of commercial polymeric resist and sol-gel derived �lms. The
technique makes use of a polydimethylsiloxane (PDMS) based stamp replicated from a Si master
fabricated by electron beam lithography and reactive ion etching. Speci�cally, we used a bi-layer
composed by a thin (5 µm) hard-PDMS layer and a thick (2-3 mm) conventional PDMS [122].
Compared to conventional PDMS, hard-PDMS has a reduced chain length which translates in
a lower viscosity of its pre-polymer and a higher Young's modulus once thermally cured. In
this way, the replication of high resolution Si masters is more accurate and local deformations
occurring during the embossing are reduced. The thick PDMS layer serves as a �exible carrier
so that the molding of the stamp on the substrate is assured even without applying a pressure.

Unlike conventional Soft-Nanoimprint performed with PDMS or other polymers, DAP does
not require the use of an embossing machine and is still suitable for the patterning over large
surface areas at low cost. The method is based on the fact that due to its high porosity, PDMS
has a high gas solubility that obeys Henry's law, so that the equilibrium concentration of gas
dissolved in PDMS is proportional to the partial pressure of the gas around the PDMS. Once
degassed and brought back to atmospheric pressure, a PDMS piece behaves like a sponge by
absorbing air to reach a new equilibrium. For a 3 mm-thick PDMS slab, the time constant of
this phenomenon is about 5 min, which is enough to use the degassed PDMS as a pumping
element, in this case to evacuate the air trapped between the stamp and the resist or the solvents
still present in the sol-gel derived �lm.

We use DAP process applied to conventional sol-gel derived �lm. The hard-PDMS/PDMS
stamp is �rst degassed in a dessicator for 5-10 min. The hard-PDMS/PDMS stamp is then
molded (in air) onto a spin-coated substrate with a sol-gel hybrid �lm, eventual macroscopic air
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bubbles surrounding defects or induced by imperfect molding are removed within few seconds
through the di�usion of air in the degassed stamp. When using sol-gel hybrid �lm, the degassed
stamp also quickly removes the solvents. Before the demolding of the stamp, the sol-gel is
stabilized at a mild temperature (100◦C) for few minutes on a hot plate. One of the main
problems of using sol-gel based resist is the low �delity of the replicated features due to partial
�lling of the nanocavities and to the deformation of the patterns induced by the volume shrinkage
of the sol-gel material after stabilization and condensation. Stabilization of the sol-gel �lm before
demolding, implies the removal of volatile solvents by soft annealing (100◦C-190◦C) and it results
in volume shrinkage of the original nanostructures. A further shrinkage occurs after complete
condensation of the inorganic network at higher temperatures (450◦C-500◦C).

In our case, dense TiO2 thin �lms were prepared by spin coating solutions composed of
TiCl4:H2O:EtOH with respective molar ratio of 1:10:50. F127 Pluronic surfactant was added
(0.001) in order to improve the wettability of the substrate. The sol-gel formulation and the
embossing conditions [123] were carefully chosen to control the rheology of the spin-coated sol-
gel to permit the embossing without polymeric and organic molecules thus limiting the volumetric
material shrinkage caused by solvent removal to less than 47%.

Figure 4.18(a) gives a picture of the sample after the NIL step, showing di�raction e�ects on
visible light. Figure 4.18(b) gives a SEM image of the periodic nanostructures and a cross-section
image of a cleaved sample showing the nanoimprinted TiO2 shape. An additional treatment of
heating the sample on a hotplate (∼120◦C) under saturated H2O vapor environment seems to
improve the adhesion of TiO2 on semiconductors (here AlGaAs) and gain stability for subsequent
sample manipulation.

Nanostructured TiO2/Ag mirror.

Subsequently, the top surface of the sample (coated with TiO2 nanostructures) was protected with
a photoresist mask, opening only the area of the localized ohmic contacts (see Figure 4.18(c)).
The nanoimprinted TiO2 above the contacts was etched by dipping shortly (∼10 s) the sample in
dilute HF (HF:H2O 1:20), and then the photoresist mask was removed in acetone. Ag (200 nm)
was then deposited by electron-beam assisted evaporation using a rotating stage with a 10◦ tilt
to the surface normal to ensure conformal deposition of Ag on both ohmic contacts and TiO2

nanostructures. A TiO2/Ag nanostructured back mirror was thus obtained and acted at the
same time as the back electrode.

Bonding and substrate removal.

The Ag mirror-side of the sample was bonded to a glass host substrate using ormostamp, an UV-
reticulated �exible hybrid inorganic/organic polymer. A glass substrate was chosen because it
allows UV light to pass through. The surface of the glass substrate should be cleaned to ensure
a good adhesion with the ormostamp. Dipping the glass substrate in a hot pirahna solution
for several minutes can achieve this purpose. Applying ormoprime (adhesion promoter) can also
improve the adhesion of ormostamp on glass. After preparing the glass substrate, ormostamp was
spin-coated on the Ag mirror-side of the sample with a spin speed of about 3000 rpm (thickness
≈ 10 µm), then immediately applied on the freshly prepared glass substrate. The sample was
bonded to the glass after reticulation of ormostamp under UV light for 20 minutes.

For the removal of GaAs substrates, the edge of the bonded sample needed to be protected,
for example, with wax. The GaAs substrate was then etched in wet chemical solutions. Several
solutions are possible depending on the requirement for etching rate, uniformity and selectivity
between GaAs/AlGaAs. Pirahna-like solution H2SO4:H2O2:H2O (2:1:1) was �rstly used in con-
tinuous swirling to achieve uniform and fast chemical polish (10 to 20 µm per min depending
on the solution temperature) but it is not selective with AlGaAs. After about 20 min when the

98



4.5. Fabrication

P=700 nm

(a) (b) (c) (d)

nanoimprinted TiO2

photolithography

dilute HF etching

remove photoresist

50 µm

1.5 cm

Figure 4.18 � Some pictures at several intermediate steps of the fabricated samples. (a) Light di�raction
e�ect due to incident angle change is visible after nanoimprint of the TiO2 dielectric layer. (b) Cross-
section and top view of the nanoimprinted TiO2, forming 2-dimensional di�raction grating of period
700 nm. (c) Optical microscope images of TiO2 nanostructures on the sample and the removal of TiO2

above the localized ohmic contacts. (d) Picture of a wet etching bath for substrate removal when the etch
stop layer (AlGaAs) was revealed (center region with shinny purple color).

remaining GaAs substrate was thinner than about 100 µm, the etching solution was changed to
the so-called base pirahna solution of NH4OH:H2O2:H2O (1:4:15), which etches GaAs at about 1
to 2 µm/min and is selective over AlGaAs, but the selectivity is not high enough so that 300 nm
Al0.85Ga0.15As may still be etched within approximately 10 min. A picture of the etched GaAs
substrate is show in Figure 4.18(d). The center zone with a re�ective shinny purple appearance
corresponds to the AlGaAs etch stop. Subsequently, the solution was changed again to high-
selectivity (citric acid):H2O2 (5:1). Finally, the remaining AlGaAs etch stop was removed in
HF:H2O (1:10). After this step, the III-V layer stack order was reversed (transferred).

Front contacts and anti-re�ection coating

The front contacts with grid spacing of 600 or 800 µm were fabricated using the similar steps as lo-
calized back contacts. They consist of multilayers of Ni/Au/Ge/Au/Ni/Au (4/10/60/110/10/100
nm) on n+GaAs. We avoid post thermal annealing to prevent degradation of the Ag mirror as
well as the ultrathin GaAs absorber. The �nal solar cells of 1×1, 2×2 and 3×3 mm2 were de-
limited with photolithography mask and mesa etching in dilute HCl (removing AlInP) and in
H3PO4:H2O2:H2O (3:1:40) (removing GaAs). The front contact grids and labeling used for the
solar cells are shown in Figure 4.19(a). After measuring the solar cell performances, MgF2/Ta2O5

(78/48 nm) double-layer anti-re�ection coating (DLARC) was deposited using electron-beam as-
sisted evaporation at the Fraunhofer ISE. Figure 4.19(b-e) show the pictures of the sample with
a �at Ag mirror (C2853a-18) and with a nanostructured TiO2/Ag mirror (C2853a-19) before
and after DLARC deposition.
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(a) Photolithography mask (b) Flat mirror (c) Flat mirror with DLARC

(d) Nanostructured mirror (e) Nanostructured mirror with DLARC

Figure 4.19 � Overview of the �nal solar cell samples. (a) The mask pattern used for front contact
grids and solar cell labeling. (b-c) C2853a-18 sample with a �at Ag back mirror before and after DLARC
deposition. (d-e) C2853a-19 sample with a nanostructured TiO2/Ag back mirror before and after DLARC
deposition. The solar cells look darker from reduced re�ection after DLARC deposition (MaF2/Ta2O5

78/48 nm).

4.6 Characterization and loss analysis

4.6.1 Spectral response

The spectral response of the solar cells is analyzed through external quantum e�ciency (EQE),
which is de�ned by the ratio of the number of carriers collected by the solar cell to the number
of photons of a given wavelength or energy incident on the solar cell. If all photons of a certain
wavelength are absorbed and the resulting minority carriers are collected, then the EQE at the
given wavelength is unity. The quantum e�ciency for photon energy below the bandgap is thus
zero. The short-circuit current density (Jsc) at 1 sun is naturally given by the integral over
all photon energies of EQE of the solar cell weighted by the solar spectrum φsun(λ) (number of
incident photons per unit of time, per unit area and per unit wavelength). The standard AM1.5G
solar spectrum (1000 W/m2) is systematically used when referring to 1 sun.

Jsc = q

∫ ∞
0

EQE(λ)φsun(λ)dλ, (4.27)

where q denotes the elementary charge. Below 300 nm, the solar spectrum contains very few
photons and GaAs absorbs light up to approximately 900 nm, so the integral extends essentially
between 300 and 900 nm. There are in fact two aspects included in a EQE measurement:
one is the optical absorption and the other is the e�ective collection of generated minority
carriers, which depends, for example, on the di�usion lengths and surface recombination. Internal
quantum e�ciency (IQE) is sometimes used to evaluate the electronic part of the EQE, which is
de�ned by the ratio of the number of carriers collected by the solar cell to the number of photons
of a given wavelength absorbed by the solar cell. If there is no transmission and negligible
di�usion of light, the absorption A is equal to 1-Re�ection (1− R). The IQE is then related to
EQE through: IQE = EQE/(1−R). Apart from IQE, the optical response of the solar cell can
be well understood by calculating the absorption in each layers of the solar cell. We have used
the theoretical short-circuit current densities Jth as a �gure of merit in the optical simulation
section. It is calculated from the integral over all photon energies of the product of the absorption
in GaAs A(λ) with the AM1.5G spectrum. We distinguish Jth from Jsc because Jth is derived
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(a) EQE
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(b) Calculated absorption
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Figure 4.20 � EQE and calculated absorption of the solar cell on a GaAs substrate. (a) EQE of the
solar cell without (dashed line) and with (solid line) ARC deposition of 70 nm-thick SiNx. (b) Absorption
in each layer of the solar cell with ARC, except for the red dashed line, showing the absorption in GaAs
without ARC for comparison. The blue line shows the absorption in the AlGaAs window above the one for
GaAs absorber. The black line is the total absorption and the gray dashed line represents the absorption in
the GaAs substrate. Equivalent currents at 1 sun (Jsc for EQE, Jth for absorption in the GaAs absorber
and dJ for parasitic absorption in other layers) are given in the unit of mA/cm2.

from optical simulation, while Jsc is an experimental measurement.
At laboratory, two possible EQE measurement modes are available. One uses xenon light

sources coupled with a Horiba Triax monochromator. The other uses a halogen lamp modulated
with a Michelson interferometer (typical modulation frequency 10 kHz) and the measured signal is
analyzed by Fourier transform to yield information in the frequency domain (FTPS, for Fourier-
Transform Photocurrent Spectroscopy). In both cases, light is focused to a spot of several
hundreds of µm on the solar cell at nearly normal incidence using a microscope objective. The
solar cell is electrically contacted using four-point probes connected to a Keithley Source Meter,
which measures the (photo)current delivered by the solar cell under illumination of light, and
usually under zero bias voltage. A calibrated silicon photodiode with known spectral sensitivities
is used to deduce unknown spectral response of solar cells after measuring both solar cell and
the reference diode. FTPS measurement can provide better spectral resolution but its sensitivity
in the short-wavelength range (0.3 to 0.5 µm) is poorer, so we combined the EQE from the
two measurements. The EQE of the solar cell on a GaAs substrate (C2853a-01) before and
after 70 nm-thick SiNx anti-re�ection coating (ARC) is presented in Figure 4.20(a) and the
corresponding calculated absorption in the solar cell layers is given in 4.20(b). Jsc (resp. Jth)
is systematically calculated for EQE measurement (resp. calculated absorption in the GaAs
absorber) weighted by the AM1.5G 1 sun spectrum. Additional current dJ due to parasitic
absorption in other layers (window, back-surface �eld etc) is also given.

The optimal thickness of ARC was previously calculated by minimizing the broadband re-
�ection on the solar cell front surface, indeed, we can see that ARC leads to increased absorption
in the absorber, thus increases Jsc from 9.6 to 12.8 mA/cm2, in agreement with the calculated
absorption. For non-transferred cells, the window layer is a 100 nm-thick AlGaAs, resulting in a
signi�cant part of parasitic absorption loss. In long wavelength range (about 0.6 to 0.9 µm), pho-
tons mainly pass through the absorber and are absorbed in the GaAs substrate, thus contribute
to no photocurrent.

For transferred solar cells on a back mirror, we can assume that there is no transmission
of light in the usual spectral range, thus re�ectance (or re�ectivity) measurements can be used
to evaluate the total absorption in the solar cell. Specular re�ectivity (R) is performed using
a Sentech re�ectometer operated with an objective (20X, NA=0.4) and a grating spectrometer
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(a) EQE and 1-R
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(b) Calculated absorption
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(c) EQE and 1-R with DLARC
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(d) Calculated absorption with DLARC
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(e) EQE and 1-R
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(f) Calculated absorption
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(g) EQE and 1-R with DLARC
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(h) Calculated absorption with DLARC
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Figure 4.21 � EQE, 1-Re�ectivity (1-R) and calculated absorption of solar cells on a �at mirror (a-d)
and nanostructured mirror (e-h). Left column is for EQE and 1-R measurement, and right column is for
corresponding calculated absorption. (a,b,e,f) is for solar cells without ARC and (c,d,g,h) for solar cells
after deposition of double-layer MgF2/Ta2O5 (78/48 nm). Equivalent currents at 1 sun (Jsc for EQE,
Jth for absorption in the GaAs absorber and dJ for parasitic absorption in other layers) are given in the
unit of mA/cm2.
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in the UV-visible range. The controlled reference is an oxidized silicon wafer of known oxide
thickness. If the solar cell surface presents signi�cant roughness, the di�used light may contribute
to signi�cant re�ection loss that cannot be captured by the instrument. This is not the case for
our GaAs solar cells where the surface is kept �at. With a periodic nanostructured back mirror,
higher di�raction orders other than the zero order (specular re�ection) is vanished for wavelengths
longer than the grating period (λ > p = 700 nm). Therefore, the re�ection loss may be slightly
underestimated in the short-wavelength range. In this case, measurement with an integrated
sphere is needed. For clarity, we summarize and label the three solar cells structures presented
here as:

sample name light trapping structure ARC(s)
(A) C2853a-01 none (as-grown on GaAs substrate) SiNx

(B) C2853a-18 �at Ag mirror MgF2/Ta2O5

(C) C2853a-19 nanostructured Ag mirror MgF2/Ta2O5

Figure 4.21 gives the 1 − R and EQE measurements for ultrathin solar cells with a �at Ag
mirror (sample C2853a-18) and with a nanostructured TiO2/Ag mirror (sample C2853a-19), be-
fore and after the deposition of double-layer anti-re�ection coating (DLARC) of MgF2/Ta2O5

(78/48 nm). Corresponding calculation of absorption in the solar cell layers are also shown.
We can see a coherent match between measured spectral response with the calculated absorp-
tion spectra. After DLARC deposition, the maximal absorption at the resonant wavelength
is decreased, instead, a broadband multi-resonant absorption is achieved. We predict, for the
nanostructured back mirror, a high Jsc of 25.6 mA/cm2 for a grating height of 120 nm. For
the fabricated TiO2 nanostructures, the height is about 100 nm, lowering the di�raction e�-
ciencies of light. Figure 4.21(g,h) gives the calculation corresponding to the real shape of the
TiO2/Ag mirror with grating height of h = 100 nm and Ag diameter of d = 420 nm (60% of
the grating period of p = 700 nm). The integrated absorption gives rise to slightly lower Jsc of
24.8 mA/cm2. From EQE (without front contact shading), we measured the highest integrated
Jsc of 25.1 mA/cm2 (Figure 4.21(f)). Globally, the resonance features agree with the EQE and
1−R measurement, except for rounded overlapping peaks in real solar cells. This is because the
di�raction e�ciency depends strongly on the geometry of the TiO2/Ag nanostructured mirror
and a sharp square shape is assumed in the RCWA calculation.

In Figure 4.22, we compare the experimental EQE (Figure 4.22(a)) and the calculated ab-
sorption in GaAs (Figure 4.22(b)) for the three types of solar cell structures with DLARC.
The increased absorption at each step of the fabricated structures is evidenced. Overall, the
photocurrent enhancement originates from the multi-resonant response, leading to strong ab-
sorption improvement in the low-absorption region above and even below the bandgap of GaAs
(∼872 nm). In Figure 4.22(c), we show the optical path enhancement factor F calculated either
from the EQE of the solar cell with a back mirror divided by that of the solar cell as-grown on
a GaAs substrate (solid lines), or from the formula below:

EQE(λ) ' (1−R) (1− exp(−Fα(λ)t)) , (4.28)

where R is the re�ectivity of the solar cells and d the absorber thickness (here d = 205 nm).
The factor F as a function of the wavelength is shown as dashed lines in Figure 4.22(c). Due to
uncertainties of the real absorption coe�cients of the GaAs solar cells below the bandgap, this
calculation is only approximate. Still, we can notice an optical path enhancement of F close to
2 for the solar cells with a �at mirror, while F is well above 2 (maxima 4.8 and 6.4) close to the
bandgap of GaAs.
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Chapter 4. Ultrathin GaAs Solar Cells

Figure 4.22 � Comparison of the optical characteristics of ultrathin solar cells. (a) EQE measurement
for 3 di�erent types of solar cell structures: (A) on GaAs substrate, (B) �at Ag back mirror and (C)
nanostructured Ag back mirror. 1-R of the solar cell with nanostructured mirror is also plotted (black
curve). (b) Calculation of optical absorption in 205 nm-thick GaAs with various structures. The detailed
absorption in III-V layers is also shown for the case with the nanostructured back mirror. (c) Optical
enhancement factor in the long-wavelength range.
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4.6.2 Current-voltage characteristics

The current-voltage (IV) characteristics of the devices were measured in C2N laboratory using
Oriel LCS-100 solar simulator and a Keithley 2400 Series Source Meter (maximum source power
22 W) with four-point contact. The solar simulator is equipped with a AM1.5G �lter and the
power is calibrated to 1000 W/m2 using a known Si reference cell at 25◦C. For the source meter,
the resolution of measured voltage is 1 µV and measured current is 10 pA. The best cell is also
measured at the Fraunhofer ISE calibration laboratory under standard test conditions (AM1.5G
1000 W/m2, 25◦C), as shown in Figure 4.23. We achieve a record e�ciency of 19.9% using
only 205 nm-thick GaAs absorber, with JV parameters: Jsc = 24.64 mA/cm2, Voc = 1.022 V
and FF = 0.792.The solar cell area is 4.02 mm2, which includes front contact grids (∼5.5%
shading of the total surface) in the calculation of the current density and conversion e�ciency.
1 − R (specular re�ectance) curve is also shown in Figure 4.23(b). The resonant absorption
features match between 1−R and EQE measurements, and the integral over all photon energies
of the EQE with AM1.5G solar spectrum gives rise to an equivalent short-circuit current density
Jsc =24.39 mA/cm2, close to the direct measurement under solar illumination.
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Figure 4.23 � Photovoltaic performance of the ultrathin GaAs solar cell measured at the Fraunhofer
ISE calibration laboratory. (a) IV characteristics of the 19.9%-e�cient solar cell (cell area 4.02 mm2)
under standard conditions (AM1.5G 1000 W/m2, 25◦C). (b) EQE of the 19.9%-e�cient solar cell (red
curve). The specular re�ectance (1-R: black curve) is superimposed, showing multi-resonant features in
agreement with the EQE enhancement.

In Figure 4.24, we give the current voltage characteristics (JV ) measured in-house, with
the surface area of 3 × 3 mm2 for A cells, 2 × 2 mm2 for B cells and 1 × 1 mm2 for C cells
in the calculation of current densities Jsc and e�ciencies. For each samples, the JV curve
corresponding to the highest conversion e�ciency is shown. The increase in photocurrent by
light trapping structures is evidenced, and the Jsc measured under solar simulator is consistent
with the Jsc obtained by integrating EQE with the AM1.5G spectrum.

In Figure 4.25, we collect the photovoltaic parameters (Jsc, Voc, �ll factor and 1 sun conversion
e�ciencies) for the three samples before and after ARC deposition. For simplicity, we call (A)
the sample on GaAs substrate, (B) �at mirror sample and (C) nanostructured mirror sample.
Each sample contains several cells of di�erent sizes (3 × 3 mm2, 2 × 2 mm2 and 1 × 1 mm2).
The steadily increased Jsc contributes to signi�cant increases of the �nal conversion e�ciencies.
Note that the Jsc presented here is directly measured under solar simulator and normalized
by the total area of the solar cells (including front contact grid of shading about 5% to 6%),
thus may be slightly lower than Jsc deduced from EQE without shading. For sample (A),
signi�cant Voc and FF decreases are observed after ARC deposition. It is suspected that the
bombardment of high-energetic molecules during sputtering process of deposition degrades the
electronic properties of the solar cells through edge and/or surface damages. For sample (B)
and (C), DLARC deposition was conducted at the Fraunhofer ISE using electron-beam assisted
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(a) GaAs substrate
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(b) GaAs substrate with ARC
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(c) Flat mirror
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(d) Flat mirror with DLARC
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(e) Nanostructured mirror
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(f) Nanostructured mirror with DLARC
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Figure 4.24 � Current-voltage (JV ) characteristics of the ultrathin GaAs solar cells with and with-
out light trapping structures: (a,b) on GaAs substrate, (c,d) �at Ag back mirror, (e,f) nanostructured
TiO2/Ag back mirror. Left column is for solar cells without ARC and right column for the same sam-
ple after ARC deposition. The plots correspond to the most-e�cient cell of each sample. Black curves
are dark JV and red curves are JV measured under 1 sun illumination. E�ciencies and photovoltaic
parameters are given in the insets.
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(a) (b)

(c) (d)

Figure 4.25 � Statistics of the solar cell performances: (a) Jsc, (b) Voc, (c) �ll factor (FF) and (d)
1 sun e�ciency. Three types of solar cell structures were studied: (A) on GaAs substrate, (B) �at Ag
back mirror and (C) nanostructured TiO2/Ag back mirror, before (blue) and after (orange) anti-re�ection
coating (ARC) deposition. For each data set, the box-and-whisker plot shows the average value (x), the
median (segment), the box representing the �rst (25%) and the third (75%) quartile. The error bar gives
the maximum and the minimum value excluding outliers (data points outside 1.5 times the upper and
lower quartile).
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deposition. No signi�cant decreases in FF is observed. Statistically, Voc decreases slightly but
the maxima remain unchanged and are even higher after DLARC deposition. Between di�erent
samples, lower Voc and FF for sample (B) is probably due to an oxygen plasma cleaning step
on n+GaAs contact layer, leading to increased series resistance which lower signi�cantly the FF
(see further JV �t and suns-Voc measurement for series resistances).

To gain more insights, dark JV curves are �tted by the 2-diode model using the Matlab
program developed by Suckow and coworkers at Aachen University8. The general form of the
2-diode model is written as:

J = J01

[
exp

(
q(V −RsJ)

kBT

)
− 1

]
+ J02

[
exp

(
q(V −RsJ)

n2kBT

)
− 1

]
+
V −RsJ

Rp
− Jph (4.29)

where kB is the Boltzmann constant and T the temperature. J01 and J02 are the saturation
current densities, Rs and Rp are the speci�c series and parallel resistance, respectively, and Jph
denotes the photocurrent (Jph = 0 for dark JV ). Standard Shockley-Read-Hall recombination
theory predicts the diode ideality of n2 = 2 for the dominant recombination assisted by defect
located in the middle of the bandgap. In real solar cell devices, diode ideality between 1 to 2 is
possible, and sometimes, n2 > 2 is observed which cannot be explained by conventional theory.
High saturation current densities and a diode ideality greater than two is investigated by Breit-
enstein and coworkers. They attribute this commonly observed non-ideal diode characteristics to
the presence of extended defects crossing the p-n junction (e.g. edge or grain boundary) through
which a high current is �owing [124, 125]. These defects act similarly to an ohmic shunt observed
at the reversed bias voltage. The locations of these defects can be identi�ed using Lock-in Ther-
mography (LIT) technique, which is based on thermal infrared imaging of a device subjected to
periodically pulsed heat introduction [126].

In order to compare the saturation current densities between di�erent samples, we �x the
ideality factor n2 = 2 in the two-diode model of Equation 4.29. The �tted results for represen-
tative JV curves are shown in Figure 4.26. The �tted diode ideality factor if we allow n2 to be
varied is also indicated in the �gure, corresponding to the slope of the JV curve in log scale. We
observed that the �tted ideality factor is smaller than two for non-transferred (A) sample, but
increases to higher than two for transferred samples of (B) and (C) and the current is dominated
by the diode of ideality 2 at low bias voltage up to the maximum power point. These di�erences
may be due to degradation introduced in the process steps. The fact that the solar cell structure
is reversed (the window layer of 25 nm-thick AlInP is etched for the mesa) could also lead to
edge damage crossing the p-n junction that further in�uence the electronic performances of the
solar cells.

The statistics of the �tted parameters are collected in Figure 4.27. The trends are in agree-
ment with the observed photovoltaic parameters in Figure 4.25. Lowered Voc after ARC depo-
sition for sample (A) is revealed from the increased saturation current density J01. For sample
(B) and (C), only the diode 2 contribute to signi�cant current up to 1 V and J02 is the most
relevant parameter correlated with Voc and FF. Series resistances remain unchanged before and
after ARC deposition, but di�erences exist between samples. High Rs for sample (A) is partly
due to uncertainty of �t and may be due to high sheet resistance of top p-type layers because hole
mobility is signi�cantly lower than electron mobility. The fact that high FF up to 0.85 is still
observed suggests that Rs has a small in�uence here in the regime of weak current density (here
∼10 mA/cm2). Parallel resistance decreased for sample (B) and (C), probably due to DLARC
deposition after mesa etching, creating additional shunt path through the edge. Rp remains
globally above 107 Ω cm2 and is not an important e�ciency-limiting factor here.

82-diode �t: https://nanohub.org/resources/14300
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(a) GaAs substrate
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(b) GaAs substrate with ARC
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(d) Flat mirror with DLARC
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(e) Nanostructured mirror
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(f) Nanostructured mirror with DLARC
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Figure 4.26 � Dark JV characteristics and the �ts using a two-diode model with the diode ideality of 1
and 2. Red dots show IV measurements, and black curves are the �ts. Green, blue and pink dashed lines
represents the current component from the two diodes and from the parallel resistance (shunt), respectively.
The saturation current densities J01 and J02 are given in the unit of mA/cm2, and the speci�c series and
parallel resistances are in unit of Ω cm2. The �tted diode ideality n(�t) is also indicated.
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(a) (b)

(c) (d)

Figure 4.27 � Box-and-whisker plot of the �tted parameters of dark JV curves using the two-diode model
with diode idealities �xed to 1 and 2. (a) J01, (b) J02, (c) series resistance Rs and (d) parallel resistance
Rp. The diode of ideality 1 is only relevant for (A) sample (on GaAs substrate). The unit for saturation
current density is mA/cm2 and for speci�c resistance is Ω cm2.
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4.6.3 Suns-Voc measurement

Measuring the photovoltaic parameters with varying incident light intensities is another way to
characterize the quality of solar cells. In fact, the photocurrent Jph should be linear with the
intensity of light, while the open-circuit voltage Voc increases logarithmically. The voltage gain
is the origin of increased e�ciency of a solar cell under concentrated sun light. Considering a
solar cell described by a diode of ideality n, the current-voltage characteristics is written:

J = J0

[
exp

(
qV

nkBT

)
− 1

]
− Jph. (4.30)

We can then write down, at open-circuit condition when the external current J vanishes, the
open-circuit voltage:

Voc =
nkBT

q
log

(
Jph
J0

+ 1

)
≈ nkBT

q
log

(
Jph
J0

)
(4.31)

Measuring Voc at various illumination intensities constitutes the so-called suns-Voc measurement.
Since the measurement of Voc is realized at zero current �owing through the device, series resis-
tance would not enter in the value of measured Voc, suns-Voc measurement can be performed in
an intermediate step of solar cell fabrication with rough contacting of the solar cells to inspect
the health of the absorber. A variant of suns-Voc measurement is power-dependent photolumi-
nescence measurement. If the absolute value of photoluminescence emission is calibrated, the
separation of quasi-Fermi levels can be obtained through the generalized Planck's law [127]. Oth-
erwise, relative intensity of photoluminescence provides insight into the radiative e�ciency of the
absorbing layer as a function of laser intensity. A detailed analysis method of power-dependent
photoluminescence measurement is described by Walker et al. to extract non-radiative lifetime of
GaAs double heterostructures [128]. In general, defect recombination (n = 2) dominates at low
injection regime and a fast (∼ns) non-radiative lifetime governs the dynamics of photo-generated
carriers. At higher injection levels, the trap saturation e�ect increases considerably the non-
radiative lifetime and the carrier dynamics approach the one of pure radiative recombination
regime (n = 1).

In Figure 4.28, we give a similar suns-Voc measurement on sample (B) and sample (C) before
DLARC deposition. A halogen lamp is used as light source and is focused to a spot larger
than 2 mm covering 1 × 1 and 2 × 2 mm2 cells (see inset in 4.28(a)). The intensity of light is
controlled by a neutral density wheel through the inspection of photocurrent delivered by the
solar cell at short-circuit. This relies on the linearity of photocurrent with the light intensity
and on the Jsc measured precisely at 1 sun light. We note simply an equivalent number of
suns for each measurement of a given light intensity. The Voc and FF dependence is shown in
Figure 4.28(a) and (b), respectively. The slope in Voc curve allows to determine the diode ideality
factor through Equation 4.31. We observe that the n ≈ 2.2 dependence at low injection regime
below 1 sun corresponds to the diode ideality from the �t of dark JV curve. Above 1 sun, the
slope decreases to n ≈ 1.6, which is still far from radiative regime. FF increases from low to
intermediate intensity of light. For sample (B), FF encounters a drop before 1 sun, while the one
for sample (C) continues to increase above 1 sun. We have shown previously that sample (B)
presents more serious resistive e�ects (series resistances from the �t of dark JV are indicated on
Figure 4.28(b)).

In Figure 4.28(c), we construct a pseudo-JV curve (blue) in comparison with the JV curve
measured directly under 1 sun light (green curve). Each blue circle corresponds to a (Voc,Jph)
measurement at di�erent incident light intensity (suns). These data points are plotted together
with a vertical shift of the Jsc value measured at 1 sun. Since the suns-Voc measurement is
una�ected by the voltage drop due to series resistance, the pseudo-JV curve indicates a diode
characteristic free from Rs. Figure 4.28(d) shows a zoom-in view of JV and pseudo-JV curve
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(a) (b)

(c) (d)
C2853a-18 C13 C2853a-18 C13

pseudo-IV from 
(sun,Voc) measurement

FF=0.785 at 1sun

Pseudo FF=0.823
(gain if Rs=0)

ΔV=Rs×J
Rs=2.46Ωcm²

n=2.2

n=2.4

n=1.6-1.7

Rs=2.56Ωcm²

Rs=0.71Ωcm²

Rs=9.8Ωcm²

Rs=6.0Ωcm²

Figure 4.28 � Characterization of solar cells (�at back mirror cells before DLARC deposition) with
varying intensities of light expressed equivalently as number of suns. (a) Voc evolution with suns. From the
slope we extract the diode ideality factors. (b) Fill factor (FF) evolution with suns. The series resistance
Rs (�t of dark JV curve with 2-diode model) is indicated. (c) Comparison of IVsun measurement and
pseudo IV deduced from suns-Voc measurement. (d) Zoom-in of the suns-Voc measurement near the
maximum power point. The series resistance (Rs) is obtained and a pseudo FF is deduced, showing the
potential FF if Rs is zero.
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near the maximum power point. Comparing the two curve at a given current, the voltage drop
is related to the series resistance of the device, thus Rs can be precisely �tted. For the solar
cell under study (sample (B) C2853a-18 cell C13), we extract Rs = 2.46 Ω cm2, very close to
Rs = 2.56Ωcm2 obtained from the �t of dark JV curve using a 2-diode model (�tting n2 for more
precision). The pseudo-JV curve also allows to evaluate a pseudo-FF of 0.823, in comparison
with real FF of 0.785, the 3.8% di�erence in FF is attributed to the resistive loss.

4.6.4 Loss analysis

In this section, we analyze the performance of the ultrathin solar cell with a nanostructured mirror
(sample C2853a-19) and discuss the possibility to achieve even higher e�ciency. Figure 4.29(d)
summarizes the detailed loss analysis for Jsc, FF and Voc: our experimental results are shown
in bold and top values correspond to the calculated radiative limits (see Chapter 3.3). The Jsc
limit of 31.9 mA/cm2 is calculated for 205 nm-thick GaAs using the lambertian light trapping
model [59, 60] (see Equation 3.81). We measured Jsc = 24.6 mA/cm2 and the highest EQE
without front contact shading results in Jsc = 25.1 mA/cm2, close to the numerical calculation
of 25.6 mA/cm2 for the optimized TiO2/Ag back mirror. Small discrepancy is due to the actual
shape of fabricated structures. Parasitic optical losses contain absorption in the window layer
(dJ = 1.3 mA/cm2), in the BSF (dJ = 1.2 mA/cm2), in the Ag mirror (dJ = 2.7 mA/cm2)
and due to re�ection (dJ = 1.1 mA/cm2). Parasitic absorption in the metallic re�ector can
be avoided through a combination of high-index-contrast gratings and all-dielectric or hybrid
dielectric/metallic mirrors can be used as alternatives [129, 130]. The stack of semiconductor
heterostructures needs further optimization to reduce the thickness of the AlInP and AlGaAs
layers and improve collection of photogenerated carriers in these layers. The shape of the nanos-
tructured back mirror could be also optimized to improve light trapping. For instance, replacing
squares by an echelette blazed grating may enhance the di�raction e�ciency and reduce the re-
�ection loss by the 0th order di�raction. Overall, assuming half of the optical losses are recovered
leads to a high short-circuit current Jsc over 28 mA/cm2.

To analyze the electronic characteristics of the solar cells, 1 sun JV curves are �tted using a
standard two-diode model with �xed diode idealities of 1 and 2 [80, 131]. An example of �t is
given in Figure 4.29(a), showing the absolute values of J(V )−Jsc in logarithmic scale and di�erent
components of the two-diode model. The �tted parameters are: J01 = 2.8 × 10−17 mA/cm2,
J02 = 4.3×10−8 mA/cm2, Rp = 2.4×103 Ωcm2 and Rs = 0.8 Ωcm2. This procedure is repeated
for every solar cell of di�erent surface areas of 1×1, 2×2 and 3×3 mm2. The Voc decreases with
the cell size and is correlated with an increased dark current density J02. The size-dependence of
the recombination current is observed and analyzed in GaAs [132] and can be recovered through
edge passivation using S-based chemicals [133]. In Figure 4.29(b), we plot the J02 values as a
function of the perimeter-to-surface ratio (P/A). The linear trend allows to decompose J02 into
a surface area component J02,A and a perimeter component J02,P [134]:

J02 = J02,A + J02,P
P

A
(4.32)

For a large-area solar cells, edge recombination is suppressed. J02 reaches J02,A = 8.7 ×
10−9 mA/cm2 and results in an increase of Voc up to 1.045 V and FF up to 0.826. The cor-
responding JV characteristics are plotted in Figure 4.29(c). Further improvements of the FF
are expected with improved parallel and series resistances: FF = 0.84 for Rp = 106 Ω cm2

and FF = 0.857 for Rs = 0 (values are collected in Figure 4.29(d)). The increase of the shunt
conductance under illumination may be due to native oxides across the p-n junction at the edge
or degradation from process steps after the mesa edges are revealed by chemical etching. The
series resistance can be further optimized with GeAu alloys and a smaller spacing of contact
grids. To achieve even higher FF, the dark current density J02 should be lowered down to about
10−9 mA/cm2 [75].
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Figure 4.29 � Current-voltage characteristics and loss analysis. (a) Typical J-V curve under 1 sun
illumination shifted with Jsc in log scale (red dot: J(V )−Jsc) and �t with a two-diode model (blue curve).
Di�erent components of the model are shown in dashed lines. (b) Correlation of the J02 saturation current
density with the perimeter-to-surface ratio P/A. (c) J-V characteristics of the record solar cell and the �t.
E�ciency can be increased by successive improvements of �tted parameters (see the main text): saturation
current density J02 (yellow green curve), shunt resistance (blue curve) and series resistance (black curve).
Inset shows a zoom around the maximum power point. (d) Detailed loss analysis for Jsc, FF and Voc
(bold: measurement. red: realistic target). Top values represent the radiative limit for 205 nm-thick GaAs
absorber.

Regarding Voc, we calculate the radiative limit using the detailed balance principle applied
for 205 nm-thick GaAs solar cells in Chapter 3.3. The calculated limit e�ciency (25◦C, illumi-
nation AM1.5G spectrum) is η = 24.6% for the cell with a �at mirror (Jsc = 23.4 mA/cm2,
Voc = 1.172 V , FF = 0.896) and η = 32.3% for the cell with lambertian light trapping
(Jsc = 31.9 mA/cm2, Voc = 1.132 V , FF = 0.893). These values are collected in Figure 4.29(d).
We note that the Voc radiative limit is reduced by 40 meV for lambertian light trapping as
compared to a �at mirror because of enhanced radiative emission (photonic bandgap narrow-
ing, BGN). The choice of high doping is favorable for lateral conductivity and a high built-in
potential in ultrathin absorber, but p-type GaAs is known for the bandgap narrowing (doping
BGN) e�ect which lowers the bandgap of about 26 meV at p = 1018 cm−3 [135]. There is still a
discrepancy between theoretical limits and our analysis of experimental FF and Voc, which may
be attributed to other unknown non-radiative losses. To achieve high Voc, reducing non-radiative
loss and maintaining e�cient photon recycling are of upmost important. Based on the above
discussion, an e�ciency of 25% (Jsc = 28 mA/cm2, Voc = 1.05 V , FF = 0.85) appears as a
realistic target for 205 nm-thick GaAs solar cells with an optimized design.
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4.7 Summary

We have designed and modeled ultrathin (205 nm) GaAs solar cells with a periodic 2-
dimensional nanostructured back mirror. Rigorous coupled-wave analysis (RCWA) method
is used to calculate the optical absorption in ultrathin GaAs absorber and to optimize the
geometry of the nanostructured back mirror. We study the resonant mechanisms and show
that Fabry-Perot and guided-mode resonances result in multiple overlapping absorption
peaks, leading to a high Jsc up to 25.6 mA/cm2 for absorption in ultrathin GaAs layers.
Map of photogeneration rate is presented and is used for input in 1D electrical transport
simulation (SCAPS). Electrical characteristics of the solar cell and band alignment are
discussed.

We then fabricated and characterized ultrathin GaAs solar cells. Multi-resonant light
trapping is achieved with a nanostructured TiO2/Ag back mirror fabricated using soft
nanoimprint lithography. An e�ciency of 19.9% under 1 sun illumination is obtained
(Jsc = 24.64 mA/cm2, Voc = 1.022 V , FF = 0.792). To our knowledge, this is the best per-
formance for ultrathin GaAs solar cells to date. High Jsc is attributed to a broadband
multi-resonant absorption illustrated by comparing EQE measurement with optical simula-
tion, leading to near 50% photocurrent enhancement compared to the single-pass absorption
and even surpassing the limit of double-pass absorption, as shown in the �gure below (see
Figure 4.1 for caption). Analysis of JV curves with 2-diode model allow us to extract
important parameters (e.g. dark current densities and parasitic resistances). We identify
the e�ciency loss due to edge recombination and discuss the possible pathway toward 25%
e�ciency using only 200 nm-thick GaAs absorber.
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Doping is a fundamental property of semiconductors and the control of doping is essential
for photovoltaic cells and electrical injection devices (light emitting diode, nanowire lasers, etc.).
However, characterization of doping at the nanoscale is a challenging task. Determination of
doping levels in thin-�lms is traditionally performed using electrical methods such as Hall e�ect
measurement and capacitance-voltage (C-V) pro�ling, but these methods are not easy to apply to
nanowires. Therefore, we developed an alternative quantitative doping characterization method
based on the analysis of luminescence spectra. In this chapter, the validity of this method is
veri�ed by comparing Hall e�ect measurements and CL measurements on GaAs thin-�lms.

In Section 5.1, we review brie�y some techniques of doping characterization used in the
community of semiconductor nanowires. Section 5.2 presents Hall e�ect measurements on a
series of p-type and n-type GaAs thin-�lms. They were grown by MBE in our laboratory and
used as doping calibration for the MBE growth. Section 5.3 presents CL measurements of these
GaAs thin-�lm samples. In Section 5.4, we present a luminescence model and discuss in detail
the features related to doping: non-parabolicity of the conduction band, band �lling e�ect and
bandgap narrowing at high doping levels.
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(a)

(b)

(c)

(d)

Figure 5.1 � NW doping characterization by electrical methods. (a) Tilted and top-view (inset) SEM
images of the nanowire Hall e�ect measurement set-up. Current is driven through contacts A and H.
Terminals BC, DE and FG are used to locally probe the transport properties by means of the Hall e�ect
(extracted from Ref. [136]). (b) Schematic of the cross-section through the NW device for �eld e�ect
measurement (Ref. [137]). (c-d) Energy band diagrams for (c) p-type and (d) n-type SiNW devices. The
diagrams show schematically the e�ect of gate voltage on the electrostatic potential for both types of NWs.
(Ref. [138])

5.1 Techniques overview

Doping measurements by electrical methods

A standard doping measurement on thin semiconductor layers is the Hall e�ect measurement.
The principle of Hall e�ect is given in Section 5.2. In short, it requires four contacts and the layer
thickness is known in advance. The charge carrier type (electrons or holes), carrier concentration
and mobility are determined from the measurement of the Hall voltage, which results from the
externally applied magnetic �eld to an electrical current. In a NW con�guration, the upmost
challenging task is to contact a horizontally lying NW on both longitudinal direction and the
sidewall facets. An experimental realization was, however, achieved as shown in Figure 5.1(a).
The Hall e�ect measurement on single NWs was reported for core-shell InP NWs, and spatial
variations of carrier concentration were analyzed by placing multiple contacts along the wire and
by comparing Hall e�ect measurement with CL spectra [136].

Conductivity and �eld e�ect measurements are alternative ways to determine the doping
concentration. The conductivity ρ of a semiconductor can be written as the product of the
elementary charge q ≈ 1.602× 10−19 C, the carrier mobility µ and the doping concentration n:

σ = qµn (5.1)

In general, the conductivity increases with increasing doping levels, but the only measurement of
conductivity is not su�cient for doping characterization because the carrier mobility is unknown.
Conductivity measurement alone cannot tell the polarity of the majority carrier, neither. Field
e�ect measurement can be added to provide further information.

Silicon nanowire-based �eld e�ect transistor (FET) has been fabricated in the early 2000s [139],
and in this con�guration, transport properties such as carrier mobility and concentration can
be characterized [138]. The contact scheme is simpler as compared to Hall experiments: source
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and drain are contacted at the two ends of the NW, and the gate is typically taken through a
dielectric layer and a conductive substrate. Top-gate con�guration is sometimes used (see Fig-
ure 5.1(b) for illustration). The conductivity of NWs is obtained by sweeping the current-voltage
through the source and drain, and is repeated with applied gate voltage Vg.

Figure 5.1(c-d) show the energy band diagrams for (c) p-type Si NW and (d) n-type Si
NW, contacted at the two ends by metal electrodes. As for conventional semiconductor-metal
interface, the semiconductor bands bend down (resp. bend up) for p-type (resp. n-type) material
to bring the Fermi level aligned with that of the metal. When Vg > 0, the bands are lowered,
which depletes the holes in p-type semiconductor thus suppressing the conductivity, while it
leads to an accumulation of electrons in n-type semiconductor and enhances the conductivity.
Conversely, Vg < 0 results in the opposite e�ect on both semiconductor types. Quantitatively,
the transconductance is related to the carrier mobility µ through:

dI

dVg
=
Cµ

L2
V, (5.2)

where I is the source-drain current, V and Vd are the source-drain and gate voltages respectively,
C is the gate capacitance, and L is the length of active region (gate length).

The capacitance is a critical parameter to obtain the �eld mobility, but additional hypothesis
is needed to have a simple expression. For a metallic back-gate and modeling the NW as a
metallic cylinder of radius a, the general form of the capacitance for NW surrounded by a
dielectric material of permittivity ε = εrε0 is [140]:

C =
2πεL

ln
[(
a+ h+

√
(a+ h)2 − a2

)
/a
] , (5.3)

where h is the distance between the gate and the bottom edge of the NW. In many cases,
the dielectric does not surround the NW, but is rather a �lm of thin oxide, which leads to
a reduction in capacitance. Exact value of the capacitance can be obtained by means of �nite
element methods including the cross section geometry of the NW and embedded or non-embedded
NW-FET [141]. Another issue comes from the fact that the NW is a semiconductor. The
metallic assumption is hold quite well for highly-doped NW, but in case of nonmetallic NW,
the �eld penetrates the NW and the charge distribution is far from uniform. The geometry
of the gate oxide, the semiconductivity and even the �nite length of the NW a�ect both the
total amount and the spatial distribution of the induced charges. Khanal and Wu performed 3D
simulations resolving the Poisson's equation and provided correction factors to quantify carrier
transport in NW-FET [142]. Moreover, the correct measurement is based on a good ohmic
contact. The contact resistance should be signi�cantly lower than that of the gate channel.
However, ohmic contact may be problematic in certain materials (e.g. n-GaAs and p-InP).
Highly-doped semiconductor can facilitate low-resistance ohmic contact since this creates a thin
Schottky barrier through which carriers may tunnel, otherwise Schottky behavior will complicate
the interpretation of the measurement.

Comparison between Hall e�ect and �eld e�ect measurements was also reported for InAs [143]
and InP [137] NWs. Hall e�ect measurement is believed to be more precise since it does not rely
heavily on the input parameters, and is more adapted to a complex geometry like core-shell NW
and allows spatially resolved measurements by placing multiple Hall contacts. The cross-section
of electrically active area should be known precisely to obtain the correct doping concentration,
thus limiting the use for very thin NWs. On the other hand, only the volume of the device
that can be depleted of carriers is available for �eld e�ect measurements. Charging e�ect of the
surface states can be observed like the case of 2D electron gas at the surface of undoped InAs
NWs [143].

119



Chapter 5. Doping measurement by cathodoluminescence

Doping measurements by optical methods

Contactless methods are desirable to provide rapid feedback of NW growth without additional
processing steps. Many techniques are proposed to investigate the NW doping by optical means
such as Raman spectroscopy, terahertz spectroscopy, PL and CL. Raman scattering usually
provides insight on the crystalline quality (broadening of Raman peaks) and lattice strain (shift
of the characteristic phonon energy). Moreover, the coupling of longitudinal optical phonon (LO)
with plasmon in polar semiconductors gives rise to characteristic Raman scattering modes that
have been used to evaluate the doping concentration in n-type GaN NWs [144, 145]. Raman
spectroscopy was also used to evidence local vibrational modes of Si atoms in GaAs lattice
to investigate whether Si dopants occupy As sites (p-type doping) [146] or Ga sites (n-type
doping) [147].

Terahertz spectroscopy was also used to probe the doping concentration of NW ensem-
bles [148]. Terahertz radiation excites the collective oscillation of free charge carriers and the
complex conductivity spectra can be extracted to estimate the free carrier density. Optical pump
terahertz probe spectroscopy was further developed to reveal the dynamics of photogenerated
carriers and extract important parameters such as carrier lifetime and surface recombination ve-
locity in semiconductor NWs [149, 150]. However, the experimental setup is quite complicated,
and the analysis is not straightforward and depends on several assumptions such as the the area
density of NW ensemble and their orientation.

Luminescence-based techniques like PL and CL are another family of characterization tools.
PL or CL spectra can be modeled by the generalized Planck's law [46]. The important pa-
rameters are the absorption near bandgap and the electron and hole quasi-Fermi levels. The
spectrum usually broadens with increasing doping concentration due to enhanced carrier scat-
tering and overlap of impurities wavefunctions. The full-width at half maximum (FWHM) of the
emission spectra can be used to monitor the doping level at low concentration. At high doping
concentration, the increased carrier-carrier interaction and disordered potential �uctuations of
ionized dopants cause the bandgap shrinkage or narrowing. As a consequence, the emission spec-
trum continuously redshifts with increasing doping concentration. Empirical bandgap narrowing
values for many III-V semiconductors are tabulated in Ref. [135].

For n-type III-V semiconductors (GaAs, InP etc.), this bandgap narrowing is in competition
with the electron occupation in the conduction band. For example, the emission spectrum
broadens and blueshifts (Burstein-Moss shift) for GaAs with electron concentration above the
degenerative threshold of about 4× 1017 cm−3. Blueshift of luminescence spectrum has already
been observed in GaAs [151] and InP [136, 152] NWs. We have demonstrated quantitative
results by careful analysis of the emission spectra. CL mapping and full �t of the CL spectra
were applied to precisely determine the electron concentration in single GaAs NWs [153]. CL
also o�ers superior spatial resolution compared to PL, suitable for studying doping homogeneity
in NWs. For example, local Mg dopant activity in core-shell GaN nanorods was studied by CL
mapping to reveal doping mechanism in a complex nanostructure system [154].

Other techniques

An example of review paper for NW doping characterizations can be found in Ref. [155]. Stan-
dard time of �ight-secondary ion mass spectrometry (ToF-SIMS) method cannot be directly
applied to nanostructures because of their small size. ToF-SIMS has been used to evaluate Te
and Be dopant concentration in GaAs/GaP NW ensembles embedded in a Cyclotene mask [156].
However, the encapsulation material may introduce artefacts, so a careful calibration using top-
down etched NWs from thin �lms with a known doping pro�le is required [157]. Several other
techniques are also explored to measure the doping in nanostructures, like atom probe tomogra-
phy (APT). However, these atomic techniques determine the concentration of impurities, which
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5.2. Hall e�ect measurements of thin-�lm GaAs

may not be equal to the carrier concentration if impurities are not electrically active or if com-
pensation occurs. O�-axis electron holography employs electron interference to measure the
electrical potential in a thin specimen, and it was recently used to demonstrate doping inhomo-
geneity in core-shell GaAs NW [158]. It is a powerful technique, but the specimen preparation
is complicated and there is a high risk of degradation of the sample.

5.2 Hall e�ect measurements of thin-�lm GaAs

5.2.1 Principle of Hall e�ect

Figure 5.2 illustrates the principle of Hall e�ect in a semiconductor layer. When a current I
is �owing in the semiconductor layer in presence of a magnetic �eld ~B, the charge carriers of
the semiconductor experience a force in the direction perpendicular to both the magnetic �eld
and the current. At equilibrium, a voltage appears at the semiconductor edge and the resulting
electric �eld ~E compensates the magnetic force through the Lorentz force written as:

~F = q( ~E + ~vd × ~B), (5.4)

where ~vd is the drift velocity of the charge carriers. In a semiconductor slab of thickness d, width
w and uniform doping, the electric current density is related to the carrier concentration n by:
~j = qn~vd, which is then written in projection of the current �owing direction as:

I

wd
= qnvd. (5.5)

In steady state, the Hall voltage VH is connected to the electric force Fe = qVH/w and the
magnetic force is expressed as Fm = qvdB. The resulting forces are compensated, so the Hall
voltage can be written as a function of the carrier drift velocity and magnetic �eld. Using
Equation 5.5, the Hall voltage is further expressed as a function of the electric current I and the
carrier concentration n:

VH = vdBw =
IB

qnd
. (5.6)

We should note that the sign of the Hall voltage is important for the polarity of the charge
carriers. In n-type semiconductors, as well as metals, the electric current is carried by moving
electrons. In p-type semiconductors, it is easier to think of the current as positive holes moving
rather than negative electrons.

Bz

I

-

vd

Fm
− +

− +

− +

− +

− +
Fe

VH
− +

d

w

1

2 3

4

(a) (b)

Figure 5.2 � (a) Schematic illustration of the Hall e�ect in a semiconductor layer. (b) Contact electrodes
used in the van der Pauw method for measuring thin-�lm doping concentration by Hall e�ect.
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Figure 5.3 � Calculation of the surface depletion width as a function of doping concentrations for bulk
n-type (blue) and p-type (red) planar GaAs.

In practice, the doping concentration of thin semiconductor layers is measured using the van
der Pauw method [159]. This method allows measuring speci�c resistivity and Hall e�ect of �at
samples of arbitrary shape, provided that the contacts are su�ciently small and located at the
circumference of the sample. Figure 5.2(b) shows a general con�guration of four contacts placed
at the corners of a square piece of semiconductor, denoting 1, 2, 3 and 4 in the anti-clockwise
direction. The semiconductor thin-�lm is usually grown on a semi-insulating substrate so that
only the active layer of thickness d is characterized. Resistivity measurement is �rst performed.
A current is caused to �ow along one edge (for example I12) and the voltage across the opposite
edge (here V34) is measured. A resistance can be found using Ohm's law: R12,34 = V34/I12. Van
der Pauw showed that the sheet resistance Rs of samples can be determined from two of these
resistances: one along a vertical edge (e.g. R12,34), another along a horizontal edge (e.g. R23,41),
using the formula:

e−πR12,34/Rs + e−πR23,41/Rs = 1. (5.7)

The sheet resistance can then be solved numerically, and it is related to the material resistivity
by Rs = ρ/d, where d is the layer thickness.

For the Hall e�ect measurement, a magnetic �eld B is applied perpendicularly to the layer
surface. For example, the electric current I is injected from contact 2 to 4 and the voltage across
the contact 1 and 3 is measured and noted as V13. This is repeated by reversing the magnetic
�eld direction, and by alternating the 4 contacts (V24, V31 and V42), keeping the same value of the
injected current and the magnitude of the magnetic �eld. The Hall voltage VH is then obtained
from the average of the above measured values. Using Equation 5.6, knowing the magnetic �eld
B, current I and thickness d, the doping concentration n can be calculated. The carrier mobility
is further calculated using the formula:

ρ =
1

qµnn+ qµhp
, (5.8)

where µn (resp. µh) is the electron (resp. hole) mobility, and n (resp. p) is the electron (resp.
hole) concentration. Usually in a semiconductor, majority carriers dominate the conductivity
and minority carriers have little in�uence on the transport properties, thus can be neglected.

5.2.2 Surface depletion

One issue raised in the Hall e�ect measurement is that only electrically active area contributes
to e�ective free carrier transport. Therefore, the depletion zone should be excluded in the
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5.2. Hall e�ect measurements of thin-�lm GaAs

calculation of free carrier concentration. In fact, the layer thickness d described previously
should be replaced by d− w where w represents the depletion zone thickness. Carrier depletion
may occur at the non-passivated free surface due to unwanted surface states, or at the interface
in contact with the semi-insulating substrate. For GaAs, the surface depletion is particularly
problematic due to the formation of gallium oxide and arsenic segregation, creating trap levels
near the mid-gap. The free surface of a semiconductor is characterized by a surface potential.
For GaAs, the surface potential is found in the literature, with the value of −0.75 V for n-type
GaAs and −0.55 V for p-type GaAs [160] measured with respect to the valence band maximum.
The negative sign is chosen because the electrical potential is reversed compared to the electronic
energy in conventional band diagram. The theoretical expression of the surface depletion width
is given by [161]:

ws =

√
2εrε0 (φs − φch − kBT/q)

qN
, (5.9)

where εr ≈ 12.9 is the dielectric constant for GaAs and ε0 ≈ 8.854 × 10−12 F/m the vacuum
permittivity, N the free carrier concentration (electron for n-type and hole for p-type), kB the
Boltzmann's constant and T the temperature in Kelvin. φch is the channel potential depending
on the doping level, and is given by the Fermi level in the unperturbed quasi-neutral region. The
term kT/q is due to the thermally activated majority carrier distribution tail [22]. Figure 5.3
gives the calculated surface depletion width in GaAs as a function of both n-type and p-type
doping. For instance, the surface depletion width is ws ≈ 32 nm for n-type GaAs at the doping
concentration of 1× 1018 cm−3.

5.2.3 Results

Tables 5.1 and 5.2 list the thin �lm GaAs samples grown by MBE using Be for p-type doping
and Si for n-type doping. Carrier mobility and doping concentration were obtained by Hall
e�ect measurements, taking into account the surface depletion width. These samples are used
for doping calibration in our MBE machines, and also to validate the doping measurement by
luminescence method (see Section 5.3 and 5.4).

Table 5.1 � MBE-grown p-type GaAs:Be thin-�lm samples. Be e�usion cell temperature and layer
thickness are shown. Hole mobility and doping concentration are obtained from Hall e�ect measurements.

sample T(Be) thickness mobility doping
◦C nm cm2/Vs cm−3

G3X005 675 500 117 6.7× 1017

G3X004 740 500 65 6× 1018

G3X003 788 500 31 6× 1019

76633 675 500 153 9.4× 1017

76631 700 380 122 2.9× 1018

76627 735 430 74 1.0× 1019

During the MBE growth, mainly two factors determine the doping concentrations in epilayers:
the supply �ux of the impurity source and the crystal growth rate. The supply of impurity atoms
is mainly determined by the heating temperature T of the crucible. The incident �ux of a chemical
species φ [atoms/s/cm2] can be related to its vapor pressure P through [162]:

φ =
P√

2πmkBT
' k1P, (5.10)

where m is the mass of the chemical species and k1 is a constant. The vapor pressure is given
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Table 5.2 � MBE-grown n-type GaAs:Si thin-�lm samples. Si e�usion cell temperature and layer thick-
ness are shown. Electron mobility and doping concentration are obtained from Hall e�ect measurement.

sample T(Si) thickness mobility doping
◦C nm cm2/Vs cm−3

G3X002 1031 500 1031 5.3× 1017

G3X001 1099 320 1039 1.7× 1018

E8U002 1160 852 1314 5.8× 1018

C2T12 1171.6 100 545 1.2× 1019

C2T13 1137.6 100 625 1.9× 1019

76625 1000 465 4066 4.0× 1017

76626 1075 473 1980 1.8× 1018

76623 1150 446 1165 7.6× 1018

by the Clapeyron relation:

P = k2 exp
(
−∆Hsub

kBT

)
, (5.11)

where ∆Hsub the enthalpy of sublimation and k2 is a constant.
As the total amount of impurity atoms is conserved, the concentration of impurities in the

epilayer should be inversely proportional to the growth rate v [cm/s]. It is generally assumed
that dopant atoms have an unity sticking coe�cient, i.e. every incident atoms incorporated in
the semiconductor. In this case, the concentration of impurity atoms in the epilayer is given by:
φ/v.

If we can assume all impurity atoms are electrically active and neglect the dopant compensa-
tion, i.e. each impurity atom results in one carrier of the same type, the doping concentration N
is equal to the concentration of impurity atoms in the semiconductor. As a result, the Clausius-
Clapeyron-type dependence of the doping concentration N with the crucible temperature T is
expected:

N =
φ

v
' k3

v
exp

(
−∆Hsub

kBT

)
, (5.12)

where k3 = k1k2 is a constant.
For all the GaAs samples characterized here, the growth rate is set to 0.2 nm/s, but small

�uctuation may still exist between samples. As shown in Figure 5.4, the doping concentrations
in log scale are plotted as a function of the reverse of the temperatures in Kelvin. Temperatures
in ◦C are indicated at the top of the graph. Doping concentrations plotted in the graph are
corrected with the actual growth rate such that every samples are comparable. Two series of
samples for both Be-doped and Si-doped samples are shown, they correspond to epitaxial growth
from two di�erent MBE machines in the laboratory.

Electron and hole mobility, µn and µp, are two of the important parameters for characterizing
the transport of charged carriers. The (majority) carrier mobility from Hall e�ect measurements
is plotted as a function of the carrier concentration (Figure 5.5(a) for p-type and (b) for n-type
GaAs). In general, the mobility reduces with increasing carrier concentration due to scattering of
the moving charge carriers. These include alloy scattering, ionized impurity scattering, carrier-
carrier scattering and various phonon scattering processes. The mobility is also reduced for
compensated doping where a large amount of defects act as scattering centers. In contrast,
very high eletron mobility can be obtained from spatially separated carriers with the ionized
impurity. It is so-called modulation doping, achieved for example in a very thin undoped GaAs
layer embedded within highly n-doped AlGaAs barriers. The black curves in Figure 5.5 are
empirical model from Sotoodeh, Khalid, and Rezazadeh at 300 K. This model gives the mobility
values as a function of the carrier concentration N and the temperature T by the formula [117]:
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Figure 5.4 � Clausius�Clapeyron-type plot of free carrier concentration as a function of the e�usion
cell temperature. (a) hole concentration measured by Hall e�ect as a function of the Be cell temperature.
(b) electron concentration measured by Hall e�ect as a function of the Si cell temperature. Two sets of
data points in each sub-�gure present di�erent series of GaAs samples grown from two di�erent MBE
machines. Doping concentrations are corrected to constant growth rate and �tted with an Arrhenius
equation (dashed lines).

µ(N,T ) = µmin +
µmax × (300K/T )θ1 − µmin

1 +
(

N
Nref×(T/300K)θ2

)λ . (5.13)

The �tted parameters for III-V compounds and some alloys are provided in Ref. [117].
Physical descriptions of Equation 5.13 are considered as follows. At very low doping con-

centration, the mobility saturates at µmax(T ), the lattice-limited mobility, which itself reduces
with increasing temperature (θ1 > 0). At very high doping concentration, the mobility saturates
at µmin, which is temperature independent. Nref(T ) is the doping concentration at which the
mobility reduces to almost half of the maximum value at low doping. At higher temperatures,
lattice scattering mainly dominates, therefore, the contribution of ionized impurity scattering is
expected to start at a higher doping concentration (θ2 > 0). The parameters were �tted with
available GaAs mobility data, applicable in the range of temperature from 100 K to 400 K. Our
mobility data are globally bellow the empirical model, especially for the epilayers grown from the
�rst MBE machine, probably due to unknown defect scattering centers. For high-concentration
Si-doped GaAs layers, Si dopant compensation may occur which reduces considerably the carrier
mobility.
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Figure 5.5 � Relations between mobility and carrier concentration obtained from Hall e�ect measurement.
(a) hole mobility and concentration. (b) electron mobility and concentration. GaAs epitaxial layers from
two di�erent MBE machines are distinguished by square and circle markers. Black lines are an empirical
model from Sotoodeh et al. [117]

5.3 CL measurements of thin-�lm GaAs

In this section, CL measurements on p-type and n-type GaAs thin-�lm layers are presented. Their
thickness and results from Hall e�ect measurements (mobility and doping concentration) are
given in Tables 5.1 and 5.2. The goal of this study is to verify the quantitative doping assessment
by the analysis of luminescence spectra. The acceleration voltage used in CL measurements is
6 kV so that the electron-beam can pass through the surface depletion zone and excite bulk
GaAs. The probe current is typically between 0.7 to 1 nA. For bulk GaAs with impinging
current varying from about 0.3 to 3 nA, CL spectra do not shift in wavelength, neither do they
change in shape. It is thus legitimate to assume that the generated carriers were in thermal
equilibrium in these conditions of excitation.

5.3.1 Be-doped p-type GaAs

Figure 5.6 shows CL spectra of p-type GaAs thin-�lm samples, measured at both room tem-
perature (RT) and low temperature (LT, 20 K). The spectra are normalized to their maximum
intensity to facilitate their comparison. Peak energy (the energy position corresponding to the
maximum CL intensity) and full width at half maximum (FWHM) values are indicated in the
inset. At room temperature, CL spectra broaden at higher doping levels, and the spectra peak
positions move gradually to lower energy due to bandgap narrowing e�ect (BGN) e�ect. BGN
arises from many-body interactions at high doping levels. The determination of BGN values can
thus be used to assess the doping levels (see details in Section 5.4.2). Tabulated BGN values for
several III-V compounds are available in Ref. [135].

At low temperature, the spectra are plotted in both linear and log scale. For the slightly
p-doped layer (green curve in Figure 5.6), the low temperature CL spectrum shows two separate
peaks (1.510 eV may be due to exciton bound to acceptor, and 1.495 eV to transition of free
electron to Be acceptor). For higher doping levels, the acceptor band merges with the valence
band thus only one single emission peak is observed. Moreover, the emission spectra broaden and
redshift with increasing doping levels, similar to the evolution of room temperature CL spectra.
Regularly spaced peaks with separation of about 37 meV at lower energy tail can be attributed
to the longitudinal optical (LO) phonon replica of the main emission peak.

Figure 5.7 shows the PL and CL spectra peak position energy as a function of the hole
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Figure 5.6 � Comparison of normalized CL spectra for p-type GaAs thin �lms. (a) CL spectra measured
at room temperature. (b,c) CL spectra measured at low temperature (20 K), shown in linear scale (b) and
logarithmic scale (c).
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Figure 5.7 � Peak position energy as a function of the hole concentration. Our CL spectra are compared
to literature data from Cusano for 20 K CL of GaAs single crystal slices [163], Olego and Cardona for 4 K
PL of Zn-doped GaAs single crystal [164], Borghs et al. for 30 K PL of MBE-grown Be-doped GaAs [165]
and Kim et al. for 12 K PL of MOCVD-grown C-doped GaAs [166]
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Figure 5.8 � Comparison of normalized CL spectra for n-type GaAs thin �lms. (a) CL spectra measured
at room temperature. (b,c) CL spectra measured at low temperature (20 K), shown in linear scale (b) and
logarithmic scale (c).

concentration at low temperature, for several p-doped GaAs samples. To retrieve the peak
energy, our CL results (around 20 K) were �tted by two or three Gaussians depending on the
asymmetrical shape, and compared with available literature data. Open circle markers present
the high energy peak observed in the PL or CL spectra for high p-doping level above 1019 cm−3.
These features are often observed in degenerate p-type GaAs, and are explained by the excitonic
enhancement of absorption near the Fermi level. It is referred to the so-called Mahan exciton,
according to the theoretical work of Mahan for the prediction of an absorption singularity at
the Fermi edge [167]. We observe a similar high energy shoulder in the highest doped p-GaAs
sample (Figure 5.6(c) brown curve and arrow), which may be indicative for the degenerate hole
Fermi level below the valence band maximum.

5.3.2 Si-doped n-type GaAs

Figure 5.8 shows CL spectra of n-type GaAs thin-�lm samples, measured at both room tem-
perature and low temperature (20 K). The spectra are normalized to their maximum intensity
to facilitate their comparison. A CL spectrum measured on an undoped GaAs thin-�lm (with
residual n-type conductivity) is also included for reference. At room temperature, undoped GaAs
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Figure 5.9 � Peak energy (a) and FWHM (b) of luminescence spectra as a function of electron concen-
tration at room temperature. Our CL measurements are compared with experimental data available in the
literature: Casey and Kaiser for CL measurements on melt-grown Te-doped GaAs [175], Neave et al. for
PL Si-doped GaAs grown by MBE [176], Szmyd et al. for PL Se-doped GaAs grown by MOCVD [177]
and Lee et al. for PL Si-doped GaAs grown by MBE [178].

has its peak position energy at 1.424 eV, corresponding to the bandgap of GaAs. With increasing
n-doping levels, CL spectra broaden and the peak positions shift gradually to higher energy. The
blueshift of the absorption edge and hence the emission peak is ascribed to the Burstein-Moss

shift. The �rst experimental evidence of this e�ect is due to Burstein with the observation of
anomalous absorption limit in n-doped InSb [168], which was explained by the conduction band
�lling due to very small e�ective mass of the conduction band electrons [169].

We note that the BGN e�ect is also present in n-type GaAs since the low-energy tail of the
CL spectra move to lower energy with increasing doping levels. For n-type doping, blueshift and
broadening are particularly sensitive to the electron concentration. Although the peak energy
de�nition is straightforward, its determination for a broad spectrum may appear ambiguous
depending on how the whole spectrum is �tted. Here, two or three gaussians are used to �t the
CL spectra in order to extract the peak position. On the other hand, the determination of the
FWHM is obtained by linear interpolation and is fairly precise with little variation.

At low temperature, (Figure 5.8(b) and (c)), undoped GaAs layer (black curve) shows a
relatively sharp peak (FWHM≈3 meV) centered at 1.514 to 1.515 eV due to free exciton re-
combination or unresolved lines of exciton bound to Si donor. A small peak at 1.493 eV due
to residuals of C acceptors is visible in log scale, and the even smaller shoulder at 1.484 eV is
probably due to residual of Si acceptor. For slightly n-doped samples, the CL peak are mainly
attributed to the shallow donor band (about 6 meV below the conduction band minimum). With
increasing electron concentrations, the CL spectra broaden and shift to higher energy.

For the most n-doped layer (purple curve in Figure 5.8(b) and (b)), a shoulder at 1.484 eV may
indicate the presence of Si acceptor, thus possible doping compensation in heavily Si-doped layer.
Moreover, a wide Gaussian-like signal located around 1.2 to 1.4 eV was observed. This broad band
emission was studied in compensated Si-doped GaAs, and was attributed to SiGa −VGa and/or
SiAs −VAs donor-acceptor pair complexes [170, 171]. Theses features were observed in Si-doped
GaAs layers under surface thermal annealing [172] and in LPE-grown GaAs:Si samples [173,
174].

Since the energy position of the maximum peak (peak energy) and the full width at half

129



Chapter 5. Doping measurement by cathodoluminescence

(a)

E

k

CB

VB

Non-
k-conservation

k-conservation

EC

EV

EF

(b)

1017 1018 1019

Electron concentration (cm-3)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

F
W

H
M

 (
eV

)

De-Sheng et al.
This work (data)
This work (fit)

Figure 5.10 � (a) Schematic energy band diagram for radiative transitions in degenerate n-type semicon-
ductors. Either k-conserving transition or non k-conserving transition have been proposed. (b) FWHM as
a function of the electron concentration at low temperature. Black curve is from De-Sheng et al. [179],
blue markers and blue dashed line are CL measurements and �t with a n2/3 power law.

maximum (FWHM) are two main characteristics of luminescence spectra, we compare our results
with the literature data of PL or CL measurements at room temperature (Figure 5.9). Globally,
the blueshift and broadening follow a clear trend with increasing electron concentrations. At
the limit of low doping level, the peak energy should tend to 1.424 eV (bandgap of undoped
GaAs) and the FWHM should tend to 26 meV (broadening due to thermal energy). At a given
electron concentration, there are slight di�erences of peak energy and FWHM between di�erent
measurements, probably due to di�erent qualities of epitaxial layers. Therefore, peak energy and
FWHM should not be considered separately and we will further analyze the CL measurements
by �tting the whole spectra (see details in Section 5.4.3).

On the other hand, low temperature measurement may be more precise because the thermal
broadening is largely suppressed. We can establish a �rst quantitative estimation of electron con-
centrations by examining the FWHM, which is a fairly sensitive and unique quantity at di�erent
n-doping levels. Figure 5.10(a) proposes a radiative recombination process in degenerate n-type
semiconductors. For electron concentrations above the degenerate threshold (about 4×1017cm−3

for GaAs), the Fermi level EF is situated above the conduction band minimum. Assuming that
the injected holes are thermalized to the band edge before they recombine radiatively with free
electrons, the momentum k-conservation rule should be relaxed to explain the blueshift of the
emission spectrum. Non-k-conservation is generally admitted for highly doped systems because
the random distribution of ionized impurity atoms destroys the invariance of symmetry trans-
formations. Some researchers, however, question the relaxation of k-conservation in degenerate
semiconductors [180].

De-Sheng et al. studied MBE-grown n-type Te-doped GaAs �lms by PL at 1.8 K, and deduced
that the FWHM is closely related to the Fermi level, thus to an empirical 2/3 power law of the
electron concentration [179]. In fact, at near 0 K, free electrons �ll all the states below the Fermi
level. In k-space, a 3D electron gas occupies a so-called Fermi sphere of radius kF = (3πn)1/3,
where n is the electron density. Assuming a parabolic conduction band, the Fermi level is
expressed as a quadratic function of kF , and thus a power 2/3 of the electron density n. Indeed,
we can conveniently �t the experimental FWHM values with a 2/3 power function of n:

FWHM (eV) = 3.348× 10−14 × n2/3, (5.14)
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5.4. Modeling CL spectra for quantitative doping assessment

where n is the electron density expressed in cm−3. Our result is very close to that of De-Sheng et
al. (comparison in Figure 5.10(b)). This empirical relation between the low temperature FWHM
(eV) and the electron concentration n (cm−3) then constitutes an easy way to determine the
electron concentrations in the range of about 4× 1017 to 1× 1019 cm−3.

5.3.3 Comparison

Figure 5.11 shows a scattering plot of the peak energy versus the FWHM of CL spectra measured
at room temperature. The point data of a sample come from a hyperspectral CL measurement
where each point is de�ned by the parameters extracted from the spectrum of a single pixel of
the CL map. We can see the FWHM continuously enlarges with increasing doing levels. It can
also be visualized that p-type doping causes the redshift of the peak energy, while n-type doping
causes the opposite blueshift of the peak energy. A more precise lineshape analysis is further
investigated to relate luminescence spectra with quantitative doping concentrations (Section 5.4).

(a) Peak and FWHM scattering plot
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Figure 5.11 � Scattering plot of peak energy versus FWHM from CL hyperspectral measurement for
di�erent doping layers. CL spectra broaden for increasing doping concentration, and the peak position
shifts to higher energy for n-doping and to lower energy for p-doping. Dashed lines are shown as a guide
to the eye.

5.4 Modeling CL spectra for quantitative doping assessment

Free carrier concentration in a semiconductor is related to the corresponding Fermi level. CL
spectra are presented in Section 5.3, and they can be used to determine the Fermi energy using
the generalized Planck's law, following the description given in Chapter 3.2.4. Subsequently, free
carrier concentrations can be deduced. The connection between the Fermi level and the carrier
concentration is the e�ective density of states in the conduction band or valence band, which
are determined from the approximation of the forms of E-k dependence near the major band
maxima and minima through the band edge e�ective mass. Therefore, it is essential to give a
coherent framework and values used for GaAs (Section 5.4.1). Although the hole Fermi level in
p-type GaAs is not easily to be observed from luminescence experiment, the hole concentration
is simply related to CL spectra through empirical bandgap narrowing values (Section 5.4.2).
Section 5.4.3 presents n-type doping assessment using the electron Fermi level.
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5.4.1 Band non-parabolicity

Parabolic band is usually taken as a starting point, but the real band structure may deviate from
the ideal parabolic one and thus needs to be taken into account. For example, non-parabolicity
of the Γ6 minimum of the lowest conduction band a�ects the calculated electron concentration
at high doping levels. For p-type ZB GaAs, the valence bands are degenerate at the Γ point,
constituting heavy-hole and light-hole bands with very di�erent characteristics. The split-o�
valence band is situated 0.34 eV below the valence band maximum. The thermal hole occupation
in the split-o� band is negligible in usual temperature range. Table 5.3 gives the parameters used
for the determination of carrier concentrations.

Table 5.3 � Material parameters used in the calculation of free carrier concentrations in GaAs [35].

ZB GaAs near 0 K room temperature
Bandgap [eV] 1.519 1.424

Electron mass mco [m0] 0.067 0.063
CB non-parabolicity coe�cient α −0.824 −0.83

CB e�ective density of states Nc [cm−3] � 4.2× 1017

Heavy hole mass mhh [m0] 0.51 0.50
Light hole mass mlh [m0] 0.082 0.076

Light hole VB non-parabolicity β −3.80 −3.57
Combined hole mass mv [m0] 0.53 0.524

VB e�ective density of states Nv [cm−3] � 9.5× 1018

E�ective density of states for the conduction band

Following Blakemore's notations [35], supplementary indices are used to distinguish between
di�erent e�ective masses. The non-parabolicity of the conduction band is described using Kane's
approach of 4-band k · p perturbation [181]. When |k| is allowed to become a little larger, non-
parabolicity is approximated through a k4 term:

E ' Ec +
~2k2

2mco
+

α

Eg

(
~2k2

2mco

)2

, (5.15)

where the dimensionless non-parabolicity coe�cient α turns out to be negative. The low tem-
perature value α = −0.824 and room temperature value α = −0.83 are shown in Table 5.3. The
k ·p model is based on a perturbation approximation, thus is only reliable close to an extremum.
The non-parabolicity correction coe�cient may still not be adequate for more than 0.1 eV above
the Γ6 minimum.

If the lowest GaAs conduction band were a simple parabolic one with the band-edge mass
mco, the Fermi energy Ef could be related to the equilibrium conduction electron concentration
n by:

n0 = Nco ×F1/2

(
Ef − Ec
kBT

)
, (5.16)

where

Nco = 2

(
2πmcokBT

h2

) 3
2

(5.17)

is usually called e�ective density of conduction band states (without non-parabolicity correction),
and

Fj(x) =
1

Γ(j + 1)

∫ ∞
0

tj

exp(t− x) + 1
dt (5.18)
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is the Fermi integral of order j. However, the non-parabolicity of the GaAs conduction band
makes n0 larger than that calculated by Equation 5.16 at a given temperature and Fermi level.
Including the E-k behavior described in Equation 5.15, the conduction electron concentration
becomes:

n0 = Nco

[
F1/2(η)− 15αkBT

4Eg
F3/2(η)

]
. (5.19)

where η = (Ef − Ec)/kBT represents a reduced variable at non-zero temperature. The latter
term is actually additive since the non-parabolicity factor α is negative. It would be preferred
to use usual relation between electron concentration n0 and Fermi energy Ef in a form: n0 =
Nc ×F1/2(η). In this case:

Nc = Nco

(
1− 15αkBT

4Eg

) F3/2(η)

F1/2(η)
. (5.20)

We should note that the e�ective density of conduction states Nc depends on T and also on the
relation of Ef to Ec. For non-degenerate electron concentration, all the Fermi-Dirac integrals
reduce to an exponential asymptotic form. The multiplying factor account for 1.056 at room
temperature (Nc ≈ 1.056Nco ≈ 4.21×1017 cm−3). Figure 5.12 gives the variation of the e�ective
density of conduction states with electron concentration for GaAs at 300 K. The increase of the
e�ective density of states is equivalent to the description of an augmentation in the e�ective
electron mass at high concentration [182].

Figure 5.12 � Variation of the e�ective density of conduction states with electron concentration n0 for
GaAs at 300 K (Figure extracted from Ref. [35]).

For degenerate n-type semiconductor at very low temperature, the use of an e�ective density
of states is not adequate and the Fermi-Dirac integral tends to in�nity. This situation can be
resolved using an asymptotic approximation: Fj(η) → ηj+1/Γ(j + 2) for η � 1. Inserting in
Equation 5.19, a �nite electron population at a near-zero temperature results in a Fermi energy
Ef such that:

n0 ' (8π/3)
[
2m0(Ef − Ec)/h2

]3/2
[1− (3α/2Eg)(Ef − Ec)] (5.21)

For n-type GaAs at near zero temperature, with mco = 0.067m0, Eg = 1.519eV and α = −0.824,
this formula is evaluated numerically:

n0 ≈ 7.9× 1019 × (Ef − Ec)3/2 [1 + 0.82× (Ef − Ec)] , (5.22)

where (Ef − Ec) is expressed in eV and n0 in cm−3. We note the similitude of this formula
with the empirical relation between the electron concentration and the low temperature FWHM
(Equation 5.14).
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E�ective density of states for the valence band

The valence band of GaAs is degenerate at the Γ point and constitutes the heavy-hole band with
an e�ective mass mhh and the light-hole band with an e�ective mass mlh. The total free hole
density is the sum of the two contributions. The heavy-hole band can be assumed parabolic for
the calculation of hole density, but not the light-hole band. A dimensionless non-parabolicity
parameter β is thus introduced for the light-hole band, similar to the conduction band. Again, we
want to write the total hole density in the form of p0 = Nv×F1/2(ξ), where ξ = (Ev−Efv)/kBT
is a dimensionless parameter of the hole Fermi energy Efv relative to the valence bands edge Ev.
In this case, the e�ective density of states for the valence band is given by:

Nv = 2

(
2πkBT

h2

) 3
2

×
[
m

3/2
hh +m

3/2
lh

(
1− 15βkBT

4Eg

) F3/2(ξ)

F1/2(ξ)

]
. (5.23)

The light-hole mass mll decreases as the temperature rises, but the non-parabolicity factor mul-
tiplying m3/2

ll increases with temperature. These two e�ects cancel out in a large temperature
range above 200 K. It is simply assumed a light-hole mass of m′lh = 0.088 m0 at room temper-
ature and a spherical averaged heavy-hole mass of mhh = 0.50 m0, then light holes constitute
about 7% of the total hole population shared between these two bands [35]. The combination
makes the e�ective density of states Nv = 9.5 × 1018 cm−3 at room temperature. Degenerate
hole density does occur in GaAs, but it is less common compared to n-type materials.

5.4.2 Bandgap narrowing e�ect

The bandgap narrowing (BGN) is referred to a bandgap diminution when a semiconductor is
heavily doped. There are several confusions in the literature concerning this topic, so we need to
clarify the de�nition of the bandgap itself. We call bandgap, denoted Eg, the energy separation
between the conduction band minimum and the valence band maximum. This de�nition is
clear for pure semiconductors, but may becomes ambiguous for doped semiconductors because
of the formation of band tails. More generally, we call bandgap the energy gap between the
two hypothetic parabolic band edges, which is consistent with the absorption model used in
Equation 3.69. The states below the band edges are referred to band tails. The BGN for a
doped semiconductor ∆Eg is then the di�erence of the bandgap compared to the bandgap of
the pure semiconductor. For degenerate doping density, the Fermi level Ef may lie inside the
parabolic band. For example in n-type semiconductors when Ef is above the conduction band
minimum, Eg + Ef is sometimes called optical gap because relevant optical properties depend
on it.

Background

To explain the origin of BGN in doped semiconductors, quantum mechanical descriptions are re-
quired and many-body interactions at high density are no more negligible. Moreover, the random
distribution of impurities in a many-body system makes the treatment extremely complicated.
Here we give only some essential results. A dimensionless parameter for the doping concentra-
tion, rs, is usually used, which is the average distance between impurity atoms divided by the
e�ective Bohr radius aD,A (see Equation 3.42):

rs =
1

aD,A

(
3

4πN

)1/3

(5.24)

Assuming that the semiconductor doping is not compensated: N is the impurity concentration
which is equal to the free carrier concentration if every dopant is electrically active. At high
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doping concentrations such that rs < 1, many-body interactions begin to have signi�cant e�ect.
Wol� used many-body perturbation methods to show that to lowest order in rs the electron-
electron interaction could be modeled by using a screened Coulomb interaction for the impurities
together with a rigid band shift due to exchange and correlation energy Exc of the electron gas
and a small renormalization of the e�ective mass m∗e [183]. The Wol� e�ective one-electron
Hamiltonian writes [184]:

H =
p2

2m∗e
+ Exc + V (r) (5.25)

The electrons have mutually repulsive Coulomb interactions. The Fermion nature of the
particles tend to keep electrons with similar spin away from each other (Pauli exclusion). This
spatial exclusion reduces the amount of repulsive energy that the electrons would have from a
uniform distribution of particles. The reduction of repulsive energy is equivalent to an attractive
energy, which is called the exchange energy [185]. Jain and Roulston gave a general expression
for the shift in the majority band edge due to exchange interactions [186]:

∆Eg,x = −
fe2

(
3π2N

)1/3
πε0εr

, (5.26)

where f is a dimensionless correction factor depending on the material and the doping type.
Another contribution to the ground state energy for the homogeneous electron gas is the corre-
lation energy. Numeral calculations show that this quantity is much smaller than the exchange
energy for most densities, thus can be neglected in semiconductors [185]. The exchange and
correlation together are usually referred to many-body e�ects. The electron-donor interactions
may also contribute to the total BGN, though it is expected to count for only a few percentage
of the total BGN. Jain et al. gave a practical expression of BGN that may be useful for device
simulation [135].

∆Eg = A×N1/3 +B ×N1/4 + C ×N1/2. (5.27)

The �rst term with 1/3 power of the doping concentration N is the main contribution from the
carrier-carrier exchange interactions. The second term with N1/4 is related to the correlation
energy and the third term with N1/2 is from the carrier-impurity interactions.

For direct gap III-V semiconductor like GaAs, the BGN e�ect was studied at the begin-
ning from optical absorption measurements [54]. Casey and Stern calculated absorption and
spontaneous emission rates for various GaAs doping levels based on the density of states and
optical matrix element, and derived experimentally an expression of the BGN for p-type GaAs
(p = 1× 1018 to 2× 1019 cm−3) by �tting the absorption edge near bandgap at 300 K [187].

Eg (300 K) = 1.424− 1.6· 10−8 × p1/3 (5.28)

where Eg is expressed in eV and p is the hole concentration in cm−3. Casey's absorption model
includes Kane's gaussian band tail and the occupancy of the valence and the conduction bands,
which is close to our approach using the generalized Planck's law.

In the 1980s, PL experiments were extensively used and lineshape analysis with doping
concentration was investigated. Olego and Cardona gave a systematic method to extract bandgap
through the intersection of a linear �t of the low energy tail of PL spectrum with the baseline [164].
Borghs et al. investigated low-temperature (30 K) PL characteristics for GaAs at high doping
levels and used the method described by Olego and Cardona to obtain the GaAs bandgap [165].
They obtained somewhat a di�erent value of the multiplying factor before the p1/3 term of BGN
than that of Casey and Stern. The BGN values from Borghs et al. are collected in the paper of
Jain et al. [135]

Eg (30 K) = 1.515− 2.6· 10−8 × p1/3 (5.29)
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Figure 5.13 � CL spectra of the p-GaAs sample (G3X004) with hole concentration of p = 6×1018 cm−3.
(a) Temperature dependence of the CL spectra and the �t by two methods to extract the bandgap. The open
circles show the bandgap (parabolic band edges) from the �t using generalized Planck's law (red curves)
and the blue lines are linear �ts to the low energy side of the CL spectra. (b) Temperature evolution of
the CL peak position and half width (green markers with bars), bandgap from the parabolic band edges
(red circles) and low energy tail (blue circles). The red and blue lines are �ts of the bandgap using the
Varshni equation. The black line is the pure GaAs bandgap calculated using the Varshni equation.

We emphasize that the BGN from Borghs et al. was obtained at low temperature and by �tting
only the low energy tail of the PL spectra, which may lead to an overestimation of the BGN
because band tails were ignored.

Analysis of CL spectra

To illustrate the two di�erent methods of analysis, we show in Figure 5.13(a) the CL spectra
measured at various temperatures of the GaAs:Be layer (sample G3X004) with hole concentration
of 6 × 1018 cm−3. CL spectra are normalized to the maximum intensity and shifted vertically
for clarity, with normalization factors indicated for each curve in the �gure. Black dots are
as-measured data and red curves are the �ts using the generalized Planck's law as described in
Chapter 3.2.4. We choose the parabolic absorption model modi�ed by an Urbach tail to �t the
whole spectra (Equation 3.69). Here, the parameters (Efc, Efv, T, d) are varying but they hardly
change the bandgap Eg. We can visualize in Figure 5.13(a) that red circles mark the bandgap
obtained from the �ts of the whole spectra, and blue straight lines show linear �ts at the low
energy side.

In Figure 5.13(b), we compare the bandgaps obtained by the two di�erent methods. Red
dots are bandgaps Eg(parabolic) from the �ts of the whole spectra with parabolic absorption
model, blue dots are bandgaps Eg(tail) from the linear �ts at the low energy tail. The well-known
bandgap of pure GaAs (black curve) is determined from the Varshni equation:

Eg(T ) = Eg(0 K)− αT 2

T + β
[eV] (5.30)

with the parameters Eg(0K) = 1.519 eV, α = 5.405· 10−4 and β = 204 [35]. Green markers with
bars are as-measured peak positions and half widths at both high and low energy side of the
CL spectra. We can see that the di�erence between the peak positions of a wide luminescence
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5.4. Modeling CL spectra for quantitative doping assessment

spectrum and the bandgap of pure GaAs is temperature dependent, which cannot be easily
associated with a meaningful physical quantity. On the contrary, the di�erence between the
�tted bandgap and the bandgap of pure GaAs is nearly independent of the temperature (almost
vertical translation of the black line in Figure 5.13(b)), which can be associated to BGN values.

The bandgap extracted from the linear �t at the low energy side of the spectra (blue dots)
can be �tted with the Varshni equation: Eg(tail) = 1.478 − 5.631· 10−4 × T 2/(T + 155) (blue
line). On the other hand, the bandgap from the �t using a parabolic absorption model (red dots)
can be �tted with the Varshni equation: Eg(parabolic) = 1.490−6.490· 10−4×T 2/(T +318) (red
line). Subsequently, BGN values are very di�erent from di�erent methods of treatment: BGN
41 meV for the former, 29 meV for the latter (take high-purity bandgap to be 1.519 eV at 0 K).
The method of Olego and Cardona (linear �t at low energy tail) seems to overestimate the BGN
(underestimates the bandgap) since the contribution of a band tail is neglected.

In the followings, the same procedure with the parabolic absorption model is applied to �t
the whole CL spectra of the six GaAs:Be samples. Luminescence spectra are calculated following
Chapter 3.2.4. In the �tting procedure, the parameters (Efc, Efv, d) are varying within de�ned
ranges: Efc(eV) in [−0.4; 0] with respect to the conduction band minimum, Efv(eV) in [−0.1; 0.2]
with respect to the valence band maximum, and d(µm) in [0; 0.5] (maximum 0.5 µm is the
thickness of the layer). Only the shape of luminescence spectra is �tted, so the positions of
Fermi levels have no in�uence if they are far from the band edges. The temperature T is either
varying or �xed at 300 K for room temperature CL spectra. In any case, the bandgap is rather
independent from the in�uence of other parameters. Table 5.4 gives the resulting �tted bandgap
and Urbach tail energy (with variation due to uncertainty of carrier temperatures).

Table 5.4 � Peak energy, FWHM and optimal �t parameters (bandgap Eg and Urbach tail γ) for CL spec-
tra measured on planar p-type GaAs at room temperature. Doping levels from Hall e�ect measurements
are indicated.

sample doping peak FWHM Eg γ
cm−3 eV eV eV eV

G3X005 6.7× 1017 1.427 0.040 1.412±0.003 0.008±0.001
76633 9.4× 1017 1.425 0.050 1.408±0.002 0.011±0.001
76631 2.9× 1018 1.416 0.064 1.396±0.001 0.016±0.001
G3X004 6× 1018 1.417 0.062 1.398±0.001 0.015±0.001
76627 1.0× 1019 1.410 0.068 1.390±0.001 0.017±0.001
G3X003 6× 1019 1.401 0.074 1.378±0.001 0.018±0.001

Figure 5.14(a) displays the room temperature CL spectra of the GaAs:Be samples with dif-
ferent doping levels, together with the bandgaps indicated by open circles superimposed on
the corresponding CL spectra. They are �tted with a constant temperature T = 300 K. For
low-doped samples, CL spectra di�er from the �ts using the parabolic absorption model due
to excitonic enhancement of absorption near the bandgap, and the uncertainty on bandgap is
slightly larger (about 3 meV) compared to the bandgap of highly-doped samples. The tem-
perature evolution of the bandgaps is displayed in Figure 5.14(b). Several data points at low
temperature for the two lowest doped samples are disregarded because the acceptor band tend
to separate from the band edge luminescence. Compared with the bandgap of pure GaAs (black
line), we can see that the BGN for all samples is rather independent of the temperature, which
allows to extract reliable and consistent bandgap.

Finally, we plot the BGN values as a function of hole concentration in Figure 5.15, together
with empirical BGN values from the literature. We show bandgaps deduced either from the whole
�t of CL spectra (blue) or �t of only the low energy tail (red). The errorbars associated with the
bandgaps from whole �t of CL spectra are due to observed peak energy shifts and uncertainties
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Figure 5.14 � Comparison of CL spectra for planar p-type GaAs and �ts. (a) Room temperature CL
spectra of di�erent p-type doping concentrations indicated in the �gure (cm−3). The normalization factors
are also indicated. The open circles mark the bandgaps from the �t. (b) Temperature evolution of the
bandgap, data points correspond to a CL spectrum and the solid lines are �ts using Varshni equations.
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line is the empirical determination from Casey and Stern [187] (Equation 5.28). Red open circles are
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of temperature dependence. Part of the diverging BGN values in the literature seems to come
from di�erent methods to extract the bandgap. Our results are quite close to that of Casey et
al. in the validity range of about p = 1× 1018 to 2× 1019 cm−3.

The last comment concerns the BGN from the device point of view. The product np of
the electron and hole concentrations is equal to the square of the intrinsic carrier density n2

i at
relatively low doping levels. At least for p-type GaAs, this relation was shown to break down
at high concentrations. An apparent or e�ective BGN ∆Eag is introduced to better describe the
transport properties from minority carriers [189]:

np = n2
i × exp

(
∆Eag
kBT

)
(5.31)

The green dashed curve in Figure 5.15 is an e�ective BGN in p-type GaAs determined by
measuring the transport properties on heterostructure bipolar transistors [188]. These values
may be very di�erent from the values determined by optical methods, so care should be taken
when referring to BGN.

In summary, we have carried out careful analysis of CL spectra measured on a series of p-
type GaAs:Be epitaxial layers. The bandgap is obtained by �tting the whole spectrum with
a parabolic absorption model. The bandgap narrowing (BGN) is the di�erence between the
bandgap of pure GaAs and that of doped GaAs, and is determined through analysis of either
room temperature or low temperature CL spectra. We verify that the relation between BGN
and hole concentration p (cm−3) of p-type GaAs: BGN (eV) = 1.6· 10−8 × p1/3 is valid for the
doping range of approximately 1× 1018 to 2× 1019 cm−3. This can be used to determine p-type
GaAs doping concentration by analysis of luminescence spectra.

5.4.3 Band �lling e�ect

For n-type III-V semiconductors, the luminescence spectra are very di�erent from that of p-
type counterpart due to predominant Burstein-Moss shift. In the literature, quantitative doping
assessment of n-type GaAs from luminescence analysis has been done to some extends. De-Sheng
et al. analyzed the PL of Te-doped GaAs taking into account the electron occupation but no
band tail was considered [179]. Lee et al. �tted room temperature PL spectra of Si-doped GaAs
including the conduction band �lling and the gaussian band tail [178]. However, re-absorption of
luminescent photons before emission may distort the spectral shape and should not be neglected,
otherwise, the re-absorption tends to reduce the observed electron Fermi level.

Following Chapter 3.2.4, we �t the CL spectra of n-type GaAs using the generalized Planck's
law (Equation 3.65) and include all the features mentioned above. Because we only observe simple
exponential decays in the lower-energy part of CL spectra, an Urbach tail with an adjustable
energy parameter γ is chosen (Equation 3.69). For the sake of simplicity, the bandgap and
Urbach tail are �rstly �tted using the parabolic absorption model, following the same procedure
as for �tting CL spectra of p-type GaAs (Section 5.4.2). The bandgap is obtained regardless of
other parameters, and it serves as the reference for Fermi levels.

The electron Fermi level Efc is then considered in detail. We de�ne Efc with respect to the
conduction band minimum (see also the band diagram notations in Figure 5.10(a)). The con-
duction band �lling at high electron concentration is the reason for the blueshift and broadening
of luminescence spectra. The rise of electron Fermi level above the conduction band edge causes
the absorption edge to shift to higher energy (Equation 3.70). For low doping concentrations
(n . 1× 1018 cm−3), we use the absorption coe�cient of semi-insulating GaAs (Sturge) [36] as
input in Equation 3.69 to capture the excitonic enhancement of absorption near bandgap. For
high doping concentrations (n & 2×1018 cm−3), Coulomb interaction is screened by high carrier
concentrations, so the absorption edge raised less rapidly and a parabolic model provides an
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Figure 5.16 � Comparison of room temperature CL spectra (black dots) for planar n-type GaAs and
�ts (colored lines). Di�erent n-type doping concentrations measured by Hall e�ect (cm−3) and intensity
normalization factors of CL spectra are indicated in the �gure. The open circles mark the bandgap
positions from the �t and the square markers indicate the electron Fermi level superimposed on the CL
spectra. For the highest doped sample, luminescence from deep levels was subtracted using a gaussian �t
(dashed line).

accurate �t of the whole spectra. In the intermediate doping concentrations, either high-purity
GaAs absorption or parabolic absorption can be used. We �x the carrier temperature to be
T = 300 K in the calculation of luminescence spectra.

Table 5.5 � Peak energy, FWHM and optimal �t parameters (bandgap Eg, electron Fermi level Efc,
Urbach tail γ, and characteristic length d) for CL spectra measured on planar n-type GaAs at room
temperature. Doping levels from Hall e�ect measurements are indicated.

sample doping peak FWHM Eg Efc γ d
cm−3 eV eV eV eV eV µm

76625 4.0× 1017 1.428 0.042 1.414±0.004 0.003±0.023 0.006±0.002 3.7
G3X002 5.3× 1017 1.427 0.042 1.413±0.003 0.003±0.018 0.006±0.001 2.8
G3X001 1.7× 1018 1.433 0.069 1.407±0.001 0.028±0.019 0.013±0.001 1
76626 1.8× 1018 1.438 0.079 1.404±0.002 0.053±0.016 0.016±0.001 1.6
E8U002 5.8× 1018 1.461 0.136 1.384±0.003 0.116±0.003 0.022±0.002 0
76623 7.6× 1018 1.484 0.197 1.377±0.007 0.177±0.007 0.025±0.004 0

Table 5.5 gathers the optimal parameters resulting from the �t of CL spectra measured
at room temperature on GaAs planar layers, and Figure 5.16 displays the room temperature
CL spectra of the GaAs:Si samples with di�erent doping levels, together with the �ts (colored
lines). For the four samples of lower doping levels (n < 2 × 1018 cm−3), �ts using high-purity
GaAs absorption coe�cient are displayed. For the two samples of higher doping levels (n >
5×1018 cm−3), �ts using parabolic absorption model are displayed. The �tted bandgaps Eg (open
circles) and position of electron Fermi levels Eg + Efc (open square markers) are superimposed
on the corresponding CL spectra. For the mostly doped sample, luminescence from deep levels
is deconvoluted with a Gaussian term and is excluded from the �t.

The parameter d used in Equation 3.64 is considered here as a �tted parameter without
upper bound, and the resulting optimal values are shown in Table 5.5. We recall that d can be
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Figure 5.17 � (a) Bandgap (squares, left axis) and Urbach tail energy (triangles, right axis) from the �t
of CL spectra using the parabolic absorption model and empirical �t (dashed lines) with a power function
of the electron concentration n. (b) Electron Fermi level obtained from the �t of CL spectra (circles) and
theoretical curves calculated by assuming parabolic conduction band (dashed line) and non-parabolicity
correction (solid line).

described as a characteristic length scale over which carriers are generated, travel, and recombine
radiatively. A large value of d indicates a long di�usion length for the minority carriers so the
luminescence is produced deep in depth and the e�ect of re-absorption is strong. d close to zero
means that the di�usion length is short and most of the CL signal comes from near the surface.
An e�ective higher value of d may be attributed to the uncertainty of the absorption model used,
or to the presence of optical resonances which favor the light out-coupling.

We also �t the CL spectra with the parameter d being set within a �xed upper bound (the
thickness of the layer), and we obtain somewhat di�erent results on the electron Fermi level
Efc because Efc, temperature T and d all contribute to some extends to the high-energy part
of luminescence spectra. The �tted parameters shown in Table 5.5 are averaged over di�erent
methods of �ts concerning the uncertainties on the absorption model (parabolic or not) and
on the value of d (free parameter or upper bounded by the thickness). The bandgap Eg and
Urbach tail γ, which determine the spectral position and the lineshape at low energy tail, are
rather insensitive to the variation of other parameters like T and d. Their uncertainties are
relatively small and are mainly due to experimental variations of the CL peak position and
FWHM. Electron Fermi level Efc and d (characteristic length for di�usion and re-absorption)
are somewhat dependent to each other, leading to higher variation ranges of �tted Efc.

In Figure 5.17(a), the bandgap and the energy width of Urbach tail are plotted as a function of
the electron concentration n, showing the trend of bandgap narrowing (BGN) and wider absorp-
tion tail with increasing doping concentration. The bandgap Eg (eV) can be �tted conveniently
with the power function of n expressed in cm−3 (blue dashed line):

Eg (eV) = 1.424− 1.624· 10−11 × n1/2. (5.32)

The energy width γ (eV) of Urbach tail can be �tted with the power function (red dashed line):

γ (eV) = 9.434· 10−12 × n1/2. (5.33)

In the literature, BGN values of n-type GaAs are very controversy. For example, the BGN
values of n-type GaAs collected by Jain et al. [135] are extremely large (BGN up to 0.1 eV at
n = 1018 and over 0.3 eV at n = 1019). Our results seem to be close to the calculated values of

141



Chapter 5. Doping measurement by cathodoluminescence

Bennett [190]. The bandgap may vary from sample to sample depending on the growth quality
and the level of dopant compensation, which may be di�cult to use as a reliable quantity to
assess doping concentrations. Instead, we can focus on the electron Fermi level.

In Figure 5.17(b), the electron Fermi level Efc values from the �t of CL spectra (open circles)
are plotted as a function of the electron concentration. The error bars show the variation of Efc
due to uncertainty of the absorption model and the values of d, as discussed previously. The
dashed line represents the theoretical relation between electron concentration and Fermi energy
in GaAs using the known parameters listed in Table 5.3 and the solid line represents the relation
corrected for the non-parabolicity of the conduction band using Equation 5.19 (see details in
Section 5.4.1). The non-parabolicity of the conduction band results in a lower electron Fermi
level at a given electron concentration, and should be taken into account to assess doping levels.
The electron Fermi levels extracted from the analysis of CL spectra are in fair agreement with the
expected relation (solid line). At low doping level, it is more di�cult to extract precise electron
Fermi level from luminescence spectra. Still, we show that this method of analysis can provide a
reasonable measure to determine the electron concentration between approximately 5× 1017 to
1× 1019 cm−3.
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5.5 Summary

In order to investigate the properties of III-V semiconductor nanowires (NWs) and to
explore their potential as photovoltaic absorber, we need a characterization method able
to resolve nanoscale variations. In particular, doping is a key parameter in the design
and fabrication of solar cells, but the characterization of doping at the nanoscale remains
challenging. We develop an alternative doping measurement by cathodoluminescence (CL).
In this chapter, we validate this method by comparing Hall and CL measurements on a
series of p-type and n-type GaAs thin-�lms of di�erent doping levels.

In Section 5.2, we present the doping measurements of thin-�lm GaAs by Hall e�ect. In
Section 5.3, we shows the CL results of the same samples measured at both room temperature
and low temperature, and discusses several features observed from the CL spectra. For
general III-V semiconductors, p-type doping exhibits redshift emission due to dominant
bandgap narrowing (BGN), while n-type doping shows characteristic blueshift emission from
the conduction band �lling. In Section 5.4, we further analyze the CL spectra with the
generalized Planck's law and �t the whole spectra to extract important parameters, like
bandgap (p-type) and electron Fermi level (n-type). The BGN of p-type GaAs is veri�ed:
BGN (eV) = 1.6· 10−8 × p1/3, valid for the doping p in the range of approximately 1× 1018

to 2× 1019 cm−3. For n-type GaAs, electron Fermi levels are determined from the analysis
of CL spectra, and the electron concentration is related to the Fermi level through known
band parameters and non-parabolicity correction. This method is e�ective for n-type GaAs
of doping concentration in the range of approximately 4 × 1017 to 1 × 1019 cm−3. CL
constitutes an advanced and versatile quantitative doping assessment method which can be
extended to other semiconductors and nanostructures.
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In this chapter, we present cathodoluminescence (CL) measurements on GaAs nanowires.
The study of CL has multiple purposes: visualize possible crystal defects and inhomogeneities in
single nanowires (CL hyperspectral mapping), characterize the e�ectiveness of surface passivation
(comparison of CL intensity and lifetime measurements by time-resolved CL), and assess the
doping levels (analysis of CL spectra), etc. CL probes the optical properties of semiconductors at
the nanoscale. Therefore, it is a very useful tool to study nanowires for photovoltaic applications
and for other opto-electronic devices.

In Section 6.1, we give an overview of III-V semiconductor nanowires and describe nanowire
growth by molecular beam epitaxy (MBE) carried out at C2N. We discuss some particularities
of nanowires growth as compared to thin-�lms: shadowing e�ect in nanowire arrays, growth rate
in axial or radial directions of nanowires, dopant �ux, etc. The unique nanowire structure and
growth method sometimes lead to the formation of the particular hexagonal wurtzite crystal
structure of GaAs. In Section 6.2, we present CL measurements on undoped GaAs nanowires
containing zinc-blende and wurtzite segments. In material science, wurtzite GaAs is not well-
known and exhibits very di�erent optical characteristics than zinc-blende GaAs. Hence, we
study in detail the optical properties of wurtzite GaAs by means of polarization-resolved CL. In
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Section 6.3, we show CL measurements on Be-doped GaAs nanowires and analyze the bandgap
narrowing to assess p-type doping levels. In Section 6.4, Si-doped GaAs nanowires are studied
and n-type doping levels are determined through analysis of CL spectra. Si dopant compensation
and doped wurtzite GaAs are also discussed.

6.1 Nanowire growth

Nanowires (NWs) or nanowhiskers are free-standing nanostructures with diameters of a few tens
of nanometers and lengths up to several micrometers. They can be fabricated for a wide range of
semiconductors like group IV elements (Si and Ge) and III-V compounds (nitrides, phosphides
and arsenides). Material fabricated in such a small size may substantially change the physical
properties compared to its bulk form, due to wave optics and electronic con�nement. Exploring
the fundamental properties and pursuing for novel applications have motivated intense research
works and development of nanotechnologies.

Figure 6.1 shows the bandgaps and lattice constants of some usual semiconductors. Epitax-
ial growth of high-quality materials usually requires a crystalline substrate with similar lattice
parameters to avoid threading dislocations. Taking GaAs as an example, within 1% of lattice-
mismatch shown as red area in Figure 6.1, there is a limited choice of materials that can be easily
grown. One of the most appealing advantages of NWs is the ability to relax signi�cant mis�t
strain. Figure 6.2 shows the critical thickness of a mis�tting layer grown on top of a nanowhisker
as a function of the whisker radius. The variations with various values of the mis�t were derived
from the theoretical work of Glas [191]. We can see that it is possible to grow a large mis�t
material without formation of dislocation using very thin NWs. This opens a great opportunity,
for instance, to integrate III-V semiconductors on the silicon technology. A monolithic GaAs
NW solar cell on Si bottom cell has already been demonstrated with the observation of voltage
addition of the bottom and top cell and an e�ciency of 11.4% [192].

6.1.1 Historical overview

It has been a long time that nanofabrication was developed and constitutes the building block
of modern semiconductor industry. There are two distinct methods to fabricate a vertically
aligned NW array, namely top-down and bottom-up approaches. The top-down method consists
in etching a bulk layer with desire patterns de�ned by lithography techniques. It is already a
mature technology widely used in the semiconductor manufacturing, but this approach losses the
advantage of mis�t relaxation previously described. The bottom-up approach, which consists in
growing a NW array on a substrate, has attracted a great attention for future applications like
the integration of large-scale direct bandgap III-V semiconductors on Si platform.

The main approach to grow NWs is based on vapor-liquid-solid (VLS) mechanism, which em-
ploys liquid phase catalysts for crystallization. In 1964, Wagner and Ellis reported the mechanism
responsible for forming Si wiskers from liquid Au droplets [194]. VLS-grown III-V compound
semiconductor NWs were investigated and novel optoelectronic devices were demonstrated in
the early 2000s [195, 196]. Since then, VLS has become a common tool to synthesize almost
all semiconductor NWs through rather simple procedures. The growth of GaAs NWs has been
conducted using Au catalysts [197]. The metal catalysts, however, may act as unintended im-
purities inside the NWs and form deep levels that degrade the electrical and optical properties.
The self-catalyzed method has recently been investigated to grow NWs regardless of foreign im-
purities from metal catalysts [198, 199]. In self-catalyst method, the droplets are formed by
one of the element constituting the III-V compound itself (e.g. liquid Ga for GaAs NWs). A
comparison of Au-catalyzed and Au-free self-catalyzed growth of GaAs NWs was investigated
and the self-assisted method seems to produce GaAs NWs with better optical quality, concluded
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Figure 6.1 � Bandgaps and lattice constants of several semiconductors and their alloys. Filled and
un�lled circles represent, respectively, direct and indirect bandgap materials. Solid and dashed connecting
lines represent, respectively, direct and indirect alloys. The �ve dashed vertical lines indicate commonly
available substrates for epitaxial growth: Si, GaAs, InP, InAs and GaSb. The ranges of 1% and 3% lattice
mismatch with GaAs are indicated by the red and green shaded areas. (Figure extracted from Ref. [193])

Figure 6.2 � The critical thickness of a mis�tting layer grown on top of a nanowhisker as a function of
the whisker radius, for various values of the mis�t given in percentage. (Figure extracted from Ref. [193]
and is originated from Ref. [191])
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from the observation of a longer PL lifetime [200].
Another approach to grow NWs is catalyst-free selective-area growth. Selective-area metal-

organic vapor-phase epitaxy (SA-MOVPE) is the most common technique. A mask is usually
used with this method, constituting an amorphous �lm, such as SiO2 and SiNx deposited on a
crystalline substrate. Opening patterns of the mask are fabricated by lithography techniques,
which enables the growth of nanostructures with well-de�ned dimensions and positioning. How-
ever, serious problems remain in controlling the growth directions of III-V NWs and their align-
ment on Si. In fact, III-V zincblende crystal structure constitutes polar surfaces of (111)A (sur-
face termination with group-III atoms) and (111)B (surface termination with group-V atoms).
GaAs is preferentially grown along the <111>B direction, which enables to fabricate vertically
free-standing NWs on (111)B GaAs substrate. The growth of polar III-V NWs on non-polar Si
substrate appears much more delicate, and successful control of vertical GaAs NWs on Si was
achieved through a careful treatment of appropriate termination of the surface [201]. The pref-
erential direction of crystallization also depends on the growth conditions. At high temperature
and low V/III ratio, GaAs is grown in the <111>B direction, forming hexagonal nanopilars sur-
rounded by vertical {1-10} sidewalls [202]. Lowering the temperature and increasing the V/III
ratio, the axial growth can be inhibited and a faster growth rate along the {1-10} facets is ob-
tained, which enables to fabricate core-shell junctions or heterostructures in the radial direction.

6.1.2 Substrate preparation and MBE growth

We focus on III-V NWs grown on Si substrates using the self-catalyzed VLS method in a MBE
reactor. The p-type (111)-oriented Si wafers were used for the starting substrates. About 30 nm
thick SiO2 �lms were deposited by plasma-enhanced chemical vapor deposition (PECVD). The
opening patterns of the SiO2 mask were fabricated by electron-beam lithography, which consists
in a hexagonal array of holes with 500 nm array pitch and holes diameters∼50 nm (Figure 6.3(a)).
The holes were obtained from a short reactive-ion etching (RIE) with SF6/CHF3-based gases,
followed by wet chemical etching to remove the last nm of SiO2 in dilute HF:H2O (1:100) just
before loading the substrate into the MBE chamber for degassing in ultra-high vacuum. The use
of gentle wet chemical etching to remove the SiO2 in contact with the Si substrate is essential to
avoid surface degradation of the underneath crystalline Si substrate, and the isotropic nature of
wet etching slightly increases the hole diameters.

MBE growth was carried out in a Compact 32 system from Riber, using standard e�usion
cells for gallium, as well as for beryllium (p-type dopant) and for silicon (n-type dopant). Arsenic
was supplied by a solid-source cell equipped with individual valve and shutter, producing either
As4 or As2 molecules. The NW growth begins with a pre-deposition of Ga to form liquid
droplets locally in the opening holes of the SiO2 mask (Figure 6.3(b)). Ga �ux was provided
by heating the e�usion cell, and was calibrated from re�ection high-energy electron di�raction
(RHEED) oscillations as to produce an equivalent GaAs planar growth rate on (001) substrates.
Controlling the Ga and As �ux can also be done by monitoring the beam equivalent pressure
(BEP) measured by an ion gauge. Self-catalyzed GaAs NWs were grown underneath the Ga-
catalyst at a temperature of about 600◦C, as shown schematically in Figure 6.3(c). Typical NW
diameters grown in this �rst step is approximately 80-100 nm. Depending on the applications,
doped NWs can be grown by adding one of the dopant sources. In the axial junction con�guration,
the structure can be obtained by simply switching the dopant species during axial VLS-growth.
In the core-shell structure, the Ga droplet was crystallized by closing the Ga shutter and exposing
the sample to only As4 �ux. The shell growth was then conducted in the vapor-solid (VS) mode
with continuous rotations of the substrate holder to form radial junction or surface passivation
layer (Figure 6.3(d)).
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Figure 6.3 � Substrate preparation and NW growth sequences. (a) Fabrication of SiO2 mask on Si
substrate with localized holes. (b) The opening of the mask is exposed in Ga molecular beam �ux and
forms localized liquid droplets. (c) NWs are promoted through the Ga liquid droplet which acts as a
catalyst of nucleation. (d) Ga droplets can be crystallized then shell growth can be started subsequently.
The p-n doping of the NW can be conducted during the VLS growth (axial junction) or grown in the
core-shell con�guration (radial junction). Selected SEM images corresponding to each step are shown
under the schematics.

6.1.3 Vapor-liquid-solid growth model

Here, we give a succinct description of the self-catalyzed VLS growth of GaAs NWs. In usual
MBE thin-�lm growth, As-overpressure is desired to avoid surface degradation because As is
the more volatile species. On the contrary, VLS-growth is conducted in Ga-rich condition to
sustain a constant volume of the liquid Ga droplet. Glas et al. modeled the self-catalyzed GaAs
NW growth by an As-only approach that is able to explain some experimental observations like
variation of NW growth rate with As �ux, temperature and NW radius [203]. A schematic for
the NW grown vertically to a substrate is given in Figure 6.4(a), with the NW diameter 2R and
a truncated sphere of radius Rd representing the liquid droplet sitting on top of the NW. The
contact angle of the droplet is de�ned as the angle β shown on the �gure. Because of the low
solubilities of group V elements (other than Sb) in group III liquids, the droplet is mainly made
of group III atoms, in which a small concentration of group V atoms (∼1%) is dissolved.

Classical nucleation theory can be employed for the NW growth. The crystal growth cannot
occur spontaneously in thermodynamic equilibrium. A supersaturation is provided from the
supply of gas sources and fed into the liquid droplet. We note ∆µ the di�erence of chemical
potential per III-V pair between the liquid and solid phase, and the volume occupied by a III-V
pair in ZB GaAs is noted ω. The formation of a spherical nucleus of radius r will decrease
the free energy of the system by an amount of (4π/3)r3∆µ/ω. On the other hand, the newly
formed nucleus creates an additional surface area through which the free energy is increased by
4πr2γ, where γ is the e�ective surface energy of the nucleus. The total change in free energy is
(Figure 6.4(b)):

∆G = −4π

3
r3 ∆µ

ω
+ 4πr2γ. (6.1)

The free energy change presents a maximum value of ∆G∗ at the critical radius r∗ = (2ωγ)/∆µ.
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Figure 6.4 � (a) schematic illustration for the VLS method in NW growth (extracted from Ref. [203], see
text for symbol de�nitions). (b) Diagram of Gibbs free energy versus the nucleus radius. The blue curve
represents the increase of the free energy due to newly created surface, and the orange curve represents
the decrease of the free energy by forming solid crystal. The total change in free energy of the system is
plotted with green curve. r∗ is the critical radius of the nucleus and ∆G∗ is the nucleation barrier.

For r < r∗, the nucleus can lower the free energy by reducing its size (unstable). For r > r∗ the
nucleus can be grown (stable). The maximum of free energy change at the critical radius is called
the nucleation barrier. If the supersaturation increases, the critical radius and the nucleation
barrier decrease. This increases the rate of formation of stable nuclei.

When looking back into the structure of VLS-grown NWs, it is suggested that, once a nucleus
of critical size forms at the liquid-solid interface, it rapidly spreads out laterally over the whole
interface unless the NW is very wide. Since the lateral growth does not create any new interfaces,
the nucleation barrier is zero. This fast completion of monolayers is known as the step �ow
growth. Glas et al. proposed a theoretical model for the nucleation at the triple phase line in Au-
assisted growth of GaAs NWs, and explained the occurrence of wurtzite phase due to substantial
surface energies of di�erent crystal phases entered in play [204]. For the self-catalyzed growth,
the formation of the ZB structure suggests that nucleation occurs not (or not only) at the triple
phase line but anywhere else on the top facet of the NW [205]. The complete thermodynamic
model of the NW growth remains a delicate subject due to large amounts of unknown material
parameters like surface energies and due to various growth parameters (temperature, �ux etc.).

In the picture of an ensemble of NWs, the growth of an individual NW may also be a�ected
by its environment. This complication makes the modeling of NW growth extremely di�cult.
In general, Ga atoms have a high di�usion length and thus the mass transport of Ga at a cer-
tain temperature may be important for the NW morphology and is responsible for the growth
selectivity of on the mask. On the other hand, the di�usion of As can be ignored, while the
evaporation must be taken into account. Direct beam of As4 is not su�cient to explain experi-
mental observation of NW elongation rate, and re-evaporation of As from the substrate and from
neighbor NWs can act as an e�cient secondary arsenic source [207].

For a dense NW array, the shadowing from neighboring NWs may in�uence the local growth
conditions. Statistical computations can help to understand the shadowing e�ect, as illustrated
for a periodic hexagonal array of NWs [206]. In this model (Figure 6.5(a,b,c)), Ga atoms are
traced statistically and the �nal hit density is shown either on the mask or on the NW sidewalls.
The shadowing of the NW sidewalls depends on the NW height and diameter compared to the
array period, and also on the orientation of the incident beam to the substrate normal. For a
long NW, sidewall shadowing is due to the nearest neighbors, and even to the second, and the
third nearest neighbors etc. This e�ect may have signi�cant impact on the shell growth.
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Figure 6.5 � (a,b,c) Simulation of the impinging Ga �ux. All color bars are normalized so that unity is
the reference 2D-growth hit density (extracted from Ref. [206]). (a) Schematics of the rhombic unit cell
used for the numerical computations. Here the short NW only shadows the surrounding surface of the
mask but not its neighbor NWs. (b) Example of hit pattern resulting from the complex shadowing of the
mask by several NWs. The unit cell is replicated to better show the hexagonal symmetry. (c) Illustration
of the shadowing of the NW sidewalls by several neighbor NWs located at di�erent distances. The Ga
incident beam is inclined at 32◦ from the substrate normal. Red arrows mark the deeper shadows caused
by the droplets with contact angle 135◦. (d) Schematics of an isolated NW and a incident beam inclined
with an angle θ to the substrate normal. Bottom: hexagonal cross-section of a core-shell NW and a
simpli�ed picture of concentric circles.

151



Chapter 6. Characterization of III-V nanowires

We describe in the last part some di�erent features of growing NW shells compared to usual
growth of planar thin-�lms. As shown in Figure 6.5(d), an incident beam is inclined with an
angle θ to the substrate normal. Only direct beam is considered here, re-emission and shadowing
e�ect cannot be evaluated without rescue for numerical simulation. Since the substrate is in
continuous rotation, the incident beam can be seen to rotate with respect to the NW axis.
Although NW has a hexagonal cross section, we consider its equivalent circle (equal surface
area) of diameter r for simplicity. During a short time dt, the shell is grown with thickness
dr. We note φ [atoms/(s.cm2)] the atomic �ux and φcos(θ) corresponds to the �ux normal to
the substrate. We call ω the volume of a III-V pair. The 2-dimensional thin-�lm growth rate
V2D [cm/s] is related to the incident �ux:

V2D = ωφcos(θ). (6.2)

For shell growth, the situation is a little di�erent: only the projection of the direct beam normal
to the NW sidewalls is e�ective, and the amount of atomic �ux intercepted by the NW sidewalls
is proportional to the NW diameter. For an isolated NW, the shell growth rate Vshell [cm/s] can
be written:

Vshell =
dr

dt
= ω

2rφsin(θ)

2πr
=

tan(θ)

π
V2D. (6.3)

We can see that V2D and Vshell di�er by a factor tan(θ), corresponding to the inclined direct beam.
Vshell is further reduced by a factor π due to the higher surface-to-volume ratio. To evaluate the
crystal growth rate, the direct beam entered in play should correspond to the limited species,
i.e. Ga �ux in As-overpressure condition. In this case, θ(Ga) is 32◦ in our MBE machine and
Vshell is reduced by a factor 0.2 to V2D, which coincides to the simulation of hit density on the
top NW sidewalls (Figure 6.5(c)).

This consideration should also be applied for the impurity dopant �ux in order to evaluate a
theoretical doping concentration in NWs. In our MBE machine, θ(Si) is 35◦ and θ(Be) is 16◦. In
absence of re-emission and shadowing, Si impurity concentration should be similar in the shell
region or in the equivalent 2D layer, while Be impurity concentration may scale di�erently in
shell as in equivalent 2D layer due to a distinct orientation angle (see Be-doping in Section 6.3
and Si-doping in Section 6.4).

6.2 Undoped GaAs nanowires and wurtzite phase

In this section, we focus on undoped GaAs NWs. By accident, we found a clear hexagonal wurtzite
phase in GaAs NWs. Wurtzite GaAs is not a well-known material and exhibits very di�erent
optical properties than zinc-blende GaAs. For example, the fundamental optical transition in
wurtzite GaAs is polarized perpendicularly to the NW axis. Wurtzite GaAs may have a di�erent
bandgap than zinc-blende GaAs and forms a heterostructure of unknown conduction band and
valence band o�sets with zinc-blende GaAs. It is thus interesting to investigate wurtzite GaAs
and to understand its fundamental properties. Firstly, we compare the solid-state physics of
wurtzite and zinc-blende crystal structures in order to have a clear overview of optical properties
of wurtzite GaAs studied in the literature. Subsequently, we present our polarization-resolved
CL measurements and compare our results to the up-to-date understanding of wurtzite GaAs.

6.2.1 Wurtzite GaAs properties

Atomic structures

Many III-V compounds form a cubic zincblende (ZB) crystal structure in bulk or thin �lms (GaP,
GaAs, InP, InAs, etc.). They may adopt a hexagonal wurtzite (WZ) structure when grown in the
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Figure 6.6 � Atomic lattice structure of (a) cubic zincblende (ZB) and (b) hexagonal Wurtzite (WZ)
crystals. The conventional unit cell is emphasized with black contour lines and a set of translation vectors
are indicated. (c) The ZB and WZ crystal structures in III-V NWs, view along the axial [111]/[0001]
growth directions and radial [1-10]/[11-20] crystal directions. The background of the radial view is a
high-resolution high-angle annular dark �eld (HAADF) scanning TEM image of InAs NW (adapted from
Ref. [210]).

NW form. Generally, ZB/WZ polytypism coexists in single NWs. Due to the di�erent symmetry
of the lattice structure, WZ and ZB crystals may exhibit dramatic di�erences in their optical and
transport properties. For example, GaP is an indirect-gap semiconductor, the band structure
was predicted to become direct-gap in the WZ form and was investigated experimentally [208,
209]. This transformation into direct bandgap is also expected for crystalline Si and Ge, which
has attracted considerable attention owning to their potential photonic application. Many e�orts
have been devoted to study fundamental material properties in the WZ form, which are still not
well understood.

Figure 6.6(a,b) shows the atomic structure of ZB and WZ crystals. III-V ZB crystal structure
is built based on the face-centered cubic (FCC) system: one type of the III-V atoms (Ga for
example) occupies the FCC lattice points, then the other type of atoms (As) occupies one half
of the tetrahedral sites. It can also be thought as a FCC lattice of As atoms inserted into the
FCC lattice of Ga atoms, with a shift by 1/4 of the cubic diagonal. In this arrangement, each
atom has 4 nearest atoms of opposite type (tetrahedral coordination). Figure 6.6(a) indicates
three independent translation vectors ( ~a1, ~a2, ~a3), forming an unit cell of the lattice structure
(not primitive). For GaAs, the lattice constant is referred to the size of this unit cube. Its value
is a = 5.65325 Å at 300 K deduced from X-ray di�raction experiments [35].

On the other hand, III-V WZ structure belongs to the hexagonal crystal family. The atomic
arrangement can be constructed as follows: group III atoms occupy the hexagonal close-packed
(HCP) lattice points, then group V atoms �ll one half of the tetrahedral sites (see Figure 6.6(b)).
The group V atoms can also be seen to form a HCP lattice, and view together, each atom is
surrounded by four atoms of the other type. The only di�erence with ZB structure is the
placement of the third nearest neighbors. The conventional unit cell is de�ned as a vertically
oriented prism, with the base vectors ( ~a1, ~a2) of equal length a and forming 120◦ angle. Owing to
a 3-fold symmetry, a third vector ~a3 contained in the same horizontal plane is often included for
convenience. The height of the unit cell is de�ned by the vector ~c. In the ideal HCP structure,
the following relation holds: c = 2

√
2/3 a. Four Miller indices (i, j, k, l) are used to designate
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crystal planes or directions in connection with the set of translation vectors ( ~a1, ~a2, ~a3,~c). Seen
from a macroscopic scale, we can note that the partly ionic III-V bounds built up an electric
dipole along the c-axis, and cancel out in the directions perpendicular to the c-axis. This is
why wurtzite crystals (e.g. GaN) possess piezoelectric property. For WZ GaAs, uniaxial stress
is indeed a critical factor that can modify greatly the material property, as demonstrated in
theoretical calculations [211] and in experiments [212].

Now looking along the ZB [111] and WZ [0001] directions, which is the general NW growth
axis, both ZB and WZ can be constructed using hexagonal close-packing atomic planes (see
Figure 6.6(c)). ZB has a stacking sequence of ABCABC... where A, B, and C denote three
monolayers of di�erent positions seen from the top, while WZ has a stacking sequence of ABAB...
where every two monolayers are at the same position. The lattice parameters of WZ GaAs
obtained by powder di�raction at ambient pressure and 300 K are a = 3.989 Å and c = 6.564 Å,
corresponding to a c/a ratio of 1.6455 (slightly larger than the close-packing limit 2

√
2/3 =

1.6330) [213]. These values are slightly di�erent from the corresponding ZB part: a(110) =

3.9975 Å and c(111) = 6.5278 Å. As a consequence, strain may be induced in GaAs ZB/WZ
heterostructures. Indeed, from Raman spectroscopy, the ZB phonon modes are shifted to lower
wave numbers for NWs with high percentage of WZ phase. This indicates that in regions where
WZ dominates, ZB sections are under tensile strain, and WZ segments are compressively strained
in regions with mainly ZB phase [214].

Growth

The control of WZ phase in GaAs NWs has been studied and it appears to be a di�cult task.
It mainly occurs in Au-catalyst VLS growth of GaAs NWs, depending on the growth conditions
such as the temperature and V/III ratio [215]. It is more likely to be observed in NWs of small
diameters. The smaller surface energy in WZ phase compared to ZB phase may explain this
trend [216]. The VLS growth and polytypism of III-V NWs was modeled based on thermodynamic
considerations [204, 217]. One of the important parameters is the contact angle of the liquid
droplet, which results from the equilibrium at the triple phase point, where the nucleation is
triggered. In-situ TEM imaging in a MOCVD reactor was used to visualize the real-time NW
growth and con�rmed the existence of a critical contact angle of the droplet [218]. ZB GaAs
is formed at large contact angle (low V/III ratios), while WZ is preferential at smaller contact
angle (high V/III ratios). Therefore, the control of ZB and WZ phase can be achieved by simply
tuning the V/III ratio at a given temperature. For self-catalyzed MBE growth, the critical droplet
contact angle was found to be 121◦ according to the in-situ TEM imaging system in the framework
of NANOMAX French research project. It was also visualized that the formation mechanisms of
the two crystal phases di�er singularly: WZ monolayers grow by slow and continuous step �ow
on a �at top facet; ZB monolayers appear incrementally and concomitantly with a truncation of
the nanowire top facet. With both theoretical and technological e�orts, the growth control of
pure ZB and WZ crystal phase is becoming possible.

Electronic band structure

Owing to the speci�c periodic arrangement of atoms, the band structures of WZ semiconduc-
tors present remarkable di�erences with the ZB counterparts. Theoretical calculation of the band
structure is performed by di�erent approximation and computation techniques. Figure 6.7 shows
an example of simulation for GaAs ZB and WZ band structures from Ref. [219] using quasipar-
ticle computations within the local density approximation, including spin-orbit interaction. The
horizontal red dash lines indicate the branch-point energy level, which is the reference level cor-
responding to the energy at which the band states change their character from predominately
acceptor-like states to mostly donor-like states. This is an important reference especially in the
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Figure 6.7 � Calculated band diagram of (a) zincblende GaAs and (b) wurtzite GaAs near the Γ point
(extracted from Ref. [219]). The branch-point energy is indicated by a horizontal red dashed line. The
�rst Brillouin zone for the two lattices is shown, indicating important high-symmetry points.

prediction of band o�set between ZB and WZ heterostructures. The �rst Brillouin zone of cubic
ZB structure and of hexagonal WZ structure are also shown in Figure 6.7 to have a clear image
of high-symmetry points and directions in the reciprocal space.

Figure 6.8 presents a simpli�ed picture of the ZB and WZ GaAs band structure near the
zone center of reciprocal space (Γ point) that is important for optical properties. Without
complicated computation, we can still recognize some important features in the band structure
using basic group theory on symmetry operations. The textbook of Klingshirn explains very well
the implication of group theory in semiconductor optics [15]. With the Schoen�ies notations, the
ZB structure belongs to the Td group (symmetry of a tetrahedron including improper rotation
operations) and the WZ structure belongs to the C6v group (6-fold rotation axis with the addition
of 6 mirror planes parallel to the rotation axis). The ZB GaAs was well studied in the past, and it
is known that the highest valence band consist of degenerated heavy-hole and light-hole bands.
The split-o� valence band arises from the spin coupling with the atomic p-state of the hole
wavefunction.

For WZ structure, the length of the unit cell along the c-axis is doubled compared to the one of
ZB along the equivalent [111] direction. Hence, the reciprocal L point in ZB is zone-folded to the
Γ point in WZ, giving rise to a supplementary conduction band close to the ZB-like conduction
band. Therefore, indirect gap ZB materials with an L valley conduction-band minimum would be
expected to have a direct gap in the WZ phase unless the energy of state was signi�cantly shifted
by the crystal potential [220]. At top of the valence band, the p-orbital splits from the hexagonal
crystal �eld and from the spin-orbit coupling. The irreducible representations of each band are
also indicated on the band diagrams. Figure 6.8(c) depicts the dipole transitions perpendicular
(red) or parallel (blue) to the c-axis in WZ structure. Since the dipole operator transforms in C6v

like Γ1 for ~E ‖ ĉ and like Γ5 for ~E ⊥ ĉ [15], the transition between the initial valence band state
and the �nal conduction band state is interpreted by the multiplication table of the group C6v.
One of the remarkable features is that the dipole interaction for the Γ9V − Γ7C and Γ9V − Γ8C

transition is forbidden in the direction parallel to the c-axis. This selection rule predicts the
absorption (thus emission) of photon is polarized perpendicular to the NW c-axis.
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Figure 6.8 � Simpli�ed band diagram near the zone center for (a) ZB GaAs and (b) WZ GaAs (Figure
adapted from Ref. [221]). The symmetries of the irreducible representations Γi are given. Band parameters
of ZB GaAs are well known, while those of WZ GaAs are less certain. A selection of plausible values is
indicated (see Table 6.1 for details). (c) Permitted dipole transitions in the WZ semiconductors.

Bandgap of WZ-GaAs

Although the group theory helps to predict whether transitions are permitted or not, it can-
not tell the magnitude of the matrix elements, neither does the energy level separation nor the
band ordering. Theoretical work on WZ GaAs hardly predicts the precise bandgap, and even a
contradictory conduction band ordering of the Γ7C and the Γ8C exists [219, 220]. The reported
experimental bandgap values are also diverging from di�erent publications. Photoluminescence
(PL) and Raman spectroscopy are the most commonly used technique to probe the electronic
transition levels in a novel material system. PL measures the light spectrum due to the radia-
tive band-to-band recombination. Photogenerated carriers are generally thermalized to the band
edge, thus the spectral position of PL should give an indication of the transition levels. How-
ever, the exact bandgap may be hindered by the residual of impurities or native defects, which
introduces unknown donor or acceptor-like energy levels in the bandgap. Defect luminescence
may govern especially at low temperature.

For ZB GaAs, low-temperature PL of sharp free exciton line at 1.515 eV is well known and
is an indication for high-purity crystal. For WZ GaAs NWs, exciton line at 1.544 eV has been
reported from 4 K PL measurement on an ensemble of WZ-rich GaAs NWs [222, 223]. PL
emission of up to 50 meV above the ZB GaAs bandgap has also been observed in WZ GaAs NWs
depending on growth parameters [224]. However, quantum con�nement in both small radius and
axial ZB/WZ heterostructures or stacking fault can not be totally excluded [225]. Other research
groups reported exciton ground state recombination of WZ GaAs NWs of 1.522 to 1.524 eV from
10 K PL measurement, only slightly higher than ZB free exciton [226]. By careful control of
the crystal purity, WZ GaAs NWs of few stacking faults and of larger diameter (about 110 nm)
have been grown by Au-catalyst method and show low-temperature free exciton line at 1.515 to
1.516 eV, with relatively small FWHM of 4 to 6 meV [225, 227]. Ahtapodov et al. shown that
the same NW exhibits low-temperature exciton line at 1.516 eV and PL peak energy of 20 meV
above that of ZB counterpart at room temperature [225]. Lu et al. also measured up to 4 ns of
PL decay time at 4.5 K for WZ GaAs NWs passivated with an AlGaAs shell [227].

On the other hand, Raman spectroscopy probes the phonon modes from the inelastic scat-
tering of light. Resonant Raman spectroscopy is a variant in which the energy of the excitation
light is varied. When the energy of the incident light approaches an interband transition of a
semiconductor, real electronic states may mediate the thereby enhanced scattering process [221].
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Table 6.1 � Band parameters of ZB and WZ GaAs near 0 K. All e�ective masses are given in units of the
free-electron mass m0. ZB GaAs parameters are collected according to Blakemore [35]. WZ calculation
is extracted from Ref. [229]. The calculated bandgap of WZ GaAs may be underestimated and is actually
0.032 eV larger than that of ZB GaAs calculated using the same method. The masses are evaluated along
the directions ΓA (m‖), and ΓM (m⊥) in the hexagonal Brillouin zone. Data of WZ experiments are
collected from various works in the literature.

GaAs ZB WZ calculation WZ experiment
Bandgap Eg [eV] 1.519 1.453 (ZB+0.032)
Free exciton [eV] 1.515 � 1.515-1.524 [221, 226, 230]

Spin-orbit coupling ∆so [eV] 0.341 0.348 0.47 [221]
Crystal-�eld splitting ∆cf [eV] 0 0.129 0.11 [231]

Valence band o�set [eV] � 0.117 0.115 [232]
Conduction band o�set [eV] � 0.149 0.115 [232]

Electron e�ective mass m∗e 0.067
Γ8C Γ7C

m‖ 0.17 0.08
m⊥ 0.09 0.11

µ‖ = 0.057 [231]
µ⊥ = 0.052 [231]

Heavy hole e�ective mass m∗hh 0.51
Γ9V

m‖ 0.96
m⊥ 0.16

0.45 [232]

Light hole e�ective mass m∗lh 0.082
Γ7V

m‖ 0.12
m⊥ 0.12

Split-o� valence band m∗so 0.154
Γ7V

m‖ 0.11
m⊥ 0.09

The similar technique used in PL is the PL excitation (PLE). Absorption and radiative emission
is enhanced when the energy of the laser excitation matches the interband transitions. As a con-
sequence, information on the electronic band structure can be obtained by �nding the conditions
leading to resonant enhancement. Table 6.1 lists some important parameters of ZB and WZ
GaAs. The e�ective masses are spherical equivalent values, which can interpret fairly well many
observable properties. WZ GaAs calculations are extracted from the work of Bechstedt and
Belabbes [229]. We should note that the density-functional theory usually underestimates the
fundamental gap, and the calculated WZ bandgap is actually 32 meV higher than the calculated
ZB bandgap using the same method.

ZB/WZ heterostructure

Beside the unknown WZ GaAs bandgap, ZB/WZ heterostructure is believed to form a type II
band alignment where electrons are con�ned in the ZB part and holes in the WZ region [233].
PL spectra of NWs containing a mix of ZB and WZ phases usually exhibit complex and redshift
peaks compared to the bandgap of both pure ZB and WZ phase [234]. The large redshift is
explained from the spatially indirect recombination of electrons and holes. This mechanism was
evidenced using CL mapping in polytypic GaAs NWs, where low-energy CL peaks are found to
localize only in certain regions of the wire [235, 236]. These early studies attempted to assess
the band o�set between the ZB/WZ heterostructures by �tting PL results with the calculated
con�ned energy levels. The di�culties arise from the unknown WZ bandgap and complicated
crystal phase mixing in NWs. In a more recent work from Vainorius et al., the authors precisely
controlled the crystal phase and thickness of a single quantum-dot inside the GaAs NWs [232].
Either ZB insertion in WZ NW or WZ insertion in ZB NW was fabricated for TEM and PL
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Figure 6.9 � Band diagram of a WZ GaAs nanodot (a,b) embedded in a ZB GaAs NW, and of ZB GaAs
nanodot (d,e) embedded in a WZ GaAs NW, along with representative high-resolution TEM images. (a,d)
and (b,e) depict the band diagram at high and low excitation power respectively. (c) PL spectra of both
type of dots as a function of excitation power density. The green traces correspond to a WZ-dot and the
blue traces to a ZB-dot. (Figure extracted from Ref. [232])

characterization. Figure 6.9 shows the schematics of band alignment and the PL results for both
con�nement structures. PL spectra shift to higher energy with increasing excitation power due
to state �lling in the quantum con�ned structure. Emission from the host material of NW is
visible under high power excitation. The ground state of the transition energy was extracted
from the PL spectra with lowest excitation power, for a series of samples with various thicknesses
of the quantum-dot. The authors then extracted, though approximately, the band o�sets and
hole e�ective mass in WZ GaAs.

De Luca et al. performed another PL experiment with applied magnetic �eld parallel or
perpendicular to the NWs. The quantitative analysis of the diamagnetic shift of the PL emission
as a function of the applied magnetic �eld allows the determination of the exciton reduced mass,
for the exciton motion in planes perpendicular (µ⊥ = 0.052m0) and parallel (µ‖ = 0.057m0) to
the c-axis of the WZ lattice [231]. This study pointed out that the measured exciton reduced
mass should accompany a ZB-like small electron e�ective mass, thus the lowest conduction band
should possess ZB-like Γ7 symmetry. It seems to resolve the long-time debating issue: whether
the WZ GaAs lower conduction band is the Γ7 or Γ8 symmetry. If it were the contrary, electron
mobility in WZ GaAs would be largely reduced and electron �lling in highly n-doped WZ GaAs
would not be expected (see 6.4 for more details).

6.2.2 CL measurements

For all CL measurements presented in this chapter, NWs were dispersed on a Si substrate in
order to scan along the wire and to check eventual inhomogeneities. Single NWs were excited by
electron beam with 4-6 kV acceleration voltages and impinging currents in the range of about 0.2
to 0.7 nA (see Chapter 3.4 for the detailed experimental setup). Figure 6.10(a) shows a schematic
of the typical con�guration of an electron-beam exciting a horizontally lying NW (here the NW
has a core-shell structure). Figure 6.10(b) gives an example of a NW on a Si substrate and the
illustration of light polarized parallel or perpendicular to the NW growth axis of ZB-(111) or
WZ c-axis.

In general, unpassivated GaAs NWs have very low luminescence e�ciency due to inherent
surface states that act as e�cient non-radiative recombination centers and leads to Fermi level
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Figure 6.10 � (a) Illustration of the electron beam interaction with a core-shell NW and luminescence
emission. (b) Example of a tilted SEM image of a NW transferred on a Si substrate and orientation
showing the polarization of light. Illustration for emission of light polarized parallel (blue) or perpendic-
ular (red) to the NW (111)/c-axis. Generally, we decompose the electric �eld into a parallel E‖ and a
perpendicular E⊥ components.

pinning even under electron-beam or laser excitation. With decreasing NW diameter, the surface
e�ect becomes more and more pronounced and a critical diameter of about 130 nm was found,
below which the PL intensity dropped considerably [237]. We have observed the same trend so
that only passivated NWs showing signi�cant CL signal will be presented here. For passivation,
AlGaAs shell was chosen since it is nearly lattice-matched with GaAs regardless of the Al ratio.

Meanwhile, at �x growing conditions, we systematically observed in our NWs an unintentional
WZ segment appeared at the top of the wire. Figure 6.11 shows (a) an SEM image of a GaAs NW
array as-growns on a Si substrate, (b) an STEM image of a dispersed NW and (c) TEM study
of the atomic structure of a NW from this sample. The NWs consist of nearly 1 µm long pure
ZB at the NW base, a transition region containing a mix of ZB/WZ phases or stacking faults at
the middle-top, and a 300 nm long pure WZ segment at the top. At the very end of the wire,
stacking faults appear and turn to be ZB dominated again. The crystal phase switching can be
explained by the contact angle of the catalyst droplet [204, 218]. The WZ phase appears when
the contact angle decreases, corresponding to the beginning of the crystallization step when the
Ga �ux was stopped. When the contact angle shrinks below a critical value, the crystal phase
turns to ZB again. This ZB/WZ/ZB structure was also found in other wires of the same sample,
as well as other samples using identical growth parameters.

CL mapping

Figure 6.12 presents the results from CL measurement at 10 K, with 6 kV acceleration voltage
and impinging current about 260 pA, and Figure 6.13 gives the corresponding CL measurement
at room temperature (similar NW of the same sample). CL measurements are systematically
displayed with the corresponding SEM image for morphology inspection, CL integrated intensity
with a color bar showing the recorded signal from our CCD camera (counts per second, intensity
integrated over the whole wavelength range in nm). CL spectra extracted along the NW growth
axis and normalized by the maximum intensity are displayed in a vertical sequence. The CL peak
position energy and FWHM are automatically computed for the NW region. From the CL maps,
the top region of the NW with a distinct CL characteristic can be recognized, corresponding to
a pure WZ segment as show from previous TEM images.

At low temperature, carrier di�usion is reduced, thus we expect that the CL spectra recorded
when the electron beam excites ZB or WZ region correspond mainly to the emission from the
same region. CL characteristics are fairly constant in the respective ZB or WZ part, indicating
a high-purity crystal phase in the two regions. Except for the transition region at middle-top of
the wire, CL broadening to low-energy side can be seen. As well as at the very ends of the wire,
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(a) SEM (b) STEM

(c) TEM

Mixed phase

Pure WZ

Pure ZB
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top

Figure 6.11 � Electron micrographs of undoped GaAs NWs with an AlGaAs shell (sample 76715). (a)
Tilted SEM image of as-grown GaAs NWs on Si(111) substrate. (b) STEM image of a typical GaAs NW
containing two clear regions of about 910 nm and 290 nm in length. (c) Dark �eld TEM micrograph and
electron di�raction patterns showing a ZB structure at the base of the wire and a short WZ segment at
the top of the wire. Inset shows a HAADF high-resolution TEM image of the top of the WZ section,
where the crystal structure turns to ZB at the very top of the wire.
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(a) SEM

(b) CL intensity (a.u.)

(c) CL spectra (d) CL peak position (eV)
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WZ ZB

Figure 6.12 � CL maps of an undoped GaAs NW with an AlGaAs shell (sample 76715) measured at
low temperature (10 K). (a) SEM image with an arrow showing the growth direction. (b) Integrated CL
intensity map. (c) CL spectra extracted from the bottom to the top of the NW. The vertical dashed line
indicates the 1.515 eV position. (d) Map of the CL peak position energy. (e) Map of the CL FWHM.
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Figure 6.13 � CL maps of an undoped GaAs NW with an AlGaAs shell (sample 76715) measured at room
temperature. (a) SEM image with an arrow showing the growth direction. (b) Integrated CL intensity
map. (c) CL spectra extracted from the bottom to the top of the NW. The vertical dashed line indicates
the 1.424 eV position. (d) Map of the CL peak position energy. (e) Map of the CL FWHM.
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Figure 6.14 � Temperature evolution of the CL spectra from (a) the ZB part and from (b) the WZ part of
an undoped GaAs NW with an AlGaAs shell (sample 76715). (c) CL peak position energy vs temperature.
The vertical bars indicate the half-width positions at both high- and low-energy side of the CL spectra.
Black solid line is the GaAs bandgap calculated using the Varshni equation.

defect luminescence was usually observed. From pure ZB GaAs, CL peak centered at 1.515 eV
corresponds to the energy of free exciton recombination. The relatively broad peak of about
15 meV FHWM may due to unresolved bound exciton and shallow donor levels. From pure
WZ GaAs, CL peak centered at about 1.516 eV is close to the free exciton level reported in the
literature [225, 227, 238]. Again the FWHM is large, about 21 meV, unintentional impurity of
native defects associated with WZ crystal may be present. At room temperature, similar trends
are observed. WZ GaAs shows a slightly blueshifted and wider CL spectrum compared to ZB
GaAs.

Figure 6.14 shows the CL spectra extracted from the ZB region and from the WZ region,
measured at di�erent temperatures and under identical excitation condition. The WZ region
emit stronger luminescence at low temperature, but quenches rapidly with elevated temperature.
Despite possible carrier di�usion at higher temperature, WZ always shows a wider CL spectrum.
Moreover, a shoulder at 1.54 eV (about 110 meV above the main CL peak) at room temperature is
present in WZ GaAs (and not ZB GaAs), may corresponds to the transition from the conduction
band to the light-hole band, with the split of heavy-hole and light-hole to be ∼110 meV [231].
Figure 6.14(c) plots the peak position energy as a function of the temperature for CL spectra
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6.2. Undoped GaAs nanowires and wurtzite phase

extracted from ZB (blue) and WZ (red) part. The vertical bars indicate the half width of the
CL spectra at both high and low energy side across the peak maximum. The black line shows
the well-known bandgap of pure GaAs described by the Varshni equation (see Equation 5.30).
Our measurement supports that the bandgap of WZ GaAs is only slightly higher than that of
ZB GaAs.

6.2.3 CL polarimetry

To further verify the optical characteristics of WZ GaAs, a linear polarizer was used to measure
the polarization state of the light emitted from the NW containing a clear ZB and WZ segment.
The degree of polarization is de�ned as follows:

P =
I‖ − I⊥
I‖ + I⊥

, (6.4)

where I‖ (resp. I⊥) is the component of light intensity polarized parallel (resp. perpendicular)
to the NW growth direction. For unpolarized light, the parallel and perpendicular components
of light are equivalent, hence the degree of polarization should be close to zero. For light polar-
ized parallel (resp. perpendicular) to the NW axis, the degree of polarization is positive (resp.
negative), with the absolute value approaching to 1 when the polarization is purely parallel or
perpendicular. When a linear polarizer is used to select light only in a linear direction, forming
an angle θ with respect to the NW growth direction. The resulting intensity I can be expressed
as:

I = I‖cos2(θ) + I⊥sin2(θ). (6.5)

Figure 6.15 presents the CL measurement using the same excitation conditions as described
previously at 10 K, and in addition using a linear polarizer with various polarizer angles. Nearly
horizontal or vertical NWs (seen from the SEM image) were selected for CL hyperspectral ac-
quisition to facilitate the choose of the polarizer angle. In fact, the image of NW at the entrance
slit of the spectrometer is the mirror of the image seen from SEM image, with respect to the
mirror plane at the 45◦ diagonal of the SEM (see orientation at Figure 3.14(a)). The integrated
CL intensities measured at 0◦, 45◦ and 90◦ polarizer angles are shown, with the 0◦ angle cor-
responding the polarizer aligned with the NW axis. The CL intensities extracted from the ZB
and WZ regions with various polarizer angles covering a quarter of the full angle are plotted in
Figure 6.15(b-c), and are �tted using Equation 6.5. The light emitted from the WZ segment
presents a remarkable dichroism behavior with up to 73% degree of polarization perpendicular
to the NW c-axis. This can also be seen from the comparison of CL intensity maps: ZB emis-
sion is little sensitive to the polarizer angle but the WZ emission is strongly quenched when the
polarizer angle is chosen parallel to the NW.

In Figure 6.15(d), we plot the CL intensities extracted along the NW, for measurement
without polarizer (black), with polarizer parallel to the NW (blue) and perpendicular to the NW
(red). The sum of the intensities at 0◦ and 90◦ corrected with the transmission e�ciency of the
polarizer (green) is superimposed with the measurement without polarizer. If the orientation
of the NW with respect to the linear polarizer is known in advance (in CL this task is ease by
inspecting the SEM image), two measurements at 0◦ and 90◦ should be su�cient to determine the
degree of polarization. Figure 6.15(e) shows the degree of polarization along the NW calculated
by point-by-point treatment of the hyperspectral CL maps at di�erent angle. Slightly positive
value (parallel polarization) is observed along the ZB region, which may originate from the
dielectric mismatch between the NW with the environment (air). This phenomenon depends
strongly on the diameter of the wire, and has an opposite e�ect to the WZ emission. We still
measured a high degree of polarization perpendicular to the NW, as a result of the selection rule
in the hexagonal WZ lattice. Up to 70% perpendicular polarization was also observed with PL
by Ahtapodov et al. [225].
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(a) CL intensity (a.u.) (b) ZB polarization (+9%) (c) WZ polarization (-73%)

(d) CL intensity profile (e) Degree of polarization

0°

45°

90°

ZB

WZ

Distance

ZB WZ

of // and ⟂

Figure 6.15 � Polarization of the CL emission from an undoped GaAs NW with an AlGaAs shell (sample
76715). (a) Integrated CL intensity maps of the NW measured with 3 di�erent polarizer angles: 0◦

(parallel to the NW axis), 45◦ and 90◦ (perpendicular to the NW axis). (b-c) Polar plot of CL intensities
from the ZB and WZ parts measured under di�erent polarizer angles (dots) and �t with a degree of
polarization of 9% (ZB) and -73% (WZ). (d) Intensity pro�le extracted along the NW for parallel (blue),
perpendicular (red) and no polarizer (black). (e) Degree of polarization along the NW, showing 2 distinct
polarization states for ZB and WZ regions.
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6.3. Be-doped GaAs nanowires

In summary, we have used high-resolution CL polarimetry which allows to extract a contin-
uous variations of polarizations along single NWs. The degree of polarization is fairly constant
in the respective ZB (+9%) or WZ (-73%) region, suggesting that the carrier di�usion should
be limited at 10 K. As a result, the CL spectra recorded when the electron-beam excited the
WZ region (peak 1.516 eV and FWHM 21 meV) can be unambiguously attributed to the exciton
level in WZ GaAs. At room temperature, the bandgap of WZ-GaAs seems to be slightly higher
than the bandgap of ZB-GaAs, with a di�erence of less than 10 meV (see Figrue 6.14).

6.3 Be-doped GaAs nanowires

6.3.1 Background

Beryllium is a commonly used p-type dopant for GaAs in MBE systems. It is characterized
by a relatively high, thermally activated di�usion coe�cient in GaAs: D = D0 exp(−E0/kT ),
where D0 = 0.66 cm2s−1 and E0 = 2.43 eV in the temperature range of 700 to 900◦C [239]. For
example, the characteristics di�usion length

√
Dτ for τ = 1 h is 960 nm at 800◦C and 250 nm

at 700◦C. If we extrapolate this relation down to 600◦C, the usual temperature range for VLS
NWs growth, the di�usion length decreases to about 50 nm for 1 h. This may still has impacts
on controlling the NW doping position and concentration.

One of the issues raised in the Be-doped VLS-grown GaAs NWs is whether the Be dopants
incorporate into the NWs through the Ga liquid droplet or via the parasitic growth of a shell
surrounding the core. Casadei et al. investigated relatively long Be-doped GaAs NWs by 4-point
electrical contact measurements on single NWs to obtain the conductivity for NWs grown under
di�erent conditions, and concluded that Be atoms incorporate preferentially via the NW side
facets, while the incorporation path through the Ga droplet is negligible [240]. The di�usion
of Be atoms from the shell into the less doped core was approximately evaluated. However,
the observed low-doped cores compared to shells under identical Be �ux may simply due to the
very fast growth rate of cores in the VLS mode, thus the doping concentration is diluted. More
recently, o�-axis electron holography revealed a new incorporation mechanism in Ga-assisted
GaAs NWs grown by MBE. A lamella of NW was cut using focused-ion beam (FIB) techniques
and then the electrical potential was imaged by electron interference. A remarkable three-fold
symmetry of electrical potential in the hexagonal cross-section of NW was observed, and the Be
dopants were thought to be incorporated through the three (112)A truncated facets [158]. Due to
di�usion of Be atoms, the triangular shape should be smeared out along with the growth time and
the three-fold symmetry feature is indeed clearer for a lamella cut near the top of the wire (shorter
time for di�usion) than that cut at the bottom (longer time for di�usion). By comparison of the
two lamellae and solving the di�usion equation in 2-dimensional NW cross-section, a di�usion
coe�cient of 0.038 nm2s−1 was evaluated at 600◦C (corresponds to

√
Dτ = 12 nm for a duration

of τ = 1 h).
On the other hand, Be atoms were also found to be incorporated into self-catalyst GaAs

NWs predominately through the Ga droplet, and the distribution of Be in GaAs NWs was rather
homogeneous using the 3D reconstruction of atom probe tomography (APT) [241]. Observations
of contradictory behaviors exist because various growth conditions (temperature, �ux etc.) com-
bined with a nanoscale liquid phase constitute a very complicated system and make the doping
mechanism very di�erent from the thin-�lm growth. Introducing Be atoms during the growth
forms Be-Ga alloy droplets that can also suppress the WZ nucleation and facilitate the droplet
consumption [242]. The accumulation of high concentration of Be atoms in the droplets may
also cause unwanted morphological changes and kinking of NWs [241, 243].
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6.3.2 Experiments

In the following, we show CL measurements on Be-doped GaAs NWs. Table 6.2 lists important
growth parameters and geometries of the samples. SEM images of as-grown NWs on Si substrates
are given in Figure 6.16. A picture of GaAs NWs with direct Be doping during the VLS growth is
shown in Figure 6.16(a). However, it is very di�cult to measure clear CL spectra for this sample
even at low temperature, probably due to small diameter (∼100 nm), resulting in the pinning of
the two Fermi levels at the surface. For core-doping samples (Figure 6.16(b,c), the dopants were
introduced during VLS-growth of NWs), the droplets were consumed after the VLS-growth, then
a thin AlGaAs shell was grown to passivate the NW surface, leading to a strong enhancement
of luminescence yield. Shell-doping samples (Figure 6.16(d,e,f)) consist in undoped core and
VS-growth of the Be-doped shell with thickness ranging from 60 nm to 110 nm. The relatively
large volumes allow the NWs to be measured by optical means without passivation.

In Table 6.2, the atomic �ux of Be corresponds to the number of incident Be atoms per cm2

surface per second. It is converted from the Be cell temperature using the reference planar GaAs
samples, assuming Be dopant has an unity sticking coe�cient on GaAs and is not compensated
(see details in Chapter 5.2). For core-doping, the growth rates are determined from the elon-
gation of the NWs, excluded the top WZ segments due to growth during the catalyst droplet
crystallization. For shell-doping, the total volumes of doped shells are calculated by subtracting
the �nal NW diameter with the average diameter typical of NW cores only. Theoretical doping
concentration are then calculated using the Be �ux and the e�ective growth rate determined
for each sample. For shell doping, the surface normal is orientated di�erently, so an additional
angular correction factor is needed. In fact, the Be �ux forms an angle of about 16◦ with respect
to the substrate normal in our MBE machine. The growth rates are deduced by examining the
geometrical features of NWs after growth, with errors corresponding to the standard deviation
for several NWs.

Table 6.2 � MBE-grown GaAs:Be NW samples. Both core-doping and shell-doping were investigated.
Beryllium e�usion cell temperature, NW length, diameter and shell thickness are shown. The parameters
for NW geometry were obtained by taking the average and the standard deviation of several randomly
selected NWs from SEM images. Shell thickness was deduced from the di�erence between the �nal diameter
and initial diameter without shell. The �ux of Be atoms was converted from the Be cell temperature as
calibrated on GaAs thin-�lm samples. Growth rates indicate the elongation of NWs per unit of time
in the case of core-doping and the shell thickness growth in case of shell-doping. Theoretical doping
concentrations were deduced from the Be �ux and the growth rate, corrected with the incident angle for
shell growth.

sample T(Be) length diameter shell thickness
◦C µm nm nm

76847 (core-1) 730 2.54±0.02 196±10
76741 (core-2) 780 1.88±0.08 202±10
76720 (shell-1) 680 2.00±0.12 260±10 64±10
76718 (shell-2) 730 1.03±0.04 310±20 86±10
76723 (shell-3) 780 1.99±0.10 370±50 110±20

sample �ux(Be) growth rate th. doping conc.
atoms/(s.cm2) Å/s cm−3

76847 (core-1) 1.5× 1011 15±0.2 (9.9± 0.2) 1017

76741 (core-2) 8.8× 1011 10±0.4 (8.8± 0.4) 1018

76720 (shell-1) 2.1× 1010 0.19±0.02 (1.0± 0.2) 1018

76718 (shell-2) 1.5× 1011 0.25±0.03 (5.4± 0.8) 1018

76723 (shell-3) 8.8× 1011 0.32±0.06 (2.5± 0.6) 1019
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6.3. Be-doped GaAs nanowires

(a) 76726 core T(Be)=780◦C (b) 76847 core T(Be)=730◦C (c) 76741 core T(Be)=780◦C

(d) 76720 shell T(Be)=680◦C (e) 76718 shell T(Be)=730◦C (f) 76723 shell T(Be)=780◦C

Figure 6.16 � Tilted SEM images of GaAs:Be NWs on Si(111) substrate. (a,b,c) NWs with direct
Be-doping during VLS-growth. For (b,c), the Ga catalyst droplets were crystallized and a thin AlGaAs
shell (∼10 nm) was grown to passivate the NW surface. (d,e,f) NW structures containing undoped GaAs
NW core, crystallization of the Ga droplets, then growth of Be-doped shell without additional surface
passivation layers.
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Chapter 6. Characterization of III-V nanowires

CL mapping

Figure 6.17 shows the CL measurement at low temperature (∼20 K) of three NWs samples (two
passivated core-doped NWs with di�erent concentrations, and one of the shell-doped samples).
CL features are fairly homogeneous in the radial direction, thus we only display CL spectra
extracted along the wire. For core-doped NWs, two distinct regions can be visualized, like the
case of undoped GaAs NWs, pure ZB in the bottom and probably a WZ segment at the top of the
wire formed during the crystallization of Ga liquid droplets. The region between the two phases
usually constitutes a high density of twin planes and a mixed ZB/WZ crystals, which re�ects a
broad and redshift CL characteristics. In the ZB regions, the CL peaks can be understood as
free-to-bound recombination involving the localized Be acceptor levels in GaAs and eventually
band-to-band recombination with acceptor band merged with the valence bands. In the WZ
regions, the CL peaks are very similar to that of ZB regions. We have seen that the WZ-GaAs
bandgap, or at least the free exciton level, should be close and only slightly higher to that of ZB-
GaAs, but characteristic impurity levels in WZ-GaAs remain unknown due to very few studies
of doped WZ-GaAs.

In Figure 6.19, CL spectra are compared and plotted in log scale with their relative intensities
for core-doped samples (a,b), and shell doped samples (c,d) at both LT and RT under identical
excitation current. For each NW, one spectrum is extracted from the middle (m) homogeneous
part (ZB) and the other extracted from the top (t) region containing the WZ crystal phase.
The intensities for the core-doped samples are very strong, showing the e�ective passivation
e�ect of an AlGaAs shell. The intensities for the shell-doped samples increase with the doping
levels, in particular, the lowest doped NWs have very low intensity due to thinner shells and
thicker surface depletion width. Redshift and broadening of CL spectra are consistent with the
behaviors of increasing p-type doping with increasing Be �ux supply. For WZ spectra, the CL
characteristics are close to the ZB counter parts, except that the FWHM from the WZ part is
slightly larger than from the ZB part, probably due to unintentional defects or di�erent scattering
processes. As we observe similar bandgap of WZ-GaAs compared to ZB-GaAs and similar CL
spectra of Be-doped GaAs, we can conclude that Be acceptor level in WZ-GaAs should be similar
to that of ZB-GaAs.
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(a) 76847 core T(Be)=730◦C (with AlGaAs shell passivation)
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(b) 76741 core T(Be)=780◦C (with AlGaAs shell passivation)
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(c) 76723 shell T(Be)=780◦C (without passivation)
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Figure 6.17 � Low temperature (∼20 K) CL maps of three Be-doped GaAs NWs. For each CL mea-
surement, SEM image of the NW and CL maps (cartography of integrated CL intensity, CL peak position
and FWHM) are shown. CL spectra extracted from the bottom to the top of NWs (arrows shown in SEM
images indicate the growth direction) are displayed vertically from the bottom to top of the graph, and the
vertical dashed lines indicate the pure GaAs bandgap of 1.519 eV at 0 K.
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(a) 76847 core T(Be)=730◦C (with AlGaAs shell passivation)

500 nm

SEM

CL intensity
(a.u.)

Peak (eV)

FWHM (eV)

WZ

ZB

(b) 76741 core T(Be)=780◦C (with AlGaAs shell passivation)
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(c) 76723 shell T(Be)=780◦C (without passivation)
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Figure 6.18 � Room temperature CL maps of three Be-doped GaAs NWs. For each CL measurement,
SEM image of the NW and CL maps (cartography of integrated CL intensity, CL peak position and
FWHM) are shown. CL spectra extracted from the bottom to the top of NWs (arrows shown in SEM
images indicate the growth direction) are displayed vertically from the bottom to top of the graph, and the
vertical dashed lines indicate the pure GaAs bandgap of 1.424 eV at room temperature.
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Figure 6.19 � CL spectra of Be-doped GaAs NWs for (a,b) core-doping structure (with AlGaAs passiva-
tion) and (c,d) shell-doping structure (un-passivated). (a,c) show CL spectra measured at low temperature
(20 K) and (b,d) at room temperature (297 K). CL spectra are extracted from the middle (m) homoge-
neous part of the wire (ZB), and from the top (t) region (WZ). The spectra are displayed in relative
intensity under identical excitation condition so that a comparison of radiative e�ciency between samples
is possible. Vertical bars mark the CL peak positions.
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CL polarimetry

Like undoped GaAs NWs, we performed polarization measurement of the CL emission to verify
the characteristics connected with the WZ phase. Figure 6.20 shows the results for a slightly
core-doped NW with surface passivation measured at 10 K. CL intensity maps show clearly two
distinct segments with di�erent behaviors under various polarizer angles. The middle-bottom
(ZB) part of the wire has a slightly parallel polarization due to dielectric mismatch between the
NW and the environment since this NW has a small diameter of about 220 nm and is as long as
2.8 µm. The top (WZ) region presents a remarkable degree of polarization (−70%) perpendicular
to the NW axis, similar to undoped NWs. The observed high degree of polarization supports
the fact that the radiative recombination is of band-to-band nature. The WZ-GaAs should be
su�ciently doped so that the holes are found in the extended states of the Γ9 heavy-hole valence
band and their symmetric nature is preserved. Localization destroys the strong polarization
anisotropy as shown in InGaN/GaN multiple quantum wells [244].

SEM

500 nm

0°

45°

90°

Distance

WZ ZB

WZ ZB

WZ ZB

WZ ZB

(a) SEM

(b) CL intensity (a.u.)

(c) WZ polarization (-68%) (d) ZB polarization (+30%)

(e)

Figure 6.20 � Polarization of the CL emission for Be-doped GaAs NW (sample 76847). (a) SEM image
of the NW. (b) Integrated CL intensity maps of the NW acquired with three polarizer angles: 0◦ (parallel
to the NW axis), 45◦ and 90◦ (perpendicular to the NW axis). (c,d) Polar plot of CL intensities extracted
from the ZB and WZ part measured with di�erent polarizer angles. (e) Degree of polarization along the
NW, showing 2 distinct polarization behaviors of the ZB and WZ regions.
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Figure 6.21 � Comparison of CL spectra for p-type GaAs:Be NWs and �ts. (a) Room temperature
CL spectra of di�erent Be-doped GaAs NWs extracted from the middle (ZB) homogeneous part. The
intensity normalization factors are indicated. Green curves for core-doped NWs and red curves for shell-
doped NWs, and an undoped GaAs NW is also included for comparison (blue). The open circles mark the
bandgaps from the �t. (b) BGN as a function of hole concentration for p-type GaAs (planar thin-�lms and
NWs). NWs doping concentrations are evaluated through the BGN measurements. Dark curve: Casey
and Stern [187] (Equation 5.28).

6.3.3 Analysis of doping levels

Table 6.3 lists the Be-doped GaAs NWs studied here and the characteristics (peak position and
FWHM) of CL spectra extracted from the homogeneous part of ZB-GaAs in the middle of NWs.
We �t the whole CL spectra following the same method as described in Section 5.4.2 with the
parabolic absorption model (Figure 6.21(a)). The bandgap Eg and energy width of the Urbach
tail γ are given. The �tted parameters are averaged over di�erent �ts and the errors come from
uncertainties of the absorption model and other parameters, as well as typical dispersion of CL
peak position and FWHM. Experimental doping concentrations are deduced from the bandgap
narrowing (BGN) values using Equation 5.28 (Figure 6.21(b)).

Table 6.3 � GaAs:Be NW samples and doping concentration assessments. Peak position and FWHM are
typical for CL spectra extracted from the homogeneous middle part (ZB) of the NWs. The bandgap Eg and
Urbach tail γ are determined from the �t of CL spectra with a parabolic absorption model. Experimental
doping concentrations are obtained from the �tted BGN values and Equation 5.28.

sample peak fwhm Eg γ exp. doping conc.
eV eV eV eV cm−3

76847 (core-1) 1.423 0.065 1.401±0.001 0.016±0.001 (2.8± 0.5) 1018

76741 (core-2) 1.411 0.073 1.388±0.001 0.017±0.001 (1.1± 0.1) 1019

76720 (shell-1) 1.429 0.060 1.415±0.014 0.013±0.004 < 1· 1018

76718 (shell-2) 1.413 0.070 1.390±0.004 0.018±0.004 (9.8± 4.2) 1018

76723 (shell-3) 1.401 0.073 1.380±0.002 0.016±0.002 (4.0± 2.0) 1019

For the sample 76720, BGN value is relatively small, so the doping concentration should be
lower than 1 × 1018 cm−3. The thinner shell of this sample and the fact that it is only slightly
doped also lead to a deeper surface depletion width. For doping concentration higher than
2 × 1019 cm−3, the assessment is approximate due to no reliable BGN values available in such
high degenerate regime. We still have a fair agreement between the theoretical and experimental
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doping concentrations.
For core-doped samples, experimental doping concentrations are slightly higher than the

theoretical ones. This can be related to a larger cross-section of the liquid droplets than that of the
NWs, so a larger amount of Be atoms are captured (by the liquid droplets) during the VLS-growth
of NWs and contribute to the overall doping of the core. Suspicious Be incorporation through the
truncated facets may concentrate the dopants locally in the NW core [158], leading to a larger
BGN observed from CL. For shell-doped samples, small discrepancy exists between the theoretical
and experimental doping concentrations. Theoretical estimation of doping concentration in the
shell con�guration is more di�cult due to uncertainty of the growth rate and unknown orientation
of the impinging dopant �ux.
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6.4. Si-doped GaAs nanowires

6.4 Si-doped GaAs nanowires

6.4.1 Background

Silicon is a widely used dopant in epitaxial growth of GaAs. It has a unity sticking coe�cient,
a low di�usion length, and does not exhibit a segregation problem, making it possible to obtain
abrupt changes in the doping pro�le. However, silicon is amphoteric as group IV elements, it acts
as donors if it incorporates in Ga sites (SiGa), or as acceptors if it incorporates in As site (SiAs).
It is normally utilized as n-type dopant for GaAs thin-�lms grown with (001) surface orientation
and typical free electron concentrations up to 7×1018cm−3 can be achieved in MBE systems [176].
At higher Si concentrations, the lattice strain becomes the driving force for increasing proportions
of Si to occupy As sites [245]. The screened Coulomb interaction was proposed to explain the
formation of neutral SiGa − SiAs pairs or SiGa −VGa complexes during the growth [246]. These
defects are responsible for reducing the doping e�ciency through electrical deactivation of the
SiGa donors. The growth parameters that are important for Si incorporation are the e�ective
V-III �ux ratio and the substrate temperature. Too low V-III ratio increases the proportion of
As-vacancy at the growing surface, thus the formation of SiAs acceptors is more probable. A high
substrate temperature also causes an increased rate of As desorption from the surface, resulting
in increased As surface concentration.

The incorporation behaviors also depend on the surface orientation of the crystal. It was
demonstrated, under the same run of the MBE growth, that the epitaxial layer grown on pla-
nar (110) surface of GaAs presented lower electron concentration and lower mobility than that
on (100) surface, and (110) samples even became p-type at growth temperatures higher than
560◦C [247]. (110) surface morphology was also degraded at high temperature or under low
V-III ratio [248]. (111)B surface presents steadily n-type conductivity, while (111)A and more
generally (n11) polar A surfaces lead to mostly p-type doping [249]. Moreover, Si-doped GaAs
grown by LPE is mainly compensated [250]. The incorporation mechanism di�ers largely from
MBE growth due to the presence of a liquid phase. For self-catalyzed VLS growth of GaAs NWs
on (111) surface, Si doping becomes a very complex system due to the presence of a nanoscale
liquid droplet and concurrent growth of parasitic shells. P-type doping has been observed in
MBE-grown self-assisted GaAs NWs and the doping mechanism was attributed to incorporation
from the side facets [146, 251]. This conclusion was based on the local vibrational mode (LVM)
of resonant Raman spectra at low temperature. In fact, Si occupying a lattice site in GaAs is
lighter than the atoms of the host lattice, giving rise to spatially localized vibrational modes
with frequencies higher than the ones of the pure GaAs modes. These LVMs can be detected by
Raman spectroscopy or infrared absorption techniques. SiGa donors having four As neighbors
give rise to a sharp LVM in the Raman spectrum at 384 cm−1. The compensating SiAs acceptors
is found at 399 cm−1 and SiAs − SiAs at 393 cm−1 in case of dominant n-type doping in the GaAs
sample [252].

On the other hand, shell-doping on NW facets of {110} family was investigated using micro-
Raman scattering and conductivity measurement on NW ensemble, and n-type doping with
possible compensation depending on the growth conditions was achieved [147]. Here, we studied
the n-type doping characteristics by cathodoluminescence. Undoped GaAs cores with Si-doped
shells were grown in view of further fabrication of radial junction solar cells. The NW core-shell
structure for which only the shell is doped allows unambiguously investigation of the electron
concentrations from the Si impurities incorporated during the shell growth.

6.4.2 Experiments

Table 6.4 lists the samples studied here with their growth parameters, and Figure 6.22 gives
some SEM images of selected Si-doped GaAs samples as grown on Si substrates. Globally,
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three series of Si-doped samples can be distinguished: grown at high temperature (HT) with
varying Si �ux (76710, 76697, 76709), various growth temperature from medium temperature
(MT) to low temperature (LT) at �xed Si �ux (76728, 76729, 76749, 76766), and LT growth with
other conditions such as the use of As2 molecules (76449 and 76846). For HT growth (580◦C),
the NW morphology is relatively smooth and very few parasitic growth is present on the SiO2

mask. This is resulted from the Ga di�usion at high temperature. However, high temperatures
favor As desorption on the surface. Lowering progressively the growth temperature degrades the
NW morphology and increases parasitic growth, whereas the luminescence intensities increase
steadily with lower growth temperature. Finally, we focus on LT growth to explore various
growth conditions like di�erence between As4 (sample 76844) and As2 (sample 76846) molecules,
crystallization methods and WZ crystal phase.

Table 6.4 � MBE-grown GaAs:Si NW samples. Shell doping was investigated (introduce dopants in
VS-growth of the shell after formation of an undoped core). The growth substrate temperature, silicon
e�usion cell temperature, NW length, diameter and shell thickness are shown. The parameters for NW
geometry were obtained by taking the average and the standard deviation of several randomly selected
NWs from SEM images. Shell thickness was deduced as the di�erence between the �nal diameter and
initial diameter without shell. Most of the samples were grown with As4 molecules (except for the sample
76449 and 76846 which were grown with As2 molecules).

sample T(growth) T(Si) length diameter shell thickness
◦C ◦C µm nm nm

76449 (As2) 465 1150 4.11±0.50 302±35 55±16
76710 585 1000 1.61±0.13 311±39 91±17
76697 585 1100 2.10±0.19 318±48 94±21
76709 585 1200 2.17±0.10 262±21 70±9
76728 540 1100 2.33±0.12 303±71 88±31
76729 485 1100 1.42±0.13 261±19 70±9
76749 475 1100 2.15±0.06 313±24 92±11
76766 430 1100 2.12±0.04 309±18 90±8
76844 450 1090 2.06±0.10 321±15 96±7

76846 (As2) 450 1090 1.86±0.17 291±20 83±9

In�uence of growth temperature

For the three samples grown at high temperature, despite a regular morphology, the CL maps
present signi�cant inhomogeneities (see further Figure 6.24(a)). Due to low CL intensities, a
high excitation current of several tens of nA was used in order to compare the relative intensities
of these samples. The spectra extracted from the center homogeneous part of the three NWs
are compared, as shown in Figure 6.23. The intensities increase with higher Si �ux, but the
peaks redshift and do not follow the behavior expected for n-type doping. According to the
MBE experiment of Si-doped GaAs layers grown on (110) substrate from Tok et al. [248], p-type
doping can be obtained at this high growth temperature. Moreover, the luminescence bump in
the spectral range of about 0.34 eV higher than the main emission peak may be attributed to
the recombination of electrons with holes at the split-o� valence band. The observation of the
split-o� valence band is also indicative of the presence of high density of holes, typically in highly
doped p-type semiconductors or in high injection regimes.

In Figure 6.24, CL maps and spectra extracted from the bottom to the top of the NWs are
given for three samples with decreasing growth temperature and with �xed Si �ux. The mea-
surements were performed at 20 K with an acceleration voltage of 6 kV and a probe current of
0.7 nA. Figure 6.25 gives the corresponding CL maps and spectra of the same NWs measured at

176



6.4. Si-doped GaAs nanowires

(a) 76710 (HT) T(Si)=1000◦C (b) 76697 (HT) T(Si)=1100◦C (c) 76709 (HT) T(Si)=1200◦C

(d) 76728 (MT) T(Si)=1100◦C (e) 76749 (LT) T(Si)=1100◦C (f) 76766 (LT) T(Si)=1100◦C

(g) 76844 (LT) T(Si)=1090◦C (h) 76846 (LT) T(Si)=1090◦C

Figure 6.22 � Tilted SEM images of GaAs:Si NWs on Si(111) substrates. (a,b,c) NWs grown at high
temperature (HT) with increasing Si �ux. (d,e,f) Decreasing growth temperature from high to medium
(MT) and low temperature (LT) at a constant Si �ux. (g,h) Low temperature (LT) growth of GaAs:Si
shell after di�erent crystallization method to impede the formation of a WZ segment. As4 molecules were
used for the sample 76844 and As4 molecules for the sample 76846.
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Figure 6.23 � (a) Low temperature and (b) room temperature CL spectra of GaAs:Si NWs grown at high
temperature with various Si �ux. Vertical bars indicate the CL peak positions, which shift toward lower
photon energy with increasing Si �ux. CL spectra are displayed with their relative intensities acquired
under the same excitation power density, showing that the intensities increase with the Si �ux.

room temperature with the same excitation conditions. Higher CL intensities with decreasing
growth temperature indicate a better crystal quality and lower defect densities. For the growth
temperature below 540◦C, the CL emission from middle-bottom part of the NWs is fairly homo-
geneous and the peak energy (around 1.510 eV) slightly lower than the GaAs bandgap at low
temperature can be attributed to the donor band. The small FMWH (∼20 meV) of the donor
band emission is also indicative for an electron concentration below approximately 8×1017 cm−3

(see Figure 5.10(b) and Equation 5.14). At the middle-top region, a segment with distinct CL
characteristics appears due to the WZ crystal phase grown during the crystallization of the
droplet and subsequently Si-doped WZ-GaAs shell was obtained at this region. The very top
region corresponds to the shell overgrowth. The irregular surface morphology makes this region
defect-rich, and correlates to the broad and low-energy lying CL spectra.

The presence of pure WZ crystal structure was veri�ed by TEM observation, as-shown in
Figure 6.26(a). The appearance of a pure WZ segment in the middle-top of the wire is repro-
ducible, as already observed in undoped and Be-doped GaAs NWs with similar VLS growth
process of the NW cores. CL maps measured at low temperature on a similar NW from the
same sample are shown in Figure 6.26(b) for comparison. The remarkable shift of CL peaks to
lower energy compared to the donor band of ZB-GaAs is correlated to the WZ crystal phase.
The emission characteristic of Si-doped WZ-GaAs is further investigated with CL polarimetry
and temperature-dependent measurements.
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Figure 6.24 � Low temperature (∼20 K) CL maps of three Si-doped GaAs NWs. For each CL measure-
ment, SEM image of the NW and CL maps (cartography of integrated CL intensity, CL peak position
and FWHM) are shown. CL spectra extracted from the bottom to the top of NWs (arrows shown in SEM
images indicate the growth direction) are displayed vertically from the bottom to top of the graph, and the
vertical dashed lines indicate the pure GaAs bandgap of 1.519 eV at 0 K.
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Figure 6.25 � Room temperature CL maps of three Si-doped GaAs NWs. For each CL measurement,
SEM image of the NW and CL maps (cartography of integrated CL intensity, CL peak position and
FWHM) are shown. CL spectra extracted from the bottom to the top of NWs (arrows shown in SEM
images indicate the growth direction) are displayed vertically from the bottom to top of the graph, and the
vertical dashed lines indicate the pure GaAs bandgap of 1.424 eV at room temperature.
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Figure 6.26 � (a) Dark-�eld TEM micrograph of a Si-doped GaAs NW (sample 76729) and selective
area electron di�raction patterns showing a pure ZB structure at the base of the wire and a WZ segment
at the top of the wire. Inset shows a HAADF high-resolution TEM image of the top of the WZ segment,
where the crystal structure turns to ZB-dominant at the very top of the wire. (b) CL maps (cartography
of integrated CL intensity, two-color CL intensity, peak position energy and FWHM) of a similar NW
from the same sample measured at LT (∼15 K).

CL polarimetry

Like undoped and Be-doped GaAs NWs containing a WZ segment, the polarization degree of
CL emission is shown in Figure 6.27 for a longer Si-doped GaAs NW. The very top of the
NW presents signi�cant defects and lowers considerably the CL intensity, thus is disregarded
here. The average CL spectra present two peaks, one at 1.52 eV from the donor band of ZB-
GaAs with FWHM about 15 to 18 meV, corresponding to the electron concentration of about
3×1017 to 4×1017 cm−3 (Equation 5.14). The other broad peak centered at 1.47 eV is spatially
located at the WZ region. The spatial localization of the two peaks is clear in the two-color
CL maps with superimposed colors of integrated intensities from two di�erent spectral ranges
(Figure 6.27(b)). Moreover, the spectrally separated CL emission allows easy deconvolution, as
shown in Figure 6.27(c), the average CL spectrum is decomposed using four gaussians �t. This
procedure is applied for every spectra of the hyperspectral map, and the intensity pro�les along
the NW of the 1.52 eV (blue) and the 1.47 eV (red) peaks are plotted in Figure 6.27(d). We
can see that the signal of the 1.52 eV decreases exponentially when the electron beam excitation
moves from ZB into WZ region. We �nd an exponential decay of characteristic length of 54 nm,
corresponding to a di�usion length in the WZ region at low temperature. The di�usion would be
driven by injected holes if the WZ region is also n-type doped. In the ZB region, the low-energy
signal around 1.47 eV (red) decreases exponentially from the ZB/WZ interface region with a
characteristic length of 172 nm. The direct emission from the small trace of defect states in ZB-
GaAs cannot be totally excluded, so we still observe low-energy signal when the electron beam
excite the ZB part far from the WZ region. Thus, the estimated hole di�usion length (172 nm)
in ZB GaAs should be taken as rough approximation.

As the e�ect of di�usion is limited at low temperature, the spectra extracted from the cen-
ter of ZB and WZ regions should be representative for the characteristics of respective crystal
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Figure 6.27 � Polarization-resolved CL emission at 10 K for Si-doped GaAs NW (sample 76766). (a)
SEM image of the NW. (b) Two-color CL intensity map. Blue: 1.522 eV from the emission of ZB GaAs
with moderate electron concentration. Red: broad CL spectrum centered at 1.468 eV is attributed to the
emission of Si-doped WZ GaAs. (c) Spectral deconvolution of the 1.52 eV and 1.47 eV CL peaks using
a �t of four gaussians. (d) CL intensities of the 1.52 eV peal (blue) and of the 1.47 eV peak (red) along
the NW, showing two distinct dominant ZB and WZ regions, as well as the exponential-like decay away
from the ZB/WZ interface. (e) CL intensity maps of the NW acquired with three polarizer angles: 0◦

(perpendicular to the NW axis), 45◦ and 90◦ (parallel to the NW axis). (f,g) Polar plot of CL intensities
extracted from the ZB and WZ part measured with di�erent polarizer angles.
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phases. Their dependence on the polarizer angle corrected with the system response is shown in
Figure 6.27(f) for ZB and (g) for WZ. CL intensity maps can also be visualized in Figure 6.27(e)
for three polarizer angles. 29% degree of polarization parallel to the NW axis is observed from
ZB emission and −40% of polarization perpendicular to the NW axis is from WZ emission. The
parallel polarization is still attributed to the dielectric mismatch of the NW antenna, while the
degree of polarization perpendicular to the NW axis is lowered for Si-doped WZ-GaAs than
previously observed for undoped and Be-doped WZ-GaAs. This di�erence can help to under-
stand the origin of the WZ-GaAs emission from relatively deep levels (about 50 meV below the
bandgap), which is probably due to donor-acceptor (DA) pair recombination. The localization
nature of DA pair induced by Si impurities destroys the translational invariance, so it relaxes the
selection rule of dipole transitions and results in a smaller polarization anistropy of luminescence.

Temperature-dependent CL

Figure 6.28 (low temperature) presents the CL measurement on a NW of another sample grown
under similar conditions, containing a clear WZ segment and the very top of the NW probably
turns back to ZB structure. The top most region is characterized by very broad CL spectra with
the peak maximum shifted to even 1.57 eV at 15 K. The strong Burstein-Moss shift indicates
a high electron density in this region. Indeed, the crystallization of the NW droplets usually
terminates with (n11)B facets (n=1,2,3...) and the Si incorporation through these surfaces tends
to produce SiGa donors. In the middle-base region of the NW, donor band luminescence of ZB-
GaAs is observed, with FWHM varying between 15 to 21 meV, corresponds to electron densities
of about 3× 1017 to 5× 1017 (see Equation 5.14). No degenerate electron density is observed in
this region compared to top of the wire, probably due to (110) surface chemistry or shadowing
from the neighboring NWs. In the middle-top region, similarly broad and redshifted CL peaks
are present as in the previous NWs, which is attributed to DA pairs related to Si impurities in
WZ-GaAs. The peak positions are also very sensitive to the location of the excitation beam,
which is characteristic for DA recombination because the energy of the emission depends on
the average distance of the DA pairs and on the excess carrier densities. Very few studies of Si-
doped WZ-GaAs are found in the literature, such as Ihn et al., where undoped, Be- and Si-doped
GaAs NWs are studied and PL emission from Si-doped WZ-GaAs is found to be very broad and
defect-related [223].

Figure 6.29 gives the corresponding CL maps and spectra extracted along the same NW
measured at room temperature. The CL characteristics between the three regions discussed
previously become less noticeable due to increased carrier di�usion at room temperature and
thermally quenched defect luminescence. Near bandgap luminescence is dominant at room tem-
perature. We can still observe a signi�cant decrease of CL intensity and broadening of CL spectra
in the WZ and the top-most region of the NW.

Figure 6.30 presents the temperature variations of the CL characteristics (peak energies and
half widths) of the NW previously studied containing the base of ZB (green), a segment of WZ
(red) and degenerate n-type ZB top (blue). From the base, the CL spectra closely follow the
bandgap of pure GaAs, consistent with the donor band emission at very low temperature, and
with slightly blueshift emission at room temperature from the thermal ionization of donors. The
degenerate electron gas presented at the top most overgrown region of the NW steadily shows
blueshift and broad peaks covering across the bandgap. The temperature evolution of the DA
pair recombination presents a S-shape variation with the temperature. For temperature lower
than about 100 K, carriers are trapped in the lower energy defect levels of donors and acceptors.
The DA pairs ionize at higher temperature, so the DA recombination is thermally quenched and
band-to-band recombination dominates. At room temperature, these deep levels in WZ-GaAs
also contribute to broader CL spectra at the low-energy tail compared with ZB-GaAs.
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Figure 6.28 � Low temperature (∼15 K) CL measurement of a Si-doped GaAs NW (sample 76749)
containing a ZB base and a WZ top middle segment, showing distinct CL emission characteristics. At
the very top of the wire, the crystal phase probably turns back to ZB. CL spectra acquired when the electron
beam excited the very top end of the wire show a wide and blueshifted peak, which is attributed to a high
electron concentration. This strong blueshift is not present in the bottom of the NW, probably due to
shadowing e�ect and/or the (110) surface orientation that lower the doping e�ciency. Si-doped WZ
GaAs shows a broad CL spectra but redshifts to about 1.45 eV. (g) presents the variation along the NW
axis of three intensity pro�les obtained from the spectral deconvolution (green: 1.51 eV, red: 1.45 eV,
blue: 1.57 eV).
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Figure 6.29 � Room temperature CL measurement of the Si-doped GaAs NW (sample 76749) containing
a ZB base and a WZ top segment. Near bandgap luminescence is dominant at room temperature due to
thermal ionization of shallow defects. CL maps show similar trends compared to those measured at low
temperature: decreased luminescence intensity in the WZ segment and broadened CL spectra toward the
top region.

0 50 100 150 200 250 300

Temperature (K)

1.35

1.4

1.45

1.5

1.55

1.6

E
ne

rg
y 

(e
V

)

Varshni
Top (band filling)
Middle (WZ)
Bottom (ZB)

Figure 6.30 � Temperature evolution of CL characteristics (peak position energy and half widths) of the
NW containing a ZB base and a WZ top segment (sample 76749). The very top end of the wire shows a
wide and blueshifted CL peak for the whole temperature range, consistent with a presence of high electron
concentration. Defect luminescence from Si-doped WZ GaAs is rapidly quenched at temperature higher
than about 100 K.
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6.4.3 Analysis of doping levels

Table 6.5 lists several Si-doped GaAs NWs grown at relative low temperatures (<500◦C) to
avoid severe compensation of Si impurities. Atomic �ux of Si was converted from the Si cell
temperature using the reference planar GaAs:Si samples (Chapter 5.2). Like the case of Be
dopant, we assume that Si atoms have an unity sticking coe�cient, and that every Si impurities
are electrically active and are not compensated. We study only shell doping, so the surface
normal to the NW (110) facets is orientated di�erently than that of usual planar growth. In
fact, the Si �ux forms an angle of approximately 35◦ with respect to the normal of planar layers
in our MBE machine. The growth rates are deduced by examining the geometry of NWs after
growth, with errors corresponding to the standard deviation for several NWs. The total volumes
of doped shells are calculated by subtracting the �nal NW diameter with the average diameter
typical of NW cores only. Theoretical doping concentrations are then calculated using the Si
�ux and the e�ective growth rate determined for each samples. We expect to incorporate Si
impurities in GaAs with Si atom concentration [Si] ranging from 3× 1018 to 2× 1019 per cm3.

Table 6.5 � GaAs:Si NW samples and theoretical doping concentrations. The �ux of Si atoms were
deduced from the Hall measurement of planar calibration samples, assuming Si atoms have an unity
sticking coe�cient. Growth rates indicate the speed of the shell thickness growth. Theoretical doping
concentrations were deduced from the Si �ux and the shell growth rate, corrected with the incident angle
of the Si �ux.

sample �ux(Si) growth rate th. doping conc.
atoms/(s.cm2) Å/s cm−3

76844 4.6× 1010 0.28±0.02 (3.6± 0.3)× 1018

76846 4.6× 1010 0.24±0.03 (4.2± 0.6)× 1018

76749 5.5× 1010 0.20±0.03 (6.1± 1.1)× 1018

76766 5.5× 1010 0.20±0.02 (6.1± 0.7)× 1018

76729 5.5× 1010 0.20±0.03 (6.1± 1.1)× 1018

76449 1.3× 1011 0.15±0.04 (2.0± 0.8)× 1019

Table 6.6 gives the averaged CL characteristics (peak position energy and FWHM) measured
at low temperature (LT) and at room temperature (RT). Errors represent the typical variation
observed in the NW and in several measured NWs of the same sample. Only the homogeneous
bottom-middle (ZB) part of the NWs is of interest here, since WZ and the top most regions
contain signi�cant defects and are hard to analyze. Experimental doping concentration or free
electron concentration is obtained either from LT measurement (Equation 5.14) or RT measure-
ment (electron Fermi level). Following Section 5.4.3, �ts of RT CL spectra using generalized
Planck's law are displayed in Figure 6.31(a). The �tted bandgap is marked by open circles and
the electron Fermi level is marked by open squares. For low electron concentration below the
degenerate limit, it is di�cult to obtain reliable Fermi level from luminescence lineshape analysis
because the feature of conduction band �lling is not clearly visible. In this case, CL spectra can
be �tted regardless of the electron Fermi level below the bandgap (all samples except for 76449).

Note that the sample 76449 was grown on an unpatterned Si(111) substrate, leading to a
larger dispersion of NW length and diameter. This is also re�ected by a larger wire-to-wire
dispersion of CL characteristics, although we have selected only the center homogeneous part
of NWs to analyze the CL spectra. Whereas, this sample was grown with higher Si �ux using
As2 molecules. Analysis of doping levels for several NWs from this sample was published in
Ref. [153]. In Figure 6.31(b), the CL spectrum and the �t for a NW of sample 76449 are shown
in log scale. A signal in the range of 1.2 to 1.3 eV is present for nearly every GaAs NWs with
Si-doped shells. This broad spectrum is very similar to the luminescence spectrum observed for
compensated Si-doped GaAs, and leads to an enlarged Urbach tail at low energy side compared
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Table 6.6 � GaAs:Si NWs samples and experimental doping concentration. Low temperature (LT) CL
spectra are used for a �rst doping estimation through Equation 5.14. Room temperature (RT) CL spectra
give a second quantitative doping assessment through the electron Fermi levels. For low concentrations,
electron Fermi levels are not easy to obtain from the luminescence lineshape, thus only estimations from
low temperature FWHM are given.

LT
sample peak fwhm doping conc.

eV meV cm−3

76844 1.504 20±1 (4.6± 0.4) 1017

76846 1.504 21±1 (5.0± 0.4) 1017

76749 1.508 21±2 (5.0± 0.8) 1017

76766 1.511 24±2 (6.1± 0.8) 1017

76729 1.509 24±2 (6.1± 0.8) 1017

76449 1.518 32±12 (9.3± 5.8) 1017

RT
sample peak fwhm Eg Efc γ doping conc.

eV meV eV eV eV cm−3

76844 1.429 45±2 1.418±0.007 - 0.010±0.002
76846 1.430 48±1 1.416±0.004 - 0.008±0.002
76749 1.430 51±2 1.415±0.002 - 0.010±0.001
76766 1.433 52±3 1.419±0.003 - 0.010±0.001
76729 1.431 56±2 1.417±0.003 - 0.014±0.001
76449 1.434 61±5 1.419 0.013 0.015 4.8 1017
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Figure 6.31 � Comparison of CL spectra for n-type GaAs:Si NWs and �ts. (a) Room temperature CL
spectra of di�erent Si-doped GaAs NWs extracted from the middle (ZB) homogeneous part. The intensity
normalization factors are indicated. The open circle markers indicate the bandgaps and the open square
markers show the electron Fermi levels. (b) CL spectrum (black dots) from the sample 76449 at room
temperature and the �t (purple line). Small luminescence signal at low energy is attributed to deep levels
(blue dashed line).
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to uncompensated GaAa at similar electron concentration [175]. The larger tails may also be
related to surface states which cause the surface depletion. We notice that a discrepancy of one
order of magnitude exists between expected doping levels (Table 6.5) and the values deduced
from the measurements (Table 6.6). Surface depletion and/or Si dopant compensation may be
responsible for the observed lower doping concentrations determined by CL. We suspect also a
growth issue which hinders the incorporation of Si dopants. Finally, n close to 1018 cm−3 may
be achieved which is acceptable for NW radial-junction solar cells (see Chapter 7).

188



6.5. Summary

6.5 Summary

This chapter begins with a succinct description of III-V semiconductor NWs grown in
the molecular beam epitaxy (MBE) system. We employ the so-called self-catalyzed vapor-
liquid-solid method to grow GaAs NWs on patterned Si(111) substrate. The peculiar crystal
growth method results in several unexpected results: the coexistence of cubic zinc-blende
(ZB) and hexagonal wurtzite (WZ) crystal structures in single NWs and the amphoteric
behavior of Si dopants in GaAs. Cathodoluminescence (CL) is used to characterize GaAs
NWs in terms of crystal phases, homogeneity and defects, surface passivation and doping
levels, etc.

Section 6.2 is dedicated to the understanding of the WZ GaAs properties and to the
CL measurements of undoped GaAs NWs containing ZB/WZ segments. WZ GaAs almost
exists only in NW forms, so its properties are little known, and even the bandgap and the
band structure are debated in the literature. We use CL mapping measured at various
temperatures to clearly distinguish light emitted from ZB and WZ regions. We further
evidence the optical transition of WZ GaAs using CL polarimetry. Light emitted from
WZ GaAs is polarized perpendicular to the NW growth axis (i.e. c-axis of WZ lattice), as
expected from the selection rule of dipole transitions in hexagonal lattice structure. We have
measured up to 73% degree of polarization perpendicular to the WZ c-axis. CL spectra of
WZ GaAs shows an exciton peak at 1.515-1.516 eV (FWHM 21 meV), and room temperature
CL spectra of WZ GaAs shows a blueshifted peak compared to that of ZB GaAs (with a
di�erence of less than 10 meV). We con�rm that the bandgap of WZ GaAs should be close
and slightly higher than that of ZB GaAs. CL and its variants (high-resolution mapping,
temperature-dependent measurement and polarimetry etc.) constitute an advanced and
versatile tool to investigate low-dimensional materials for opto-electronic applications.

In Section 6.3, CL measurements on Be-doped GaAs NWs are presented. We show CL
maps as well as polarization measurements of Be-doped GaAs NWs containing WZ segments,
which allows to attribute unambiguously the observed CL spectra to Be-doped WZ GaAs.
Both ZB and WZ GaAs present similar CL spectra and bandgap narrowing (BGN) at high
doping concentrations. The BGN values of ZB GaAs is used to quantitatively determine
the p-type doping concentrations in single GaAs NWs, which is in agreement with expected
doping levels as calibrated. Section 6.4 presents CL measurements on Si-doped GaAs NWs.
Si dopant in GaAs seems to be more complicated due to its amphoteric characteristics,
and the presence of a WZ phase in GaAs NWs causes unexpected CL features. Si-doped
WZ GaAs shows a broad Gaussian-like CL shape centered at about 1.45 to 1.47 eV at low
temperature, which is thermally quenched at room temperature. In ZB GaAs, donor band
luminescence is identi�ed at low temperature and the FWHM is used to assess the n-type
doping concentration to be in the range of 4 × 1017 to 1 × 1018 cm−3. To summarize, we
have determined both p-type and n-type doping levels in GaAs NWs and have visualized
inhomogeneities with nanometer resolution using CL mapping and spectral analysis. Con-
tactless doping measurement by CL can also be extended to other material systems and is
well suited for studying semiconductor nanostructures.
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The unique shape of nanowires (NWs) has attracted a great attention for use in optoelec-
tronic devices owning to their unprecedented optical properties such as waveguides [253] and
optical antennas [254, 255]. The ability to concentrate light in a small volume and to collect
di�use sunlight thanks to a high angle tolerance make NWs attractive for photovoltaic solar
cells. The direct growth of III-V NWs on lattice-mismatched substrates also provides a way to
avoid the use of costly GaAs or InP substrates, and to integrate directly III-V on Si for tandem
solar cells. Figure 7.1 shows a schematic of solar cell structures made of vertical NWs array,
with charge carrier separation obtained in either (a) axial or (b) radial p-n (or p-i-n) junction.
The axial junction approach is more suitable for tandem solar cells by engineering one or several
heterojunctions with various bandgap materials. The constraint on lattice-mismatch of di�er-
ent semiconductors can be relaxed through small footprint of NW bases. The radial junction
con�guration (core-shell) emerges from the novel concept of decoupling the direction of charge
carrier collection and the absorption of light. NWs can be made long enough to absorb sunlight
while the photogenerated carriers are collected within a short distance. In this thesis, we focus
on GaAs core-shell junction NW array solar cells.

In Section 7.1, we review the state-of-the-art of III-V NW solar cells and discuss the challenges
of making e�cient solar cell devices. For GaAs NW solar cells, we theoretically study the
design of solar cell structures in terms of optical absorption and electrical core-shell junction.
In Section 7.2, we use optical simulations based on the RCWA to calculate the absorption in a
periodic GaAs NW array and to optimize the geometry (array period and NW diameter). The
in�uences of NW length, diameter and array period on the absorption spectra are investigated.



Chapter 7. GaAs Nanowire-Based Solar Cells

Figure 7.1 � Schematic of NW array solar cells. Electronics structures (e.g. p-n junction or het-
erostructure) can be implemented (a) along the NW axis or (b) in the radial direction (Figure adapted
from Ref. [256]).

In Section 7.3, we calculate the built-in potential in core-shell junction at a given NW geometry
in order to target the doping levels required in GaAs NW solar cells. In Section 7.4, we present
the experimental works of fabrication and characterization of GaAs NW solar cell devices and
we discuss the perspectives for e�ciency improvement.

7.1 State-of-the-art

7.1.1 Single-nanowire solar cells

The use of III-V NWs as solar cell active regions has been investigated during the last ten years.
Early-stage experimental demonstrations were based on the measurement of single-nanowire
photovoltaic properties by contacting the two ends of the NW. Colombo et al. fabricated GaAs
single-nanowire solar cells with radial p-i-n structure [257]. The growth was conducted in a MBE
machine using the self-catalyzed method on a GaAs substrate and employing Si for both p-type
doping during high-temperature (630◦C) vapor-liquid-sold (VLS) growth and for n-type doping
during low-temperature (465◦C) vapor-solid (VS) growth. NWs were dispersed on an oxidized
Si substrate and the contact on p-type core was achieved using citric acid solution for selective
wet etching (Figure 7.2(a,b)). 4.5% e�ciency was obtained under 1 sun illumination using the
total projected area of the NW. Krogstrup et al. fabricated free-standing GaAs single-nanowire
solar cells with a core-shell p-i-n structure using the similar MBE growth on a Si substrate with
Be doping for GaAs NW core and ITO n-type top contact [258] (Figure 7.2(c)). They obtained
photovoltaic performances of Voc = 0.43 V, FF = 0.52 and an unreasonably high Jsc value
owning to a small projected area used in the calculation.

Holm et al. fabricated horizontally lying GaAsP single-nanowire solar cell with radial p-i-n
structure [259]. GaAsP NWs were grown by MBE on a Si substrate using the Ga-assisted method
with Be and Si doping. H3PO4-based solution was used to selectively etch the n-type shell and
to expose p-type core for contacting. They obtained the best e�ciency of 10.2% under 1 sun
illumination (Jsc = 14.7 mA/cm2, Voc = 0.9 V, FF = 0.77, ideality factor 2.0) with n+InGaP
passivation, compared to 6.8% (Jsc = 13.2 mA/cm2, Voc = 0.76 V, FF = 0.68, ideality factor
2.2) without surface passivation.

However, one should be careful of the reported e�ciency values of single-nanowire solar cells.
The e�ciency limit of nanowire-based solar cells is a highly debating subject, and the use of
the physical projection area of a single NW is misleading and results in an overestimation of
the short-circuit current. NWs possess optical antenna e�ects, leading to a higher apparent area
called optical cross-section (see Figure 7.2(d) for illustration). The use of nanostructures can
reduce the mismatch between absorption and emission angle. Therefore, the underlying physics
of nanowire-based solar cells is still bounded by the Shockley-Queisser detailed balance limit
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with a built-in optical concentration [58].

(c)

(d)

Figure 7.2 � (a,b) Sketch of the radial p-i-n junction structure and SEM image of a typical device
(extracted from reference [257]). (c) Schematic of the vertical radial p-i-n device connected to p-type Si
wafer and ITO top contact. SEM image of a single GaAs NW is shown (extracted from reference [258]).
(d) Schematic of the optical concentration using a nanostructure (extracted from reference [58]).

7.1.2 Nanowire-array solar cells

For large-area photovoltaic applications, nanowire-based solar cells need to be scaled up, leading
to nanowire-array solar cells. This requires a more stringent growth control of the position of
each NW and of the uniformity of material quality and doping. The realization of devices also
demands technical e�orts such as planarization of the NW array for mechanical stability and
deposition of transparent conductive oxide (TCO) to connect each NW.

LaPierre and coworkers at McMaster University are one of the earliest research groups to
explore III-V NW arrays for solar cells, and demonstrated in 2009 the �rst GaAs p-i-n core-shell
NW array solar cell with e�ciency of 0.83% under 1 sun illumination [260]. They focused on
the self-catalyzed MBE-growth of III-V NWs on Si substrates using the VLS method, with Be
for p-type doping and tellurium (Te) for n-type doping. Te produced signi�cant change of the
NW surface morphology due to its surfactant e�ect and seems to severely impact the operating
characteristics of photovoltaic devices. The surface passivation and TCO top contact were also
studied and appeared to be critical issues for GaAs NW array solar cells. Employing sulfur
passivation seemed to improve the e�ciencies of p-n core-shell GaAs NWs, but the long-term
stability remained problematic [261].

More recently, the same group reported GaAs NW array solar cells with e�ciency of 3.3%
under 1 sun illumination (Jsc = 18.2 mA/cm2, Voc = 0.39 V, FF = 0.465) [262]. A SiOx mask
(∼30 nm thick) was deposited by plasma-enhanced chemical vapor deposition (PECVD) on a p-Si
substrate. The NW array was de�ned by writing hexagonal patterns of holes using electron beam
lithography (EBL) and opening SiOx holes by reactive-ion etching (RIE) with CF4 chemicals and
then in 10:1 H2O:(10:1 bu�ered HF) solution. The NW structure and band diagram is shown in
Figure 7.3(a). MBE growth was initiated with highly-doped GaP:Be stems which promoted the
NW vertical yield on the Si substrate and served as back surface �eld (BSF) of GaAs solar cells.
NW growth consisted in p-GaAs:Be core, then switched to shell growth of i-GaAs, n-GaAs:Te
emitter, n+GaAs:Te contact layer and i-AlInP passivation. After growth, the NW arrays were
planarized by spin-coating of benzocyclobutene (BCB) polymer; RIE with CF4/O2 chemicals
was used to expose NW heads before the deposition of a continuous TCO contact. Note that the
AlInP on top of the NWs was etched in dilute HCl to expose underlying n+GaAs contact. The
front contact consisted of a 25 nm In/250 nm ITO bilayer deposited by RF sputtering, followed by
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Ni/Ge/Au (25/50/325 nm) contact pads. After the contact deposition, an annealing was carried
out at 250◦C for 4 min under N2 �ow. The measured Jsc = 18.2 mA/cm2 is relatively high,
and the reduced EQE in the short-wavelength region was attributed to extended crystal defects
in the NWs top facets occurring during the growth upon Ga droplet consumption, resulting in
severe recombination losses at the top facet emitter. Low Voc was attributed to lower doping
levels than expected during the NW growth. The built-in potential across the radial junction
was measured by o�-axis electron holography [263] and less than 0.4 V was obtained [262].
The Be p-type doping concentration was con�rmed to be equal to the nominal value of about
5× 1018 cm−3 using secondary ion mass spectroscopy (SIMS) [157]. The severe Voc loss was due
to carrier depletion caused by lower Te n-type doping concentration in n-GaAs shell (one order
of magnitude lower than the nominal value) [264].

Mariani et al. at University of California Los Angeles developed EBL patterned GaAs radial
junction solar cells grown by catalyst-free selective-area MOCVD on GaAs substrates. In 2011,
the group reported a GaAs nanopillar solar cell with power conversion e�ciency of 2.54% under
1 sun illumination (Jsc = 17.6 mA/cm2, Voc = 0.39V, FF = 0.37) [265]. The structure consisted
in p-type GaAs core (diethyl-zinc doping) and n-type GaAs shell (disilane doping). Ex-situ
passivation was performed using aqueous (NH4)2S ammonium sul�de treatment then capped
with BCB planarization. The same group then published the improved GaAs nanopillar solar
cells employing in situ surface passivation with an e�ciency of 6.63% (Jsc = 24.3 mA/cm2,
Voc = 0.44V, FF = 0.62) [266]. The substrate was changed to n+doped GaAs, and the structure
consisted in n-type GaAs core (tetra-ethyl-tin) and p-type GaAs shell (dimethyl-zinc). In this
device, the n-GaAs:Sn diameter is about 180 nm, the p-GaAs:Zn shell thickness about 40 nm
and the InGaP passivating shell is 5 nm-thick, resulting in a total diameter of 270 nm (pitch
600 nm, orthogonal array) and nanopillar height of 1.3 µm. The e�ectiveness of the high-bandgap
InGaP passivation was evidenced by the EQE enhancement and the higher Voc obtained. Front
contact Ti(4 nm)/ITO(350 nm) was found to be an ohmic anode on p-GaAs after rapid thermal
annealing performed at 300◦C for 1 min in an Argon-purged atmosphere. Later, the e�ciency
was slightly improved to 7.43% (Jsc = 18.9 mA/cm2, Voc = 0.57 V, FF = 0.69) [267]. The
NW structure and J-V characteristics at 1 sun are shown in Figure 7.3(b). There was little
modi�cation compared to the previous structure, except for an intrinsic layer about 10 nm-thick
between the n-p regions, leading to a nanopillar of total diameter of about 290 nm. The n-core
doping target was 1×1017 cm−3, and the p-shell doping target was increased from 1×1018 cm−3

to 3× 1018 cm−3. The BCB planarization was etched back to expose about 350 nm tips, making
subsequent ITO deposition dome-shaped, forming local optical lens that focus light into active
NW regions.

Yao et al. at University of Southern California reported an axial n-i-p GaAs NW solar
cells with e�ciency of 7.58% (Jsc = 21.08 mA/cm2, Voc = 0.565 V, FF = 0.6365) [268]. Device
simulations were performed and showed that axial junctions are more tolerant to doping variation
than radial junctions. Voc and Jsc of radial junction solar cell decreases dramatically if the base
doping is below 1017 cm−3. The choice of an axial junction made the junction design easier
than radial junction, and enables easier integration for multijunction solar cells. GaAs NWs
were fabricated by selective-area MOCVD growth on n+GaAs (111)B substrate, with a SiNx

mask patterned by EBL over 1 mm2 surface area. The NW array was planarized by BCB and
capped with ITO to contact the p-GaAs emitter. No passivation step was carried out speci�cally.
The NW array had the following geometry parameters: orthogonal array with period 600 nm,
320 nm NW diameter and 2.5 µm height. Di�erent samples with varying NW diameter and
p-GaAs emitter thickness were investigated. Small diameters below 100 nm degraded the solar
cell performances because of the unpassivated lateral surface. For thin wire we can expect them
to be nearly depleted while minority carriers are captured by surface states and subsequently
annihilated through recombination. Deeper junctions (thicker p-GaAs emitter) also showed
degraded performance because highly doped emitter has small minority carrier lifetime, and
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(a) (b)

(c)

η=11.4%

Figure 7.3 � (a) HAADF image of a FIB cross-sectioned NW with color overlay indicating approximate
device structure including p-GaAs core (green), GaAs growth during Ga-droplet consumption (purple),
i-GaAs (light blue), n-GaAs (red), n+GaAs (yellow) and i-AlInP (dark gray). TEM scale bar is 100 nm.
Bottom: energy band diagram along the NW axis, indicating the di�erent layers of the solar cell (extracted
from reference [262]). (b) Current-voltage characteristics of the GaAs p-i-n nanopillar array solar cells
under AM1.5G illumination and illustration of the core-shell structure. Right: optical power �ux within
the periodic structure, with ITO dome acting as a subwavelength nanolens to concentrate the optical power
in the active nanopillar region (extracted from reference [267]). (c) Schematic of GaAs NW-on-Si tandem
solar cell and current-voltage characteristics of the device. The arrows indicate the open-circuit voltages
for each cell, showing an addition of Voc of the tandem cell from separate stand-alone GaAs NW and Si
bottom cells (extracted from reference [192]).
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most of the photo-generated carriers are located near the top surface. This e�ect was also studied
by cathodoluminescence mapping, which revealed lowered CL intensity at the highly-doped top
region. The best solar cells featured NWs with a 320 nm diameter and a 100 nm junction depth.
This work was further extended for GaAs NWs on silicon tandem solar cells with the observation
of voltage addition of the GaAs NW top cell and the Si bottom cell for an open circuit voltage
of 0.956 V and an e�ciency of 11.4% [192] (see Figure 7.3(c)). Simulations showed that the
current-matching condition plays an important role in the overall e�ciency. Despite of technical
challenges, this �rst realization of nanowire-on-silicon tandem solar cell opens great opportunities
for III-V NWs integrated in industrially matured Si technologies.

To date, researchers at Lund University hold the record for GaAs NW solar cells with 15.3%
e�ciency (Jsc = 21.3 mA/cm2, Voc = 0.906 V, FF = 0.792) [88]. GaAs NWs were grown
by MOCVD on patterned p-type GaAs (111)B substrate using nanoimprint lithography and
Au-catalyzed VLS method. The structure consisted in an axial p-i-n junction including a thin
AlGaAs passivation shell (25-40 nm thick). The geometries of the NW array were: pitch 400 or
500 nm, NW diameter 165 nm and height 2.8-3.1 µm. Electron-beam induced current (EBIC)
linescan along the NW showed an extended di�usion length, revealing the e�cient collection of
charge carriers resulted from the e�ective passivation of GaAs NWs.

InP is also a material of interest for photovoltaic applications. InP NWs and related alloys
(e.g. GaInP and AlInP) are extensively studied. For example, Fukui group at Hokkaido Uni-
versity fabricated InP NW array using catalyst-free selective-area MOVPE growth [269], and
demonstrated core-shell InP NW solar cells with e�ciency of 6.35% using an lattice-mismatched
AlInP window layer [270]. On the other hand, best axial junction NW solar cells shown higher
e�ciencies. Cui et al. fabricated axial p-n junction InP NW array solar cells using nanoimprint
lithography and An-catalyzed MOVPE growth, and demonstrated an e�ciency enhancement up
to 11.1% after surface cleaning by piranha etching [271]. Wallentin et al. fabricated 13.8%-
e�cient axial p-i-n junction InP NW array solar cells (Jsc = 24.6 mA/cm2, Voc = 0.779 V,
FF = 72.4%) [272]. The NW diameter and the length of the top n-segment were found to
be critical for cell performance. A high Jsc was achieved by using resonant light trapping in
180 nm-diameter NWs that only covered 12% of the surface. 17.8%-e�cienct InP NW solar cells
was also demonstrated using top-down etching of InP epilayers [273].

To summarize, we can see that there is still room of e�ciency improvement for single-junction
NW solar cells toward the theoretical Shockley-Queisser limit. We also notice that the photo-
voltaic performance of core-shell junction solar cells is still lower than that of axial junction solar
cells. The control of doping levels seems to be one of the critical issues in core-shell junction
NW solar cells. The challenges toward e�cient NW solar cells include the homogeneity of NW
arrays, junction designs, surface passivation, front contacts, etc. In the following, we will study
the optical absorption of NW arrays (Section 7.2) and electrical designs of core-shell junction
(Section 7.3).

7.2 Optical absorption of nanowires

In this section, we discuss the optical properties of NW arrays, and perform RCWA simulations
to optimize the geometry of vertical GaAs NW arrays on a Ag mirror as well as a Si substrate
for light harvesting. We compare the shape of the NW cross-section (square or circle) and the
arrangement array patterns (square or hexagonal). The in�uence of the array period, the NW
diameter and the NW length on the absorption spectra are illustrated.
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7.2.1 Absorption of nanowire arrays

We calculate the optical absorption of periodic NW arrays using Reticolo software which imple-
ments a RCWA solver as described in Chapter 2.1.4. In Reticolo calculations, the patterns of
periodic nanostructures are de�ned in Cartesian coordinates, thus a square NW shape is easier to
be de�ned. However, the cross-section of a NW grown along (111) direction exhibits a hexagonal
shape. Reticolo can be adapted to de�ne an arbitrary shape by overlapping several squares or
rectangles (parameter Ntre is the number of the overlapping objects). A hexagonal cross-section
may be calculated, but the dependence on the polarization direction increases the time of cal-
culations, hence we drop the hexagonal cross-section. Instead, a circular NW cross-section is
chosen and the cylindrical symmetry nature make it easier for subsequent transport modeling,
especially for core-shell junction. The array arrangement may also have some di�erences: NWs
can be placed at the orthogonal grid points or arranged as hexagonal packing, as illustrated in
Figure 7.4.

For each NW shape associated with an array arrangement, we give the geometrical parameters
used in the calculations. They are: diameter (dx, dy) of NWs and array period (px, py) which is
the size of an unit cell. We de�ne the NW density or the �lling ratio (FR) as the volume fraction
occupied by NWs. The diameter is clear for circular NW, but may become ambiguous for other
shapes. The period is also misleading in a hexagonal array. We adapt the notations here for
general diameter d and array period p, except for explicit mentions.

• Orthogonal array of squares: p = px = py; d = dx = dy; FR = d2

p2
.

• Orthogonal array of circles: p = px = py; d = dx = dy; FR = πd2

4p2
.

• Hexagonal array of circles: p = px = py/
√

3; d = dx = dy; FR = πd2

2
√

3p2
.

The space between NWs is �lled with a polymer which is assumed to be non absorptive and
has a constant refractive index of 1.5 over the spectral range of interest for GaAs absorption. A
�at silver back mirror is used in the calculations here to maximize absorption of light in GaAs
NWs. Here, we calculate only the zero-order re�ectivity (R) at normal incidence to save the
computation time (Fourier order Mx = My = 20, Ntre = 20 to de�ne the circle). We then
calculate the total short-circuit current density Jtot by integrating 1−R with the AM1.5G solar
spectrum. Jtot maps as a function of the array period p and the NW diameter d (�xed NW length
of 1 µm) are displayed in Figure 7.4. Note that Jtot calculated here is to visualize of optimal
geometry. Jtot is slightly higher than expected photocurrent because it includes absorption in
Ag and higher order re�ection for the wavelength of light smaller than the period of NW arrays.

NW shapes and array geometries

Comparing the three con�gurations mentioned above for NW shapes and array arrangements,
we draw white dashed lines for constant FR on the Jtot photocurrent maps in Figure 7.4. The
trend of photocurrent is very similar between di�erent NW shapes and array geometries. The
optimal geometrical parameters lies, for the three cases, at 25% to 30% FR (triangle markers),
with d = 350 nm and p = 580 nm for orthogonal array of circular NWs and d = 360 nm and
p = 640 nm for hexagonal array of circular NWs. In these cases, we obtain the total short-
circuit current of about 29.5 mA/cm2. The photocurrent maps also show that a large range
of parameters leads to globally high absorption with Jtot above 29 mA/cm2: for circular NWs,
d = 300�360 nm and p = 540�640 nm. Foldyna et al. have studied optical absorption in c-Si
NW array and also concluded that the NW density has the major impact on the short-circuit
current, while the NW organization is less important [274].

We note that another local maximum of total photocurrent exists around d = 160 nm and p =
400 nm (FR about 15%) for circular NWs. This enhancement is attributed to HE11 leaky/guided
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Figure 7.4 � RCWA simulation of Jtot in GaAs NW arrays on a Ag back mirror. The NW length
(height) is �xed at 1µm and the array pitch (period) and NW diameter are varying. Total short-circuit
current Jtot (mA/cm2) is used as a �gure of merit of the broadband absorption over the AM1.5G solar
spectrum, and is shown with a color scale in 2-dimensional maps as a function of the array period and
the NW diameter. Di�erent array arrangements and shapes of NW cross section are possible and are
illustrated below the Jtot maps. The optical calculations correspond to three simple cases: (a) orthogonal
array of square NWs, (b) orthogonal array of circular NWs and (c) hexagonal array of circular NWs
(average TE/TM polarizations). White dashed lines with percentages on the Jtot maps mark the surface
�lling ratio (FR) of NWs.
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Figure 7.5 � Calculated absorption in cylindrical GaAs NW arranged in square arrays on a �at Ag
mirror �lled with a non-absorbing dielectric material of refractive index of 1.5. (a) 1-R spectra as a
function of the array period for GaAs NWs length of 1 µm and diameter of 350 nm. The horizontal white
dashed line indicates the array period of 580 nm, and gives rise to the optimum broadband absorption.
(b) 1-R spectra as a function of the cylindrical GaAs NW diameter at a �xed array period of 580 nm
and length of 1 µm. The horizontal white dashed line indicates the diameter of 350 nm. (c) 1-R spectra
as a function of the GaAs NW length at a �xed array period of 580 nm and diameter of 350 nm. The
horizontal white dashed line indicates the NW length of 1 µm. (d) Absorption spectra in GaAs NW array
of 1 µm-length with the optimized geometry (array period p = 580 nm and NW diameter d = 350 nm).

mode in individual NWs [275]. This also corresponds to the choose of GaAs NW diameter of
165 nm for the 15.3%-e�cient axial junction NW solar cells [88]. Managing radial junction in
160 nm thin NW diameter becomes more challenging, hence we explore the HE12 leaky/guided
mode in larger NW diameter of about 350 nm.

In the following, we focus on a square array of circular cross-section NWs. The optimum
geometry of 1 µm-long NWs is d = 350 nm and p = 580 nm. The corresponding absorption
spectra in GaAs and in the Ag mirror are given in Figure 7.5(d). Multiple resonances overlap
and give rise to Jth = 27.4 mA/cm2 for absorption in GaAs. The electric �eld intensity cross-
sections are given in Figure 7.6 for several selected resonant wavelengths. In order to visualize the
in�uences of the geometry on the absorption spectrum, we start from the optimal structure and
we vary the array period (Figure 7.5(a)), the NW diameter (Figure 7.5(b)), and the NW height
(Figure 7.5(c)). 1−Re�ectivity (1 − R) is plotted as a function of wavelengths and the varying
parameters, with the white dashed lines indicating the optimum structure and NW height of
1 µm.
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Figure 7.6 � Electric �eld intensity distributions at several resonant wavelengths for the GaAs NWs of
height 1 µm arranged in a square array with optimized period of 580 nm and NW diameter of 350 nm.
Either TE or TM incident electromagnetic �elds are used to calculate the electric �eld patterns in NWs.
Corresponding NW cross-section views of electric �eld distribution are also shown (at the position indi-
cated by the blue dashed lines).

In�uence of array period

Sturmberg et al. proposed a semi-analytical approach to study the in�uence of the NW array
parameters on the broadband absorption [276]. They investigated the period variation at a
given volume fraction for NW arrays on an absorptive substrate. Increasing the period and thus
the diameter increases the number of resonance modes, but leads to higher transmission into
the substrate through non-zero order di�ractions. Hence, there is a compromise on the array
period to support multiple resonances while keeping only a single transmission channel at long
wavelengths. Fountaine at al. studied resonant absorption in periodic array of silicon NWs that
combined a leaky waveguide theory and that of photonic crystals supporting Bloch modes [277].
As array period decreases for a given NW diameter, the NW array progresses from sparse to
dense and the dominant resonant mechanism turns from the leaky mode resonances in individual
NWs to the photonic Bloch modes governing the coupled NW arrays. This can be understood by
taking analogy with the electronic band structure in solid-state physics: when inter-wire spacing
is large, the isolated photonic modes of a NW are only slightly perturbed by the NW "lattice".

In our case, we place a back mirror so that non-zero order di�raction can only occur through
re�ection back in air. From the period dependence of total absorption (Figure 7.5(a)), we observe
relatively small variation of absorption peaks in the vicinity of the optimal period of 580 nm.
This suggests minor in�uence of optical coupling between NWs for the optimized structure, and
resonances in individual NWs are more signi�cant.

In�uence of NW diameter

The resonance features in single NWs are con�rmed by plotting the absorption spectra as varying
the NW diameter (Figure 7.5(b)) and keeping all other parameters constant. Especially in the
long wavelength range (λ > 550 nm), we observe that the resonant wavelengths increase with
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7.2. Optical absorption of nanowires

the NW diameter. This is typical for leaky/guided modes in individual NWs. The electric �eld
intensity in NW cross-sections (Figure 7.6) also show very similar �eld patterns compared to
�ber waveguides.

Anttu and Xu optimized the geometry of InP NW arrays and found the existence of optimal
NW diameters which depend speci�cally on the bandgap of the material [278]. For InP, these
diameters are 170 nm and 410 nm. Surprisingly, we �nd 160 nm and 350 nm for GaAs NWs,
with slightly higher bandgap (thus shorter cut-o� wavelength) than InP. The redshift of the
absorption peaks due to leaky/guided mode resonances with the increase of NW diameters is
calculated in GaAs NW arrays [279, 280], which provides a rational choice of NW diameter by
placing the resonant peak energy with the full-width at half maximum just above the bandgap of
the material. Having in mind the strong diameter-dependent resonant absorption, improvement
of broadband absorption is proposed by tapered NW shape (decreasing NW diameter from
bottom to top) [279] or by introducing several di�erent NW diameters to maximize the overlap
of absorption peaks associated with each diameters [280].

In�uence of NW height

Figure 7.5(c) shows the evolution of absorption spectra with the NW height (length) and keeping
all other parameters identical: p = 580 nm and diameter d = 350 nm. The in�uence of NW
lengths is generally related to the absorption coe�cient of the material itself. For low absorptive
material like c-Si, the absorption of the NW arrays increase with the length of NWs logarithmi-
cally [274]. Typically, c-Si NW length up to 10 µm and beyond is needed to absorb e�ciently the
solar spectrum, while 1�2 µm is su�cient for direct bandgap semiconductors like GaAs. Here
we choose for GaAs NW a length of 1 µm with a re�ective back mirror. The spectral shift
with the NW length indicates some in�uence of vertical Fabry-Perot resonances. As shown in
the �eld intensity distribution cut in a vertical plane of a NW (Figure 7.6), vertical oscillation
patterns exist. In the short wavelength range (λ =300�600 nm), Fabry-Perot resonance appears
in the air/polymer/Ag mirror cavity, and the absorption in GaAs is very e�cient because of high
absorption coe�cient in this spectral range. At longer wavelengths, the �eld distributions show
both vertical oscillations and lateral patterns. This can be understood as light couples to the
guided modes of NWs which propagates back and forth in the NW, resulting in the Fabry-Perot
resonances.

In summary, we �nd a high value of short-circuit current Jsc up to 27.4 mA/cm2 for absorption
in GaAs NWs of height 1 µm, diameter 350 nm and square array period 580 nm. This results
in less than 300 nm-thick equivalent thin-�lm layer used for the absorber material. It is thus
possible to achieve broadband absorption with reduced volume of active GaAs. The geometry
of NW arrays (diameter and period) can be tuned depending on the NW length chosen. Anti-
re�ection coatings can be further added to reduce the re�ection loss and to maximize optical
absorption in GaAs.

GaAs NWs on a Si substrate

One of the advantages of III-V NWs is their ability to be integrated directly on Si to make
tandem devices. In Figure 7.7, we show the absorption calculation for GaAs NW arrays on a
Si bottom cell. The NW height is always �xed to 1 µm, and the square array period p and
NW circular diameter d are varying. Figure 7.7(a) shows the map of the photocurrent generated
from the absorption in GaAs NWs, Figure 7.7(b) from the absorption in the Si bottom cell and
Figure 7.7(c) is their di�erence. It is obvious that dense NW arrays generate large currents from
top GaAs NWs, and sparse NW arrays favor light transmission into the Si bottom cell. The
condition for current matching (white band in Figure 7.7(c)) is shown to be very sensitive to the
variation of the NW array geometries. The precise control of NW arrays is critical to achieve
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(a) GaAs absorption (b) Si absorption (c) GaAs-Si ΔJsc

(d) Current mismatched (e) Current matching
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Figure 7.7 � Calculated absorption in cylindrical GaAs NWs arranged in a square array on Si substrate
�lled with a non-absorbing dielectric material of refractive index of 1.5. (a) Short-circuit current Jsc in
GaAs, (b) in Si and (c) di�erence of 1 sun short-circuit current density (∆Jsc). (d) Absorption spectra
for the NW array of period 580 nm and diameter of 350 nm, leading to higher absorption in GaAs.
(e) Absorption spectra in the case of an array period of 620 nm and diameter of 280 nm, lowering the
absorption on GaAs to achieve current matching with Si.
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7.2. Optical absorption of nanowires

current matching and play an important role on the e�ciency of tandem cells [192].
In Figure 7.7(d), we give the absorption spectrum in GaAs (blue) and in Si (red) for the NW

array: p = 580 nm and d = 350 nm, which leads to over 10 mA/cm2 higher current generated
in GaAs than in Si. With a slightly larger array period p = 620 nm and a smaller NW diameter
d = 280 nm, we arrive near the current matching condition (Figure 7.7(e)). However, lowering the
current generated in GaAs is accompanied by non-absorption of high-energy photons, which are
subsequently absorbed in the Si bottom cell. In this way, the photon energies are wasted in the
thermalization process of the Si bottom cell. A reasonable design should decrease considerably
the array period and GaAs NW diameter to absorb e�ciently high-energy photon, otherwise,
higher bandgap material like GaInP or GaAsP can be used to make tandem solar cells with Si.

7.2.2 Photogeneration in cylindrical symmetry

In this last part, we calculate the rate of photogenearated carriers in GaAs NWs at normal inci-
dence. Since cylindrical NWs are invariant upon rotation, electronic simulation can be performed
in a reduced 2-dimensional manner (in vertical z and radial r direction) hence can largely reduce
the computation time and memory. By symmetry of the device, the optical simulation can also
be performed for only one polarization orientation, for example, TE incident light. Because sun-
light is unpolarized, the resulting distribution of generated carriers is identical to the calculation
using TE polarization and then averaging over the rotation angles.

The rate of photogenerated carriers is already presented in Chapter 4 for ultrathin GaAs solar
cells. The step consists in expressing the electromagnetic power absorbed by the material which
is given by the divergence of the Poynting vector (Equation 4.20) then calculating the density
of absorbed photons (Equation 4.21). After summing the absorbed photons over the AM1.5G
solar spectrum, we obtain the photogeneration rate g(x, y, z) in 3-dimension. We calculate it
for the square array of cylinder GaAs NWs (d = 350 nm and p = 580 nm) with TE incident
polarization. Figure 7.8(a) displays a cross-section map of the generation rate g(x, 0, z), and
Figure 7.8(b) for the other plane of visualization g(0, y, z). The later can also be regarded as
TM incident polarization for the plane of incidence y = 0. The generation pro�le g(z) averaged
over x- and y-direction is shown in Figure 7.8(c).

For NW with circular cross-section, we write the di�erent elementary volumes in cylinder
coordinates: g(x, y, z) dx dy dz = g(r, θ, z) rdr dθ dz. We can then average the generation rate
through angle θ and obtain

g(r, z) rdr dz =
1

2π

∫ 2π

0
g(r, θ, z) rdr dθ dz. (7.1)

Figure 7.8(d) displays the angle averaged generation map g(r, z) [s−1cm−3]. This constitutes an
input for electrical simulation solving electrostatic and transport equations in cylinder coordi-
nates.

We can notice that most of the photogenerated carriers are concentrated in the center of
the NWs due to the guided-mode nature of optical resonances. Globally, the photogenerated
carriers decrease from top to the base of the NWs, therefore, defects present at top of the NWs
may degrade severely the photovoltaic performance. We can further add a high-bandgap material
surrounding the GaAs NWs to avoid non-radiative recombination of photogenerated carriers near
the top surface.

203



Chapter 7. GaAs Nanowire-Based Solar Cells

(a) (b) (c) (d)

Figure 7.8 � Generation of carriers by integrating the absorbed electromagnetic power over all photon
energies, assuming that each absorbed photon creates one eletron-hole pair. (a) and (b) Generation map
cut at the symmetry plane with TE and TM incident electromagnetic �eld, respectively. (c) Generation
pro�le in the z-direction by summing over the x- and y-direction. (d) Generation map in the z- and radial
r-direction by summing over the angular distribution.

7.3 Electrical model in cylindrical symmetry

Due to the small dimension of NWs, electronic and transport properties inside single NWs may
be very di�erent from that of conventional planar solar cells. In particular, we focus on core-
shell junction. To take advantage of the charge carrier separation in the radial direction, we
should consider carefully the solar cell design in terms of core-shell thicknesses and doping levels.
Here, we study the energy band pro�le analytically to have a comprehension overview on the
underlying physics behind material parameters and device performances.

Electrostatic potential of planar surfaces and p-n junctions is treated classically with an
abrupt junction and formation of a space-charge region which is totally depleted of free carriers.
In a radial con�guration, the physical mechanism is the same. We denote (r, θ, z) the position
coordinates in a NW. With the symmetry of a long cylindrical NW, it can be assumed that the
electric �eld E = E(r)er and the electric potential ψ(r) depend only on the radial position r.
Poisson's equation is reduced to an ordinary di�erential equation in r.

1

r

d

dr

(
r
dψ

dr

)
= −1

r

d

dr
(rE(r)) = −ρ

ε
, (7.2)

where ρ is the local net charge density, ε is the permittivity of the NW material. For n-type
semiconductor, we adopt the complete ionization assumption (i.e. ND = N+

D ) and full depletion
approximation (i.e. n � N+

D ) such that ρ = qND is constant in the depletion region and ρ = 0
in the quasi-neutral region. The general solution of the Poisson's equation for E(r) and ψ(r) is
given by

E(r) =
ρ

2ε
r − C1

r

ψ(r) = − ρ

4ε
r2 + C1 ln(r) + C2

(7.3)

where C1 and C2 are constants. Note that theses constants are di�erent depending on which
region is considered: space charged region or quasi-neutral region, so they should be calculated
case by case with proper boundary conditions. Compared to planar con�guration where the
electric �eld is linear with the distance and the electrical potential is quadratic, cylinder symmetry
results in another term in 1/r in E(r) and ln(r) in ψ(r). Therefore, a di�erent �eld and potential
distribution in thin NWs than in thin-�lms could be expected. In the following, we �rst calculate
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Figure 7.9 � Calculated band diagram for n-type GaAs NW of diameter 100 nm (radius 50 nm) and
doping concentration ND = 1018 cm−3. The density of surface or interface states Dit is (a) Dit =
1012 cm−2eV −1 and (b) Dit = 1013 cm−2eV −1. The blue background represents the quasi-neutral region.
High density of surface states enlarges the depletion zone and creates a surface barrier.

the surface deletion in n-type NW to investigate the in�uence of surface states on the electrical
properties of NWs. We then calculate the built-in potential in the p-core/n-shell homojunction
in order to target the doping levels required in NW solar cells.

7.3.1 NW surface depletion

We begin by considering n-type GaAs NWs with diameter of 100 nm (radius a = 50 nm) and
we study the surface depletion e�ect as a function of doping level and density of surface states.
Surface depletion may degrade the performance of solar cells and may be responsible for the low
electron concentration observed in NWs (Chapter 6.4). The surface of GaAs is known to have
detrimental surface states near the mid-gap, which is characterized by a parameter Dit called
density of surface (or interface) states. We found typically Dit ' 1013 cm−2eV−1 for free GaAs
surface with native oxide [281]. We have shown in Figure 5.3 the variation of planar surface
depletion width as a function of doping levels for unpassivated GaAs surfacse characterized by a
�xed surface potential. In general, the depletion width is reduced at higher doping levels. Here,
we solve the problem in cylinder symmetry and model the e�ect of density of surface states.

Considering that a shell near the surface is completely depleted of free carriers (ρ = +qND)
and the inner core is neutral (ρ = 0), the interface is marked by the radius position rs in the
total radius a of NW. The solution of Poisson's equation for the electrical potential is

ψ(r) =


ψn for 0 < r < rs

ψn +
qNDr

2
s

2ε

[
− r2

2r2
s

+ ln

(
r

rs

)
+

1

2

]
for rs < r < a

(7.4)

where ψn is the potential at the unperturbed (quasi-neutral) region. We note the continuity
of potential at r = rs. Since the potential is de�ned relatively with a reference, we choose
here the measure of valence band with respect to the Fermi level at equilibrium. ψn depends
on the electron Fermi level Efc and thus on the free carrier concentration, and is calculated in
general with the Fermi integral (see also Section 5.4.1 for details): qψn = Eg + (Efc − Ec) =
Eg + kTF−1

1/2(ND/Nc) where Nc is the e�ective density of states in the conduction band. This
can be done by numerical interpolation with tabulation values of the Fermi integral.

The calculated potential is plotted as an energy band diagram in Figure 7.9 for ND =
1018 cm−3 with di�erent densities of surface states. To determine the thickness of depleted shell,
we need to examine the potential at the surface ψs = ψ(r = a), which is calculated independently
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by the density of surface states and the conservation of charge. The charge neutrality level (CNL)
of GaAs is taken as ψCNL = 0.53V [22]. At the surface, we consider that surface states (acceptor-
like) are negatively charged from CNL up to the Fermi level (see gray zone in Figure 7.9(b) for
illustration), and assume that the density of surface states Dit is uniform in this energy range.
The surface charge Qit is then given by

Qit = −q2Dit(ψs − ψCNL). (7.5)

Charge conservation states that the sum of all bulk and surface charges in the system is zero

π(a2 − r2
s) qND + 2πa Qit = 0. (7.6)

Substituting Equation 7.5 into Equation 7.6, we obtain an expression of surface potential ψs as
a function of the density of surface states Dit. On the other hand, ψs should be equal to the
potential given by Equation 7.4 at the surface boundary r = a.

ψs =
(a2 − r2

s)ND

2aqDit
+ ψCNL =

qNDr
2
s

2ε

[
− a2

2r2
s

+ ln

(
a

rs

)
+

1

2

]
+ ψn (7.7)

This yield a transcendent equation in rs, which can be solved numerically (for example using
fsolve function in Matlab). However, this equation cannot be solved for all a values. For a
de�ned set of ND and Dit values, there exists a certain critical GaAs NW radius acrit for which
the NW is fully depleted. More detailed calculations concerning the case of total depletion are
found in Ref. [282].

With Dit = 1013 cm−2eV−1, we �nd acrit = 44 nm for ND = 1018 cm−3 and acrit = 74 nm for
ND = 4× 1017 cm−3. Note that the width of the depleted shell a− rs depends not only on the
doping concentration and the density of surface states, but also on the NW radius a. For a given
set of ND and Dit values, this depletion width of large NWs is similar to that of thin-�lms. For
decreasing NW radius, the depletion width increases and tends to the critical radius acrit. This
shows that more severe surface depletion e�ects are present in thin NWs due to high surface-to
volume ratio compared to thin-�lms. For this reason, the surface passivation is even more critical
for e�cient NW devices. For the NW diameters considered in this work (diameter> 200 nm),
the depletion width can be safely approximated by the planar model shown in Figure 5.3 if the
doping concentration ND is higher than 4× 1017 cm−3, while total depletion may occur in lower
doped or thinner NWs.

7.3.2 Core-shell p-n junction

In the following, we would like to examine a core-shell p-n junction and calculate the built-in
potential, which is an upper bound of the open-circuit voltage of the solar cell. We consider
a GaAs NW with a p-type core (doping level NA cm−3, diameter 2ap =120 nm) and a n-type
shell (doping level ND cm−3, thickness an = a − ap =80 nm). The dimensions are chosen as
an example for a total NW diameter of 280 nm and can be varied easily in the model. There
are two possible depletion cases for the core (fully or partially depleted core) and two possible
depletion cases for the shell (fully or partially depleted shell). We need to separate each case.

The most common case in analogy with planar p-n junction is partially depleted core and
partially depleted shell. We denote rp as the radius separating the quasi-neutral p-core (ρ = 0)
and the depleted p-core (ρ = −qNA), and rn as the radius separating the depleted n-shell
(ρ = +qND) and the quasi-neutral n-shell (ρ = 0). The e�ect of surface depletion can also be
included using the model of the previous section, with rs the radius separating the unperturbed
n-shell to the depleted surface shell. In the following, we consider only the NW of radius rs that
is electrically active.
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7.3. Electrical model in cylindrical symmetry

By carefully analyzing the boundary conditions of each region (continuity of electric �eld and
electrical potential), we arrive at the complete expression for the electric �eld as a function of
the radius [283]:

E(r) =



0 for 0 < r < rp

− qNA

2εr

(
r2 − r2

p

)
for rp < r < ap

− qND

2εr

(
r2
n − r2

)
for ap < r < rn

0 for rn < r < rs

(7.8)

and for the potential as a function of the radius

ψ(r) =
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(7.9)

where ψp and ψn denote the potential at the quasi-neutral region of p-core and n-shell, respec-
tively. They are calculated using the Fermi integral.

We can see that in the set of potentials (Equation 7.9), there are still two unknown variables
(rp,rn). We need two other equations to solve the problem. The �rst one is given by the
conservation of total charges in the system.

NA

(
a2
p − r2

p

)
= ND

(
r2
n − a2

p

)
. (7.10)

The second equation is obtained from the continuity of potential at the p-n junction boundary
r = ap:

Vbi ≡ ψn − ψp

=
q

4ε
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NDr

2
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(
2 ln

(
rn
ap

)
− 1

)
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p(NA +ND) +NAr
2
p

(
2 ln

(
rp
ap

)
− 1

)]
.

(7.11)

Here we write the built-in potential Vbi across the p-n junction and its value is calculated inde-
pendently from the free carrier concentrations in the quasi-neutral regions. Substituting Equa-
tion 7.10 into Equation 7.11, we face a transcendent equation which can be solved numerically.
Once (rp,rn) is solved, the potential and electric pro�le in NW is completely determined. As
mentioned in the previous section for solving the surface depletion width, solutions of (rp,rn)
cannot be found for any pair of doping concentrations (NA,ND). Real solution of (rp,rn) is only
found for the case (1) of the following possible situations:

• (1) partially depleted core and partially depleted shell: 0 < rp < ap and ap < rn < rs

• (2) totally depleted core and partially depleted shell: rp = 0 and ap < rn < rs

• (3) partially depleted core and totally depleted shell: 0 < rp < ap and rn > rs

• (4) totally depleted core and totally depleted shell: rp = 0 and rn > rs

In cases (2), (3) and (4), di�erent conditions happen and the above equations should be
modi�ed. The relation for charge conservation is easily adapted, but the use of potential ψp and
ψn in quasi-neutral regions is no longer valid. Case (2) is relatively similar to case (1) with rp = 0,
while case (3) and (4) are more complicated and involve the boundary conditions connected to
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Figure 7.10 � Calculated built-in potential (Vbi) maps as a function of doping concentrations in p-
core (radius 60 nm) and n-shell (thickness 80 nm). Two cases of di�erent densities of surface states
are shown: (a) good surface passivation with Dit = 1012 cm−2eV−1 and (b) unpassivated surface with
Dit = 1013 cm−2eV−1. White dashed lines mark the boundaries for totally depleted core and totally
depleted shell at low doping concentrations. Black dashed lines indicate particular doping levels studied
in Figure 7.11.
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Figure 7.11 � Examples of calculated energy band diagrams for NWs with p-core (radius 60 nm, yellow
region) and n-shell (thickness 80 nm, blue region). The p-core doping is NA = 4 × 1017 cm−3 or NA =
2× 1018 cm−3 and the n-shell doping is ND = 2× 1017 cm−3 or ND = 1× 1018 cm−3. These four cases
correspond to di�erent depletion possibilities: (1) partially depleted core and shell, (2) totally depleted
core and partially depleted shell, (3) partially depleted core and totally depleted shell, (4) totally depleted
core and shell. The equilibrium Fermi level is placed at the zero energy level. Blue lines are CB and VB
with density of surface states Dit = 1012 cm−2eV−1, and red dashed lines are for Dit = 1013 cm−2eV −1.
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7.4. Device fabrication and characterization

the surface potential. Details of analytical formulations in these cases can be found in Ref. [283].
We present here only the calculated results and discuss the profound implications of doping on
the potential performance of solar cells.

Figure 7.10 presents the calculated built-in potential Vbi as a function of p-core and n-shell
doping concentrations for a �xed NW geometry (core radius 60 nm and shell thickness 80 nm)
and two densities of surface states: (a) Dit = 1012 cm−2eV−1 and (b) Dit = 1013 cm−2eV−1.
The white dashed lines separate the regions for the four depletion situations (1) to (4). Selected
energy band diagrams corresponding to each case are shown in Figure 7.11. From the maps
of built-in potential, we can recognize immediately that the region of high Vbi is located at
high doping levels. We have included explicitly the bandgap narrowing (Equation 5.28) in the
calculation but its magnitude is small compared to the total built-in voltage. Once the core or
shell begins to be totally depleted due to low doping concentrations, Vbi decreases dramatically,
which lowers the achievable Voc of NW solar cells.

The density of surface states Dit a�ects mainly the n-doped shell. If ND is high enough,
Dit changes merely Vbi but creates a potential barrier for electron transport. The formation of
a contact Schottky barrier will also reduce the Voc of NW solar cells and increases unwanted
contact resistance. If ND is too low such that the shell is already depleted, high value of Dit will
further decrease Vbi. As can be seen from the comparison of Vbi map in Figure 7.10, Vbi drops
at moderate ND values if the surface is not passivated.

Another feature from the core-shell band diagram concerns the case (4) in Figure 7.11 when
both core and shell are depleted at low doping concentrations. We observed that the shape of the
potential pro�le in r is independent from the density of surface states. This is coherent with the
full depletion approximation so that the macroscopic bulk charge density ρ is identical regardless
of the surface states. However, the potential shifts vertically to match the boundary condition
imposed by the surface. For high density of surface states, electrons are trapped at the surface
and a conducting hole channel in the inner core is formed. This shows the possibility of tunning
the conductivity of thin NW core by manipulation of the electronic surface states.

In summary, we have used a comprehensive electrical model and found the doping range of
core-shell GaAs NWs in which the high Vbi is realized: we target p-core doping concentration of
about 2×1018 cm−3 and n-shell doping concentration of about 1×1018 cm−3. Total depletion in
low-doped core-shell NWs is the main cause of Voc drop, as shown by LaPierre using COMSOL
solver to model NW solar cell devices [284]. These critical doping levels acquired to avoid total
depletion depends also on the NW diameter and shell thickness which are investigated by Chia
and LaPierre [283]. In the literature, coupled optical (Lumerical) and electrical (COMSOL)
simulations for core-shell junction GaAs NW solar cells are used and con�rm high core and shell
doping are essential to achieve high performance [285]. More recently, Lumurical and Sentaurus
coupled simulations are used to optimize GaAs NW solar cells by introducing AlGaAs/GaAs
heterojunctions [286]. The electrical model presented here can be further extended to core-
shell heterojunctions, which may release the constraint on the high doping levels in core-shell
homojunctions.

7.4 Device fabrication and characterization

In this section, we present our experimental works. GaAs NWs were grown on patterned p-type
Si(111) substrate by the colleagues at the material department of C2N laboratory. I began to
explore the device fabrication methods and made a �rst device which is not optimal in terms
of growth structures. I will present the fabrication steps and the device characteristics. At the
end of my thesis, the epitaxial growth and device fabrication continued to make progress in the
group's work. I will show the last device performance and discuss future perspectives.
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Chapter 7. GaAs Nanowire-Based Solar Cells

7.4.1 Fabrication

One of the most critical fabrication step is the choice of the transparent conductive oxide (TCO)
used at the top surface to connect NWs together. TCO is in general not needed for III-V
homojunction solar cells because a high lateral conductance is ensured by the continuous semi-
conductor top layers. TCO may profoundly modify carrier extraction/injection mechanisms once
they come into contact with p-type and n-type semiconductors. A successful contact depends on
many factors such as the GaAs doping type and doping concentration, surface chemical treat-
ment, TCO deposition method and thermal treatment and so on. For example, AZO (or ZnO:Al
for Al doped zinc oxide) and ITO (indium tin oxide) were deposited by sputtering to contact
n-doped GaAs NW shell [265], but the results are not very satisfactory. Ti/ITO was used to
contact p-doped GaAs NW shell and showed Schottky behavior as-sputtered but turned to ohmic
after low-temperature (300◦C) thermal annealing for 1 min in an Argon-purged atmosphere [266].
In/ITO was fabricated by RF sputtering to contact n-type GaAs NW shell and was found ohmic
after annealing for 4 min at 300◦C under N2 �ow [262]. The underlying mechanism of GaAs/TCO
contact is not clear and there is no convincing solution by present. The chemical treatment on
GaAs NWs surface (e.g. S or Se chalcogen passivation) is also used to manipulate the surface
states and can even switch the p-n conductivity [287].

We attempted the use of ZnO:Al fabricated by atomic layer deposition (ALD) at the Institut
de recherche et développement sur l'énergie photovoltaïque (IRDEP), which is mainly used for
top TCO in CIGS solar cells and is believed to have low-damage on III-V semiconductor surface
compared to sputtering techniques using physical deposition of high-energetic atoms. The NW
array structure is shown in Figure 7.12(a), which consists of a p-Si substrate patterned with an
hexagonal array of opening holes (period 500 nm) over 1 cm2 area on the SiOx mask, epitaxial
growth of i-GaAs NW core and n-GaAs NW shell (this growth was performed prior to the study
of p-doping calibration presented in Chapter 6.3). Eventually, a shell of high bandgap alloy (e.g.
AlGaAs) can be grown, but not for this sample. Figure 7.12(b) and (c) show SEM images before
and after the deposition of 100 nm ZnO:Al by ALD. Prior deposition, GaAs NWs were dipped
in diluted HCl solution to removed native oxides. From the SEM image, we can observe that
ZnO:Al is deposited conformally and connects all NWs.

After ZnO:Al deposition, the space between NWs is �lled by a polymer to protect NWs against
mechanical damages during processes. In the literature, BCB is widely used, but requires rela-
tively high temperature baking. We choose ormostamp which is a UV-sensitive hybrid polymer
and is already used for gentle bonding of ultrathin GaAs solar cells. With typical spin-coating
speed of 3000 rpm, ormostamp forms a 10 µm-thick layer. To get a thinner �lm, we dilute
ormostamp in ethanol with weight ratio of 1:3 ormostamp:ethanol, enabling to control the layer
thickness to 1 to 2 µm. The dilute ormostamp is dropped on NW arrays and spin-coated with
speed 3000 rpm, acceleration 2000 rpm/s for 30 s. The sample is then prebaked on a hotplate at
80◦C for 2 min, allowing to lower the surface tension of ormostamp thus enabling a better sur-
face wetting and �lling the space between NWs. Subsequently, ormostamp is reticulated under
exposure of UV light. If the polymer covers totally the top of NWs, reactive-ion etching (RIE)
with a mixture of O2/CHF3 is used to etch back the ormostamp layer. Figure 7.13(a) shows the
sample after spin-coating of ormostamp and a SEM image of planarized NWs array with opening
of the top contact.

After planarization of the NW array, the sample can be manipulated with gentle process
without mechanical damage. We fabricate a Ti/Au 20/200 nm front contact electrode using
photolithography and lift-o�. Figure 7.13(b) shows an optical microscope image of gold electrodes
and a SEM image showing the contact with ZnO:Al on top of the NWs. Finally, the solar cell area
is de�ned by photolithography and mesa etch. Polymer is etched by RIE and exposed ZnO:Al
is etched in 1:100 HCl:H2O. Figure 7.13(b) show the active zone of solar cell with Au electrodes
and the solar cell edge by etching the ZnO:Al front contact. The back contact electrode is a
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Figure 7.12 � (a) Schematics of the GaAs NW solar cell structures, containing p-Si substrate/i-GaAs
NW core/n-GaAs:Si NW shell/ZnO:Al top contact. NW array is hexagonal packing with period of 500 nm
and NW sizes are indicated in the �gure. NW array may have unopened hole on the SiOx mask and
parasitic growth of GaAs:Si crystals. (b) SEM image of as-grown GaAs NWs before ZnO:Al deposition.
(c) SEM image of the sample after ZnO:Al deposition.
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Figure 7.13 � Pictures and microscope images of the solar cell device fabrication. (a) view of the sample
after planarization of NW array by spin-coating of ormostamp. Green light shows the zone of di�raction
from the ordered NW array. SEM image reveals the top of NWs is free of polymer after the RIE process.
(b) Images after fabrication of Au top electrodes. The SEM image shows the physical contact of metal
electrodes on ZnO:Al. (c) Images after mesa etching to de�ne solar cell units.

simply 200 nm Al deposited on the back side of p-Si substrate.

7.4.2 Results and perspectives

The current-voltage characteristics (dark and 1 sun) of the sample is shown in Figure 7.14(a),
and subsequently improved device characteristic is shown in Figure 7.14(b). The Jsc conversion
e�ciencies are deduced using the illumination area of the solar cell (indicated in the �gure
caption), thus excludes the shading from the top contact electrode. We can see a noticeable
improvement of conversion e�ciency from 0.003% to 2.093% under 1 sun illumination. The EQE
of the improved device is given in Figure 7.15.

We should note that several technical improvements and material understanding led to this
progress. The reduction of shunt conductance may be due to improved growth control (lower
parasitic growth on the mask, higher yield, etc.) and due to the fact that TCO is deposited after
planarization for the improved device. The GaAs core-shell junction quality is largely improved
by Be-doping of the NW core and low-temperature growth of the Si-doped GaAs, which was
conducted initially at high temperature, leading to severe Si dopant compensation and lowered
CL intensities (see Chapter 6.4). Moreover, an AlGaAs shell was grown on the improved device
(sample 76838) to passivate the NW surface. All of these improvements contribute to a higher
Voc and higher Jsc through e�cient collection of photogenerated carriers.

As we focus on the characteristics of the sample 76838, we obtained a quite good Jsc value
of 12.67 mA/cm2 under 1 sun illumination, in agreement with the EQE of the solar cell. Lower
Voc in core-shell NW devices may be attributed to lower doping e�ciency in the shells of GaAs
NWs [262, 264]. To maintain a high Voc in core-shell NW solar cells, high doping levels above
∼1018 cm−3 are desired as we can see from Figure 7.10 for the built-in potential map as a
function of core and shell doping levels (Section 7.3). However, we have measured the n-type
doping concentration of only 4�6×1017 cm−3 from CL characterization (Chapter 6.4), which is
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Figure 7.14 � Current-voltage characteristics of GaAs NW array solar cells. (a) The �rst fabricated
device (sample 76678) has low conversion e�ciency of 0.003% (solar cell size 0.785 mm2, illumination
area 0.576 mm2). (b) Improved fabricated device (sample 76838) with conversion e�cient of 2.093%
(solar cell size 0.785 mm2, illumination area 0.576 mm2). Illumination area excludes the front contact
electrode and is used to calculate the current density and de�ne the e�ciency.

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Wavelength (µm)

0

0.1

0.2

0.3

0.4

0.5

0.6

E
Q

E

Jsc=12.73 mA/cm²

Figure 7.15 � EQE of the 2.093%-e�cient device. The integrated EQE with the AM1.5G solar spectrum
gives rise to a Jsc value of about 12.73 mA2, in agreement with direct measurements under solar simulator.

not enough to prevent the total depletion of the NW shells. Moreover, the crossover of dark and
sun JV curves (here ∼0.4 V for the sample 76838) also indicates the contact-to-contact built-in
potential [288]. The Schottky barrier between the NW shells and ITO may be present which
degrades the electrical properties of the solar cells. Improving the doping level and reducing
the Si dopant compensation in the NW shells, e�cient surface passivation, and fabrication of
good ohmic contacts are needed for future device improvement. A core-shell p-GaAs/n-GaInP
heterojunction is also studied which may overcome the constraint of high doping levels.
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Chapter 7. GaAs Nanowire-Based Solar Cells

7.5 Summary

In this chapter, we study theoretically the solar cell structures using GaAs nanowires
as active photovoltaic absorber and present the very beginning of the experimental work. A
detailed review of III-V nanowire solar cells in the literature is given in the beginning of the
chapter. Either single nanowires or nanowire arrays have been fabricated for photovoltaic
applications. In terms of junction con�guration, either axial junctions or radial (core-shell)
junctions have been used. We focus on p-core/n-shell GaAs nanowire arrays, which o�er a
promising way to decouple direction of absorption of light and collection of charge carriers.

In Section 7.2, we calculate the optical absorption of GaAs nanowire array using RCWA
method and optimize the geometry of nanowire diameter and array period. We �nd, for
cylinder nanowires of 1 µm in length and square array arrangement, the nanowire diameter of
350 nm with array period of 580 nm yield the highest Jsc of 27.4 mA/cm2 for absorption in
GaAs nanowires. This can be further improved by adding a dielectric anti-re�ection coating.
In this case, the nanowire �lling ratio is 0.286, results in less than 300 nm-thick equivalent
thin-�lm layer used for the absorber material. We also discuss the in�uence of di�erent
geometry parameters on the optical resonances. The photogeneration rate is integrated
over the symmetry of rotational angles and can be used for future coupled optoelectronic
simulations. In Section 7.3, the electrical characteristics of core-shell junctions are calculated
in an analytical way by solving the Poisson equation in cylindrical coordinates. For a �xed
geometry of p-core diameter of 120 nm and n-shell thickness of 80 nm, we identify both the
p-doping and n-doping ranges above approximately 1× 1018 cm−3 to avoid total depletion
of the nanowire and hence, to maintain a high built-in potential for solar cell applications.

We then fabricated solar cell devices with GaAs nanowire arrays. Continuous progresses
have been carried out by the colleagues of C2N and e�ciency of 2.09% under 1 sun illumi-
nation was achieved (Jsc = 12.67 mA/cm2, Voc = 0.394 V, FF = 0.419). To take advantage
of the nanowire core-shell structure, high doping levels are desired. The required shell dop-
ing level is also related to the quality of surface passivation, which will have an impact on
the Voc of the solar cells and on the formation of a good ohmic contact.
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Chapter

8
Conclusion and perspectives

Within this thesis work, we have studied the design, fabrication and characterization of ultrathin
and nanowire-based GaAs solar cells. As introduced in Chapter 1, reducing the volume of the
photovoltaic absorber allows to relieve the limitation on scarce materials and opens new routes
toward III-V high-e�ciency and low-cost photovoltaic cells. Our study has been motivated
by the ability of nanophotonic structures to achieve high optical absorption either in ultrathin
semiconductor layers or in semiconductor nanowires. III-V semiconductor nanowires (NWs) are
particularly interesting for photovoltaic applications owning to their light-trapping properties
and the possibility of direct growth on inexpensive Si substrates.

On the other hand, the electrical aspects of ultrathin and NW-based solar cells are also ad-
dressed. As the volume of active material is diminished, the surface-to-volume ratio increases
and may be detrimental to the electrical characteristics of the solar cells. E�ective surface passi-
vation is needed and turns out to be critical in NW-based solar cells. In order to understand the
properties of semiconductor nanostructures, we also need a nanocale-resolution characterization
tool. We used cathodoluminescence (CL) to study the properties of single NWs. In the following,
we summarize our theoretical approaches and the main results of this thesis.

Theoretical background

In Chapter 2, we have presented several theoretical aspects, including electromagnetic wave
optics and physics of semiconductors. Wave optics is essential to understand light-trapping in
ultrathin and NW-based solar cells containing sub-wavelength features. The short-circuit cur-
rent density (Jsc) relies on the optical absorption in the absorber region of a solar cell. The
open-circuit voltage (Voc) and �ll factor (FF) of a solar cell are essentially electrical parame-
ters. Voc is strongly related to the quality of the semiconductors, surface passivation, junction
design, etc. We gave essential parameters of semiconductors: carrier concentrations, transports,
photogeneration and recombination rates, the p-n junction and metal-semiconductor junction.
We introduced carrier lifetime and di�usion length of minority carriers, which are important
indicators characterizing the photovoltaic materials.

In Chapter 3, we have described the luminescence theories. Luminescence characterization
is widely used in photovoltaic research. The spectrum of emitted light is closely related to the
absorption of the material. Hence, we calculated the general absorption coe�cient of a direct-
gap semiconductor as a function of the oscillator strength and the semiconductor joint density of
states. In�uences of excitons, shallow donors and acceptors were discussed. These descriptions
provide a solid basis to understand low-temperature CL spectra. Subsequently, we derived the
generalized Planck's law, which provides a powerful tool to analyze photovoltaic absorber and for
many other purposes. For example, the absolute intensity of luminescence is related to the Voc
of a solar cell through the separation of quasi-Fermi levels. Therefore, an ideal solar cell should
also be designed as a good light emitter. Luminescence measurements thus constitute a guideline
toward high-e�ciency solar cells. We also adapt the generalized Plank's law to assess both n-
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type and p-type doping concentrations. It provides a robust and versatile doping measurement
method with a broad applicability.

Ultrathin GaAs solar cells

In Chapter 4, we have designed an ultrathin (205 nm) GaAs solar cell with a 2D nanostruc-
tured TiO2/Ag back mirror. A theoretical short-circuit current density of Jth = 25.6 mA/cm2

is predicted with the optimized mirror structure: grating period p = 700 nm, Ag nanostructure
width d = 420 nm, and grating height h = 120 nm. We have studied the mechanisms of optical
resonances by varying the parameters of the grating structure, the thickness of the absorber
and the angle of incidence. Broadband multi-resonant absorption in ultrathin GaAs layers was
achieved through the overlap of vertical Fabry-Perot resonances and guided-mode resonances
induced by the nanostructured back mirror.

Subsequently, we carried out the fabrication of ultrathin GaAs solar cells with TiO2/Ag
nanostructured back re�ector using the III-V epitaxial layers grown at the Fraunhofer ISE. We
employed soft nanoimprint lithography, a key step to produce large-area periodic TiO2 nanopat-
terns, in order to integrate nanophotonic structures in the ultrathin GaAs solar cells. We per-
formed the solar cells characterization: current-voltage (JV ), EQE, specular re�ectance and
data analysis. The Fraunhofer ISE calibration lab subsequently con�rmed the record e�ciency
of 19.9% under 1 sun illumination for the best solar cell (Jsc = 24.64 mA/cm2, Voc = 1.022 V ,
FF = 0.792).

The optical performances of the solar cells were characterized by the EQE, which is in good
agreement with the calculated absorption spectra in GaAs. The highest experimental Jsc from
EQE measurements is 25.1 mA/cm2, very close to the theoretical prediction of 25.6 mA/cm2.
We have analyzed the electrical performances of the solar cells by �tting the JV curves with
a two-diode model and identi�ed the edge recombination as an important e�ciency-limiting
factor. We have discussed routes for future optimizations of the solar cell structure (decreasing
the thickness of the AlGaAs BSF layer, for instance) and careful fabrication for a large-area
device (1 cm2). The front contact shading can be further decreased from actual 5-6% down
to 2%. The di�raction e�ciency of the nanostructured back mirror may be further improved
by implementing a blazed grating to reduce the zero-order re�ection. 25%-e�ciency using only
200 nm-thick ultrathin GaAs solar cells appears as a realistic target.

Doping measurement by cathodoluminescence

In the second part of this thesis work, we focused on GaAs NWs as a potential photovoltaic
absorber. III-V semiconductor nanowires used in this study were grown in collaboration with the
material group at C2N. In Chapter 5, we developed an alternative doping characterization method
based on the analysis of luminescence spectra. This work was motivated by the di�culty of
measuring material doping down to the nanometer scale, while doping is a fundamental material
parameter to design e�cient solar cells. We present CL measurements on thin-�lm GaAs samples
with various doping levels (measured by Hall e�ect). For p-type GaAs doping concentration below
approximately 7−8×1017 cm−3, we observed two separated CL peaks at low temperature due to
recombinations involving shallow acceptors. At higher p-type doping, the acceptor band merges
with the valence band thus only a single CL peak was observed. CL spectra continuously broaden
and redshift with increasing doping concentrations due to the bandgap narrowing e�ect (BGN).
We �tted the CL spectra using the generalized Planck's law with a parabolic absorption model
convoluted with an Urbach tail to extract the bandgap Eg at a given doping concentration
p [cm−3]. The di�erence between Eg and the bandgap of undoped GaAs (1.424 eV at room
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temperature) de�nes the BGN value. We veri�ed that the relation

BGN (eV) = 1.6· 10−8 × p1/3,

can be used to determine the p-type doping of GaAs in the doping range of about 1 × 1018 to
2× 1019 cm−3.

For n-type GaAs, we observed single-peak CL spectra due to near-bandgap recombination.
The CL spectra steadily broaden and blueshift with increasing doping concentrations. The
broadening at the low-energy side of the CL spectra is due to increased BGN and band tail at
high doping levels, while the broadening at the high-energy side of the CL spectra is explained
by the conduction band �lling. We �tted the whole CL spectra measured at room temperature
taking into account the position of the electron Fermi level above the conduction band minimum,
which provides a direct and precise measure of electron concentrations in the doping range of
about 5× 1017 to 1× 1019 cm−3. At lower doping levels n [cm−3], the empirical FWHM values
of low temperature CL spectra can be used:

FWHM (eV) = 3.348× 10−14 × n2/3

We have demonstrated a novel and rigorous method for contactless doping characterization at
the nanoscale using cathodoluminescence, and is of particular interest for III-V nanowires and
other semiconductor nanostructures.

Characterization of GaAs nanowires by cathodoluminescence

In Chapter 6, we presented CL measurements on GaAs NWs. This study aims to char-
acterize material qualities, homogeneity and doping levels. We summarize the main results in
two parts. First, we observed an unusual hexagonal wurtzite (WZ) crystal phase existing in
numerous NWs measured by CL. The coexistence of cubic zinc-blende (ZB) and WZ structures
in a single nanowire o�ers a new way of engineering bandgap and band alignment. However, the
properties of WZ GaAs are less known. We used high-resolution CL mapping measured on sin-
gle GaAs NWs combined with polarization analysis to distinguish light emitted from WZ GaAs,
which is polarized perpendicularly to the NW growth axis (measured perpendicular degree of
polarization up to 72%). Low-temperature CL mapping measured on an undoped WZ/ZB GaAs
NW showed that WZ GaAs exhibits a peak centered at around 1.515-1.516 eV (FWHM 21 meV),
while ZB GaAs presents the exciton peak at around 1.514-1.515 eV (FWHM 15 meV). At room
temperature, CL spectrum from WZ GaAs is slightly blueshifted and broadened compared to
that from ZB GaAs. We conclude that the bandgap of WZ GaAs should be slightly higher than
the bandgap of ZB GaAs, with a di�erence of less than 10 meV.

Second, a series of Be-doped and Si-doped GaAs NWs of unknown doping concentrations were
measured by CL. We present CL maps and temperature evolution of CL spectra to investigate
the material property and doping homogeneity. Surprisingly, WZ segments are also present
in many doped NWs measured by CL. Polarization-resolved CL mapping was used to clearly
identify the luminescence emitted due to WZ phase by examining the degree of polarization
perpendicular to the NW c-axis. For Be-doped GaAs NWs, analysis of BGN values allows
to determine quantitatively the p-type doping concentrations in ZB GaAs, which are in good
agreement with the target doping levels. WZ GaAs shows similar BGN and broadening with
increasing Be doping concentrations. For Si-doped GaAs NWs, analysis of low temperature
FMHM and electron Fermi levels allow to estimate the n-type doping concentrations in ZB
GaAs to be about 4×1017 to 1×1018 cm−3. These values are substantially lower than expected,
probably due to surface depletion, Si dopant compensation, or unknown growth issue which
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Chapter 8. Conclusion and perspectives

hinders the incorporation of Si. On the other hand, Si-doped WZ GaAs exhibits a broad defect-
related CL spectrum at low temperature, which has a lower perpendicular degree of polarization
(29%). This may be due to localized Si donor-acceptor pair recombination in WZ GaAs.

Nanowire-based GaAs solar cells

In Chapter 7, we designed and fabricated GaAs core-shell junction NW array solar cells.
My work was focused on the optical and electrical simulations to investigate the potential light
trapping and to identify the doping levels required in the core-shell junction. First, high optical
absorption of GaAs NW arrays was obtained and we predicted a short-circuit current density
Jsc up to 27.4 mA/cm2 for absorption in GaAs NW arrays (NW height 1µm, diameter 350 nm,
arranged in a square array of period 580 nm with a Ag back re�ector). We studied the ab-
sorption spectra by varying the period of the arrays, the diameter and the height of NWs, and
we attributed the main electromagnetic modes to the Fabry-Perot resonances and leaky/guided
modes of individual NWs. In this con�guration, the GaAs material consumption is equivalent to
a thin-�lm of thickness less than 300 nm. Second, the band diagram in a core-shell homojunction
was calculated using analytical solutions of Poisson equation in cylinder coordinates. Built-in
potential was then expressed as a function of the NW geometry, doping levels and the density
of surface states. We target high doping concentrations above 1× 1018 cm−3 to maintain a high
built-in potential and to take advantage of e�cient charge carrier collection in the radial direc-
tion of NWs. I have fabricated �rst nanowire-based GaAs solar cells. This work is ongoing in
the group and led recently to GaAs core-shell NW solar cells with 2.09% e�ciency under 1 sun
illumination (Jsc = 12.67 mA/cm2, Voc = 0.394 V , FF = 0.419).

To further improve the conversion e�ciency of the NW solar cells, the shell doping, surface
passivation, and ohmic contact between GaAs/ITO seem to be the major issues. To release the
requirement of high doping in the NW shells, p-GaAs core/n-GaInP shell NW array solar cells
were also studied experimentally. We can further perform the optical simulations on this structure
to �nely tune the optimal geometry and thickness of core-shell NW arrays. The analytical
model of cylindrical core-shell junction can also be extended to the case of a heterojunction
GaAs/AlGaAs or GaAs/GaInP, provided correct band o�sets.

Perspectives

Nanoscience and nanotechnologies bring new tools to overcome bottlenecks in conventional
photovoltaic devices. For example, we have demonstrated the use of nanostructured back mirror
in ultrathin GaAs solar cells and obtained a substantially high Jsc. In principle, the back mirror
should also boost the Voc of the solar cells through the photon recycling e�ect compared to
the reference cell without back mirror. Photoluminescence or electroluminescence measurements
calibrated to absolute �ux may provide indications of the external radiative e�ciency of the
solar cells. Coupled opto-electrical simulations can be further developed to model the whole
device and help to �nd out the most important design factors. The same perspectives should
also apply for NW solar cells, which still have room for improvements toward the radiative limit
of conversion e�ciency.

The work on ultrathin GaAs solar cells can be applied to other photovoltaic materials (thin-
�lm CIGS, CdTe, perovskite, etc.). For instance, similar architectures made of ultrathin CIGS
solar cells with a nanostructured back mirror are currently developed in our group, in the frame-
work of the ARCIGS-M H2020 European project (PhD of Louis Gouillart, started in January
2017). Nanophotonic structures can also be used to design advanced anti-re�ection coatings,
spectral or angular selective �lters, luminescence coupling on multijunction solar cells, etc. The
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ongoing collaboration with the Fraunhofer ISE will now target to extend the results of ultrathin
GaAs solar cells to novel architectures made of ultrathin III-V/Si tandem solar cells (PhD of
Phung-Linh Nguyen starting in October 2018 in collaboration with IPVF and EDF). My thesis
work can also be extended to next-generation high-e�ciency photovoltaic cells. Even thinner
III-V solar cells (thickness down to 50 nm) are under investigation for application to hot-carrier
solar cells in the framework of an international collaboration between the C2N, the IPVF-UMR
and the University of Tokyo (PhD of Maxime Giteau, started in October 2017, LIA NEXT PV).
Employing nanophotonic structures is also very useful in intermediate-band solar cells and pho-
ton up-conversion systems where e�cient light-trapping is essential due to the low absorption
strength of the dedicated optical transitions.

NW-based III-V solar cells are also the subject of several ongoing projects of our group at
C2N (ANR NANOCELL and HETONAN) and at IPVF. The results presented in this manuscript
constitute the basis for the development of single-junction GaAs solar cells, and more importantly
of tandem III-V/Si solar cells fabricated by the direct growth of III-V nanowires on Si (PhD of
Romaric de Lépinau, started in April 2017). Such architecture provides a promising way to
integrate III-V on Si solar cells at low cost, with potential e�ciencies above 30 %, but it still
raises many technological challenges.

On the other hand, CL technique was used to reveal valuable information of GaAs properties
at the nanoscale and should �nd many applications in other materials for photovoltaics like other
III-V semiconductors, CIGS, CdTe,... (PhD of Thomas Bidaud, started in October 2017). CL
polarimetry can probe unique features of low dimensional materials. CL can also be used in
the pulsed mode (time-resolved CL) to measure the carrier lifetime and thus help to optimize
the material quality and to characterize the e�ectiveness of surface passivation for photovoltaic
materials. Di�usion lengths can also be measured with CL technique if the sample presents
a localized and spectrally distinguishable feature or using a partial mask (e.g. thin Al �lm)
which allows electron beam to pass through while blocking the luminescence produced below
the mask. Combining CL mapping with electron beam induced current (EBIC) at the same
time is also possible and provides complementary information because the EBIC signal is usually
strong at the depletion zone, where the CL signal is usually weak due to the internal �eld that
separates the electron-hole pairs. CL experiments may be further adapted to switch between
electron-beam excitation or laser excitation, enabling in-situ Raman scattering measurements.
For example, Raman spectroscopy can be used to distinguish the polarity of Si dopants in GaAs.
More generally, the CL technique and its variants open up numerous possibilities of applications
to investigate material properties for photovoltaic cells, LED, Laser, single photon emitters, etc.
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Annexe

A
Résumé en français

Introduction

L'énergie solaire est l'une des ressources les plus abondantes de la nature, ce qui peut résoudre
les demandes croissantes d'électricité et contribuer à un système électrique basé sur les énergies
renouvelables. Les cellules solaires convertissent la lumière du soleil en électricité grâce à l'e�et
photovoltaïque, qui combine optique et physique du solide. Le développement récent de dispositifs
opto-électroniques tire parti du con�nement de la lumière dans les nanostructures. Le piégeage
optique dans un volume réduit de la cellule solaire permet de maintenir un forte génération de
photocourant, et la concentration de la lumière fournit potentiellement une tension en circuit
ouvert plus élevée grâce à l'e�et de recyclage des photons. D'autre part, réduire le volume de
l'absorbeur de cellules solaires sera béné�que pour réduire le coût des matériaux, conduisant
ainsi à une production moins coûteuses, et trouvera des applications dans les cellules solaires à
haut rendement.

Dans ce travail de thèse, je me focalise sur les cellules solaires en GaAs et je travaille avec les
semi-conducteurs III-V pour explorer les dispositifs photovoltaïques à haut rendement dans un
volume réduit d'absorbeur actif. Deux approches sont étudiées séparément. La première utilise
200 nm de couche ultra-mince de GaAs (dix fois plus �ne que les cellules conventionnelles en
couche mince de GaAs). Cette étude s'appuie sur la simulation et des résultats expérimentaux,
elle est décrite dans le Chapitre 4. L'autre utilise les nano�ls de GaAs comme l'absorbeur de la
cellule solaire. Mesurer les propriétés d'un nano�ls unique est l'un des principaux verrous de cet
axe de recherche. J'ai développé une méthode sans contact pour déterminer le niveau de dopage
(Chapitre 5) a�n de pouvoir l'appliquer aux nano�ls. Le Chapitre 6 présente les caractérisations
des nano�ls de GaAs par la cathodoluminescence. Dans le Chapitre 7, j'étudie les cellules solaires
à nano�ls de GaAs par la simulation optique pour optimiser l'absorption du réseau de �ls et par
une modèle électrostatique pour voir l'e�et du dopage sur la performance de la cellule. Je présente
les premiers résultats expérimentaux dans la �n du Chapitre 7.

Ce manuscrit est organisé comme suit : le chapitre 1 résume le principe de fonctionnement
d'une cellule solaire en général, et le développement des di�érentes �lières de technologies pho-
tovoltaïques. Le Chapitre 2 décrit plus en détail les notions physiques importantes pour la
compréhension de la cellule solaire, en terme d'optique électromagnétique et de physique des
semi-conducteurs. Le Chapitre 3 traite la théorie de le luminescence et la loi de Planck gé-
néralisée, qui apparaissent dans beaucoup d'aspects de cette thèse. Par exemple, la limite de
Shockley-Queisser d'une cellule solaire est bien connectée au principe du bilan détaillé de l'ab-
sorption et l'émission. L'analyse du spectre de luminescence permet également de déterminer
quantitativement le niveau de dopage d'un semi-conducteur III-V, ce qui pourrait être appliqué
à d'autre domaines, par exemple di�érents matériaux et nanostructures. Les résultats essentiels
de ce manuscrit (Chapitre 4 au Chapitre 7) sont résumés dans la suite.
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Figure A.1 � (a) Jsc maximum en fonction de l'épaisseur de couche d'absorbeur en GaAs selon trois
modèles di�érents incluant un anti-re�et parfait : (bleu) absorption simple passage, (vert) absorption
double passage (miroir plan en face arrière), et (rouge) piégeage optique par di�usion lambertienne avec
un miroir parfait en face arrière. Les points noirs marquent les résultats expérimentaux de la littérature :
[a] Nakayama et al. [84], [b] Bauhuis et al. [74], [c] Liu et al. [85], [d] Kayes et al. (épaisseur 1-2 µm) [75],
[e] Yang et al. [86], [f ] Vandamme et al. [82], [g] Lee et al. [87] et [h] Aberg et al. (épaisseur équivalente
d'une couche planaire pour le réseau de nano�ls) [88]. Nous avons atteint un Jsc = 24.64 mA/cm2 avec
205 nm d'épaisseur d'absorbeur de GaAs. (b) Schéma simpli�é de la structure de cellules solaires ultra-
minces en GaAs avec un miroir arrière nanostructuré. Les contacts grilles en face avant et les contacts
localisés en face arrière ne sont pas montrés ici (voir la Figure 4.17 détaillée). La plupart de la surface
arrière consiste en un miroir nanostructuré TiO2/Ag avec une période de réseau p, une hauteur h et une
largeur d de nanostructures d'Ag.

Cellules solaires ultra-minces en GaAs

La �gure A.1(a) montre le courant de court-circuit Jsc de la cellule solaire en fonction de l'épais-
seur de GaAs utilisée, avec ou sans structure de piégeage optique. Réduire l'épaisseur de couche
est notre but pour les cellules photovoltaïques à haut rendement et bas coût. L'absorption faible
dans les cellules ultra-minces doit être compensée par une structure de piégeage optique pour
maintenir la génération de photocourant. Nous avons conçu et modélisé des cellules solaires ultra-
�nes (205 nm) avec un miroir arrière nanostructuré périodique et bidimensionnel (Figure A.1(b)).
La structure détaillée de la cellule se trouve dans le Tableau 4.1, et les étapes de la fabrication
sont décrites dans la Section 4.5.

On utilise la méthode RCWA (Rigorous coupled-wave analysis) pour calculer l'absorption
optique dans un absorbeur ultra-mince de GaAs et pour optimiser la géométrie du miroir arrière
nanostructuré. La Figure A.2 montre l'absorption calculée en fonction de la période du réseau, de
l'épaisseur d'absorbeur de GaAs et de la longueur d'onde. On étudie les mécanismes de résonances
et on montre que les résonances de Fabry-Pérot et de modes guidés aboutissent à de multiples
pics d'absorption, conduisant à une valeur élevée de photocourant Jsc jusqu'à 25.6 mA/cm2 pour
l'absorption dans la couche de GaAs ultra-mince. Avec la carte d'absorption en fonction de la
période, on voit bien l'évolution des modes guidés qui subissent un décalage vers les grandes
longueurs d'onde lorsque la période augmente.

Ensuite, on a fabriqué et caractérisé les cellules ultra-minces en GaAs. Les e�cacités obtenues
et les caractéristiques courant-tension (JV ) sont montrés dans la Figure A.3(a) en comparant
les trois échantillons avec ou sans structure de piégeage optique. Le piégeage de la lumière
par un mécanisme multi-résonant est démontré avec un miroir arrière en TiO2/Ag fabriqué en
utilisant la lithographie de nanoimpression, et la réponse spectrale montre bien l'e�et béné�que
d'absorption améliorée dans les grandes longueurs d'onde (Figure A.3(b)). Ceci conduit à une
e�cacité de 19.9% sous éclairement d'un soleil, mesure certi�ée ensuite au Fraunhofer ISE (Jsc =
24.64 mA/cm2, Voc = 1.022 V , FF = 0.792). À notre connaissance, c'est la meilleure performance
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Figure A.2 � Absorption calculée dans la cellule ultra-mince en GaAs avec un miroir nanostructuré en
TiO2/Ag. (a) Spectres de 1-Re�ectivité (1-R) en fonction de la période p du réseau pour une épaisseur
de GaAs de 205 nm. Le trait blanc horizontal indique la période du réseau p = 700 nm qui donne lieu
à la meilleure absorption sur une large bande spectrale. (b) Spectres de 1-R en fonction de l'épaisseur
de GaAs. Le trait blanc horizontal indique l'épaisseur 205 nm de GaAs étudiée expérimentalement. (c)
Spectres d'absorption dans chacune des couches de la cellule solaire avec la géométrie optimale du miroir
arrière (réseau de période p = 700 nm, hauteur h = 120 nm et largeur de nanostructure d'Ag d = 420 nm
(60% de la période)) (d) Représentation schématique des résonances de Fabry-Pérot. (e) Représentation
schématique des résonances de modes guidés.
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Figure A.3 � (a) Comparaison des caractéristiques courant-tension des cellules solaires ultra-minces
sous illumination à un soleil : (A) cellule non-transférée sur le substrat de croissance en GaAs, (B) cellule
avec un miroir plan en argent et (C) avec un miroir nanostructuré. (b) Comparaison de la réponse spectrale
(EQE) des cellules solaires ultra-minces. Le spectre 1-R de la cellule avec un miroir nanostructuré est
également montré (courbe noire). Le trait vertical marque le gap de GaAs.

223



Annexe A. Résumé en français

pour les cellules solaires ultra-minces en GaAs à ce jour. L'analyse des courbes JV avec un
modèle à deux diodes permet d'extraire des paramètres importants (les courants d'obscurité et
les résistances parasites, notamment). On identi�e la perte due à la recombinaison en bord de la
cellule et nous proposons des voies d'amélioration possibles vers une e�cacité de 25% en utilisant
un absorbeur de GaAs de seulement 200 nm d'épaisseur.

Caractérisation des nano�ls III-V par cathodoluminescence

A�n d'étudier les propriétés des nano�ls de semi-conducteurs III-V et d'explorer leur potentiel en
tant qu'absorbeur photovoltaïque, nous avons besoin d'une méthode de caractérisation capable
de résoudre les variations à l'échelle nanométrique. En particulier, contrôler le dopage n et p est
indispensable à la réalisation de la cellule solaire à nano�ls, mais les méthodes pour mesurer le
dopage dans des nano�ls sont techniquement di�ciles (e�et Hall en contactant individuellement
des nano�ls par lithographie électronique). Nous proposons la cathodoluminescence (CL) pour
mesurer les nano�ls crûs sur substrat Si en collaboration avec le département Matériau. La mé-
thode a été démontrée sur des couches de GaAs planaire de référence dopées n et p, puis appliquée
à la caractérisation de nano�ls. Les nano�ls ont été crûs en épitaxie par jets moléculaires (MBE)
et par la méthode dite de vapeur-liquide-solide (VLS) en utilisant le Ga liquide comme cataly-
seur. Dans certaines conditions, cette méthode particulière de croissance de cristaux conduit à
la coexistence de structures cristallines cubiques de zinc-blende (ZB) et de wurtzite hexagonale
(WZ) dans les nano�ls uniques.

La Figure A.4 montre les mesures de CL d'un nano�l de GaAs non dopé contenant des
segments ZB et WZ. Le GaAs WZ n'existe presque que dans les formes de nano�ls, donc ses
propriétés sont peu connues, et même le gap et la structure de bande sont controversés dans la
littérature. Nous utilisons la cartographie de CL mesurée à diverses températures et en polarimé-
trie pour con�rmer que la bande interdite du GaAs WZ doit être proche et légèrement supérieure
à celle du GaAs ZB. On étudie également la transition optique dans le GaAs WZ en analysant
le degré de polarisation des spectres CL. La lumière émise par le GaAs WZ montre clairement
la direction de polarisation perpendiculaire à l'axe de croissance (c'est-à-dire l'axe c du réseau
WZ), ce qui est attendu par les règles de sélection sur les transitions dipolaires dans le réseau
cristallin hexagonal compact.

La Figure A.5 présente un exemple de mesure de CL sur un nano�l de GaAs dont la coquille
est dopé Si (a priori dopage de type n). On peut voir essentiellement trois zones qui présentent
des caractéristiques CL très di�érentes. La mesure de CL a plusieurs objectifs : déterminer la
qualité cristalline des nano�ls (homogénéité des spectres CL), les niveaux de dopage (décalage et
élargissement spectral), et l'e�et de la passivation (l'intensité d'émission et la mesure du temps
de vie des porteurs). Pour le GaAs dopé n, on observe l'élargissement et le décalage du spectre
CL vers le bleu en augmentant la concentration d'élections (Burstein-Moss shift). Ce décalage et
l'élargissement du spectre d'émission sont la conséquence de l'occupation des électrons au-dessus
de la bande de conduction. Ici, on attribue au bas du nano�l un dopage n léger, tandis que la
tête du nano�l est fortement dopé n. Le segment en milieu-haut du nano�l émet des spectres
CL décalés vers le rouge à cause de niveaux de défaut Si dans le GaAs WZ. J'ai développé un
modèle physique basé sur la loi de Planck généralisé pour �tter le spectre d'émission et déterminer
précisément les niveaux de Fermi et donc la concentration d'électrons (Figure A.6).

Dans les semi-conducteurs III-V de type p, l'e�et du remplissage de bande est moins pré-
sent parce que la densité e�ective de la bande de valence est beaucoup plus grande (de l'ordre
de 1019 cm−3) que celle de la bande de conduction. On identi�e le gap comme un paramètre
important que l'on peut relier à la concentration de trous, et qui peut être extrait précisément
en �ttant tout le spectre de CL. Cette méthode est reproductible pour analyser les spectres de
CL mesurés à di�érentes températures (20 K à 300 K). Le gap e�ectif diminue en augmentant
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(a) CL intensity (a.u.) (b) ZB polarization (+9%) (c) WZ polarization (-73%)
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Figure A.4 � Émission CL résolue en polarisation mesurée à 10 K. (a) Cartographies d'intensités
intégrées d'un nano�ls de GaAs (non-dopé) mesurées avec trois di�érents angles du polariseur : 0◦ (champ
électrique parallèle à l'axe du nano�l), 45◦, et 90◦ (perpendiculaire à l'axe du nano�l). (b-c) Tracé en
angle polaire des intensités de CL à partir des parties ZB et WZ mesurées sous di�érents angles de
polarisation. (d) Pro�ls d'intensités extraits le long du nano�l mesuré sans polariseur (noir) et avec
polariseur parallèle (bleu) et perpendiculaire (rouge) à l'axe du nano�l. (e) Degré de polarisation (voir la
dé�nition, Équation 6.4) le long du nano�l, montrant deux régions distinctes en polarisation : les segments
ZB et WZ.

la concentration de trous p, et la di�érence du gap entre un semi-conducteur dopé p et le même
semi-conducteur intrinsèque (appelé bandgap narrowing, BGN) est proportionnel à la puissance
1/3 de la concentration de trous p. Ceci permet de calibrer le dopage p pour la croissance de
nano�ls de GaAs dans le laboratoire (dopage par béryllium dans le système MBE).
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Figure A.5 � Mesure de CL à basse température (∼15 K) d'un nano�l de GaAs dopé Si qui contient
un segment ZB en bas et en haut, et qui a un segment WZ en milieu-haut du �l. (a) Image MEB du
nano�l. (b) Cartographie d'intensités de CL intégrées sur tout le spectre. (c) Spectres de CL extraits le
long du �l (�èche : de bas en haut) (d) Cartographie de l'énergie du pic d'émission des spectres de CL. (e)
Cartographie de la largeur à mi-hauteur (FWHM) des pics d'émission de CL. (f) Carte de CL présentée
par la superposition de trois couleurs qui correspondent à trois régions spectrales d'émission. (g) Variation
le long du �l pour les trois pro�ls d'intensités obtenus par déconvolution des trois régions spectrales (vert :
1.51 eV, rouge : 1.45 eV, bleu : 1.57 eV). Le nano�l présente trois régions distinctes mises en évidence
par les di�érentes cartes de CL. La tête du �l a une caractéristique de CL élargie et décalée vers le bleu,
correspondant à la concentration d'électrons élevée. Le GaAs WZ dopé Si présente des caractéristiques de
CL élargie et décalée vers le rouge (∼1.45 eV).
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Figure A.6 � (a) Comparaison des spectres de CL mesurés à température ambiante (points noirs) et
leurs �ts (lignes de couleur) pour les di�érentes couches minces de GaAs dopé n. Les di�érents niveaux
de dopage (cm−3) sont indiqués sur la �gure et les intensités sont normalisées par le maximum (facteurs
de normalisation indiqués). Pour l'échantillon le plus dopé, la luminescence venant des niveaux de défauts
est �ttée par une gaussienne (trait pointillé). (b) Comparaison des spectres CL mesurés à température
ambiante (points noirs) et leurs �ts (lignes de couleur) pour les di�érents échantillons de nano�ls en
GaAs dopé Si. Les marqueurs circulaires indiquent les positions du gap et les marqueurs carrés indiquent
les niveaux de Fermi obtenus à l'issu du �t.

Cellules solaires à base de nano�ls en GaAs

Dans le Chapitre 7, on étudie la structure de cellule solaire à nano�ls et on montre les premiers
résultats expérimentaux. Dans la littérature, les dispositifs à nano�l unique ou à réseaux de
nano�ls ont été démontrés. La structure consiste soit en une jonction axiale, soit en une jonction
radiale (c÷ur-coquille). On se focalise sur des réseaux de nano�ls de GaAs de type p-c÷ur/n-
coquille, et on étudie théoriquement les performances d'un tel dispositif en terme d'optique et
d'électronique.

On calcule l'absorption optique du réseau de nano�ls par la méthode RCWA pour optimiser
les paramètres du réseau et le diamètre des nano�ls. On trouve, pour une géométrie cylindrique
de nano�ls à hauteur �xée à 1 µm et pour le réseau rangé en carré, que le diamètre optimal de
nano�ls est 350 nm et la période du réseau est 580 nm. Ceci donne lieu au meilleur photocourant
Jsc = 27.4 mA/cm2 avec un miroir plan d'argent en face arrière (Figure A.7(a,b)), qui pourrait
être encore amélioré par l'ajoute des couches anti-re�ets. Dans ce cas, le volume de GaAs utilisé
est équivalent à une couche planaire de moins de 300 nm d'épaisseur. Les e�ets des paramètres
géométriques sur les résonances optiques sont étudiés. Du côté de la performance électrique, on
calcule la di�érence de potentiels Vbi dans la jonction p-n en c÷ur-coquille, qui est donc un
paramètre clé qui limite la tension de circuit-ouvert Voc de la cellule solaire. Vbi est obtenu par
la résolution de l'équation de Poisson en cordonnées cylindriques, et est exprimé en fonction des
niveaux de dopage en c÷ur et en coquille, ainsi que la densité de défauts en surface. On conclut
qu'un fort dopage est souhaité dans les nano�ls c÷ur-coquille pour éviter la déplétion totale du
�l, ce qui réduit le Vbi et dégrade la performance électrique de la cellule à nano�ls.

Finalement, nous avons fabriqué un dispositif de cellule solaire à nano�ls, qui a montré un
rendement de 1.2% sous éclairement d'un soleil avec un Voc de 0.6 V. Malgré les di�cultés
techniques, notamment le contrôle de la croissance (qualité cristalline, dopage, uniformité, etc.)
et le contact en face avant sur le réseau de nano�ls, ce résultat est très encourageant pour
continuer à explorer le potentiel de la cellule à nano�ls.
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Figure A.7 � (a,b) Spectres d'absorption calculés pour un réseau de nano�ls en GaAs (période du
réseau p = 580 nm et nano�ls de hauteur 1 µm et de diamètre d = 350 nm). L'espace entre les nano�ls
est supposé rempli avec un diélectrique non-absorbant d'indice optique constant égal à 1.5 : (a) pour le cas
d'un substrat en miroir d'argent et (b) pour le cas d'un substrat Si. (c,d) La di�érence de potentiel de la
jonction p-n en c÷ur-coquille (Vbi) calculée en fonction des niveaux de dopage p en c÷ur (diamètre 60 nm)
et n en coquille (épaisseur 80 nm) : (c) cas d'une densité de défauts en surface Dit = 1012 cm−2eV −1 et
(d) cas Dit = 1013 cm−2eV −1. Les traits blancs marquent les frontières pour la déplétion totale du coeur
et de la coquille en faible dopage.

Conclusion

En conclusion générale, cette thèse aborde divers aspects des cellules solaires structurées à
l'échelle nanométrique : le piégeage optique, l'émission de la luminescence et l'analyse des carac-
téristiques électriques des cellules en GaAs, à base de �lms ultra-minces et de nano�ls. L'ensemble
s'est présenté comme le fruit de la rencontre du photovoltaïque avec l'optique électromagnétique,
la thermodynamique et la science de matériaux. En e�et, la réduction du volume de la cellule
solaire pourrait ouvrir la voie à des dispositifs photovoltaïques à la fois plus e�caces et moins
coûteux. La caractérisation avancée par la cathodoluminescence fournit également une méthode
de caractérisation très performante pour les matériaux du photovoltaïque et au-delà.
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Titre : Cellules solaires en GaAs ultra-minces et à base de nano�ls

Mots clés : photovoltaïque, GaAs, piégeage optique, nano�ls, dopage, cathodoluminescence

Résumé : Con�ner la lumière dans un volume
réduit d'absorbeur photovoltaïque o�re de nouvelles
voies pour les cellules solaires à haute rendement.
Ceci peut être réalisé en utilisant des nanostruc-
tures pour le piégeage optique ou des nano�ls de
semi-conducteurs. Dans une première partie, nous
présentons la conception et la fabrication de cel-
lules solaires ultra-minces (205 nm) en GaAs. Nous
obtenons des résonances multiples grâce à un mi-
roir arrière nanostructuré en TiO

2
/Ag fabriqué par

nanoimpression, résultant en un courant de court-
circuit élevé de 24,6 mA/cm2. Nous obtenons le re-
cord d'e�cacité de 19,9%. Nous analysons les méca-
nismes des pertes et nous proposons une voie réa-
liste vers un rendement de 25% en utilisant un ab-
sorbeur de GaAs de 200 nm d'épaisseur seulement.
Dans une deuxième partie, nous étudions les proprié-
tés de nano�ls en GaAs crûs sur substrats Si et nous
explorons leur potentiel comme absorbeur photovol-
taïque. Un dopage élevé est souhaité dans les cellules

solaires à nano�ls en jonction coeur-coquille, mais la
caractérisation à l'échelle d'un nano�l unique reste
di�cile. Nous montrons que la cathodoluminescence
(CL) peut être utilisée pour déterminer les niveaux
de dopage de GaAs de type n et p avec une réso-
lution nanométrique. Les semi-conducteurs III-V de
type n présentent une émission décalée vers le bleu,
à cause du remplissage de la bande de conduction,
tandis que les semi-conducteurs de type p présentent
une émission décalée vers le rouge due à la réduction
du gap. La loi de Planck généralisée est utilisée pour
�tter tout le spectre et ainsi évaluer quantitative-
ment le niveau de dopage. Nous utilisons également
la polarimétrie de CL pour déterminer sélectivement
les propriétés de phases wurtzite/zinc-blende d'un
nano�l unique. Nous montrons en�n des cellules so-
laires fonctionnelles à nano�ls de GaAs. Ces travaux
ouvrent des perspectives vers une nouvelle généra-
tion de cellules photovoltaïques.

Title: Ultrathin and nanowire-based GaAs solar cells

Keywords: photovoltaics, GaAs, light trapping, nanowires, doping, cathodoluminescence

Abstract: Con�ning sunlight in a reduced vol-
ume of photovoltaic absorber o�ers new directions
for high-e�ciency solar cells. This can be achieved
using nanophotonic structures for light trapping,
or semiconductor nanowires. First, we have de-
signed and fabricated ultrathin (205 nm) GaAs so-
lar cells. Multi-resonant light trapping is achieved
with a nanostructured TiO

2
/Ag back mirror fabri-

cated using nanoimprint lithography, resulting in a
high short-circuit current of 24.6 mA/cm2. We ob-
tain the record 1 sun e�ciency of 19.9%. A detailed
loss analysis is carried out and we provide a realistic
pathway toward 25% e�ciency using only 200 nm-
thick GaAs absorber. Second, we investigate the
properties of GaAs nanowires grown on Si substrates
and we explore their potential as active absorber.
High doping is desired in core-shell nanowire solar

cells, but the characterization of single nanowires
remains challenging. We show that cathodolumi-
nescence (CL) mapping can be used to determine
both n-type and p-type doping levels of GaAs with
nanometer scale resolution. n-type III-V semicon-
ductor shows characteristic blueshift emission due
to the conduction band �lling, while p-type semi-
conductor exhibits redshift emission due to the dom-
inant bandgap narrowing. The generalized Planck's
law is used to �t the whole spectra and allows for
quantitative doping assessment. We also use CL po-
larimetry to determine selectively the properties of
wurtzite and zincblende phases of single nanowires.
Finally, we demonstrate successful GaAs nanowire
solar cells. These works open new perspectives for
next-generation photovoltaics.
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