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Abstract

This research aims at solving a particular vibration control problem of smart
structures. We aim at reducing the vibration in a specific zone of the smart
structure under the disturbance that covers a wide frequency band. Moreover,
at this specific zone, neither actuation nor sensing is possible.

Here we face several main challenges. First, we need to control the vibration
of a specific zone of the structure while we only have access to measurements
at other zones. Second, the wide bandwidth of the disturbance implies that
numerous modes should be controlled at the same time which requires the use
of multiple actuators and sensors. This leads to a MIMO controller which is
difficult to obtain using classical controller design methods. Third, the so-called
spillover problem must be avoided which is to guarantee the closed-loop stability
when the model-based controller is applied on the actual setup. To tackle these
challenges, we investigate two control strategies: the centralized control and the
distributed control.

For centralized control, we propose a methodology that allows us to obtain a sim-
ple MIMO controller that accomplishes these challenges. First, several modeling
and identification techniques are applied to obtain an accurate low-order model
of the smart structure. Then, an H∞ control based synthesis method with a
particularly proposed H∞ criterion is applied. This H∞ criterion integrates mul-
tiple control objectives, including the main challenges. In particular, the spillover
problem is transformed into a robust stability problem and will be guaranteed
using this criterion. The obtained H∞ controller is a standard solution of the
H∞ problem. The final controller is obtained by further simplifying this H∞ con-
troller without losing the closed-loop stability and degrading the performance.
This methodology is validated on a beam structure with piezoelectric transducers
and the central zone is where the vibration should be reduced. The effectiveness
of the obtained controller is validated by simulations and experiments.

For distributed control, we consider the same beam structure and the same con-
trol objectives. There exist methods aiming at designing distributed controllers
of spatially interconnected system. This research proposes a FEM based method,
combined with several model reduction techniques, that allows to spatially dis-
cretize the beam structure and deduce the state-space models of interconnected
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subsystems. The design of distributed controllers will not be tackled in this
research.



Résumé

Cette recherche vise à résoudre un problème particulier de contrôle de vibration.
L’objectif est de réduire les vibrations dans une zone spécifique de la structure
intelligente avec une perturbation qui couvre une large gamme de fréquences. De
plus, dans cette zone spécifique, ni l’actionnement, ni la mesure ne sont possibles.

Ici, nous faisons face à plusieurs défis principaux. Premièrement, nous devons
contrôler les vibrations dans une zone spécifique, alors que nous n’avons accès
aux mesures que dans d’autres zones. Deuxièmement, la large bande passante de
la perturbation implique que nombreux modes doivent être contrôlés en même
temps, ce qui nécessite l’utilisation de plusieurs actionneurs et capteurs. Cela
conduit à un contrôleur MIMO difficile à obtenir pour les méthodes classiques de
conception. Troisièmement, il faut éviter le problème de spill-over, qui consiste
à garantir la stabilité en boucle fermée lorsque le contrôleur basé sur un modèle
est appliqué à l’installation réelle. Pour relever ces défis, nous étudions deux
stratégies de contrôle : le contrôle centralisé et le contrôle distribué.

Pour le contrôle centralisé, nous proposons une méthodologie qui nous permet
d’obtenir un contrôleur MIMO simple. Tout d’abord, plusieurs techniques de
modélisation, de réduction et d’identification sont appliquées pour obtenir un
modèle précis d’ordre faible de la structure. Ensuite, une méthode de synthèse
basée sur le contrôle H∞ avec un critère H∞ particulière est appliquée. Ce
critère H∞ intègre plusieurs objectifs de contrôle, y compris les défis principaux.
En particulier, le problème de spill-over se transforme en un problème de stabil-
ité robuste et sera garanti en utilisant ce critère. Le contrôleur H∞ obtenu est
une solution standard du problème H∞. Le contrôleur final est obtenu en sim-
plifiant ce contrôleur H∞ sans perdre la stabilité en boucle fermée ni dégrader
les performances. Cette méthodologie est validée sur une structure de poutre
avec des transducteurs piézoélectriques et les vibrations dans la zone centrale
doit être réduites. L’efficacité du contrôleur est validée par des simulations et
des expériences.

Pour le contrôle distribué, on considère la même structure et les mêmes objectifs.
Il existe des méthodes visant à concevoir des contrôleurs distribués pour les sys-
tèmes spatialement interconnectés. Cette recherche propose une méthode basée
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sur la FEM, associée à plusieurs techniques de réduction de modèles, permettant
de discrétiser spatialement la structure de la poutre et d’en déduire les modèles
d’espace d’état des sous-systèmes interconnectés. La conception des contrôleurs
distribués n’est pas abordée dans cette recherche.
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Chapter 1

Introduction

This chapter introduces the motivation of this work. Then the objectives and the
approaches are briefly discussed. Finally, an overview of the remaining chapters
is presented.

1.1 Motivation of this research

Lighter structures and flexible manipulators have increasingly attracted atten-
tions for many applications in many industrial domains (aerospace industry, au-
tomotive industry, manufacturing industry, etc.). The main advantages of light
structures are their light weight and low production cost. With the develop-
ment of more advanced technologies and materials in industry, it is possible to
implement lightweight components in practice for miniaturization and efficiency
especially in aerospace and automotive domain. However, light weight compo-
nents are generally less rigid which makes the structure more flexible. This is
reflected by a relatively small structural damping. Such flexible structure may
suffer from considerable vibrations when they are excited by external distur-
bance around the resonant frequencies. The excessive vibrations problem will
lead to unpleasant noises, unexpected stress, positioning error, material fatigue,
malfunction, or even structure failure. Consequently, effectively controlling the
vibrations in such structures is an objective of crucial economic importance which
has motivated a huge amount of research in this field [1–4].

2
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For the vibration control of flexible structures, passive vibration control first
gained popularity in practical applications because of its practicability and reli-
ability for example in [5–7]. As an alternative way, active vibration control [8]
have drawn lots of attention in recent years. Different from passive vibration
control methods where the control mechanisms work as the vibration absorber,
active vibration control methods generally use a set of actuators and sensors (ac-
tive structures) connected by a feedback loop. In this case, we exploit the main
advantage of feedback which allows us to reduce the sensitivity of the output to
parameter variations and to attenuate vibration disturbance within the band-
width of the control system. Depending on the circumstances, active structures
may be cheaper or lighter than passive structures (structures with passive control
machenisums) of comparable performances and they may offer performances that
no passive structure could offer [9]. This is possible because we can provide the
control mechanisms with external energy to counteract more with the structural
vibration.

Nowadays, active vibration control methods are becoming more and more cost
efficient due to rapid development of electronic technologies which makes actua-
tors and sensors more intelligent and efficient. We call such actuators and sensors
the smart materials, such as piezoelectric materials, magnetostrictive materials,
magneto-rheological, etc. Smart structures thus refer to the active structures
integrated with such smart materials (used as actuators and sensors). A large
part of the researches concerning the active vibration control of smart structures
has used piezoelectric materials for actuation and sensing [10] because of the high
precision and performance. Piezoelectric actuators have proven to be very useful
in suppressing vibration and shape control of flexible structures [11–16]. Our
objective is to design proper feedback controller to tackle a particular vibration
problem on such smart structures (active vibration control) as explained bellow.

The active vibration control problem studied in this work has its particularities
which reflect particular applications mainly in aerospace and automotive domain.
First, the vibration energy must be particularly rejected in specific locations. For
example, at the location of an antenna or a sensor on the aircraft envelope, at
the location of the passenger’s seat in a car (see Fig. 1.1), etc. In other words, we
aim at focusing the control effort on specific locations. This allows us to achieve
particular objectives for example giving more comfort to the passengers in a car.
Second, we cannot place actuators or sensors at these specific locations. As there
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are already multiple devices connecting with each other at these specific locations,
it will thus be difficult to add extra actuation and sensing devices. The challenge
will be to reduce the vibration in specific locations while only have access to
the vibration state at other locations. This challenging objective requires the
use of modern multivariable control design methods which allows us to tackle
unmeasured performance variables. Third, we aim at reducing the vibration in
a frequency band as wide as possible. All control systems have limited working
bandwidth. The wider the bandwidth is, the more applicable the system will
be. Fourth, the designed controller must avoid the so-called spill-over problem
[17] which is the instability caused by the neglected model dynamics when the
model-based controller is applied on the actual setup. As it will be discussed in
the sequel, this spillover problem will be studied as a robust stability problem.

Figure 1.1: Examples of applications for particular vibration control
problems

To reproduce the above vibration problem, we build an experimental setup which
is composed of a free-free aluminum beam where a number of smart materials
(here we use piezoelectric transducers) have already been patched except in the
central zone of the beam. Details for this setup will be introduced in the sequel.
A certain set of piezoelectric transducers will be used as sensors and another
set as actuators. The objective is to compute feedback controllers that reduce
the vibration energy in the central zone. In this research, we will first pro-
pose a methodology that allows us to design a satisfactory centralized controller.
Then, considering the complexity of a centralized controller and its inconvenient
physical connections, we then turn to distributed control. This research gives
a modeling method for interconnected subsystems of the considered structure
which will, in the future, allow us to synthesis distributed controllers.
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1.2 Approaches of this research

The method proposed in this research is a model-based controller design process.
We need a simple and accurate model of the structure and an efficient synthesis
algorithm to compute the controller that achieves all the above objectives. The
approaches used in this research is summarized as follows.

For centralized control, we propose a methodology which is the combination of
several techniques that will finally lead to a satisfactory controller with guaran-
teed performance on the actual setup. First, we will build a mathematical model
of the considered structure. As far as researches on active vibration control of
flexible beams, most of the control design techniques make use of approximated
finite-dimensional models [10] deduced using Finite Element Modeling (FEM)
techniques [18–24]. FEM gives us the so-called governing equation (a partial
differential equation) that contains the dynamics of the beam and the electrome-
chanical coupling between the piezoelectric transducers and the beam. This
modeling process can be done using commercial software that performs Finite
Element Analysis for example ANSYS [25] and COMSOL [26]. Many researches
use such software to build the model of the structure for active vibration control,
see [20, 24] for ANSYS and [21, 22] for COMSOL. We here use COMSOL to
perform Finite Element Analysis based on standard 3D elements which allows
us to tackle the coupling effect between the beam and the piezoelectric trans-
ducers. However, the resulting governing equation will have a large number of
Degree of Freedom (DOF) which is too complex for controller design. In this
work, we apply Modal Displacement Method [27] which allows us to decompose
the displacement field into modes and approximate the global behavior of the
initial governing equation by a simpler one which neglects the higher frequency
modes. The error introduced by this neglection is also corrected using the Static
correction [28]. Finally, this governing equation is transformed into a state-space
model. One of its outputs is a constructed velocity vector. Using this, we are
able to deduce an expression of the vibration energy in the central zone of the
beam. By controlling this velocity output, we are able to control the vibration in
the central zone. Unfortunately, this model is then proved not accurate enough
with the actual setup. Thus, Grey-box identification [29] is applied to optimize
some of the parameters and finally gives a reliable identified model of the ac-
tual setup. This identified model (will be called the full-order model) actually
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contains dynamics outside the frequency band of the disturbance. In order to
further simplify it, we propose a multi-variable model reduction method which
makes use of the Aggregation Technique [30] and the Linear Matrix Inequality
(LMI) constraints [31]. For the controller design, we apply H∞ control [32] on
the reduced-order model obtained from the proposed model reduction method.
We propose the H∞ criterion for all the above objectives and compute a stan-
dard solution of the H∞ problem. The robust stability criterion is satisfied using
an important result in robust analysis, i.e. the Small Gain Theorem [33]. For
the ease of the implementation, we also reduce the order of the controller by
using the Balanced Truncation [34, 35] without loosing the closed-loop stability
or degrading the performance. It should be noticed that the above approaches
can be extended to any flexible structures such as plates and shells. However, in
order to control the target modes, the number and position of piezoelectric trans-
ducers should be carefully chosen such that the target modes can be effectively
excited/captured.

For distributed control, we will consider the structure as the interconnection of
several subsystems. A subsystem will be a local part of the beam with few (or
no) piezoelectric transducers on it, for example a section of the beam with two
transducers (one actuator and one sensor). Distributed controllers will connect
with the subsystems with actuation and sensing capabilities to achieve together
a desired global behavior. In our case, it is to reduce the vibration energy in the
central zone of the beam. In this work, we propose a modeling method which
allows us to deduce these interconnected LTI subsystems (will be called the dis-
tributed model). First, according to the objective, we spatially discretize the
structure into cells (a section of the beam with or without piezoelectic transduc-
ers). Using COMSOL, we are able to deduce the governing equation for each cell,
however with large number of DOF. As the modes of one cell do not represent the
modes of the entire structure, there will be no sense to apply the Modal Displace-
ment Method to the cell equation. Here we will apply Guyan condensation [36]
which approximates the initial governing equation by neglecting all the DOF free
of external constraints. Kinematic assumption is also applied to further reduce
the governing equation. Based on the simplified governing equations of the cells,
we construct the state-space models for these subsystems such that there are no
algebraic relations between the states of neighbor subsystems. In other words, all
the subsystems are orthogonal which is very important for controller synthesis.
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The identification of the distributed model and the controller synthesis will be
the future works and will not be tacked in this dissertation.

1.3 Publications

• Journal paper:

P. Wang, A. Korniienko, X. Bombois, M. Collet, G. Scorletti, E. Skow, C. Wang,
K. Colin, Active vibration control in specific zones of smart structures. Control
Engineering practice (2018). doi:10.1016/j.conengprac.2018.12.005.

This paper concerns the proposed methodology for centralized controller design
and its application. It introduces the modeling of the smart structure (see Chap-
ter 4) and the proposed H∞ criterion as well as some experimental results (see
Chapter 5).

• Conference paper:

P. Wang, G. Scorletti, A. Korniienko, M. Collet, Multi-variable model reduction
of smart structure in active vibration control, IFACPapersOnLine 51 (25) (2018)
441–446. doi:10.1016/j.ifacol.2018.11.152.

This paper concerns the proposed multi-variable model reduction method and
its application (see Section 4.3).

1.4 Organization of this dissertation

The organization of the following chapters is as follows:

Chapter 2: Backgrounds

This chapter provides the backgrounds of this research. An extensive literature
review on active vibration control is conducted for related techniques such as the
employment of smart materials, the widely used active vibration control laws
for centralized controller design. Different design methods are compared and
discussed which gives the motivation of applying H∞ control in this research.
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Then, an overview of distributed control of the vibration problem on flexible
structure is given.

Chapter 3: System description

This chapter gives a detailed explanation of the considered setup. The control
objectives and all the other considerations are pointed out. These are the foun-
dations of the proposed H∞ criterion. Then, the choice of actuators and sensors
as well as the implementation of the centralized controller is introduced. This
is important because the controller design must take the actual control devices
into account such that the performance can be guaranteed on the actual setup.
For better understanding the centralized controller design process, we introduce
the overview of the proposed methodology as a guide for the following chapters.
We also introduce an overview of the modeling for distributed control.

Chapter 4: Modeling for centralized control

This chapter explains in details the modeling process of the beam-piezo system
for centralized controller design. The governing equation is first deduced from
Finite Element Modeling and then simplified and corrected to compensate the
error introduced by the simplification. Based on this governing equation, a state-
space model (the so-called full-order model) is deduced which contains a wider
frequency band than the considered disturbance. Grey-box identification is first
applied to optimize some of the parameters such that the full-order model match
the benchmark. Then a multi-variable model reduction method is proposed and
applied to the full-order model which gives a high quality reduced-order model.
The reduced-order model is the to-be-controlled system for controller design.

Chapter 5: Centralized controller design

This chapter tackles the design process of the centralized controller. For better
understanding, a brief introduction of the standard H∞ control problem with
respect to performance and robust stability is fist introduced. Then it is ap-
plied to solve our particular vibration problem by proposing the H∞ criterion
according to specified control objectives. The proposed criterion is applied on
the considered structure by properly choosing weighting functions. For the ease
of implementation, the obtained H∞ controller is further reduced without los-
ing closed-loop stability and degrading performance. The effectiveness of the
reduced-order controller is verified by simulations and experiments. Finally, a
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discussion is given to explain the limitation of a SISO controller with respect to
our specific objectives.

Chapter 6: Modeling for distributed control

This chapter introduce our method for deducing a distributed model. The dis-
tributed model refers to the interconnection of LTI subsystems that correctly
reflects the global dynamics of the structure. For this purpose, the structure is
first discretized into cells. Multiple techniques are applied to obtain the gov-
erning equations of the cells. The state-space representations of subsystems are
deduced from the local assembly of a small number of cells such that the neigh-
bour subsystems are orthogonal. This method is validated by comparing the
global responses of the distributed model with those of the model built for cen-
tralized control.

Chapter 7: Conclusions and future research

This chapter summarizes this research and outlines potential directions for future
research.



Chapter 2

Background

This chapter provides the background of this research. It gives an extensive
literature review on active vibration control including the employment of smart
materials, the common used control laws for active vibration controller design
(centralized) and an overview on distributed control of flexible structures.

2.1 Smart materials for active vibration control

Smart materials are materials that are able to generate strain based on the change
of external physical environment such as temperature, electric field or magnetic
field, etc. This is the result of the coupling effects described by constitutive
equations. According to [9], there exist several popular smart materials such as
Shape Memory Alloys (SMA), Magnetostrictive materials, Magneto-rheological
(MR) and Piezoelectric materials. Here, we will give a brief introduction of these
smart materials as well as their properties which gives the choice of the type of
material used in this research.

Shape Memory Alloys (SMA) are able to ‘remember’ its original shape and return
to its predeformed shape when heated. They are only sensitive at low frequencies
with low precision. As a result, they are little used in active vibration control.
However, we could still find some applications, for example in [37].

10
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Magnetostrictive materials generates strain under magnetic field. They can be
used in compress situation as load carrying mechanisms [38] because it has maxi-
mum response when it is subjected to compress load. TERFENOL-D is the most
popular magnetostrictive material. In some applications like sonar, TERFENOL-
D can be an alternative choice of PZT.

Magneto-rheological (MR) is a particular viscous fluid that contains particles of
magnetic material in micron-size. They are mainly used in semi-active vibration
control of suspension systems [39].

Piezoelectric materials can be used as actuators as well as sensors because of
its bidirectional piezoelectric effect. Ceramics and Polymers are two classes of
piezoelectric materials mainly used in vibration control. The piezopolymers are
not usually used as actuators because of the high voltage requirement and the
limited control authority. Thus, they are mostly used as sensors. The best known
piezopolymer is the Polyvinylidene Fluoride (PVDF). The application of PVDF
in active vibration control can be seen for example in [40, 41]. The piezoceramics
can be used as both actuators and sensors. They are applicable for a wide
frequency band, till ultrasonic frquencies in some applications. They also have
high precision up to the nanometer range1 [9]. The most popular piezoceramic is
the Lead Zirconate Titanate (PZT). PZT patches can be glued or co-fired on the
target structures which makes it very applicable for light structures. Piezoelectric
materials are the most commonly used smart materials in active vibration control
[10].

Considering the properties of these smart materials, we conclude that the piezo-
electric materials, especially the PZT patches, are the most suitable for active
vibration of light weighted flexible structure such as an aluminum beam consid-
ered in this research. It has advantages over other materials in many aspects such
as mechanical simplicity, small volume and lightweight, wide working frequency
band, high precision, and the ability of high level integration in the structure.

As mentioned above, piezoelectric materials can be used to control the vibration
because of its bidirectional piezoelectric effect which is first discovered by the
Curie brothers in 1880 [42, 43]. In particular, they find that squeezing particular
materials leads to the change of electric charge. This phenomenon allows piezo-
electric materials to be used as strain sensors. On the other hand, the converse

1Up to 1nm = 10−9m
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effect is also possible which means that it is able to generate a mechanical strain
under the application of an electric voltage. This allows the use of piezoelectric
materials as actuators. Active vibration control using piezoelectric materials has
attracted considerable interest of the researches during the past few decades. To
design efficient piezoelectric smart structures for active vibration control, both
structural dynamics and control laws have to be investigated as introduced in
the next section.

2.2 Active vibration control of flexible struc-
tures

As far as the researches about active vibration (centralized) control of flexible
structures, various methods have been developed in the past few decades. Gen-
erally, the design process for an active vibration control problem involves many
steps. A typical scenario is as follows [44]:

1. Analyze the property of the to-be-controlled structure.

2. Deduce a reliable mathematical model of the to-be-controlled structure by
using techniques such as Finite Element Analysis or data-based modeling
method (e.g. the identification techniques).

3. Reduce the model (if necessary) such that it has less degree of freedoms and
lower dimension2.

4. Analyze properties, dynamic characteristics of the resulting model. Properly
define the disturbance.

5. Quantify requirements for sensors and actuators and decide their types as well
as their locations on the structure.

6. Analyze the effect of the chosen actuators and sensors on the global dynamics
of the structure.

7. According to the control objectives, quantify performance criterion and sta-
bility trade-offs.
2A simple model is always preferred for the purpose of control design
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8. Decide the control law to be applied and design a controller to satisfy the
quantified control requirements.

9. Validate the desired control requirements of the controlled system by simu-
lations. If the controlled system fails to satisfy the requirements, adjust the
requirements or modify the control law.

10. Choose proper hardware and the corresponding software and integrate them
on an experimental benchmark.

11. Design experiments and perform system identification. Update the model if
necessary.

12. Implement the obtained controller. Perform experiment and necessary mea-
surements to evaluate the actual performance on the real-life system.

13. Repeat some of the above steps if the actual performance does not meet the
control objectives.

In design process, depending on the circumstances, it is possible to follow dif-
ferent steps from the above scenario. However in any case, a reliable simplified
mathematical model is first needed. Various modeling and model reduction tech-
niques could be applied. Model updating is also necessary if the model does not
have enough accuracy. Then, according to the control objectives, we need to
quantify the requirements, choose the type of actuators and sensors and decide
their positions. At last, apply proper control law and design a controller that
satisfies specified performance criterion and stability trade-offs. Simulations and
experiments are necessary to validate the obtained controller.

For the modeling part, a lot of researches concerning the modeling of piezoelectric
materials incorporated into flexible structure apply the Finite Element Modeling
(FEM) and the System Identification [45–51]. FEM is based on the principles
of mechanics and physical laws and gives partial differential equations whose
parameters possess actual physical sens. However, such equations will have a
large number of DOF and dimensions. There exist various model reduction
methods allowing us to reduce such finite element models for example the Modal
Displacement Method [27], the Krylov Subspace Method [52], the Rayleigh–Ritz
method [53], etc. On the contrary, System Identification ignores the mechanics
and physical laws and builds the model in the perspective of systems and control.
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It performs data matching and directly obtain the transfer function (or state-
space representation) that reflects the input-output behavior of the structure.
There also exist methods to reduce such models as discussed in [54]. In addition,
It is also possible to combine these two modeling techniques as it is concerned in
this research.

For the control part, there exists a lot of control laws applied under various cir-
cumstances and aimed at controlling different types of systems. For example
the feedforward or feedback control employed for systems that are linear or non-
linear, time-invariant or time-variant. To be specific, the smart structure studied
in this research is considered as a Linear Time Invariant (LTI) system and we
focus on the feedback control law for such LTI structures. In the literature on
active vibration control for LTI systems, methods have first been developed to
design Single Input Single Output (SISO) controllers to control one resonant
mode with a collocated actuator-sensor pair. Such methods include PID control
[55–57], Velocity Feedback control [9, 16, 58–60], Acceleration feedback control
[13, 61, 62], Positive Position Feedback (PPF) control [63–66], etc. These meth-
ods have their limitations. First, as mentioned, they are only able to control
one resonant mode. To control more modes, one have to design different con-
trollers for each mode and combine them in parallel as discussed in [9, 65]. This
is indeed a solution however with low efficiency and performance. Second, these
methods require collocated actuator-sensor pair which limits the applicability.
Otherwise, the closed-loop stability could not be guaranteed as evidenced in [9].
Third, if too many modes are concerned, one actuator-sensor pair will no longer
be sufficient. A Multi Input Multi Output (MIMO) controller using multiple
actuator-sensor pairs is thus required. There indeed exists modified version of
the above mentioned methods which allows us to design a MIMO controller such
as a modified version of PPF [67, 68]. However, it is not a systematic controller
synthesis method and is not as efficient as the later developed modern control
design methods. Recently, modern control design methods have been increas-
ingly applied in active vibration control of flexible structures which allows us
to design MIMO controllers that control multiple modes. Such methods include
Pole Placement control [69], Linear Quadratic Gaussian/Regulator (LQG/LQR)
[70–75], H2 control [76], H∞ control [77–82], etc. These modern control methods
have the advantage over classical control methods in that they are applicable
to both SISO and MIMO systems and do not require collocated actuator-sensor



Chapter 2 Background March 27, 2019 15

pair. While H∞ control has the advantage over other modern methods in that
it provides satisfactory robustness properties in the presence of parametric and
dynamic uncertainties [32] which are not easy to obtain with Pole Placement,
LQG/LQR or H2 control. The consideration in robustness properties allows us
to avoid the spillover instability [83, 84], which is the most important motivation
of applying H∞ control in this research.

At last, it is important to notice that all these active vibration control methods
are mainly applied to reduce the global vibration of a flexible structure with re-
spect to an excitation over a relatively small frequency band (control one mode
with SISO controller or control a few modes with MIMO controller). To the best
of our knowledge, this research is the first one proposing a technique that allows
to particularly reduce the vibration in a specific zone where there is no actuator
or sensor and with respect to an excitation covering a large frequency band (con-
taining as many as eleven modes). How to adapt H∞ control to such objectives
is thus a big challenge which constitutes the main scientific contribution of this
work.

2.3 Distributed control of flexible structures

For the active vibration control problem, the general objective will always be
controlling as many modes as possible with the best performance. Such objec-
tive could be achieved by giving smart structures more actuation and sensing
capabilities which requires the use of more actuators and sensors. However, in
the presence of a large number of actuators and sensors, designing a centralized
controller will require high computational cost and high level of physical connec-
tivity. An alternative way is to design distributed controllers which is referred
to as the distributed control. Distributed controllers work in a different way
from centralized controllers in that one controller only reacts with a local part
of the structure, for example connects with a few number of actuators and sen-
sors that are close to each other which forms a local control unit. Several such
controllers working together to achieve a global control effect. For this purpose,
the smart structure will be spatially discretized and thus can be considered as
a spatially interconnected system (or spatially distributed system) [85]. Each
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subsystem will have actuation and sensing capabilities which allow it to be con-
nected with a distributed controller. Moreover, neighbor controllers will change
information between each other which helps them to achieve global control ob-
jectives. Fig. 2.1 [85] shows the architecture of such spatially distributed control
system where G denotes the interconnected subsystems of the smart structure
and K the distributed controllers. There also exists a similar control architecture
which is the so-called decentralized control [86] where different controllers do not
communicate with each other. However, it has been proven on an actuated beam
in [85, 87] that the distributed control can achieve better performance than the
decentralized control.

Figure 2.1: Architecture of a spatially distributed control system

In order to control such spatially interconnected system, methods have been de-
veloped in the recent few years to design distributed controllers. Raffaello and
Geir [88] propose a state-space framework to design distributed controllers for
systems with highly structured interconnection topology. Analysis and synthesis
conditions are formulated in terms of Linear Matrix Inequality (LMI). Applica-
tions of this framework can be found in [85, 89–91]. In particular, this framework
assumes that the interconnected architecture is spatially invariant. However,
such architecture is typically not given in real-life applications where the archi-
tecture could be spatially variant as it will be concerned in this research. Thus,
extended methods are developed for spatially variant systems [92–94] or hetero-
geneous systems [95–97]. To obtain the model of the spatially interconnected
system, multiple techniques are available such as the Distributed identification
[98, 99], the FEM [90], the combination of Distributed identification and FEM
[100], etc.
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2.4 Summary

This chapter gives an extensive literature review on active vibration control of
smart structures. The review includes the employment of smart materials on
flexible structures for the purpose of active vibration control, the modeling and
control methods (centralized) as well as the typical scenario of the controller
design process, and the overview of the distributed control. The focus of this
review is on the centralized control.



Chapter 3

System description

This section will give a detailed introduction of the experimental setup and the
control objectives. We will also explain the physical connections between the
setup and the to-be-designed controller which will, in the sequel, be taken into
account in the modeling part and the controller design process.

3.1 Experimental setup

The concerned system is a flexible structure with smart materials, the so-called
smart structure. The used smart materials here are piezoelectric patches that
will be used as sensors and actuators. The actuators generate certain efforts to
counteract with the structural vibration in order to reduce it, which is considered
as the active vibration control. In this dissertation, attention is focused on a
particular situation where the vibration must be rejected in a specific location of
the structure where smart materials cannot be placed. We thus aim at reducing
the vibration in a specific zone by only using the measurements in other zones
with a centralized or a distributed controller.

To reproduce the problem described above, the following experimental setup
(beam-piezo system) is considered, see Fig. 3.1. It is made of a long thin alu-
minum beam with a number of piezoelectric transducers (PZT) and under the
excitation of an electrodynamical shaker at the right end.

18
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Figure 3.1: Setup pictures: a general view (top left), the shaker (top
right), central zone and PZT locations (bottom left), PZT pairs (bottom
right)

Fig. 3.2 is the schematic diagram of the setup on flat and top view which presents
more details. The beam is hung on a solid shelf which creates a free-free boundary
condition and which limits the displacement in y direction. Two times 10 pairs of
PZT patches cover two zones L3 around the central zone of the beam (zone L2).
These PZT are used in pairs which means that two PZT at the same location but
on different sides of the beam are used together as one actuator (or sensor) in
order to generate reversed force on two sides of the beam which gives a balanced
control torque. For this purpose, the polarization of the two PZT as a pair must
be towards the same direction as shown in Fig. 3.3 such that when a voltage is
applied, the PZT on top and bottom of the beam deform in opposite directions
which creates a balanced torque. There are in total 20 PZT pairs numbered
from 1 to 20 (10 pairs on each side of the central zone). The excitation is a force
disturbance applied by an electrodynamical shaker (top right figure in Fig. 3.1)
along z-axis at the right end of the beam and the excitation point is in the middle
of its height (h). This means that the disturbance will mainly excite the bending
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Figure 3.2: Schematic diagram of the setup: flat view (top); top view
(bottom)

of x−y plane which results in lateral displacement in z-axis. In addition, because
of the high long-width ratio and the free-free boundary condition, Euler-Bernoulli
assumptions [101] can be used where shear stress and rotational inertia can be
neglected. This assumption will be considered in the modeling of the beam-piezo
system as detailed in Chapter 4. This also corresponds to the way that the
PZT pairs are pasted which makes the bending moment the most effective to be
captured. The dimensions and the material parameters are listed in Table 3.1.

Figure 3.3: PZT polarization and the resulting balanced control torque
under voltage load
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Table 3.1: Setup dimensions and parameters

Property Value
Beam density (Aluminum), ρ 2720 kg/m3

Beam total length, L 2.5m
Beam ends, L1 0.45m
Beam center, L2 0.42m
Beam middle with PZT, L3 0.59m
Beam hight, h 0.053m
Beam thickness, Le 0.003m
PZT material type FerroPerm Pz26
PZT dimensions 0.05m× 0.05m× 0.0005m
Distance between PZT 0.01m
Maximum voltage for PZT (guideline) 200V AC/mm
Cross-section area of beam, AS 159mm2

Young’s modulus (Aluminum), Yang 69GPa

3.2 Control objectives and considerations

The general objective is to use the smart materials as actuators and sensors
to particularly reduce the vibration at a specific zone of a flexible structure
by only using the measurements in other zones, which can be interpreted as
to tackle unmeasured performance variables (see e.g. [102] for an example in
another context). As to our experimental setup (Fig. 3.1), we aim at designing a
feedback controller (centralized or distributed) that allows to significantly reject
the vibration energy from the central zone (the part with length L2 shown in
Fig. 3.2) when the beam is subject to an external force disturbance at one end
of the beam.

The disturbance is applied along z-axis and thus only the vibration in z-axis
is of interest. As to the frequency band of the disturbance, if we forget the
complexity of the feedback controller, the ideal goal is of course to reject a dis-
turbance with a power spectrum density (PSD) which covers the largest possible
frequency band, in other words, to control as many vibration modes as possible.
However, the general control ability and the maximum possible performance will
necessarily depend on the sensitivity of the actuator, which means that we can
only effectively control the modes within the working range (sensitive range) of
the actuator. In our case, the used piezoelectric material is Pz26 (see, Table 3.1)
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which has a very large working range. The force disturbance applied by the elec-
trodynamical shaker is chosen to have high PSD in (600, 3000)1 rad/s which is
within the working range of the PZT. This bandwidth covers 11 vibration modes2

and the modes outside this bandwidth will thus not be controlled. Consequently,
the disturbance is chosen to have large PSD in (600, 3000) rad/s. To the best of
our knowledge, this dissertation is the first one proposing a technique that aims
to significantly reduce a vibration covering a frequency band with as many as 11
modes in a specific zone free of actuating and sensing transducers.

As to the controller design, the challenging objective of controlling such many
modes requires the use of modern multi-variable control design methods. The
first reason for this is that modern control design methods allow us to tackle
unmeasured performance variables such as the vibration in the central zone where
there is no sensor. Second, as it will be discussed in Section 3.3, in order to
successfully control the 11 modes in (600, 3000) rad/s, at least two sensors and
two actuators are necessary for a centralized controller. We thus have to design
a multi-variable (MIMO) controller. As for distributed control, all the 20 PZT
pairs should be used which requires even more complex control design methods.

Some other considerations must also be taken into account. First, in order to
guarantee the designed control effect on the actual setup, an accurate model is
of crucial importance, especially for active vibration control. There are ways to
build the theoretical model knowing the values of the physical parameters and
geometry of the materials (i.e. Table 3.1). However, there are always errors
and it will be further illustrated in Section 4.1.6 that the theoretical model is
far from being accurate enough. Therefore, model correction is necessary, for
example, using the identification technique which corrects the model using the
measurement data from the actual setup and yields an updated model which
will have much better accuracy. Second, to ensure a good feasibility of the
implementation, the order of the controller should be relatively low, which implies
that a low-order model containing only the modes in (600, 3000) rad/s should
be used to compute the controller because, as we will see in the sequel, the
identified model will have to contain modes outside the frequency band of interest
(called the full-order model in the sequel). This introduces a robust stability
requirement that the low-order model based controller must also guarantee the

1About (95, 477) Hz
2Only bending modes in z-axis are considered
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stability when applied on the full-order model. This is also to avoid the so-called
spill-over problem3. Third, the controller should have reasonably high magnitude
in (600, 3000) rad/s to ensure a high vibration reduction rate while relatively low
magnitude outside (600, 3000) rad/s to limit energy consumption. For the same
reason, we should also take care that sensor/measurement noise (usually located
at high frequencies) has limited effect on the control output.

3.3 Centralized controller implementation

The designed controller will be a centralized controller (a model-based feedback
controller) which collects together all the measurements (sensing voltage) from
the PZT pairs used as sensors and then computes control signals (actuation volt-
age) for all the PZT pairs used as actuators. Thus, the more PZT pairs we use,
the more complex the controller will be, which increases computational burden
and energy consumption of the control board. Thus, we need a minimum number
of PZT pairs to obtain a maximum accessible performance. Considering the large
bandwidth of the disturbance (i.e. (600, 3000) rad/s), we show in Appendix A
that we need at least two sensors and two actuators (a SISO controller is there-
fore not sufficient). In Appendix A, we also show that an appropriate choice for
these two actuators and these two sensors is to select the 10th and 16th PZT pairs
as actuators, the 5th and 11th PZT pairs as sensors (see Fig. 3.4 for the location
of these PZT pairs).

The type of all the control devices are listed in Table 3.2 and their functions
are detailed as follows. The designed controller will be implemented in a pro-
grammable digital control board which should be able to simulate the input-
output behavior of transfer functions. Like all the other digital signal processors,
this control board is equipped with ADC/DAC card in each input/output chan-
nel for sampling/constructing the actual input/output signal. However, it is not
equipped with internal anti-aliasing filters. Therefore, extra anti-aliasing filters
are necessarily used to sample the outputs of the PZT sensors and the filtered
voltage signals are collected by the control board through its own ADC cards.
The force disturbance is applied by an electrodynamical shaker which needs an

3Instability problem due to the effect of actuation to the unmodeled dynamics of the struc-
ture [17]
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Figure 3.4: Actuators and sensors in the application

input signal as a reference to characterize the bandwidth and the magnitude of
the output force. As to the actuation, the DAC cards of the control board do
not have enough output power and thus power amplifiers are used to take con-
trol signals from the control board and then send power to the actuators. In
general, the control system can be illustrated by Fig. 3.5 where f represents the
disturbance force applied by the shaker and where the (digital) control board
takes as input the sensor voltages Vs of the 5th and the 11th PZT pairs (that have
been sampled after passing through anti-aliasing filters) and delivers as output
the voltages Va to be applied at the 10th and the 16th PZT pairs (through power
amplifiers). These (amplified) voltages Va on the PZT actuators will induce a
force whose effect is to counteract the structural vibration (especially) in the
central zone.

Table 3.2: List of the control devices

Control device Hardware type
Digital control board DSpace DS1104
Anti-aliasing filter Nexus Conditioning Amplifier Type 2692
Power amplifier PCB 790 Series Power Amplifier
Electrodynamical shaker DP V4
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Figure 3.5: Block diagram of the controlled system

3.4 Methodology overview for centralized con-
troller design

In order to design a centralized controller that achieve the control objectives
described in Section 3.2 with a performance well guaranteed when applied on
the actual setup, we propose the following methodology (based on H∞ control
and all other modern control design techniques).

Fig. 3.6 gives a general overview of this methodology and each step will be
detailed in the following chapters. First, the theoretical model of the beam-
piezo system is derived using the commercial software COMSOL which performs
Finite Element Analysis and modal decomposition to a virtual 3D beam model.
Only a finite number of vibration modes (chosen by the user) can be tackled.
This results in a state-space model that is only valid up to a certain frequency
band (corresponds to the user-chosen maximum vibration mode) which is here
chosen slightly larger than the maximal frequency of the disturbance i.e. 3000
rad/s. In this state-space model, the output vector is not only made up of the
voltages at the PZT pairs selected as sensors, but also of the (vibration) velocities
at a number of locations in the central zone. An expression for the vibration
energy in the central zone can indeed be derived from these velocities. Then, the
model parameters, for which COMSOL gives a rough initial estimate, are tuned
using grey-box identification in order to obtain a model with better accuracy4,
yielding the so-called full-order model of the system. The effect of all the control
devices is also considered in the identification process. This (full-order) model
covers a frequency band that is larger than the frequency band of interest (i.e.

4A grey-box identification approach is here preferred over a black-box approach to keep the
model order low.
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Figure 3.6: Overall design methodology

(600, 3000) rad/s). A model reduction method is therefore proposed and applied
to obtain a reduced-order model that is close to the full-order model in the
frequency band of interest. The reduced-order model is then used to design the
controller using an H∞ control design procedure. This control design procedure
aims at minimizing the vibration energy in the central zone while keeping the
control efforts in acceptable proportion and ensuring that the designed controller
will stabilize the full-order model. This last objective is tackled by considering
the difference between the full-order model and the reduced-order model as an
uncertainty. Finally, for the ease of implementation, the obtained controller
is reduced without impacting the stability or degrading the performance. We
validate the proposed approach by simulation and by implementing the designed
controller on the real setup.

Chapter 4 will introduce the modeling of the to-be-controlled system, where
we will explain how to obtain an accurate full-order model and a high quality
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reduced-order model with well defined expression of the central energy. Chap-
ter 5 will present how to obtain a simple centralized controller satisfying all the
control objectives using H∞ control and reduction method. The simulation and
experimental results are also introduced.

3.5 Overview of modeling for distributed con-
trol

For distributed control, we try to design several individual feedback controllers
that locally react with the structure in order to achieve a global behavior. The
desired global behavior is exactly our main objective, which is to particularly
reduce the vibration in the central zone free of PZT pairs. For the implemen-
tation, each controller will only connect a small number of PZT pairs that are
very closely located. As a result, we will consider a section of the beam with
two neighbor PZT pairs as a to-be-controlled subsystem (one actuator and one
sensor) which will be connected with a distributed controller as a local feedback
control unit. In this dissertation, we will introduce the modeling method which
allows us to deduce the state-space model of LTI subsystems such that the struc-
ture (beam with PZT pairs) can be considered as their interconnection, which
will be called the distributed model. In particular, some of the subsystems will
have actuation and sensing capabilities and will be connected with controllers
forming a control unit. Other subsystems without actuation and sensing capa-
bilities will only contribute to the global dynamics of the beam, for example the
velocities of the points in the central zone which are also necessary for computing
the vibration energy. Considering that the setup is a long thin beam, we will dis-
cretize the beam into sections along its length and will obtain several subsystems
such that one subsystem only communicates with its left and right neighbours.
Moreover, there should be no algebraic relations between the states of neighbour
subsystems which is very important for distributed controller synthesis.

In the modeling part, we will first spatially discretize the structure according
to the position of PZT pairs into different types of cells (cells with and without
PZT pairs). The governing equation of each type of cell can be deduced using
COMSOL and then be simplified by keeping the least number of DOF. Using
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these governing equations, we perform local assembly and then deduce the state-
space model of subsystems. It is important to note that in order to avoid algebraic
relations, one subsystem and one cell will not be identical. Finally, to verify this
method, the distributed model (interconnection of subsystems) and the model
built for centralized control (before identification) should have the same global
responses. The identification of the distributed model and the controller synthesis
are the future works and will not be tackled in this dissertation.

3.6 Summary

This chapter gives a detailed picture of the experimental setup. The dimension
of the beam and the piezoelectric material chosen for actuating and sensing as
well as all the control devices are listed. The basic operating principle of the
piezoelectric patches is also explained. We consider an excitation in a large
frequency band that contains 11 vibration modes. The main control objective is
to use these piezoelectric patches as actuators and sensors, compute a feedback
controller that reduces the vibration energy in the central part of the structure
free of actuating and sensing transducers. Other considerations are also taken
into account for example the energy consumption of the controller, the ability
of tolerating a certain level of measurement noise, avoiding spill-over problem
(guarantee the robust stability), etc. In order to effectively control all the modes
in the frequency band of interest, we carefully choose two PZT pairs as actuators
and another two PZT pairs as sensors which requires a MIMO controller of 2×2.
The design process for a centralized controller is generally explained as a guide
for the discussion of the following chapters. We also point out that we will finally
turn to distributed control with the same objective and we will introduce in this
work our method for building interconnected LTI subsystems used for distributed
controller design.



Chapter 4

Modeling for centralized control

In this chapter, we will build a state-space model of the beam-piezo system.
The so-called beam-piezo system model is the model of the setup with the force
disturbance f , the actuation voltage vector Va as inputs and the sensing voltage
vector Vs as output as illustrated in Fig. 3.5. Additionally, we will also construct
another to-be-controlled output vector with which we can deduce an expression
of the vibration energy in the central zone. Moreover, for model based controller
design, we assume that the effects of the actual control devices in the control
loop (i.e. the power amplifiers that provides Va, the anti-aliasing filters used to
sample Vs and the DAC/ADC card in each channel of the digital control board)
can be considered as constant gain, phase shift and time delay. As we will see in
the sequel, this phase shift will also be approximated by a pure time delay.

For the modeling of the beam-piezo system, we first perform Finite Element
Modeling using COMSOL which gives us a global governing equation of the
beam-piezo system with its parameters computed by COMSOL. The governing
equation is then transformed into a state-space model (initial model). This model
is actually a truncated model which ignores the dynamics at higher frequencies.
To validate this model, we compare its frequency response with the response
measured from the actual setup and find that this initial model is not accurate
enough. Thus, model improvement using grey-box identification technique is
performed to correct some of the model parameters. In this procedure, the effects
of the actual control devices in the control loop are also taken into account in
order to fit as much as possible the model with the actual setup. As to the
controller design, the complexity of an H∞ controller will always be larger than

29
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the to-be-controlled model (it depends on the choice of the weighting functions).
Thus, in order to obtain a simpler controller, the model should also be as simple as
possible. However, the model deduced with COMSOL will contain the modes at
lower frequencies that are outside of the frequency band of interest which should
also be neglected. For this purpose, a model reduction method is proposed to
further simplify the state-space model deduced from COMSOL by eliminating
all the modes that are out of interest. The controller design will be based on the
reduced-order state-space model.

4.1 State-space modeling of beam-piezo system

In this section, we will deduce a theoretical model of the beam-piezo system
based on the Euler-Bernoulli assumptions, see the discussion in Section 3.1. In
addition, the free-free boundary condition means that there will be no bending
moments or shear forces at both ends of the beam. Note finally that the vibration
is generated by a force disturbance applied at one end of the beam as shown in
Fig. 3.2. Based on these assumptions and observations, finite element modeling is
performed and leads to a coupling equation (or governing equation) that describes
the beam dynamics and the electromechanical coupling between the beam and
the PZT [75, 103]. However, the dimension of this governing equation is too large
and it takes the displacement vector as the variable which contains an infinite
number of modes. Knowing that we only choose to control a certain number
of modes, we then apply Modal Displacement Method which decomposes the
governing equation according to modes so that we can ignore (truncate) most
of the modes that are out of interest. This leads to a much simpler governing
equation which takes the modal coordinate as variable and which allows us to
control the chosen modes. The commercial software COMSOL (a finite element
analysis, solver and simulation software) allows us to derive an expression of the
governing equation reflecting the first several number (user-chosen) of modes.
In our case, the resonance frequency of the maximum number of mode have
to be larger than the maximum frequency of the disturbance (i.e. 3000 rad/s)
while higher modes are truncated. The error introduced by the truncation is
eliminated by performing Static correction. Damping effect has also to be added
because we do not include damping effect in COMSOL. The dynamic (differential
equation) of the measurement circuit (the electric circuit used to measure the
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sensing voltage on the PZT pair) is also considered. For the purpose of reducing
the vibration energy in the central zone (central energy), we deduce a computable
expression of the central energy out of the velocities at a number of points in
the central zone. The model of the beam-piezo system is finally built in form of
state-space representation for the purpose of controller design.

4.1.1 Governing equation deduced with COMSOL

4.1.1.1 Finite Element Modeling

COMSOL performs a finite element modeling of the structure and discretizes it
into multiple sections based on a standard 3D elements. In this way, we are able
to consider the coupling between the beam and the piezoelectric patches. Each
element contains multiple degrees of freedom (e.g. the displacements along x,
y and z axis, etc). However, we only focuses on the displacement along z axis.
The displacements along x and y axis are thus removed because they are not
excited or coupled with those along z axis. Denote z(x, t) the displacement field
along z axis with x the position and t the time, the governing equation is given
as follows1

M̃ 0
0 0

z̈(x, t)
V̈ (t)

+
 K̃ Ẽ

−ẼT R

 z(x, t)
V (t)

 =
F̃ · f(t)
Q(t)

 , (4.1)

where M̃ ∈ RNe×Ne the mass matrix with Ne the number of nodes created by Fi-
nite Element Analysis, K̃ ∈ RNe×Ne the stiffness matrix, R = diag(r1, r2, · · · , rNp)
the capacitance matrix with ri the capacitance of the ith PZT pair and Np the
total number of the PZT pairs2, F̃ ∈ RNe the force vector and Ẽ ∈ RNe×Np

the matrix representing the electro-mechanical coupling between the beam and
the PZT. The scalar f(t) represents the force disturbance applied by the shaker.
The vector V (t) = [v1(t), · · · , vNp(t)]T and Q(t) = [q1(t), · · · , qNp(t)]T represent
respectively the voltage and the charge on all the PZT pairs on the beam.

1Details for the derivation of the governing equation can be found in [75, 103].
2In our case, the PZT pairs are numbered from 1 to 20, see Fig. 3.2, and thus Np = 20
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For the displacement filed z(x, t), according to the modal superposition principle,
we use the modal coordinate η̃(t) and the shape function ϕ̃(x) to describe z(x, t)
as follows:

z(x, t) =
∞∑
j=1

ϕj(x) · ηj(t) = ϕ̃(x) · η̃(t), (4.2)

where η̃(t) = [η1(t), · · · , η∞(t)]T and ϕ̃(x) = [ϕ1(x), · · · , ϕ∞(x)] with ηj(t) and
ϕj respectively the modal coordinate and the mode shape of the jth vibration
mode. ϕj is the solution of the eigenvalue problem with the following form (when
V = 0):

K̃ϕj = ω2
j M̃ϕj,

where ωj is the natural frequency of the jth mode.

Eq. (4.1) has two disadvantages for control objective. First, it has a huge di-
mension as we obtain a large number of nodes from Finite Element Analysis3,
i.e. very large Ne. A complex model will lead to a complex controller while we
need to find a simple controller. Second, the displacement z(x, t) is considered
as the sum of a large number of modes which means that the information of the
modes is hidden implicitly in z(x, t). As only a chosen number of modes over a
specified frequency band will be controlled, it will be better if the information of
modes can be explicitly presented in the governing equation. For these purposes,
we here introduce the Modal Displacement Method which allows us to explicitly
present the modes and also to reduce the dimension of the governing equation.

4.1.1.2 Modal decomposition and truncation — Modal Displacement
Method

As explained above, there are two benefits of applying the Modal Displacement
Method [27]. First, Eq. (4.1) can be transformed into a form where the informa-
tion of modes is explicitly presented. Second, it allows us to strongly simplify the

3The mesh used in Finite Element Analysis should be fine enough to avoid convergence
problem. Fine mesh implies a large number of nodes which leads to an equation of large
dimension
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governing equation. These are achieved by truncating the displacement z(x, t):
only keeping the lower order modes while neglecting the higher order mode4.

We should first choose, according to the control objective, the maximum number
of modes that needs to be kept5, denoted N . Then, the displacement z(x, t) is
truncated from mode N , which implies the following approximation:

z(x, t) ≈
N∑
j=1

ϕj(x) · ηj(t) = ϕ(x) · η(t), (4.3)

where η(t) = [η1(t), · · · , ηN(t)]T and ϕ(x) = [ϕ1(x), · · · , ϕN(x)]. Replacing the
z(x, t) in Eq. (4.1) by Eq. (4.3), we thus obtain a simpler truncated governing
equation:

Mmode 0
0 0

 η̈(t)
V̈ (t)

+
Kmode E

−ET R

η(t)
V (t)

 =
F · f(t)
Q(t)

 , (4.4)

where

Mmode = ϕTM̃ϕ = diag(m1, · · · ,mN),
Kmode = ϕT K̃ϕ = diag(k1, · · · , kN),

E = ϕT Ẽ, F = ϕT F̃ .

Usually, we consider a normalized truncated model (Eq. (4.4)) where mi = 1 for
i = 1 · · · , N , i.e. Mmode = I (identity), and ki will be the resonance frequency of
the ith mode, denoted ωi for i = 1, · · · , N , i.e. Kmode = diag(ω2

1, · · · , ω2
N).

Eq. (4.4) has the modal coordinate η(t) as variable and the dimension depends on
the choice of the maximum mode N , much smaller than Ne which is the number
of nodes.

Remark. The above steps will keep all the modes at lower frequencies6. How-
ever, in our case, the modes below 600 rad/s are out of interest (see Section 3.2)

4The structural vibration is always dominated by the modes of lower order
5This is necessary because only a finite number of modes can be numerically solved
6Indeed, we can also truncate the lower frequency modes. Consequently, we have to correct

the model to take into consideration this low frequency truncation. This will make the modeling
procedure more complicated.
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which can be neglected. Further reduction should thus be made. For this purpose,
we propose the multi-variable model reduction method, see Section 4.3.

COMSOL is a very powerful numerical solver that allows us to perform the Finite
Element Analysis and compute an expression of governing equations. It not only
allows us to compute the parameters in Eq. (4.1) (i.e. M̃ , K̃, Ẽ, F̃ ) which are the
direct results of Finite Element Analysis, but is also capable of integrating the
Modal Displacement Method (with a user chosen maximum mode N) and gives
directly the parameters in Eq. (4.4) (i.e. normalized Mmode, Kmode, E and F ) as
well as the corresponding mode shape ϕ(x) relating to the modal coordinate η(t)
for all position x. The capacitance matrix R can be directly measured from the
setup or obtained from the model. However, it is then corrected to compensate
the error introduced by this modal truncation as explained below.

4.1.1.3 Piezoelectric capacitance correction — Static correction

It should be noticed that the truncation will inevitably introduce static reduction
error [104] into the system, which should be considered. For this purpose, we
perform Static correction [28]. The ideal is that we try to modify the capacitance
matrix R such that when the system is free from external constraints, i.e. f(t) =
0, the charge generated by a constant voltage, e.g. V (t) = 1, of the finite element
model (Eq. (4.1)) and the truncated model (Eq. (4.4)) are the same. As the
excitation voltage stays constant, there will be no dynamic deformation, which
means that the derivative term in the governing equation is neglected. Thus, the
finite element model gives:

 K̃ Ẽ

−ẼT R

z(x, t)
V (t)

 =
F̃ · f(t)
Q(t)

 , (4.5)

and the truncated model gives:

Kmode E

−ET Rc

η(t)
V (t)

 =
F · f(t)
Q(t)

 , (4.6)
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where Rc is the unknown to-be-corrected capacitance matrix. With f(t) = 0 and
V (t) = 1, we thus have two expression of the charge Q(t) which should be equal.
Thus, Rc is given by:

Rc = diag(ẼT K̃−1Ẽ +R− ETK−1
modeE), (4.7)

where diag(·) means to keep the diagonal terms of a matrix while set all the
other terms to zero. As we ignore the capacitance factor between different PZT
pairs, Rc should thus be kept diagonal.

4.1.2 Damping effect

Here we add viscous damping into the governing equation as it was not intro-
duced in COMSOL. The viscous damping corresponds to the first-order derivative
term of dynamic equations. Thus, the governing equation of the beam-piezo sys-
tem that contains the damping effect should be as follow (normalized governing
equation after modal decomposition with corrected capacitance matrix):

I 0
0 0

  η̈(t)
V̈ (t)

+
Xmode 0

0 0

 η̇(t)
V̇ (t)

+
Kmode E

−ET Rc

η(t)
V (t)

 =
F · f(t)
Q(t)

 , (4.8)

where Xmode denotes the damping term. There are several models for Xmode. In
order to keep the model as simple as possible, we choose the Rayleigh Damping
model [105] that defines Xmode as:

Xmode = κaI + κsKmode, (4.9)

where κa and κs are two damping constants. As we will see in the sequel, such a
simple model will indeed be sufficient to represent the dynamics of the system7.

7There exist more general methods such as a modal damping model where each mode has
a single damping parameter. However, the model contains many modes. Using this general
damping model will increase its complexity, especially for the model correction step.
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4.1.3 Measurement circuit

Some PZT pairs will be chosen as sensors whose voltages will be measured by the
controller and used to compute control signals. Physically, these sensing voltages
are measured through a measurement circuit, see Fig. 4.1, where one PZT sensor
is equivalent to the parallel connection of a charge generator and a capacitance.
The controller, with internal resistance 1/Y , will connect the sensor and thus
form a closed-loop electric circuit. The voltage of the PZT sensor equals to the
voltage applied on the internal resistance which is measured through a voltmeter
inside the controller. According to Ohm’s law, we have:

Figure 4.1: Measurement circuit

− YsVs(t) = Q̇s, (4.10)

where Vs(t) and Qs(t) denote the voltage and charge vector of the PZT sensors.
The diagonal matrix Ys = Y · INs is the impedance matrix of the controller
where the scalar Y is the internal impedance8 in each channel of the controller
(supposed to be equal for different channels), Ns the total number of the chosen
PZT sensors and INs identity with dimension Ns ×Ns.

8The impedance is the inverse of the resistance. Normally, the internal resistance of a digital
signal processor is between 100k Ohms and 1 MOhm
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4.1.4 Determination of the central energy

For the purpose of reducing the vibration energy (we only consider the kinetic
energy) in the central zone, it is important to deduce an expression of the central
energy using the variables of the above governing equation such that it can be
constructed as an output of the state-space model. The kinetic central energy,
denoted Ecent(t), at time t is given by:

Ecent(t) = 1
2ρAS

∫ x2

x1
ν(x, t)2 dx (4.11)

where the interval (x1, x2) represents the location of the central zone, ρ the beam
density, AS the cross-section area. ν(x, t) is the vibration velocity for any location
on the beam (thus also in the central zone) and using Eq. (4.3), we have:

ν(x, t) = ż(x, t) ≈ ϕ(x) · η̇(t). (4.12)

If we assume a steady-state situation, the average central energy over time is
given by:

Ecent = 1
2ρAS lim

T→∞

1
T

∫ T

0

(∫ L2

L1
ν(x, t)2 dx

)
dt (4.13)

Numerically, we will approximate the above integration of ν(x, t) over an area by
the sum of velocity square at several chosen locations (nodes) xi (i = 1, · · · , Nz)
equally distributed in the central zone of the beam:

∫ L2

L1
ν(x, t)2dx ≈ νnode(t)T · νnode(t) ·∆x, (4.14)

where ∆x denotes the distance between two nodes and νnode(t) the velocity vector
of the chosen nodes with:

νnode(t) = [νnode1(t), νnode2(t), · · · , νnodeNz
(t)]T ,

νnodei
= ϕnodei

· η̇(t) = ϕ(xi) · η̇(t).
(4.15)
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By ignoring the scalar 1
2ρAS in Eq. (4.13), we define the so-called average pro-

portional central energy Ep
cent as follow:

Ep
cent = lim

T→∞

1
T

∫ T

0
νnode(t)T · νnode(t) · dt (4.16)

It is clear that Ecent and Ep
cent are (approximately) proportional. Thus, we can

also conclude that reducing Ep
cent implies reducing Ecent. Moreover, if we define

the PSD of the disturbance f as |Lf (jω)|2 with a transfer function Lf (s), we can
use Parseval’s theorem to give the following computable expression of Ep

cent:

Ep
cent = 1

2π

∫ +∞

−∞
H∗(jω)H(jω)|Lf (jω)|2 dω

=
∥∥∥H(s)Lf (s)

∥∥∥2

2

(4.17)

where H(s) is the vector of transfer functions relating the force f and the vector
νnode.

It should be noted that the controller is computed using H∞ control. It is thus
the H∞ norm of H(s)Lf (s), ||HLf ||∞, that is directly minimized. However, for
our particular system, the reduction of ||HLf ||∞ norm also leads to the reduction
of ||HLf ||2. The main reason that we use H∞ control is that it allows us to apply
the Small Gain Theory in order to guarantee the robust stability which is to avoid
the so-called spill-over problem. These considerations will be discussed later in
Section 5.

4.1.5 State-space representation

Using the above equations, we can deduce the state-space representation of the
beam-piezo system. Regrouping Eq. (4.8), Eq. (4.9), Eq. (4.10) and Eq. (4.15), we
obtain a state-space model having disturbance force f(t) and actuation voltage
vector Va(t) (with dimension Na) as inputs, sensing voltage vector Vs(t) and
velocity vector νnode(t) as outputs and x(t) = [η(t), η̇(t), Vs(t)]T as state vector:
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
ẋ(t) = A · x(t) +Bf · f(t) +Ba · Va(t)

νnode(t) = Ce · x(t)

Vs(t) = Cs · x(t)

(4.18)

with

A =


0 I 0

−Kmode −κaI − κsKmode −Es
0 R−1

s · ET
s −R−1

s · Ys

 , Ba =


0
−Ea

0

 , Bf =


0
F

0


Cs =

[
0 0 I

]
, Ce = ϕnode ·

[
0 I 0

]
, ϕnode = [ϕTnode1 , ϕ

T
node2 , · · · , ϕ

T
nodeNz

]T

where Es and Ea are two matrices (representing the electro-mechanical coupling
between the piezo and the beam) respectively composed of the columns of the
matrix E (see Eq. (4.8)) that correspond to Vs and Va, Rs the capacitance matrix
(diagonal) composed of the elements in Rc that relates to Vs.

For further reference, let us introduce the notation Gfull(s) for the transfer func-
tion matrix relating the inputs and outputs of the above model:

νnode(s)
Vs(s)

 = Gfull(s)

 f(s)

Va(s)

 =

 Gfull
f→νnode

Gfull
Va→νnode

Gfull
f→Vs

Gfull
Va→Vs


 f(s)

Va(s)

 (4.19)

An expression for Gfull(s) can easily be derived by applying the Laplace trans-
form on the state-space model (4.18).

As discussed in Section 4.1.4, the central energy is computable using the ve-
locity vector νnode, see Eq. (4.17). In the open-loop situation, H(s) is equal to
Gfull
f→νnode

(s). In the closed-loop situation i.e. when the controller K(s) is active,
H(s) is then equal to the closed-loop transfer vector between f and νnode that
will be denoted as T fullf→νnode

(s). This closed-loop transfer vector can be easily



40 March 27, 2019 Chapter 4 Modeling for centralized control

determined by adding the relation9 Va(s) = K(s)Vs(s) to Eq. (4.19), yielding:
νnode(s) = T fullf→νnode

(s)f(s).

It is important to note that COMSOL provides us with a first estimate for all
parameters10 in the state-space model (4.18). In Section 4.2, we will nevertheless
show that the values of some of these parameters will have to be refined using
data collected on the system for the model described by the above equations to
be a good representation of the actual dynamics of the system.

4.1.6 Application to the experimental setup

Now let us apply the above modeling procedure to the beam-piezo system repre-
senting the experimental setup. According to the control objectives described
in Section 3.2, the frequency band of the considered force disturbance f is
(600, 3000) rad/s where there are 11 modes for our specific structure. Thus,
the maximum mode N is chosen to be 20 because its resonance frequency ω20

is slightly larger than 3000 rad/s. As it has been discussed in Section 3.3, in
order to effectively control these 11 modes with a least number of PZT pairs, we
choose the 10th and 16th PZT pairs as actuators, the 5th and 11th PZT pairs as
sensors. Thus, Va and Vs will respectively pertain to the 10th, 16th PZT pairs
and the 5th, 11th PZT pairs (i.e. Na = Ns = 2). Consequently, the state vector
x in the derived state-space model Gfull(θinit) (see, Eq. (4.18)) is of dimension
42, where θinit denotes the first estimate of its parameters using COMSOL and
classical tests. For the central energy, we choose the dimension of the velocity
vector νnode to be 19 (i.e. Nz = 19).

To validate the state-space model, we compare the frequency response ofGfull(θinit)
and the one of the experimental setup. A very accurate non-parametric estimate
of the latter can be derived using a frequency analyzer (an HP 35652B in our
case). Such a frequency analyzer deduces an estimate of the frequency response
of a SISO transfer function by averaging out the ratio of the cross-spectrum

9Note that, in Section 5, the notation K(s) will in fact be used for the controller before
amplification.

10The first estimates for κa, κs and Ys are in fact not determined by COMSOL, but can
instead be derived using measurement devices (for Ys) and the half-power method [106] (for
κa, κs).



Chapter 4 Modeling for centralized control March 27, 2019 41

between input and output measurements over the auto-spectrum of input mea-
surement. In Fig. 4.2 (where we focus on the dynamics between Va and Vs), we
observe a large discrepancy between this accurate estimate of the frequency re-
sponse of the setup (in blue) and the frequency response of the state-space model
Gfull(θinit) (in yellow). Such a discrepancy is also visible for other dynamics of
the system. From the comparison, we find that COMSOL is indeed able to give
a reasonable first estimate of the parameters for Gfull. However, the accuracy is
far from satisfactory. In order to improve the accuracy of the model parameters,
we introduce Grey-box identification technique, which is detailed in Section 4.2.

Figure 4.2: Comparison of the frequency response from Va to Vs: non-
parametric estimate obtained with the frequency analyzer (blue) and
initial model Gfull

Va→Vs
(θinit) (yellow)

4.2 Model improvement using Grey-box identi-
fication

In Section 4.1, a physical model has been derived for the to-be-controlled system
under the form of the state-space model (4.18) relating the system inputs (the
disturbance force f(t) and the actuator voltage vector Va(t)) and the system
outputs (the sensor vector Vs(t) and the vector νnode(t) containing the velocity
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at a number of points in the central zone). As already mentioned, this physical
model is parameterized by a number of physical parameters (i.e. Kmode, Rs, Ys,
κa, κs, Ea, Es, F and ϕnode) for which a first estimate can be derived using
COMSOL or classical tests. The first estimate is relatively accurate for Ys and
Rs. However, the first estimate is much cruder for Kmode, κa, κs, Ea, Es, F and
ϕnode. According to the discussion in Section 4.1.1.2, for a normalized governing
equation, Kmode = diag(ω2

1, · · · , ω2
N) where ωi is exactly the resonance frequency

of the ith mode, which corresponds to the location of the ith peak in the fre-
quency response (see for example the model response shown in Fig. 4.2). The
discrepancies at peak locations can thus be easily corrected through replacing the
elements of Kmode by the correct value of ωi obtained from the non parametric
estimate using a frequency analyzer (i.e. the benchmark in Fig. 4.2). For the rest
of the parameters (i.e. κa, κs, Ea, Es, F and ϕnode), we will introduce Grey-box
identification which allows us to correct them using the measurement data from
the actual setup.

4.2.1 Grey-box identification theory

Grey-box identification is a data-based optimization algorithm. It allows us to
use discrete-time sampling data to optimize the parameters of a continuous model
with a predefined structure, for example the state-space representation [29]. It
performs iterations based on the measured input and output data to find the
best group of parameters with which the discrete-time output predictions of the
optimized continuous model fit best the measured output with respect to the
same input.

Now we consider a real continuous system Greel(s) and a candidate physical
model Gmod(s, θ) with physic parameters θ. Greel(z) and Gmod(z, θ̂) are their
corresponding discretizations. θ̂ is the estimator composed of all the parameters
to be optimized. The optimization problem is shown in Fig. 4.3.

A certain θ̂ determines a candidate model. y(t) and ymod(t) are respectively the
output of the real system Greel and of the candidate model Gmod with respect to
the same input u(t). Note that u(t) and y(t) must be measurable such that they
can be recorded for computation. The error between y(t) and ymod(t) is:
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Figure 4.3: Grey-box optimization problem

e(t) = y(t)− ymod(t) (4.20)

The optimum solution is defined as θ̂opt that minimizes the average power of the
error e(t):

θ̂opt = argmin
θ̂

1
N

N∑
i=1

e(ti)2

= argmin
θ̂

1
N

N∑
i=1

(y(ti)− ymod(ti))2

= argmin
θ̂

1
N

N∑
i=1

(
y(ti)−Gmod(z, θ̂)u(ti)

)2

(4.21)

Remark. The expression Gmod(z, θ̂)u(ti) is not very rigorous. It is just a way
to represent the output of Gmod(z, θ̂) with respect to u(t) at the instant ti.

Then the optimum solution θopt for Gmod(s, θ) could thus be obtained from trans-
forming Gmode(z, θ̂opt) into a continuous time system. There exist functions in
Matlab that allows us to perform Grey-box identification directly in continuous
time. The optimal solution is computed by iterations so that an initial value
of the to-be-found parameters should be first given. For complex systems, the
optimization criterion is always non-linear in θ. Consequently, a reasonable ini-
tialization is necessary.
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4.2.2 Grey-box optimization of the beam-piezo system
model

Grey-box identification is applied on the state-space model (4.18) to tune κa, κs,
Ea, Es, F and ϕnode, which are gathered in a vector θ. We denote by θinit its first
estimate. The vector θ will be further divided in three terms θT = (θT1 , θT2 , θT3 ):
θ1 contains the scalar parameters κa, κs and the elements of the matrices Ea
and Es, θ2 contains the elements of the vector F and θ3 contains the elements in
the matrix ϕnode. Grey-box identification will be used to obtain a more accurate
estimate of the unknown parameter vector θ, denoted θTid = (θT1,id, θT2,id, θT3,id),
which is initialized by θTinit = (θT1,init, θT2,init, θT3,init). For this purpose, experiments
will be performed on the experimental setup and the corresponding input-output
data will be collected. Due to the particular structure of the physical model
(4.18), three different types of experiments will be performed and this will allow
one to successively deduce accurate estimates for θ1, θ2 and finally θ3. These
separate identification experiments have the advantage to reduce the complexity
of the identification criteria.

Experiment 1.

Let us first notice that, when f is forced to zero, the relation between Va and
Vs is only a function of the parameter vector θ1 (see Eq. (4.18)). An experiment
is performed on the experimental setup with f = 0 and with independent white
noise signals applied to both actuators (i.e. Va). Denote Vs,m1(t = nTs) with
n = 1, 2, · · · , Nd the corresponding output voltages measured at a sampling rate
Ts after the application of an anti-aliasing filter. A more accurate estimate of θ1

can then be deduced by solving the following output error identification criterion:

θ1,id = arg min
θ1

1
Nd

Nd∑
n=1

(
Vs,m1(nTs)− V̂s(nTs, θ1)

)T (
Vs,m1(nTs)− V̂s(nTs, θ1)

)
,

where V̂s(nTs, θ1) is the output voltage Vs(t) predicted by Eq. (4.18) at t = nTs

for an arbitrary value of θ1 and for the input Va(t) applied during the experiment
when f(t) = 0.
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This criterion is of course nonlinear in θ1. Consequently, the determination of
θ1,id requires an appropriate initialization which in our case can be taken equal
to the first estimate of θ1, i.e. θ1,init.

Experiment 2.

Seen from Eq. (4.18), when Va = 0, the relation between f and Vs is function of θ1

and θ2. Since an accurate estimate of θ1 has been determined in the first experi-
ment (i.e. θ1,id), the relation between f and Vs can be reduced to a model which
is only function of θ2. An experiment is therefore performed on the experimental
setup with Va = 0 and with a force disturbance corresponding to a white noise
signal. Denote Vs,m2(t = nTs) with n = 1, 2, · · · , Nd the corresponding output
voltages measured at a sampling rate Ts after the application of an anti-aliasing
filter. A more accurate estimate of θ2 can then be deduced by solving the output
error identification criterion:

θ2,id = arg min
θ2

1
Nd

Nd∑
n=1

(
Vs,m2(nTs)− Ṽs(nTs, θ2, θ1,id)

)T
(
Vs,m2(nTs)− Ṽs(nTs, θ2, θ1,id)

)
,

where Ṽs(nTs, θ2, θ1,id) is the output voltage Vs(t) predicted by Eq. (4.18) at
t = nTs for an arbitrary value of θ2 and for θ1 = θ1,id and for the applied input
force f(t) when Va(t) = 0.

This criterion is of course nonlinear in θ2, but it can be initialized with the first
estimate of θ2 i.e. θ2,init.

Experiment 3.

Notice that the relation between f and νnode is function of θ1, θ2 and θ3 and that
an accurate estimate of θ1 and θ2 has been deduced via Experiments 1 and 2.
Consequently, using a similar approach as in Experiment 2, an estimate of θ3

i.e. θ3,id can be deduced by applying a white noise signal at the input f(t) with
Va(t) = 0 and by measuring vnodei

(t) (i = 1, 2, · · · , Nz) using a laser velocimeter.
The laser velocimeter is necessary to measure vnodei

(t) since there is no piezo-
patches in the central zone11. In fact, since a laser velocimeter is only able to

11The fact that we can refine the parameter vector θ3 using data collected from this laser
velocimeter is the main reason for our choice to use νnode as the physical signal to evaluate the
central energy. Other approache such as the one in [107] does indeed not have this advantage.
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measure the velocity of one point vnodei
, the experiment thus has to be repeated

Nz times and each of these Nz experiments allows us to deduce a part of θ3,id

(i.e. the part containing the parameters in ϕnodei
, i = 1, 2, · · · , Nz).

The approach presented above allows to derive a model Gfull(θid) of the to-be-
controlled system that is much more accurate than the model corresponding to
θinit (i.e. the model deduced by COMSOL). The improvement will be illustrated
in Section 4.2.3 by comparing the frequency response of the parametric model
Gfull(θid) with an accurate non-parametric estimate of the same response.

Remark. In fact, for Experiment 3, it is also possible to apply a white noise
at the actuators Va with f(t) = 0. However, the dynamic between f and νnode
is related to the central energy which is thus more important than that between
Va and νnode. For all these 3 experiments, note also that before proceeding to the
identification of the parameter vector in each of them, the collected data can be
pre-filtered using a band-pass filter focusing on the frequency band of interest.

4.2.3 Application

Now, we will perform Grey-box identification to the state-space model (4.18)
obtained in Section 4.1.6, i.e. Gfull(θinit), using the measurement data collected
from the actual setup. For data collection, we will perform the 3 experiments
explained in Section 4.2.2. For Experiment 2 and 3, we will use the same
frequency analyzer (i.e. HP 35652B) to excite the system and to record the ex-
citation/response as the input/output data used for identification. In particular,
the disturbance is measured through a force sensor (a PCB 288D01 ) and the
velocity is sampled through a laser velocimeter (a Polytec CLV-3D). However for
Experiment 1, particular considerations is taken in order to obtain a model
close to the reality as much as possible because the accuracy of the response
between the actuators and the sensors relates most closely to the final control
effect in terms of stability and performance. This is explained as follows.

As presented in Section 3.3, for centralized control, we will use a digital control
board (see Table 3.2 for its type) to implement the designed model-based con-
troller. Two extra anti-aliasing filters are used to sample the output voltages
of the 5th and 11th PZT pairs (i.e. Vs), and two power amplifiers are used to
send power to the 10th and 16th PZT pairs (i.e. Va), see Fig. 3.5. Therefore
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in reality, there are several control devices (hardware) in the control loop be-
tween the designed model-based controller (i.e. K(s)) and the PZT pairs (i.e.
Gfull
Va→Vs

(s)): extra anti-aliasing filters, internal DAC/ADC cards of the control
board and power amplifiers. As mentioned at the beginning of this chapter and
we will also see in Section 5 that the effects of these devices are simply considered
as constant gains or pure time delay, which is of course the ideal case. However
in reality, these devices may have some uncertainties and will possibly introduce
other unexpected dynamics into the control loop, although the effect may be
very small. As a consequence, for identification purpose, we will directly use the
control board (instead of using the frequency analyzer) to excite the system and
collect the excitation and the response. We will record the actual digital signals
(independent white noise excitation) that enter the DAC cards of the control
board and the direct sampling from its ADC cards (response) as inputs and out-
puts data used for identification. The benefit is that even though these control
devices indeed introduce little unexpected dynamics into the control loop, we are
able to integrate them into the state-space model (i.e. Gfull

Va→Vs
) by finding proper

parameters (i.e. θ1,id) such that it is reasonable to only consider the effects of
these control devices as constant gains or pure time delay.

Note also that we mainly focus on the response in (600, 3000) rad/s. Thus, all
the input-output data sets have been pre-filtered by a band-pass filter focusing
on this frequency band12.

Following the above procedure, we finally obtain an identified model Gfull(θid).
In order to illustrate the improvement of the model accuracy, here we show
three figures of comparison between different responses of the benchmark (the
accurate non-parametric estimate using the frequency analyzer) in solid blue, of
Gfull(θinit) in dashed yellow and of Gfull(θid) in dotted red. Fig. 4.4 shows the
frequency response between Va and Vs (i.e. Gfull

Va→Vs
, result of Experiment 1).

Fig. 4.5 shows the frequency response between f and Vs (i.e. Gfull
f→Vs

, result of
Experiment 2). Fig. 4.6 shows the singular value of the transfer function vector
between f and νnode (i.e. Gfull

f→νnode
, result of Experiment 3). As seen from these

3 figures, we can conclude that Grey-box identification indeed greatly improve
the model accuracy and gives us a much better model Gfull(θid). However, we

12For the identification of GfullVa→Vs
, the pass-band of the pre-filtering is in fact much larger

than (600, 3000 rad/s) for the purpose of keeping as many dynamics as possible becauseGfullVa→Vs

is actually a reference for verifying the robust stability.
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still find relatively big discrepancies13 in Gfull
f→νnode

(see Fig. 4.6). It seems that
the overall magnitude of Gfull

f→νnode
(θid) is lower than the benchmark. However, in

our case, this is not an issue because the response between f and νnode somehow
reflects the central energy (see Eq. (4.17)) and we mainly focus on its reduction
rate instead of its actual value. Besides, this response is not as important as the
response between Va and Vs because it is not in the control loop and has no effect
on the closed-loop stability. Some discrepancy like this is totally tolerable.

In conclusion, the identified model Gfull(θid) is a good representation of the
actual setup. However, we will not directly use Gfull(θid) to design the controller
because it still contains many modes outside (600, 3000) rad/s. Therefore, model
reduction step is necessary to simplify Gfull(θid) for the purpose of designing a
simpler controller.

Figure 4.4: Frequency response: Benchmark (solid blue) vs Gfull
Va→Vs

(θinit)
(dashed yellow) vs Gfull

Va→Vs
(θid) (dotted red)

13To measure the velocities at different points, we have to move the laser velocimeter to each
point by hand which will inevitably introduces error between the actual measuring position
and the coordinate in the model. Thus, we may not find a perfect match between the test and
the model
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Figure 4.5: Frequency response: Benchmark (solid blue) vs Gfull
f→Vs

(θinit)
(dashed yellow) vs Gfull

f→Vs
(θid) (dotted red)

Figure 4.6: Frequency response: Benchmark (solid blue) vs
Gfull
f→νnode

(θinit) (dashed yellow) vs Gfull
f→νnode

(θid) (dotted red)
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4.3 Multi-variable model reduction

The identified model Gfull(θid), the so-called full-order model, contains the modes
outside the frequency band of interest, i.e. (600, 3000) rad/s as we only truncate
high frequency modes using Modal displacement Method (see Section 4.1.1). A
model with high order will lead to a complex H∞ controller. We thus need a low-
order model which is close to the dynamics of Gfull(θid) only in (600, 3000) rad/s
while all the dynamics outside this frequency band should be ignored. This is
not only for the resonances, but also the anti-resonances. Both are indeed very
important for control as evidenced in [79]. Thus, model reduction technique is
needed.

4.3.1 Overview of model reduction methods for mechan-
ical structures

An actual mechanical structure has an infinite number of physical degree of free-
dom (DOF) and dimension. Finite Element Modeling (FEM) is always applied
to model such a system by discretizing the structure into sections which gives
a mathematical expression with finite DOF and very large dimension. Then,
model reduction method, such as the Modal Displacement Method, is necessar-
ily applied to reduce the complexity (size) of the model directly obtained from
FEM. Except for Modal Displacement Method, there exist several other meth-
ods for the reduction of mechanical structure models. For example the methods
based on the Petrov-Galerkin Projection [108] which performs base change of
the initial state-space model using two modeling subspaces. There are differ-
ent ways to construct such subspaces which leads to different model reduction
method. For example the Krylov Subspace Method [52, 109, 110] which consider
the Taylor Series Expansion of the transfer fucntion around a reference frequency.
The coefficients of the Taylor Expansion are constructed using Krylov Subspace.
Rational Interpolation [111, 112] is another Petrov-Galerkin Projection based
method that approximates the initial model with respect to the H∞ or H2 norm
around a reference frequency. Balanced Truncation [34, 35] is a common used
model reduction method in the field of systems and control and could also be
applied on mechanical structures, see [27, 108]. In this method, the initial model
is first transformed into a so-called balanced realization and then the states that
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have little contribution to the input-output behavior are truncated. There also
exists a so-called the Hybrid Method [113] which is the combination of the Krylov
Subspace Method and the Balanced Truncation. Rayleigh–Ritz method [53, 114]
is particularly used to simplify the eigenfunction relating to the structure which
makes it easier to be solved. However, the above mentioned methods have some
limitations. First, some reduction aims at simplifying the computation of eigen-
value problems instead of approximating the input-output behavior of the system,
for example the Rayleigh–Ritz method. Second, some of them are indeed able to
approximate the input-output behavior with less DOF and smaller dimension,
for example the Model Displacement Method and Balanced Truncation. How-
ever, they do not allow us to flexibly specify a certain frequency band which is
the most important point in our case. Krylov Subspace Method and Rational
Interpolation only focus on one reference frequency instead of a frequency band.

For our purpose, more powerful model reduction methods must be investigated
in the field of systems and control which allows us to approximate the input-
output behavior of the initial model (especially for the frequency response) over
a specified frequency band. Many such methods can be found in [54]. The
general idea is to find a reduced model that minimizes different types of norm of
the error between the initial model and the reduced model. Different choices for
the error are possible according to the control objective. Most importantly, these
methods allow us to obtain a reduced model whose frequency response (at both
resonances and anti-resonances) is close to the initial model as much as possible
over a specified frequency band. As it will be discussed in the sequel, in order
to satisfy the robust stability criterion, we will choose a particular type of error
to minimize. However, the minimization of this particular error has not been
discussed in [54]. Thus, we have to develop a new method aiming at finding a
reduced model that minimizes this particular error following similar procedure
proposed by [54]. The principle of our method as well as our choice for the error
is explained in the sequel.

4.3.2 The proposed method

Consider a full-order LTI model G that contains dynamics outside of the fre-
quency band of interest Ω. Our objective is to obtain a reduced-order model
Gr that is close to G only in Ω. Our method has two steps. Knowing that
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the dynamics of a system is characterized by its poles, having dynamics outside
the frequency band of interest means having poles outside this frequency band.
Therefore, in the first step, we will truncate the poles outside Ω which allows
us to obtain a reduced-order model Gr that keeps well the resonances of G in
Ω while no dynamics outside Ω. However, the truncation will introduce error in
the frequency response mainly at anti-resonances which means that such a Gr

may not be close enough to G in Ω. Thus, for the second step, we will modify
some of the state matrices of Gr aiming at minimizing a particularly chosen error
between G and Gr for all the frequencies in Ω. These two steps are detailed in
the following sections.

4.3.3 Modal form truncation

The first step that we will call Modal Form Truncation (MFT) is actually an
application of the Aggregation Technique [30] which allows us to eliminate the
poles that are out of interest.

Denote the full-order model G(A,B,C,D) in the following shorthand for state-
space representation:

G =
 A B

C D

 (4.22)

with order n and Λ(A) the set of eigenvalues of A which are also the poles of G.

First, the poles of G can be presented independently through base change which
results in the so-called modal form, equivalently named the Diagonal Canonical
Form in [115]. The modal form of G in the shorthand for state-space represen-
tation is as follows:
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G =
 Â B̂

Ĉ D̂

 =



Â1 B̂1
. . . ...

Âp B̂p

. . . ...
Âq B̂q

. . . ...
Ân B̂n

Ĉ1 · · · Ĉp · · · Ĉq · · · Ĉn D̂



(4.23)

where the dynamic matrix Â is block-diagonal and Λ(Â) = Λ(A). Each block Âi
for i = 1, 2, · · · , n is either a 1× 1 scalar or a 2× 2 matrix. These blocks are in
an increasing order of the corresponding eigenvalue modulus.

Define the frequency band of interest Ω as Ω = {ω|0 < ω 6 ω 6 ω}. Ω is
of course covered by the pass-band of G. Denote Âj for j = p, · · · , q with
1 6 p < q 6 n such that ∀λ ∈ Λ(Âj), |λ| ∈ Ω. Thus, {λ|λ = Λ(Âj), j = p, · · · , q}
should be the set of poles to be kept in the reduced-order model. The reduced-
order model Gr(Ar, Br, Cr, Dr) is therefore obtained by truncating G(Â, B̂, Ĉ, D̂)
as illustrated by the dashed lines in Eq. (4.23) which gives:

Gr =
 Ar Br

Cr Dr

 =



Âp B̂p

. . . ...
Âq B̂q

Ĉp · · · Ĉq D̂

 (4.24)

The model Gr has lower order as the dimension of Ar is smaller than A.

4.3.4 Relative error minimization

It is important to note that the MFT in the first step generally introduces a mis-
match between the full-order model G(A,B,C,D) and the intermediate reduced-
order model Gr(Ar, Br, Cr, Dr). As the poles of Gr belongs to the poles of G,
the error around resonances will be relatively small so that the mismatch will
mainly present around anti-resonances. In this second step, we will modify Gr
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such that the error between G and Gr is minimized for all frequencies in Ω. Here
we choose to minimize the relative error since the definition of the relative error
gives similar weightings to both resonances and anti-resonances [116]. Moreover,
according to [54], several definitions for the relative error could be chosen. We
finally choose one of them as discussed bellow.

4.3.4.1 Relative error selection

Denote the relative error as ∆. The choice of ∆ relates to the robust stability
requirement in H∞ criterion as will be presented later.

As presented in Section 3.2, in order to keep robust stability (i.e. to avoid the
spill-over problem), we need to make sure that the reduced-order model based
controller also guarantees the stability when applied on the full-order model. We
will also see in Section 5.1.2 that this is achieved by considering ∆ as an un-
structured uncertainty and a corollary of the Small Gain Theorem [33] is applied
where the closed-loop system is considered as the interconnection of an uncertain
part ∆ and a nominal part Md, see Fig. 4.7. For different types of relative error
∆,Md will have particular structures. Denote K the negative feedback controller
designed based on the reduced-order model Gr. The definitions of different types
of relative error ∆ and the corresponding nominal partMd are listed in Table 4.1
[54], where S and T respectively denote the input (subscript u) and output (sub-
script y) sensitivity function and the complementary sensitivity function. For
the ease of discussion, denote L the open-loop transfer function (i.e. L = KGr

or L = GrK).

Figure 4.7: Interconnection of an uncertain part ∆ and a nominal part
Md



Chapter 4 Modeling for centralized control March 27, 2019 55

Table 4.1: Different types of relative error ∆ and the corresponding nom-
inal part Md

∆ Md

Input inverse ∆In
inv = G−1 (G−Gr) Su = (I +KGr)−1

Output inverse ∆Out
inv = (G−Gr)G−1 Sy = (I +GrK)−1

Input direct ∆In
dir = G−1

r (G−Gr) Tu = (I +KGr)−1KGr

Output direct ∆Out
dir = (G−Gr)G−1

r Ty = (I +GrK)−1GrK

First, let us discuss the inverse relative error ∆inv (i.e. ∆In
inv and ∆Out

inv ). The
corresponding Md is the sensitivity function S (i.e. Su and Sy). In the frequency
band of interest Ω, the open-loop system L will have high response which means:

∀ω ∈ Ω, σ(L(jω))� 1 (4.25)

Then we have:

∀ω ∈ Ω, σ(I + L(jω)) ≈ σ(L(jω))� 1

⇔ ∀ω ∈ Ω, σ(S(jω)) = σ((I + L(jω))−1) = 1
σ(I + L(jω)) � 1

(4.26)

According to the sensitivity integral relations [117], if σ(S(jω)) is smaller than 1
in Ω, it must be bigger than 1 for some frequencies outside Ω. Recall the stability
condition of Small Gain Theorem in [33], the robust stability (stability when the
controller K is applied on the full-order model G) is guaranteed if and only if
∀ω, σ(S(jω))σ(∆inv(jω)) < 1. Then we can conclude that σ(∆inv(jω)) could be
be larger in Ω while it has to be small for some frequencies outside Ω. However,
Gr is close to G in Ω which implies exactly the contrary. As a result, in case
of inverse relative error, the stability condition can not be satisfied and thus the
application of the Small Gain Theorem will fail to prove robust stability in this
case.

However, for the direct relative error ∆dir (i.e. ∆In
dir and ∆Out

dir ), the corresponding
Md is the complementary sensitivity function T (i.e. Tu and Ty). The open-loop
L(jω) should have high magnitude in Ω and roll-off outside in order to obtain
strong control effect and at the same time to limit the energy consumption and
the effect of the measurement noise. This means that σ(T (jω)) is close to 1 in
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Ω and decreases outside14. This requires σ(∆dir(jω)) to be small in Ω and to
be large outside Ω which is compatible with the objective of model reduction.
In conclusion, the robust stability criterion should be applied on T and thus we
should use the direct relative error ∆dir as the minimization criterion.

Now, let us discuss the choice of ∆In
dir and ∆Out

dir . Using the expressions of these
two errors, we draw the block diagram of the full-order model G as shown in
Table 4.2. As it will be explained latter in H∞ control problem, it is the H∞
norm of the augmented system that is minimized and the augmented system is
constructed by adding proper weighting transfer functions and eliminating the
controller and the uncertainties. If ∆ is removed from G, in ∆In

dir case, it is
possible to use the same weighting for the control input u and the uncertainty
∆. This allows, in other words, to combine two criterion together, i.e. limit
energy consumption and guarantee robust stability (see Section 3.2). However,
in ∆Out

dir case, we have to use separate weightings for these two criterion which
will increase the complexity of the augmented system and will finally result in
complex controller. Therefore, for the purpose of obtaining simpler controller,
we choose ∆In

dir as the uncertainty and thus the minimization criterion for model
reduction.

Table 4.2: Expression of G using the relative error ∆ and the reduced-
order model Gr

∆ Expression of ∆ Block diagram of G

∆In
dir G−1

r (G−Gr)

∆Out
dir

(G−Gr)G−1
r

To sum up, for the second step of model reduction, we choose to minimize the
relative error defined as follows:

∆(jω) = G−1
r (jω) (G(jω)−Gr(jω)) . (4.27)

14In general, the magnitude of the weighting function for σ(T (jω)) should be larger than 1
in the frequency band of interest in order to guarantee a strong control effect.
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4.3.4.2 Formulation and solution of the minimization problem

Now let us reformulate the above minimization problem. We want to modify
Gr(Ar, Br, Cr, Dr) such that the maximum singular value of the relative error
defined by Eq. (4.27) is minimized for all frequencies in Ω = (ω, ω). In our case,
we will not modify Ar because it relates to the poles that are kept from G. Here
we chose to modify Cr and Dr such that the following minimization problem is
satisfied:

min
Cr,Dr

γ

such that

∀ω ∈ (ω, ω), σ
(
Gr(jω)−1(G(jω)−Gr(jω))

)
< γ

(4.28)

Remark. The order of G is reduced only in the first step where we obtain Gr.
The second step will not change the order because the dynamic matrix Ar stays
the same.

The major difficulty of Prob. (4.28) is the infinite number of constraints as it
considers every frequency in a specified frequency band. However, it is possible to
transform an infinite number of constraints into a finite number of constraints by
introducing new matrix variables which defines a Linear Matrix Inequality (LMI)
[31] constraint and there exist efficient algorithms to solve such LMI problem.
However, we fail to transform Prob. (4.28) into an LMI optimization problem.
Therefore, necessary approximation has to be made such that the approxima-
tion of Prob. (4.28) can be transformed into LMI problem and then be solved
efficiently. For such an approximation, the following proposition is made:

Proposition 1. ∀ω such that σ (G(jω)−1(G(jω)−Gr(jω)))� 1 then:

σ
(
G(jω)−1(G(jω)−Gr(jω))

)
≈ σ

(
Gr(jω)−1(G(jω)−Gr(jω))

)
� 1 (4.29)
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Proof.

σ
(
G(jω)−1(G(jω)−Gr(jω))

)
= σ

(
I −G(jω)−1Gr(jω)

)
� 1

⇔ G(jω)−1Gr(jω) ≈ I

⇔ σ
(
Gr(jω)−1G(jω)

)
= 1
σ (G(jω)−1Gr(jω)) ≈ 1

where I is identity. Then,

σ
(
Gr(jω)−1(G(jω)−Gr(jω))

)
= σ

(
G−1
r (jω)G(jω)G(jω)−1(G(jω)−Gr(jω))

)
6 σ

(
G−1
r (jω)G(jω)

)
σ
(
G(jω)−1(G(jω)−Gr(jω))

)
� 1

Using Proposition 1, Prob. (4.28) is approximated by:

min
Cr,Dr

γ

such that

∀ω ∈ (ω, ω), σ
(
G(jω)−1(G(jω)−Gr(jω))

)
< γ

(4.30)

In other words, the solution of Prob. (4.28) is approximately the solution of
Prob. (4.30) which can be directly transformed into LMI constrains as described
in the following theorem:

Theorem 2. Consider G, the model of an LTI continuous system with the state-
space representation denoted as (A,B,C,D), and Gr, a reduced model of G
with the state-space representation denoted as (Ar, Br, Cr, Dr) such that λ(Ar) ⊂
λ(A). γ is a real positive number. The solution of Prob. (4.30) is given by
solving the following LMI problem:
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min
Cr,Dr,P∈Cna×na

γ2

such that

P + P ∗ < 0, K +K∗ > 0

(4.31)

where

K = XN +Q (4.32)

X =


P 0

0
Cr Dr 0
0 0 γ2I

 , N =



Ã B̃

0 −Erδ 0 Frδ

0 0 0 −I

0 0 0 I

2

 ,

Q =


BδB

∗
δ/2 0 0 0

0 0 0 0
DδB

∗
δ 0 DδD

∗
δ/2 Dδ

B∗δ 0 0 0

 ,

Ã =
A∗δ 0

0 Arδ

 , B̃ =
C∗δ 0

0 Brδ

 , Erδ = (I + j

ω
Ar)−1, Frδ = j

ω
ErδBr

Aδ = −ωI − j(1− ω

ω
)A(I + j

ω
A)−1, Bδ = −j(1− ω

ω
)(I + j

ω
A)−1B,

Cδ = C(I + j

ω
A)−1, Dδ = D − j

ω
C(I + j

ω
A)−1B,

Arδ = −ωI − j(1− ω

ω
)Ar(I + j

ω
Ar)−1, Brδ = −j(1− ω

ω
)(I + j

ω
Ar)−1Br,

Crδ = Cr(I + j

ω
Ar)−1, Drδ = Dr −

j

ω
Cr(I + j

ω
Ar)−1Br.

(4.33)

and na the dimension of Ã.

Prob. (4.31) is a linear cost minimization problem. There exist efficient algo-
rithms to solve this problem, see [31]. The proof of Theorem 2 is as follows.

Proof.
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The constrain defined by Prob. (4.30) can be interpreted as below by using the
Schur complement [31]:

∀ω ∈ (ω, ω),

σ
(
G(jω)−1(G(jω)−Gr(jω))

)
< γ

⇔
(

(G(jω)∗ −Gr(jω)∗)G(jω)−∗
)(
G(jω)−1(G(jω)−Gr(jω))

)
< γ2I

⇔ γ2I −
(
G(jω)−Gr(jω)

)∗(
G(jω)G(jω)∗

)−1(
G(jω)−Gr(jω)

)
> 0

⇔

 G(jω)G(jω)∗ G(jω)−Gr(jω)
G(jω)∗ −Gr(jω)∗ γ2I

 > 0

(4.34)

Let us define:

Φ(jω) =



G(jω)∗ I

0 Gr(jω)

0 (γ2 − 1)I2
I 0
0 I


, H =



I 0 0 0 0
0 0 0 −I 0
0 0 0 0 I

0 −I 0 0 0
0 0 I 0 0


, (4.35)

then:

Φ(jω)∗HΦ(jω) =
 G(jω)G(jω)∗ G(jω)−Gr(jω)
G(jω)∗ −Gr(jω)∗ γ2I

 . (4.36)

As a result, Eq. (4.34) is equivalent to:

∀ω ∈ (ω, ω),Φ(jω)∗HΦ(jω) > 0. (4.37)

A lemma developed in [118] allows us to transform Eq. (4.37) into LMI constrains.
This lemma is recalled below:

Lemma 3. Consider Ψ(δ) = δI ?

 Aψ Bψ

Cψ Dψ

 and H (an hermitian matrix),

the two following propositions are equivalent:
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(1) ∀δ ∈ (0,+∞),
Ψ(δ)∗HΨ(δ) > 0 (4.38)

(2) There exists a complex matrix P such that P + P ∗ < 0 and:

C∗ψ
D∗ψ

H [
Cψ Dψ

]
+
A∗ψP ∗ + PAψ PBψ

B∗ψP
∗ 0

 > 0 (4.39)

By adding a finite variable P , the infinite constrains on δ is transformed into a
finite LMI constrain. However, this lemma can not be directly applied because
Φ is defined on ω ∈ (ω, ω) while Ψ on δ ∈ (0,+∞). In order to apply this
lemma, variable substitution must be done to transform Φ(jω) into Ψ(δ). As
Φ is computed by G and Gr, the objective is to transform G(jω)|ω∈(ω,ω) and
Gr(jω)|ω∈(ω,ω) into G(δ)|δ∈(0,+∞) and Gr(δ)|δ∈(0,+∞). The transformation can be
done through state-space representation.

The state-space representation of G(s) with s the Laplace operator can be pre-
sented in block diagram as shown in Fig. 4.8a. Replacing s by jω and then
removing j from the upper block, we obtain Fig. 4.8b. The expression of G(jω)
becomes:

G(jω) = 1
ω
I ?

 −jA −jB
C D

 , (4.40)

where ? denotes the Redheffer star product [32]. Variable substitution is done
to 1

ω
I by defining 1

ω
I = δI ? TΩ as shown in Fig. 4.8c. Then G(jω) becomes:

G(δ) = δI ?

TΩ ?

 −jA −jB
C D

 = δI ?

 Aδ Bδ

Cδ Dδ

 . (4.41)

Fig. 4.8d shows the block diagram of G(δ). Aδ, Bδ, Cδ and Dδ are complex
matrices. Similarly, the reduced model Gr(s) also has the same form:

Gr(δ) = δI ?

TΩ ?

 −jAr −jBr

Cr Dr

 = δI ?

 Arδ Brδ

Crδ Drδ

 . (4.42)
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Figure 4.8: Block diagram of G in state-space representation

To transform ω ∈ (ω, ω) into δ ∈ (0,+∞), TΩ is chosen as:

TΩ =


−ωI (1− ω

ω
)I

I
1
ω
I

 , (4.43)

then:

1
ω
I = δI?


−ωI (1− ω

ω
)I

I
1
ω
I

 = 1
ω

+δ(1+δωI)−1(1−ω
ω

)I = 1 + δω

ω(1 + δω)I. (4.44)

The bounded variable δ ∈ (0,+∞) implies exactly ω ∈ (ω, ω). In this way, the
system G(jω) and Gr(jω) with ω ∈ (ω, ω) are tranformed into G(δ) and Gr(δ)
with δ ∈ (0,+∞). Substitute TΩ into Eq. (4.41) and Eq. (4.42), we obtained
exactly Eq. (4.33) in Theorem 2.
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Taking H in Eq. (4.35) and defining Ψ(δ) as:

Ψ(δ) =



G(δ)∗ I

0 Gr(δ)

0 (γ2 − 1)I2
I 0
0 I


, (4.45)

equivalence can be found between Eq. (4.37) and Eq. (4.38), and thus equivalence
between the constrain in Prob. (4.30) and Eq. (4.38). According to Lemma 3,
Eq. (4.38) is equivalent to Eq. (4.39) with P + P ? < 0. Substitute Eq. (4.45),
Eq. (4.41) and Eq. (4.42) into Eq. (4.39), we obtain K +K∗ > 0 with K defined
exactly by Eq. (4.32) in Theorem 2.

4.3.5 Application to the beam-piezo system model

The multi-variable model reduction method is applied on the full-order model
Gfull(θid) obtained in Section 4.2.3 with state-space representation (4.18).

First, MFT is applied. The dynamic matrix A is transformed into a block diag-
onal matrix composed of two scalar (for the poles corresponding to the measure-
ment circuit) and several 2×2 matrix (for the poles corresponding to the vibration
modes). Consequently, it is rather straightforward to truncate those blocks corre-
sponding to the modes outside the frequency band of interest (600, 3000) rad/s,
which yields the following reduced-order model15 of order 24:


ẋ = Ar · x+Br

f · f +Br
a · Va

νnode = Cr
e · x

Vs = Cr
s · x

(4.46)

15In fact, in order to have a maximum match between the full-order model and the reduced-
order model, we finally choose to reserve one peak after 3000 rad/s which can be seen from
Fig. 4.10. Thus, the reduced-order model will contain 12 modes with order 24, i.e. 11 to-be-
controlled modes in (600, 3000) rad/s and 1 mode after 3000 rad/s. However, this particular
reserved mode will not be controlled if we choose proper weightings for the control outputs as
explained in Section 5.2.2
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The relative error between this reduced-order model (4.46) andGfull(θid) is shown
in solid blue in Fig. 4.9, where we focus on the dynamics between Va and Vs and
the maximum singular value of the error is drawn. We observe a high maximum
error over (600, 3000) rad/s: up to almost 20 dB. This high maximum error
will fail the robust stability criterion which is explained later, see Remark of
criterion b in Section 5.2.2. Relative error minimization is thus necessary.

.
Figure 4.9: Singular value of the error for dynamics between Va and Vs:
MFT (solid blue) vs MFT and relative error minimization (dotted red)

Second, relative error minimization is performed. Instead of minimizing the
relative error between model Eq. (4.46) and Gfull(θid), we will only focus on the
relative error pertaining to the part of Eq. (4.46) between Va and Vs, denoted
GVa→Vs . The main reasons for this are simplicity and the fact that GVa→Vs is
the part of model which is directly involved in the closed-loop system. The
error at the anti-resonances is indeed only required to be small for the reduced-
order model to be a good model for control purpose. Consequently, the actual
considered relative error in our specific case is:

∆(jω) = G−1
Va→Vs

(jω)
(
Gfull
Va→Vs

(jω)−GVa→Vs(jω)
)
. (4.47)
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As explained in Section 4.3.4, for GVa→Vs , we will determine a modified Cr
s ,

denoted Cr,new
s , and add a direct term Dr,new

s to increase the degrees of freedom.
This gives a modified GVa→Vs in the following state-space representation:

 ẋ = Ar · x+Br
a · Va

Vs = Cr,new
s · x+Dr,new

s · Va
(4.48)

where Ar and Br
a are the same as the ones obtained after MFT (see Eq. (4.46))

and where Cr,new
s and Dr,new

s will be determined by solving the following mini-
mization problem:

min
Cr,new

s ,Dr,new
s

sup
ω∈(600,3000)

σ
(
G−1
Va→Vs

(jω)(Gfull
Va→Vs

(jω)−GVa→Vs(jω))
)
. (4.49)

The reduction of the relative error ∆(jω) (i.e. Eq. (4.47)) for the modified
GVa→Vs (i.e. Eq. (4.48)) can be clearly seen from Fig. 4.9. When looking at
the dynamics between Va and Vs in the frequency band of interest, we observe
in Fig. 4.10 that, with respect to the model obtained after MFT, the frequency
response of the reduced-order model obtained after relative error minimization
is closer to the one of the full-order model, especially at the anti-resonances.

The reduced-order model after this two-step procedure is thus finally given by
the following state-space model, which will be used in the next section to design
the controller:


ẋ = Ar · x+Br

f · f +Br
a · Va

νnode = Cr
e · x

Vs = Cr,new
s · x+Dr,new

s · Va

(4.50)

Similarly as in Eq. (4.19), this reduced-order model (order 24) can be transformed
into a matrix of transfer functions that will be denoted by G. In the next section,
we will show how to design the controller based on G. Note that, by construction,
the reduced-order model G will typically have low gain outside (600, 3000) rad/s.
See e.g. Fig. 4.10 for a confirmation of this observation.
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.

Figure 4.10: Frequency response of Gfull
Va→Vs

(solid blue), of GVa→Vs after
MFT (dashed yellow) and of this model after relative error minimization
(dotted red)

4.4 Summary

This chapter focuses on building an accurate state-space model of the beam-piezo
system used for centralized controller design. We first perform Finite Element
Modeling to the structure using COMSOL which gives us a global governing
equation that contains the beam dynamics and the electromechanical coupling
between the beam and the PZT pairs. This governing equation is then simplified
and corrected to approximate the global behaviour of the structure. Then, we
deduce a mathematical expression of the vibration energy in the central zone
using a constructed velocity vector. The dynamics of the measurement circuit
are also taken into account. We finally deduce a state-space model of the beam-
piezo system which takes the force disturbance, the actuation voltage vector as
inputs and the constructed velocity vector, the sensing voltage vector as outputs.
We also conclude that the central energy can be reduced by reducing theH2 norm
of the transfer function vector from the disturbance to the velocity vector. We
validate this model and find discrepancies between its response and the response
of the actual setup. We thus perform grey-box identification to correct specified
parameters such that the response of the corrected model is close to the actual
setup. Different experiments are carefully designed to correct the parameters
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separately because we do not have the device to synchronously measure all the
inputs/outputs from the setup. This corrected model is the so-called full-order
model which covers a frequency band larger than the frequency band of the
considered force disturbance. A new model reduction method is thus proposed
to compute a reduced-order model that is close to the full-order model only
in the frequency band of interest at both resonances and anti-resonances. The
controller will be designed based on the reduced-order model.



Chapter 5

Centralized controller design

In this chapter, we will apply H∞ control to compute a MIMO centralized con-
troller based on the reduced-order model obtained through model improvement
step (Section 4.2) and the model reduction step (Section 4.3), i.e. model (4.50),
denoted G. First, the basic theorem of H∞ control is introduced in terms of
the performance and the robust stability. Then, H∞ criterion is built accord-
ing to our particular control objectives and considerations, which is to build the
so-called augmented system. We aim at finding a controller that minimizes the
H∞ norm of the augmented system. This controller is then further reduced by
neglecting the dynamics out of interest. This design process is then applied to
our particular structure by properly choosing weighting transfer functions for
H∞ criterion. The validity of the obtained controller is verified by numerical
simulations and by the experiment on the actual setup.

5.1 H∞ control approach

The H∞ control theory has experienced rapid development since it was first in-
troduced into the control theory in 1981 by Zames [119]. Extensive investigation
of the H∞ control design procedures are available in [32, 120–122]. Here we
briefly introduce the H∞ approach with respect to performance criterion and
then show some results in robust analysis. This is very important for under-
standing the proposed H∞ criterion for solving our particular active vibration
control problem.

68
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5.1.1 Performance and criterion

Restricting attention to disturbance rejection, the objective of H∞ control is to
design a controller K(s) (u(s) = K(s)y(s)) for a system of the type:

q(s)
y(s)

 = G̃(s)
p(s)
u(s)

 , (5.1)

where u(s) ∈ Cnu is the (Laplace transform of the) vector of signals generated
by the controller and y(s) ∈ Cny the input vector (sensor measurements) used
by the controller K(s). In the above system, we have also p(s) ∈ Cnp which is
a vector containing the to-be-rejected disturbances and q(s) ∈ Cnq which is a
vector containing the to-be-controlled outputs. It is to be noted that q does not
need to be measured (this aspect will be important in our case because there
are no sensors in the target zone). Finally, G̃(s) is a matrix of transfer functions
reflecting the dynamics between these signals. In our case, u will link to the
actuation voltage Va, y to the sensing voltage Vs. The to-be-rejected disturbance
p will be made up of the disturbance f and the measurement noise. The to-be-
controlled output q will be made up of the velocity vector νnode (since we want to
reduce the central energy) and the actuation Va (since we want to limit control
efforts), see Section 5.2.2 for more details.

In H∞ control, the desired performance of the output q and the considered in-
put p are presented in the frequency domain using weighing functions (specified
transfer functions) which will describe the frequency content of q and p. For
this purpose, let us introduce, for an arbitrary signal x of power spectral density
(PSD) Sx(ω), the following signal set defined using a stable and inversely stable
transfer function W (s):

ΩW =
{
x

∣∣∣∣∀ω, Sx(ω) 6 |W (jω)|2
}
. (5.2)

Based on this expression, for considered inputs p, we specify transfer functions
Wpj

(j = 1...np) such that each element pj of p belongs to the signal set ΩWpj
and

for the desired performance of the to-be-controlled output q, we choose transfer
functions Wqk

(k = 1...nq) such that each element qk of q belongs to the signal
set ΩW−1

qk
. The objective of H∞ control is then to compute a controller K(s)
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that when applied to the system described by Eq. (5.1) (i.e. u(s) = K(s)y(s)),
each element qk of q will belong to ΩW−1

qk
(q = 1...nq) for well chosen Wqk

if each
element pj of p belongs to ΩWpj

(j = 1...np). Generally, there is no need to define
all these transfer functionsWpj

andWqk
. Simplifications could be used which will

generally based on the following interpretation of theH∞ control problem in term
of the loop-shaping of the closed-loop transfer functions: if a controller satisfying
the above objectives is applied to Eq. (5.1), then the following inequality holds
for the closed-loop transfer function Tpj→qk

between any signal pj (j = 1...np)
and any signal qk (q = 1...nq):

∀ω, |Tpj→qk
(jω)| < 1

|Wqk
(jω)Wpj

(jω)| . (5.3)

The transfer functions Wpi
and Wqk

can thus be seen as weightings to shape
the closed-loop transfer functions Tpj→qk

. In order to mathematically formalize
the above control design problem, let us define the so-called augmented plant,
denoted P (s), as follows:

P (s) = diag(Wq1 , · · · ,Wqnq
, Iny)G̃(s)diag(Wp1 , · · · ,Wpnp

, Inu). (5.4)

This augmented plant P (s) can be presented by Fig. 5.1 where the signals ej
(j = 1...np) and zk (k = 1...nq) are fictive signals that all have a PSD smaller or
equal to one (i.e. ej, zk ∈ Ω1) when pj ∈ ΩWpj

(j = 1...np) and qk ∈ ΩW−1
qk

(q =
1...nq).

Denoting e = [e1, · · · , enp ]T and z = [z1, · · · , znq ]T , the closed-loop system can
then be rewritten as:

z(s)
y(s)

 = P (s)
e(s)
u(s)

 =
Pze(s) Pzu(s)
Pye(s) Pyu(s)

e(s)
u(s)

 ,
u(s) = K(s)y(s)

. (5.5)

The transfer function from e(s) to z(s) in Eq. (5.5) (closed-loop transfer function)
will be presented using the so-called Redheffer star product [32] as follows1

1As K will have less dimension than P , this expression is also called the lower Linear
Fractional Transformation (LFT) Fl(P,K) [123]
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Figure 5.1: Standard form of H∞ synthesis

P ? K = Pze + PzuK (I − PyuK)−1 Pye.

Using Eq. (5.5), the H∞ control criterion described above can be mathematically
formulated as the problem of determining a stabilizing controller K(s) such that
the following condition holds for the scalar γ < 1:

||P ? K||∞ < γ, (5.6)

where the H∞ norm of an arbitrary stable LTI system T is defined as:

||T ||∞ = sup
ω
σ(T (jω)).

Moreover, for a transfer function matrix T , its H∞ norm is larger than the H∞
norm of each of its elements:

∥∥∥∥∥∥
T1

T2

∥∥∥∥∥∥
∞

>
∥∥∥T1

∥∥∥
∞

∥∥∥∥∥∥
T1

T2

∥∥∥∥∥∥
∞

>
∥∥∥T2

∥∥∥
∞∥∥∥[T1 T2

]∥∥∥
∞

>
∥∥∥T1

∥∥∥
∞

∥∥∥[T1 T2

]∥∥∥
∞

>
∥∥∥T2

∥∥∥
∞
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Using the above property, Eq. (5.6) implies that each entry of P ?K has an H∞
norm smaller than γ < 1:

||Wqk
Tpj→qk

Wpj
||∞ 6 ||P ? K||∞ < γ < 1, j = 1...np, k = 1...nq, (5.7)

which in turn implies Eq. (5.3) when Wpj
and Wqk

are chosen as scalar or SISO
transfer function. Note that the H∞ controller K designed in this way will have
the same order as the augmented plant P .

5.1.2 Robust stability

H∞ control allows us to impose robust stability. This is realized by using an
important result in robust analysis which is the so-called Weighted Small Gain
Theorem (a corollary of the Small Gain Theorem in [32, 33]). This is also the
most important reason why we choose H∞ control over H2 control which seems
to be a more direct way for central energy reduction (see the expression of the
central energy, i.e. Eq. (4.17)). To explain the Weighted Small Gain Theorem, let
us define the following uncertainty set ∆ containing stable LTI transfer matrices
∆(s) such that:

∆ =
{

∆(s) | ∆(s) = W1(s)∆̂(s)W2(s) with
∥∥∥∆̂∥∥∥

∞
6 1

}
, (5.8)

with W1 and W2 two given stable transfer matrices. Then, for a stable transfer
matrix Md(s) (with no uncertainty), the loop represented in Fig. 5.2 is stable for
all ∆ in ∆ if and only if the following condition holds:

||W2MdW1||∞ < 1. (5.9)

The two transfer matrices W1 and W2 are used to limit the frequency content
of the uncertainty ∆ (in which case, this uncertainty is called the unstructured
uncertainty in [32, 33]). As it was discussed before (see Section 4.3.4.1), we
have considered the relative error between the reduced-order model and the full-
order model as the unstructured uncertainty ∆ and now we will choose a proper



Chapter 5 Centralized controller design March 27, 2019 73

Figure 5.2: Weighted Small Gain Theorem (WSGT)

weighting function for it. The nominal partMd will be composed of the reduced-
order model and the controller such that the system family (Md,∆) (with a
structure of Fig. 5.2) is a representation of the closed-loop full-order model. The
application of the Weighted Small Gain Theorem will then guarantee the robust
stability.

5.2 H∞ controller design for the vibration re-
duction in the central zone

In this section, we will present the particular H∞ control design (an application
of the above presented H∞ control approach) for our active vibration reduction
problem.

5.2.1 Vibration reduction problem statement

First, let us recall the control objectives discussed in Section 3.2. They are
summarized for a general case as follows:

Excitation: We consider a force disturbance f (vibration source in z direction
applied by the shaker at the excitation point as shown in Fig. 3.2) which has
high PSD in a specified frequency band Ω.
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Performance: We aim to particularly reduce the vibration in the central zone of
the beam where there is no PZT pairs, see Fig. 3.2. According to the discussion
in the modeling part (see Section 4.1.4), this leads to reduce the H2 norm of the
transfer function vector from force f to velocity vector νnode. As discussed in the
sequel, this will be realized by minimizing the H∞ norm.

Control signal: First, the controller should be able to filter a certain level of
measurement noise (usually located at high frequencies) which means that the
controller should have roll-off at higher frequencies. Second, the control energy
consumption should be limited which requires that the controller should have
high magnitude in the frequency band of interest Ω and low magnitude outside
Ω.

Robust stability: The designed controller based on the reduced-order model
G must also be able to guarantee the stability when applied on the full-order
model2, i.e. Gfull(θid) (see Section 4.2).

5.2.2 Augmented system and control criterion

We are now ready to present the H∞ criterion to tackle our vibration reduction
problem. According to the above objectives, we build an augmented system
P as shown in Fig. 5.3. In this figure, G is the reduced-order model obtained
from model reduction step (see Section 4.3, Eq. (4.50)), K the to-be-determined
controller. This controller generates a signal u that will be applied as voltage Va
to the PZT actuators after an amplification by a factor Ap and uses a signal y
obtained after filtering the sensor voltage Vs by a transfer function Fd(s) which is
a model of pure time delay using Pade Approximation [124]. The factor Ap and
the transfer function Fd(s) represent respectively the gain and the time delay
introduced by power amplifiers, the digital conversion mechanism3 and the anti-
aliasing filters4 (see Fig. 3.5 and we suppose that the gain/time delay is the same
in each control channel). Recall that Na and Ns are respectively the number of
PZT actuators and sensors used for control (Na = Ns = 2 in our case).

2This is to avoid the so-called spill-over problem
3The controller will thus be implemented digitally
4The phase shift in the anti-aliasing filter can be approximated by a pure time delay
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.
Figure 5.3: Block diagram of H∞ synthesis

Remark: As discussed in Section 4.2, the data used for identification is carefully
measured such that the effect of the control devices can be considered as pure gain
or time delay. It is thus reasonable to choose Ap as a scalar and Fd as a transfer
function that models the delay introduced by the digital conversion mechanism
and the anti-aliasing filters.

Fig. 5.3 is indeed an interpretation of the standard form of H∞ synthesis (i.e.
Fig. 5.1) by considering the specified control objectives for our active vibration
reduction problem. We see that the vector z (Fig. 5.1, corresponding to the to-
be-controlled variables q) is made up of the velocity vector νnode and of a weighted
version zu of u (Fig. 5.3) and that the vector e (Fig. 5.1, corresponding to the
disturbance signals p) is made up of [e1, e2, e3]T (Fig. 5.3) where e1 is a weighted
version of the disturbance f generated by the shaker, e2 a weighted version of
the output measurement noise b and e3 a weighted version of a signal c that will
allows us to deal with the modeling error introduced by the model reduction step
(see Section 4.3). Finally, Wf , Wb, W∆ and At are weighting functions (under
the form of a SISO transfer function for W∆ and of constants for Wf , Wb and
At) which have to be determined in order to realize the specifications described
in Section 5.2.1.

Mathematically, Fig. 5.3 corresponds to Fig. 5.1 with P (s) = Wq(s)G̃(s)Wp(s)
where:
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G̃(s) =


INz 0 0 0
0 0 0 INa

0 Fd(s)INs INs 0



G(s)

0 0
0 0

0 0 INs 0
0 0 0 INa




1 0 0 0
0 0 ApINa ApINa

0 INs 0 0
0 0 0 INa

 ,

Wq(s) =
INz 0

0 AtW∆(s)INa

 , Wp(s) =


Wf (s) 0 0

0 Wb(s)INs 0

0 0 1
At
INa

 .

Consequently, the controller K determined using H∞ synthesis will be such that
||P ? K||∞ < γ holds for the smallest possible γ < 1. The latter in particular
implies:

a. ||Te1→νnode
||∞ < γ < 1

b. ||Te3→zu||∞ < γ < 1

c. ||Te1→zu||∞ < γ < 1 and ||Te2→zu||∞ < γ < 1

The above criterion are sufficient of ensuring all the control objectives described
in Section 5.2.1 if we properly choose the constant weighting Wf , Wb, At and the
transfer function weighting W∆. These criterion are detailed as follows:

a. ||Te1→νnode
||∞ < γ < 1

The vector of transfer functions Te1→νnode
is equal to Tf→νnode

Wf . As already
mentioned, we will here choose Wf as a constant weighting. Consequently, the
constraint ||Te1→νnode

||∞ < 1 in fact means:

∀ω, σ(Tf→νnode
(jω)) < γ∣∣∣Wf

∣∣∣ < 1∣∣∣Wf

∣∣∣ (5.10)

or equivalently:

∀ω,
√
T ∗f→νnode

(jω)Tf→νnode
(jω) < γ∣∣∣Wf

∣∣∣ < 1∣∣∣Wf

∣∣∣ (5.11)
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This criterion will ensure a good performance with respect to the specified dis-
turbance (i.e. Performance and Excitation mentioned in Section 5.2.1). To
justify this, let us first consider the open-loop case i.e. the case where K = 0.
The transfer vector Tf→νnode

then reduces to Gf→νnode
. Due to the resonant nature

of the considered system, the largest singular value σ(Gf→νnode
) of the transfer

vector between f and νnode will be made up of sharp peaks (as will be seen in
e.g. Fig. 5.5). This will of course remain the case when a controller K 6= 0 will
be applied to the system. However, since the controller K will be designed in
such a way that Eq. (5.10) (and other constraints) holds with the smallest γ,
the amplitude of these sharp peaks can be made smaller by a smart choice of
the constant Wf (the larger Wf , the larger the peak reduction). Recall now the
expression for the central energy, Eq. (4.17), given in Section 4.1.4. Using this
expression and the sharp peak nature of the considered system, it is clear that a
reduction of the peak amplitudes in σ(Tf→νnode

) implies a reduction of the central
energy5.

For the PSD of the disturbance f , seen from Fig. 5.3 and using the definition
(5.2), we have f ∈ ΩWf

. Thus, f has high PSD over the frequency band of
interest Ω implies that Wf should be chosen as a band-pass filter focusing on Ω.
However, due to the model reduction step of Section 4.3, σ(Gf→νnode

) will only
present peaks in Ω and will have low gain outside Ω which in turn implies that
a such band-pass filter has already been applied via model reduction step. As a
result, it is sufficient to only choose constant for Wf . Consequently, by imposing
Eq. (5.10), we will only reduce the peaks in Ω.

b. ||Te3→zu||∞ < γ < 1
5This statement can be mathematically proved when Tf→νnode

is a vector of transfer func-
tions. Denote Te1→νnode

= [Te1→νnode,1, Te1→νnode,2, · · · , Te1→νnode,Nz ]T . The definition of H2
norm and H∞ norm [125, 126] gives:

∥∥∥Te1→νnode

∥∥∥2

2
= 1

2πtr
∫ +∞

−∞
T ∗e1→νnode

(jω)Te1→νnode
(jω)dω

= 1
2π

∫ +∞

−∞

(
Nz∑
i=1

∣∣∣Te1→νnode,i(jω)
∣∣∣2) dω ,

∥∥∥Te1→νnode

∥∥∥
∞

= sup
ω
σ (Te1→νnode

(jω))

= sup
ω

max
√
λ
(
T ∗e1→νnode

(jω)Te1→νnode
(jω)

)

= sup
ω

√√√√Nz∑
i=1

∣∣∣Te1→νnode,i(jω)
∣∣∣2

.

The quantity ||Te1→νnode
||22 is in fact the surface below σ(Te1→νnode

(jω))2. Considering the
sharp peak nature of σ(Te1→νnode

(jω)), the controller that minimizes ||Te1→νnode
||∞ will surely

leads to a small ||Te1→νnode
||22.
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Even though the model reduction has been done with care (see Section 4.3), an
H∞ controller designed on the reduced-order model G could still destabilize the
full-order model Gfull which is the so-called spill-over problem [17]. Ensuring
that ||Te3→zu||∞ < γ with γ < 1 will prevent this spill-over problem to happen
(i.e. Robust stability mentioned in Section 5.2.1). Indeed, from Fig. 5.3, we
see that Te3→zu is equal to W∆Tc→u where Tc→u is (if we compute its expression)
the complementary sensitivity function (for a positive feedback K):

Tc→u = (1−KGVa→Vs)−1KGVa→Vs (5.12)

To optimally choose the weighting function W∆, recall the robust stability result
presented in Section 5.1.2. Using this result, if we choose W∆ in such a way that
the following holds:

∀ω, σ(∆(jω)) 6 |W∆(jω)| (5.13)

where ∆ is the relative error defined by Eq. (4.47) in the application of the model
reduction step (see Section 4.3.5), an H∞ controller satisfying ||Te3→zu||∞ =
||W∆Tc→u||∞ < 1 will be guaranteed not only to stabilize G, but also Gfull.

To justify this, let us first note that the part of the full-order model between Va
and Vs can be written for the ∆ defined in Eq. (4.47) and satisfying Eq. (5.13)
as

Gfull
Va→Vs

= GVa→Vs(I + ∆).

Then, the closed-loop family Gfull
Va→Vs

? K can be recast in a closed-loop (∆,Md)
(see Fig. 5.2) with Md = Tc→u. Consequently, the desired stability property,
guaranteed by ||W∆Tc→u||∞ < 1, is a direct result of the robust stability result
presented in Section 5.1.2. It is to be noted that, by virtue of this same robust
stability result, the H∞ controller will also stabilize all systems Ḡ that can be
expressed as Ḡ = GVa→Vs(I + ∆) with a transfer matrix ∆ satisfying Eq. (5.13).

Remark. The above approach will only lead to satisfactory results if the relative
error ∆ in Eq. (4.47) satisfies the following constraint:
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sup
ω∈Ω

σ(∆(jω)) 6 1. (5.14)

Otherwise, if σ(∆(jω)) > 1, according to Eq. (5.13) we will have |W∆(jω)| > 1
in Ω. Thus, the condition ||W∆Tc→u||∞ < 1 will imply that σ(Tc→u(jω)) < 1 in
Ω, which in turn implies that GVa→VsK is small in Ω. This contradicts the fact
that GVa→VsK should be large in Ω in order to have enough control effect. The
expression Eq. (5.14) also gives a quality tag for the reduced-order model. As an
example, the second step of the model reduction technique proposed in Section 4.3
is only necessary if Eq. (5.14) is not satisfied after the first step.

c. ||Te1→zu||∞ < γ < 1 and ||Te2→zu||∞ < γ < 1

These parts of the H∞ criterion pertain to the limitation of the control effort (i.e.
Control signal in mentioned in Section 5.2.1). More precisely, they shape the
transfer matrices between the external signals (the force f and the measurement
noise vector b) and the vector of control inputs u. We have indeed that Te1→zu =
AtW∆Tf→uWf and Te2→zu = AtW∆Tb→uWb. Due to the scalar nature of the
weightings, these parts of the criterion ensure:

∀ω, σ(Tf→u(jω)) < 1
|AtW∆(jω)Wf |

(5.15)

∀ω, σ(Tb→u(jω)) < 1
|AtWbW∆(jω)| (5.16)

As already mentioned, we will choose At and Wb as constant weightings. This
simple choice is made possible by the shape of the frequency response of the trans-
fer function weighting W∆(s) which will generally have high amplitude outside
the frequency band of interest Ω since it must satisfy Eq. (5.13). The presence
of |W∆(jω)| in the above equations ensures that the control input u will have
roll-off at higher frequencies which eliminates the influence of (high frequency
content) noise b on u and also ensures that u will have high PSD mainly located
in Ω which limits the control efforts.

The constant weightings At and Wb can be used to limit the amplitude of the
control effort (whose frequency content will be concentrated in Ω via |W∆(jω)|)
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and we can make a distinction between the contribution of f and b in this control
effort by independently tuning At and Wb. A good practice is to increase these
constants as long as the H∞ criterion remains solvable for a constant γ < 1. As
already mentioned, the required control efforts (and thus the extent with which
the constants can be increased) depend on the desired central energy reduction
(i.e. the choice of Wf , see criterion a. above).

Remark. A controller that is stable itself is preferred. Otherwise, for actual
implementation, as long as the control loop is broken for some reason when the
controller is functioning (for example the sensor failure, the interruption of phys-
ical connections, etc), the presence of an unstable controller may lead to signal
explosion and thus damage the equipment. However, the H∞ synthesis will not
guarantee the stability of the obtained controller. If excessive constraints are im-
posed, it is possible that we obtain an unstable controller. Thus, we will check the
stability of the obtained controller. If it is unstable, we re-tune the weightings.

5.2.3 Controller reduction and discretization

As mentioned in Section 3.4, for the ease of the implementation, the obtained
H∞ controller will be reduced without degrading the performance. Due to the
choice of the weighting functions discussed in the previous subsection (especially
for the choice of W∆), the obtained H∞ controller will have low gain dynamics
outside the frequency band of interest. Moreover, these dynamics outside the
frequency band of interest are not/less important for the control objectives and
can therefore be removed in the reduced-order controller. Consequently, the
simple and widely used Balanced Truncation method [34, 35] can be applied
to perform controller reduction. More precisely, we determine the controller
with the lowest order that nevertheless preserve the stability and the level of
performance with the full-order model. In addition, as mentioned above, a stable
controller is preferred and Balanced Truncation method is able to preserve the
stability of the to-be-reduced controller.

Since the controller will be implemented in a digital control board6, the obtained
reduced-order controller has finally to be discretized. The sampling time should

6DSpace DS1104 in our case
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be chosen small enough to guarantee that the frequency response of the discrete-
time controller remains close to the continuous-time controller over the frequency
band of interest Ω. This consideration is discussed in Section 5.2.4.5.

5.2.4 Application to the beam-piezo system

We will now apply the proposed H∞ criterion on our specific beam-piezo system.

5.2.4.1 Augmented system

According to Section 3.2, we focus on a force disturbance f which has high PSD
in Ω = (600, 3000) rad/s where it covers 11 to-be-controlled modes. Referring
to Fig. 5.3, the to-be-controlled system G is the reduced-order model obtained
in Section 4.3.5, i.e. model (4.50), which is reduced from the identified full-
order model Gfull(θid) obtained in Section 4.2.3. The power amplifiers used
to drive the PZT actuators have the same gain −10. Thus the scalar factor
Ap is set to −10. The phase shift (tested using the frequency analyzer HP
35652B) in the anti-aliasing filters is approximated by a pure time delay of Tanti =
1.6× 10−4s. Moreover, as discussed by Section 5.2.3, the obtained controller will
be in continuous time and then be discretized for implementation in the control
board DSpace DS1104 with a small enough sampling time Ts and we will see
in the sequel that Ts = 2 × 10−4s. In reality, the discretization and the digital
conversion mechanism of the control board will together introduce a pure time
delay of one sampling time. In order to take into account this phenomenon, we
will add a pre-delay of Ts into the to-be controlled system. These two time delays
(i.e. Tanti + Ts) will be approximated by the transfer function Fd(s) using Pade
approximation of order 2 with the following expression7:

Fd(s) = s2 − 1.667× 104s+ 9.259× 107

s2 + 1.667× 104s+ 9.259× 107 .

The choice of the weightings (i.e. Wf , Wb, At and W∆) is detailed as follows.
7The order is chosen such that there will be almost no difference in phase response between

the approximated transfer function and the pure time delay before 3000 rad/s
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5.2.4.2 Weightings and results

First, let us discuss the choice of the weighting W∆(s) as it is the only weighting
that does not have trade-off with other weightings and will not be tuned over the
entire design process. W∆ is chosen as a simple transfer function that satisfies
Eq. (5.13). The modulus of the frequency response of the chosen W∆ is repre-
sented in Fig. 5.4 and we observe that Eq. (5.13) is indeed satisfied. The details
for the construction of W∆ can be found in Appendix B.

Figure 5.4: σ(∆(jω)) (solid blue) and |W∆(jω)| (dashed red)

For other weightings, there exists the trade-off. The weighting Wf relates to
the level of the disturbance and as discussed in Section 5.2.2, the larger Wf ,
the larger the peak reduction. This requires more control effort which implies
a smaller At, see Eq. (5.15). However, we will have the risk of obtaining γ > 1
if At is too small. Therefore, for a given Wf , we try to find At that ensures
the existence of a controller with γ < 1 with the largest energy reduction rate.
The choice of Wb has little effect on the result. After several iterations, we
finally choose Wf = 6.9, At = 3.9 × 10−2 and Wb = 1. Together with the other
weightings8, we obtain a controller K of order 52 for which the H∞ criterion
holds with γ = 0.9923. Fig. 5.6 shows the singular values of all the transfer

8The gain of the power amplifier Ap = −10 and the Pade filter Fd approximating a pure
delay of Tanti + Ts = 3.6× 10−4 s (see Fig. 5.3).
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functions from inputs f , b, c to outputs νnode, u in open-loop and closed-loop case9

and the corresponding weightings. From which we observe that the closed-loop
transfer functions (respectively corresponding to the performance, the control
energy consumption, the measurement noise and the robust stability) are well
saturated which means that all the criterion are well imposed. The frequency
response of this controller K is given in solid blue in Fig. 5.8.

Figure 5.5: σ(Gf→νnode
(jω)) (solid blue) and σ(Tf→νnode

(jω)) (dashed
red) when the controller K is applied to the reduced-order model G

To illustrate the control effect in terms of H∞ norm, we compare the closed-loop
quantity σ(Tf→νnode

(jω)) with the open-loop quantity σ(Gf→νnode
(jω)) in Fig. 5.5

and we observe that all the peaks in (600, 3000) rad/s are severely reduced as
imposed, i.e. ∀ω, σ(Tf→νnode

(jω)) < −19 dB. As will be seen later, this peak
reduction is performed with an acceptable control action for typical disturbance
force f . Further reduction would of course be possible, but at the cost of higher
control actions (and thus more energy consumption).

As imposed in the H∞ criterion, the controller K designed with the reduced-
order model G indeed stabilizes the full-order model Gfull(θid) and, when this
controller is applied to Gfull(θid), we obtain a very similar peak reduction as
with the reduced-order model G (compare Fig. 5.7 and Fig. 5.5). Note that,

9It can be seen from Fig. 5.3 that Tb→νnode
, Tf→u, Tb→u and Tc→u have no open-loop

responses.
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Figure 5.6: Singular value of all the transfer functions and the corre-
sponding weightings: Open-loop (solid blue) vs Closed-loop (dotted red)
vs Weightings (dashed black)

as expected, only the modes in (600, 3000) rad/s are reduced in the closed-loop
made up of K and Gfull(θid) (see Fig. 5.7).

Figure 5.7: σ(Gfull
f→νnode

(jω)) (solid blue) and σ(Tf→νnode
(jω)) (dashed

red) when the controller K is applied to the full-order model Gfull(θid)
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5.2.4.3 Reduced-order controller

The obtained controller K of order 52 has several low gain dynamics outside
(600, 3000) rad/s as shown in solid blue in Fig. 5.8. By ignoring these low gain
dynamics, the controller K can be further reduced. As discussed in Section 5.2.3,
we apply Balanced Truncation method and gradually reduce the order10 of the
controller K without destabilizing the system and without significant change in
the closed-loop performance. After some trial and error, we finally stop at a
reduced-order controller of order 30, denoted Kred. Fig. 5.9 indeed shows the al-
most perfect match between the closed-loop quantities σ(Tf→νnode

(jω)) obtained
when applying the full-order controller K (dashed green) and the reduced-order
controller Kred (dotted red) to the full-order model Gfull(θid) (solid blue). The
frequency response of Kred is represented in dotted red in Fig. 5.8 and compared
with K. It is to be noted that both K and Kred are stable transfer functions.

Figure 5.8: Modulus of the frequency response of the full-order controller
K (solid blue) and of the reduced-order controller Kred (dotted red)

5.2.4.4 Performance — Central energy reduction rate

Here, we discuss the performance of the closed-loop system made up of the full-
order model Gfull and the reduced-order controller Kred. The performance is

10We gradually truncate the states that correspond to smaller Hankel singular values
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Figure 5.9: σ(Gfull
f→νnode

(jω)) (solid blue) vs σ(Tf→νnode
(jω)) with full-

order controller K (dashed green) vs σ(Tf→νnode
(jω)) with reduced-order

controller Kred (dotted red)

characterized by the reduction rate of the vibration energy in the central zone
(central energy) which is equal to the reduction rate of the average proportional
central energy11 Ep

cent (see Section 4.1.4 for its definition). Intuitively, by com-
paring the solid blue and the dotted red curves in Fig. 5.9, we can expect that the
reduction of the proportional central energy will be important. Using Eq. (4.17),
the reduction rate of Ep

cent can be deduced as follows:

rpe =
1−

(
Ep
cent

)
CL(

Ep
cent

)
OL

× 100% =
1− ||Tf→νnode

Lf ||22
||Gfull

f→νnode
Lf ||22

× 100% (5.17)

where Tf→νnode
is here the closed-loop transfer vector between f and νnode and

where Lf (s) is a transfer function such that the PSD of f is given by |Lf (jω)|2.
When Lf is given by a band-pass filter in the frequency band of interest (600, 3000)
rad/s, the reduction rate rpe is equal to 59.6%. When Lf corresponds to the PSD
of the actual disturbance force f generated by the shaker, the reduction rate
rpe is then equal to 62.5%. It should be noted that the above expression (i.e.

11We mainly focus on the reduction rate instead of the exact value of the central energy
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Eq. (5.17)) neglects the effect of the measurement noise b in the closed-loop
situation.

5.2.4.5 Numerical simulation

In order to numerically verify the effectiveness of the obtained reduced-order
controller Kred and also to investigate the effect of the measurement noise b on
the performance, we have performed simulations.

As explained in Section 5.2.3, the actual implemented controller will be the dis-
cretization of Kred, denoted Kd

red, and Kd
red will thus be the controller applied

in simulations. Here, we use Zero-Order-Hold [127] to perform the discretiza-
tion. The choice of the sampling time Ts should be relatively small (i.e. the
Nyquist frequency [127] should be much larger12 than the maximum frequency
of the frequency band of interest) and should also consider the computing power
of the digital control board (DSpace DS1104 in our case). Thus, we finally
choose Ts = 2 × 10−4s with the Nyquist frequency equals to 1

2Ts = 2500Hz =
1.57× 104 rad/s which is much larger than 3000 rad/s. Fig. 5.10 compares the
frequency response of Kred and Kd

red which shows that this choice Ts is small
enough as we observe a perfect match between Kred and Kd

red before 3000 rad/s
in both modulus and phase. We also remove the pre-delay of one sampling time
from Fd(s) and thus take a new Fd(s) which only approximates a pure time delay
of Tanti = 1.6 × 10−4s (instead of Tanti + Ts in the controller design section, see
Section 5.2.4.1). We also add white noise to the outputs of Fd(s) (inputs of the
controller) as the measurement noise. The Signal-to-Noise Ratio is the same as
that in the controller design, which is the ratio between the weighting for the
disturbance f and the weighting for the measurement noise Wb, i.e. Wb/Wf .
The PSD of the disturbance f is given by |Lf (jω)|2 with Lf a band-pass filter
in (600, 3000) rad/s.

We then simulate the real-time proportional central energy Ep
cent(t) using the

following expression (referring to Eq. (4.16)):

Ep
cent(t) = νTnode(t) · νnode(t) (5.18)

12This is to avoid that the discretized controller has large phase shift near the Nyquist
frequency which is close to the frequency band of interest



88 March 27, 2019 Chapter 5 Centralized controller design

Figure 5.10: Kred (solid blue) vs Kd
red (dashed red)

Fig. 5.11 shows the result of the simulation where we observe a stable closed-loop
system and a significant reduction of the energy Ep

cent(t). Using Eq. (4.16) and
Eq. (5.17), the reduction rate rpe given by this simulation is 60.12%. It should
be noted that this result is under the presence of the measurement noise. We
also perform simulation without the measurement noise and obtain a reduction
rate of 61.28%, very close to 60.12% (with measurement noise). This means that
the controller is indeed able to effectively filter the measurement noise such that
it has ignorable effect on the global performance. These simulations have also
allowed us to verify that the control efforts (due to the presence of both f and
b) remain at all time in the working range of the digital control board and the
actuators.

5.3 Experimental validation

Let us now verify whether this control performance (in particular the large re-
duction rate) can also be achieved in practice when the obtained controller is
applied on the real setup.
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Figure 5.11: Real-time proportion central energy simulation: Open-loop
(upper figure) vs Closed-loop (lower figure)

The digital control board used to implement the controller (i.e. the discrete time
controller Kd

red obtained in Section 5.2.4.5 with sampling time Ts = 2× 10−4s) is
DSpace DS1104. The force disturbance is applied by an electrodynamical shaker
(see the top right figure of Fig. 3.1) which requires an input reference signal to
characterize the frequency band of the output force. We thus use the control
board (a different channel from those for control outputs) as a signal generator
where a filtered white noise signal13 is generated and then sent to the shaker as
the reference such that the output force of the shaker (the force disturbance f
applied to the beam) will only have high PSD in (600, 3000) rad/s. The effect of
the mechanism and the signal processing between the white noise and the force
disturbance f is represented by a transfer function Lf (jω) so that the PSD of f
is characterized by |Lf (jω)|2. The gain of the power amplifier is −10 (the value
of Ap) and the cutoff frequency of the anti-aliasing filter is set to 1000 Hz (about
6.3× 103 rad/s)14.

To evaluate the actual reduction rate obtained on the experimental setup, we
13We set up a digital band-pass filter inside DSpace DS1104 which has a pass-band of

(600, 3000) rad/s
14The cutoff frequency 1000 Hz is smaller than the Nyquist frequency, i.e. 1

2Ts
= 2500 Hz
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will compare the open-loop (without control actions, i.e. Va = 0) and the closed-
loop (with controller Kred activated) situation where the same disturbance f (of
PSD |Lf (jω)|2) is applied to the beam. In both situations, νnodei

(t) = ν(xi, t)
is measured via the laser velocimeter at the Nz = 19 nodes xi that have been
chosen in the central zone15.

First, let us see the vibration state of a point in the central zone, which will
intuitively demonstrate the vibration reduction. In the top part of Fig. 5.12, we
represent, as a function of the time, the vibration velocity νnodei

(t) = ν(xi, t) of
one of these nodes during an experiment where the controller is kept inactive
(open-loop situation) from t = 0 till t = 10 seconds and then the controller is
activated (closed-loop situation) for 10 seconds, etc.(the middle/bottom part of
Fig. 5.12 represents the real-time actuation voltage of the PZT actuators). We
can clearly observe the velocity reduction when the controller is active. Evaluat-
ing the (proportional) vibration energy Ep

nodei
at node i as the average value of

ν2
nodei

(t) in the open-loop and closed-loop situation, the reduction of the vibra-
tion energy at this particular node is equal to 65.4%. For comparing with the
theoretical value, we also simulate the real-time velocity of the same node which
gives consistent reduction rate: 63.1% with measurement noise and 65.1% with-
out measurement noise. In Fig. 5.12, the voltages applied on the two actuators
(i.e. Va) are also represented and they remain at all time within the working
limits of the control board and piezo-actuators.

Second, let us formally evaluate the reduction rate of the central energy using
the measurements νnodei

(t) = ν(xi, t) at all 19 nodes. For this purpose, we will
estimate the central energy Ep

cent in the open-loop and the closed-loop situations
as (see Eq. (4.16)):

Ep
cent =

19∑
i=1

Ep
nodei

. (5.19)

Based on the central energy obtained in this way in open-loop and closed-loop16,
we obtain a reduction rate of 58.9%. This estimate of the experimental reduction

15in fact, 19 different experiments have to be performed to obtain this result since only one
laser velocimeter is available

16It is to be noted that, as opposed to what is done for
(
Epcent

)
CL

in Eq. (5.17), the above
manner to evaluate the central energy in the closed-loop situation considers the influence of
both the disturbance force f and the measurement noise b.
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Figure 5.12: Velocity of an arbitrary point in the central zone (top figure)
for an experiment consisting of switching on and off the controller every
10 seconds, the first element of Va (mid-figure) and the second element
of Va (bottom figure)

rate is very close to the one that is theoretically computed on the loop made up
of the controller Kred and of the full-order model Gfull(θid) (i.e. 62.5%, see
Section 5.2.4.4).

It can therefore be concluded that the model Gfull(θid) deduced from grey-box
identification was a reliable model of the actual setup for control purpose. It is
also to be stressed that the model improvement step, i.e. the grey-box identifi-
cation, is necessary. Indeed, if the H∞ controller is designed based on the initial
model Gfull(θinit) and then applied on Gfull(θid), the obtained central energy
reduction rate would go down to only 46%.

Let us further illustrate the energy reduction rate of 58.9%. Using the measure-
ments νnodei

(t) = ν(xi, t) obtained at all 19 nodes and the applied disturbance
force f , we use the frequency analyzer to estimate the frequency responses of
the transfer functions between f and νnodei

(i = 1...19) in the open-loop and the
closed-loop situations, denoted respectively Gf→νnodei

,m(jω) and Tf→νnodei
,m(jω).

For (i = 1...19), we obtain the open-loop transfer vector Gf→νnode,m(jω) and the
closed-loop transfer vector Tf→νnode,m(jω). We subsequently compute the largest
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singular value of these two transfer vectors and the result are plotted, as a func-
tion of the frequency, in Fig. 5.13. Even though we can see some discrepancies
between this figure and Fig. 5.9 (that can be due among other things to the inher-
ent difficulties in this validation step of pointing the laser velocimeter at exactly
the same 19 positions as during the identification procedure), we also clearly ob-
serve that the 11 modes in the frequency band of interest (600, 3000) rad/s are
effectively controlled (reduced). The peak reduction in dB of each of these 11
modes is listed in Table 5.1 where the average peak reduction is 8 dB with 15 dB
being the maximum. Such peak reductions can also be observed in other papers
(see e.g. [11, 70, 71, 73, 128]), but on fewer resonance peaks (meaning that the
reduction rate will be smaller). Note moreover that the control problem is here
more complex since the energy reduction is achieved in a zone where there are
no actuators and no sensors.

Figure 5.13: σ(Gf→νnode,m(jω)) (solid blue) and σ(Tf→νnode,m(jω)) (dot-
ted red) measured on the experimental set-up

Table 5.1: Peak reduction (dB) of the 11 controlled modes

Mode frequency (rad/s) 641 795 960 1163 1322 1533
Peak reduction (dB) 15 3 7 8 8 8

Mode frequency (rad/s) 1747 1987 2282 2510 2808
Peak reduction (dB) 6 11 9 5 8
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Our objective was thus to reduce the vibration in the central zone of the beam.
One could wonder what happens in the other parts of the beam. We have there-
fore also measured the velocity at one point on the left side and at one point on
the right side of the central zone (see Fig. 5.14) and we have observed that the
vibration at these two points is also reduced in closed-loop: the reduction of the
vibration energy at these two nodes are respectively equal to 56.8% and 49.8%,
however smaller than that of the measured point in the central zone (i.e. 65.4%).

Figure 5.14: Velocity of one point on the left (top figure), velocity of one
point on the right (bottom figure)

5.4 Discussion in single-variable case — Limi-
tation of SISO controllers

In Section 3.3, we have pointed out that a SISO controller is not sufficient for
effectively controlling all the 11 modes in (600, 3000) rad/s, which is the most
important limitation of a SISO controller. This limitation can be explained by
the position of the PZT pairs. In particular, if a PZT pair is located close to the
node of a certain mode shape, it cannot effectively excite or detect this mode so
that this mode cannot be controlled as efficiently as other modes, see Appendix A
for detailed explanations. The objective of this part is to verify this discussion.

In this work, we illustrate the reduction of different modes by comparing the
maximum singular value of the transfer function vector from the force distur-
bance f to the velocity vector νnode in both open-loop and closed-loop case (i.e.
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σ(Gfull
f→νnode

(jω)) and σ(Tf→νnode
(jω))), see for example Fig. 5.7 where we clearly

see the reduction of each mode (peak). If the discussion of Section 3.3 was right,
by comparing the same quantity in both open-loop case and closed-loop case
with a SISO controller, there must exist peaks (modes) with little or even no re-
duction, which in turn leads to lower reduction rate. To verify this, we will apply
the proposed H∞ criterion with the same choice of weighting functions to the
model with only one actuation input and one sensing output. This model will be
obtained by truncating the ignored input and output of the reduced-order model
G obtained in Section 4.3.5. Similarly, the corresponding full-order model will
be obtained by truncating the full-order model Gfull obtained in Section 4.2.3.
As an example, we here consider the SISO case with 10th PZT pair as actuator
and 5th PZT pair as sensor (respectively the first element of actuation inputs and
sensing outputs). Consequently, the input relating to the 16th PZT pair and the
output relating to the 11th PZT pair (respectively the second element of actua-
tion inputs and sensing outputs) are truncated from G and Gfull, which gives a
reduced-order model Gv10→v5 and a corresponding full-order model Gfull,v10→v5 .
The H∞ synthesis based on Gv10→v5 gives us a SISO controller Kv5→v10 . Then we
compute the closed-loop singular value σ(T v10→v5

f→νnode
(jω)) made up of the full-order

model Gfull,v10→v5 and the controller Kv5→v10 . Fig. 5.15 shows the comparison
between the open-loop singular value σ(Gfull,v10→v5

f→νnode
(jω)) (solid blue) and the

closed-loop singular value σ(T v10→v5
f→νnode

(jω)) (dotted red). As expected, we observe
the phenomenon that there are several peaks with little or even no reduction.
Moreover, in Fig. 5.15, we also show (in dashed yellow) the response from the
10th PZT pair to the 5th PZT pair measured from the setup (a copy of the blue
line in Fig. A.2). We observe that the peaks with little or no reduction are
exactly where the setup shows low response between the chosen actuator and
sensor, for example at about 800 rad/s, 1500 rad/s and 1700 rad/s. This ob-
servation fully proves the discussion in Appendix A that if the modes cannot be
effectively detected or excited, they cannot be controlled. Finally, we compute
the reduction rate of the central energy and obtain 38.54%. The simulation gives
a similar reduction rate of 41.81%. As expected, the reduction rate of a SISO
controller is much smaller than that of the MIMO controllerKred which is around
60%. In addition, we have also designed other SISO controllers using the same
procedure described above which gives Kv11→v10 , Kv5→v16 and Kv11→v16 . They all
show similar results with Kv5→v10 .
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Figure 5.15: Performance of the SISO controller with the 10th PZT pair
as actuator and 5th PZT pair as sensor

In conclusion, a SISO controller indeed has the limitation, it is not able to ef-
fectively control all the 11 modes in (600, 3000) rad/s, which leads to a small
central energy reduction rate. A MIMO controller is indeed necessary.

5.5 Summary

This chapter proposes a particular H∞ criterion to tackle our vibration reduc-
tion problem which allows us to compute a multi-variable H∞ controller under
multiple control objectives: reduce the central energy, limit the control energy
consumption and guarantee the robust stability. The proposed H∞ criterion is
then applied on the to-be-controlled model. By properly choosing the weightings,
we obtain a MIMO controller which is able to effectively reduce the vibration
energy (with a large energy reduction rate) in the central zone of the beam un-
der a force disturbance over the specified large frequency band. The obtained
controller is then further reduced without destabilizing the closed-loop stability
or degrading the performance. The effectiveness of the controller is validated
by simulations and the measurements on the actual setup as we obtain good
match between the theoretical value and the measurement result. These results
also prove that the obtained model is very close to the actual experimental setup.
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The obtained controller is indeed also able to reduce the vibration energy in other
zones however with smaller reduction rate than the central zone which implies
that the control effort is concentrated in the central zone as expected. Based
on the full-order model, we also verify that a SISO controller is not sufficient to
control all the modes in the frequency band of interest. A MIMO controller is
thus necessary.

It should be noted that the obtained controller is centralized, i.e. it processes all
sensor data to generate all feedback control signals. The drawback of a central-
ized controller is the complexity of the controller which gives high computational
burden to the centralized processor, and the complexity of the physical connec-
tions. Distributed controller may be a solution for these drawbacks as it allows
us to use a number of simpler localized controllers which will work together to
achieve a global performance. The next chapter will introduce how to build a
distributed model of the same setup for the purpose of distributed control.



Chapter 6

Modeling for distributed control

In the centralized control, it has been demonstrated in Section 3.3 that two PZT
actuators and two PZT sensors are necessary to control all the modes in the
frequency band of interest (see, Appendix A) and a good performance has been
achieved (see, Section 5.3). In fact, using more PZT pairs are also possible by
applying the proposed methodology and better performance could be obtained.
However, more PZT means more complicated system and controller, which will
put higher demand on the processing capability and the power consumption of the
controller. On the other hand, the centralized controller needs more complicated
physical connections because it collects all the sensor signals and outputs all the
control signals at the same time. Therefore, we finally turn to distributed control.

Distributed control strategy is to use several simpler controllers to achieve a
global performance. Each controller reacts only with a small number of actu-
ators and sensors that are locally located on the structure. This local part of
the structure with the sensors is considered as a subsystem with much lower or-
der and the entire structure is thus considered as the interconnection of several
such subsystems. Each subsystem only has information exchange with neigh-
bor subsystems. The objective of distributed control is to find proper feedback
controller for each subsystem such that the vibration in a particular zone of the
global mechanical structure is reduced (referring to Section 3.2). For this pur-
pose, an interconnected model for these subsystems should first be built in form
of state-space representation. This chapter presents how to build the state-space
model of such subsystems.

97
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6.1 Distributed modeling overview

In distributed control, we consider the entire structure as the interconnection
of several LTI subsystems. These subsystems have information exchange with
their neighbors and also additional inputs and outputs for distributed controllers.
Fig. 6.1 shows an example of such interconnected systems. Thus, the objective
of the distributed modeling of the beam-piezo system is to build these LTI sub-
systems Gs such that the interconnection of these subsystems gives the model of
the entire structure.

Figure 6.1: Example of interconnected system

The idea is to first spatially decompose the structure into cells and then transform
the model of each cell (governing equation) into a simpler LTI subsystem (i.e.
Gs in Fig. 6.1). This allows us to design simple distributed controller for each
subsystem. In addition, as the subsystems correspond to different parts of the
structure, it is possible to particularly control the vibration in a specific zone.

The modeling process is as follows. First, the governing equation of each cell is
deduced from Finite Element Modeling. This step is similar with the modeling
for centralized control (referring to Eq. (4.1) in Section 4.1.1.1) except that the
displacement vector should contain the displacement along all the directions (i.e.
x, y and z axis). Note that although only the displacement in z direction is of
interest, the boundary condition of a single cell, which relates to the constraints
applied by neighbor cells, is actually in three directions. More importantly, these
constraints are necessary for building the subsystem1 (i.e. Gs). Second, as in
the modeling for centralized control, the obtained governing equation will have a
large number of degree of freedom (DOF) and should thus be simplified as much
as possible for the ease of controller design. The simplification should necessar-
ily keep the constrains between neighbor cells for the purpose of constructing

1The constraints applied by neighbor cells are actually considered as the communication
between neighbor subsystems
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subsystems, and also keep the dynamics at lower frequencies for the purpose of
controlling the vibration with respect to a disturbance over a specified frequency
band. Therefore, we introduce Guyan condensation [129] and Euler-Bernoulli
kinematic assumption. Third, according to the simplified governing equations,
the information exchanged between neighbor subsystems is defined and, accord-
ing to which, we finally construct the state-space representation of Gs. At last,
in order to validate Gs, at least two steps of verification are needed. First, we
need to verify that the governing equations deduced for each cell are correct.
This is very important because Gs will be constructed based on these equations.
In other words, we need to make sure that grouping together these cells can cor-
rectly reflect the global dynamics of the entire beam. For this purpose, we will
perform assembly to the cells such that a complete model of the entire structure
could be obtained and compare the dynamic of this assembled model with the
previous global model (the beam-piezo system model built by using COMSOL
in Section 4.1). Second, we need to make sure that Gs is correctly constructed
from the governing equations of cells which means that if we interconnect all the
Gs, we will find exactly the same model as the assembled model obtained in the
first verification step.

Remark. Modal Displacement Method, which is applied to simplify the governing
equation in centralized control (see Section 4.1.1.2) is not applicable here. Modal
Displacement Method decomposes the governing equation directly obtained from
Finite Element Analysis into modes. However, the modes of the vibration of a
cell do not represent the modes of the global vibration of the entire structure.

The principle of Guyan condensation and Euler-Bernoulli kinematic assumption
are presented in Section 6.2. Then, they are applied to our specific beam-piezo
system in Section 6.3, and we obtain the simplified governing equations of the
cells. According to these governing equations, we construct the state-space rep-
resentations of all the subsystems, see Section 6.4.
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6.2 Governing equation simplification for struc-
tural cells

6.2.1 Guyan condensation

Guyan condensation [36] is a common used primal method that reduces a complex
structural model with a great number of DOF, aiming at finding an equivalent,
simpler model which allows us to compute the approximate behavior of the initial
structure. For this purpose, we define two sets of DOF: the set of master DOF,
denoted qm, which is composed of the DOF under external constrains, and the
set of slave DOF, denoted qe, which is composed of free DOF (no constraints).
Consider the governing equation of a complex structure (with a great number of
DOF from Finite Element Analysis) partitioned master DOF and slave DOF as:

Mmm Mme

Mem Mee

q̈m
q̈e

+
Kmm Kme

Kem Kee

 qm
qe

 =
gm

0

 (6.1)

where gm 6= 0 represents the constraints related to qm and the constraints relating
to qe are zeros.

The idea of Guyan condensation is to neglect the kinetic energy before the strain
energy with respect to the slave DOF qe, which means that the second-order
derivative terms in the second line of Eq. (6.1) are neglected2. Then we can
directly write the static relation existing between qm and qe:

qe = −K−1
ee Kem · qm (6.2)

Variable substitution is introduced here as below:

qm
qe

 = T · qm, (6.3)

2This constrains the model to be used in the low frequency band before a half of the eigen
frequency of the first internal mode
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where T =
 I

−K−1
ee Kem

. Then, a simplified governing equation can be obtained

as below [36]:

M̄ · q̈m + K̄ · qm = T T ·

gm
0

 (6.4)

where3

M̄ = T T

Mmm Mme

Mem Mee

T, K̄ = T T

Kmm Kme

Kem Kee

T.
Comparing to Eq. (6.1), Eq. (6.4) is simpler since it has less number of DOF.

Remark. The error introduced by this simplification will depend on the choice
of the master DOF [130] (i.e. qm) . Of course, the more DOF are kept in qm, the
less error there will be. On the other hand, the error trends to increase at higher
modes (frequencies) which means that Eq. (6.4) is only capable of well keeping the
initial dynamics at low frequencies (before a half of the eigen frequency of the first
eigne mode). The reason is that, as the frequency goes higher, the kinetic energy,
which corresponds to the second-order derivative terms in Eq. (6.1), increases and
thus becomes less neglectable. That is also the reason why the first step verification
explained in Section 6.1 is important. We need to make sure that when the
simplified cell models are assembled, we can find relatively correct dynamics over
a frequency band that covers the disturbance.

6.2.2 Euler-Bernoulli kinematic assumption

Euler-Bernoulli kinematic assumption4 is used to represent the displacement field
of a surface (displacement of all the points on the surface) by the displacement
and the rotation of that surface against a single point (e.g. the central point of
the a cross-section) under the assumption that the displacement is small.

3The mass matrix and the stiff matrix should be square and symmetric. We multiply TT
on the left to keep the symmetric property of these two matrices after simplification.

4The kinematic assumption in Euler-Bernoulli beam theory [129]
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Consider that, in the generalized coordinate system x−y−z (see Fig. 6.2), there
is a surface S in yz plane. Denote yS − zS the coordinate system attached to S
and OS its original point. The displacement under x− y − z, denoted [u, v, w]T ,
of a point on S with coordinate (yS, zS) under yS−zS can be computed as follow:

Figure 6.2: Coordinate system x − y − z, surface S, coordinate system
yS − zS attached to S and a point on S with coordinate (ys, zs) and
displacement [u, v, w]T


u

v

w

 =


1
0
0

u0 +


0
1
0

 v0 +


0
0
1

w0 +


0
−zS
yS

 θx +


zS

0
0

 θy +


−yS

0
0

 θz, (6.5)

where u0, v0, w0 and θx, θy, θz are respectively the displacements of OS and the
rotations of S against OS in x − y − z along axis x, y and z. Using Eq. (6.5)
allows us to reduce the number of DOF on a surface to only 6.

In our specific case, Eq. (6.5) could be further simplified. According to Sec-
tion 3.2, only the bending mode in z direction is of interest. Fig. 6.3 presents an
example of this bending deformation where S is a cross-section of the bending
beam. In this bending deformation, S will never have rotation along x and z

axis. The displacement of an arbitrary point on S will never have displacement
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in y direction. Thus, it is enough to express the displacement of a point using
u0, w0 and θy 5:

Figure 6.3: Bending deformation


u

v

w

 =


1
0
0

u0 +


0
0
1

w0 +


zS

0
0

 θy, (6.6)

By using Eq. (6.6), the number of DOF on a surface can thus be further reduced
to only 3.

The next section will explain how to apply Guyan condensation and Euler-
Bernoulli kinematic assumption on the considered beam-piezo structure and build
simple cell models (governing equations).

6.3 Application to the structural cells

First, let us cut the structure into cells. Fig. 6.4 shows the virtual 3D model
of the structure in COMSOL. It can be observed that not all the parts are the
same. By discretizing the parts with length L3 (the parts with PZT), we obtain
cells with piezos. By discretizing the parts with length L1 and L2 (parts with
no PZT), we obtain homogeneous cells. The entire structure is obviously the

5Indeed, if we ignore any DOF from u0, w0 and θy, there will be large discrepancies in
frequency response between the initial model and the simplified model.
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combination of these two kinds of cells. The following parts will explain how to
build the model of these cells.

Figure 6.4: Different cells of the beam-piezo system

Remark. If we aim to obtain more accurate global behavior from assembling
the cells, it is obvious that the smaller the cell is, the more accuracy there will
be. However, the dimension and position of the PZT limit the minimum length
of the cell with piezos. For example, if we use two neighbor PZT pairs as a local
control unit, the part with length L3 can only be divided into 5 cells.

6.3.1 Cells with piezos

6.3.1.1 Simplified governing equation

Two neighbor PZT pairs are used as actuator and sensor. We thus cut the parts
with length L3 (Fig. 6.4) between every two PZT pairs and 5 cells with piezos
are obtained.

The governing equation of the cell with piezos can be deduced in the way similar
to how we deduce the global model (referring to Section 4.1.1.1). First, a virtual
3D model of a such cell is built in COMSOL as shown in Fig. 6.5.

Then, the 3D model of the cell with piezos is spatially discretised into elements
as shown in Fig. 6.6, called mesh, for the purpose of performing Finite Element
Analysis.

Remark. The mesh should be thin enough so that the solution converges

The mesh generates the nodes. The displacement of a node under the generalized
coordinate system x− y − z is denoted as W :
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Figure 6.5: 3D model of a cell with piezos

Figure 6.6: Mesh of a cell with piezos created by FEA

W =


u

v

w

 (6.7)

where u, v and w denote respectively the displacement in directions x, y and
z. To simplify the notation, we divide, according to the position, all the nodes
into 3 groups and denote WL, WR and WC respectively the column vector of
the displacement of the nodes in the left surface, right surface and the central
domain, see Fig. 6.6. Denote also Vl and Vr, Ql and Qr respectively the voltage
and the charge on the left and right PZT pair, FL and FR respectively the force
applied on WL and WR. The governing equation of this cell obtained from Finite
Element Analysis will be in the following form:
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
MLL MLR MLC 0
MT

LR MRR MRC 0
MT

LC MRCT MCC 0
0 0 0 0




ẄL

ẄR

ẄC

V̈

+


KLL KLR KLC EL

KT
LR KRR KRC ER

KT
LC KRCT KCC EC

−ET
L −ET

R −ET
C R




WL

WR

WC

V

 =


FL

FR

0
Q

 ,
(6.8)

V =
Vl
Vr

 , Q =
Ql

Qr


Eq. (6.8) contains hundreds of DOF because of the large number of nodes. If
it is transformed into state-space, there will be a huge order, which will lead
to a much complex distributed controller for one cell, even more complex than
the centralized controller. We need a much simpler governing equation. For this
purpose, we first apply Guyan condensation.

In the case of one cell, the external constraint applied on it should only be on the
left and right surface which means that all the DOF inWC are free. This can also
be seen from Eq. (6.8) as we have zero on the right part of the third line. Thus,
WC should be considered as slave DOF and others as master DOF. Eq. (6.8)
can be simplified by neglecting the kinetic energy relating to WC (second-order
derivative terms in the third line).

Following the procedure of Guyan condensation (see Section 6.2.1), the static
relation between WC and other DOF is first computed:

WC = −K−1
CC

[
KT
LC KT

RC EC
] 
WL

WR

V

 . (6.9)

Then, variable substitution is introduced as follow:


WL

WR

WC

V

 =


I 0 0
0 I 0

−K−1
CCK

T
LC −K−1

CCK
T
RC −K−1

CCEC

0 0 I



WL

WR

V

 = T


WL

WR

V

 (6.10)
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Substitute Eq. (6.10) into Eq. (6.8) and a simpler governing equation of the cell
with piezos is obtained in the following form:


M̄LL M̄LR 0
M̄T

LR M̄RR 0
0 0 0



ẄL

ẄR

V̈

+


K̄LL K̄LR ĒL

K̄T
LR K̄RR ĒR

−ĒT
L −ĒT

R R̄



WL

WR

V

 =


F̄L

F̄R

Q

 . (6.11)

Remark. As mentioned by the Remark in Section 6.2.1, the simplified govern-
ing equation obtained from Guyan condensation will keep the initial dynamics at
low frequencies. Whether the assembled model will have correct dynamics over
the frequency band of the disturbance will be discussed in Section 6.3.3 by com-
paring the frequency response of the global model and the assembled model. Here,
we just assume that the previous statement is true.

It can be observed that Eq. (6.11) still contains many DOF because the dis-
cretization by Finite Element Analysis also generates lots of nodes on the left
and right surface (referring to Fig. 6.6) and each node needs 3 DOF to describe
its displacement under the generalized coordinate system x−y−z (see Eq. (6.7)).
Thus, Eq. (6.11) needs to be further simplified without loosing the constraints on
the left and right surface. For this purpose, we apply Euler-Bernoulli kinematic
assumption.

We first apply Eq. (6.6) to all the nodes in WL and WR and we are thus able to
obtain two corresponding transmission matrices, denoted HL and HR, such that:

WL = HLŴL, WR = HRŴR, (6.12)

with

ŴL = [u0L, w0L, θyL]T , ŴR = [u0R, w0R, θyR]T , (6.13)

where u0L, w0L, θyL are the displacements (x and z axis) and the rotations (y
axis) of the left surface against its central point and u0R, w0R, θyR those of the
right surface.
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Then, similar to what we did in Guyan condensation, we here introduce another
variable substitution as bellow:


WL

WR

V

 =


HL 0 0
0 HR 0
0 0 I



ŴL

ŴR

V

 = T̂


ŴL

ŴR

V

 . (6.14)

Substitute Eq. (6.14) into Eq. (6.11), the final governing equation of a cell with
piezos with much less DOF is obtained in the following form:


M̂LL M̂LR 0
M̂T

LR M̂RR 0
0 0 0




¨̂
WL

¨̂
WR

V̈

+


K̂LL K̂LR ÊL

K̂T
LR K̂RR ÊR

−ÊT
L −ÊT

R R̂



ŴL

ŴR

V

 =


F̂L

F̂R

Q

 . (6.15)

Till now, we reduce the DOF of the governing equation from a few hundreds to
only a dozen. For the computation of the parameters in Eq. (6.15), we can still
use COMSOL however in a particular way. This is explained in Section 6.3.1.2.

6.3.1.2 COMSOL solutions

Computing the parameters in Eq. (6.15) is to find M̂ =
M̂LL M̂LR

M̂T
LR M̂RR

, K̂ =K̂LL K̂LR

K̂T
LR K̂RR

, Ê =
ÊL
ÊR

 and R̂. For this purpose, we build a new cell model

and compute these parameters using COMSOL. In order to reduce computa-
tional complexity, instead of solving (compute matrix parameters using COM-
SOL) Eq. (6.8) and then doing the calculations (impose Guyan condensation
and Euler-Bernoulli kinematic assumption), we directly solve Eq. (6.15). The
solutions are obtained by two steps:

Remark. It is not possible to reuse the global finite element model (4.1) obtained
in Section 4.1.1.1 to extract these parameters because model (4.1) does not have
the same DOF as model (6.15).

(1) Static solutions – Compute K̂, Ê and R̂
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COMSOL is able to compute the constraints or the actuation voltage on the
structure or the piezo that are necessary to generate a predefined deformation or
a resulting charge change. The constraints could be the force or the torque (mo-
ment of force). A predefined deformation could be a displacement or a rotation.
With only a predefined deformation or a static actuation voltage, there will be
no kinetic energy, which means that the inertial terms (second-order derivative
terms) should be zero. In this case, Eq. (6.15) can be simplified as below:


K̂LL K̂LR ÊL

K̂T
LR K̂RR ÊR

−ÊT
L −ÊT

R R̂



ŴL

ŴR

V

 =


F̂L

F̂R

Q

 . (6.16)

Each value we chose for


ŴL

ŴR

V

 represents a predefined deformation and an static

actuation voltage. The constraints and the resulting charge change are exactly

represented by


F̂L

F̂R

Q

. Therefore, if we chose


ŴL

ŴR

V

 as a unit vector whose ith

line equals to 1, the constraint vector computed by COMSOL is exactly the ith

column of


K̂LL K̂LR ÊL

K̂T
LR K̂RR ÊR

−ÊT
L −ÊT

R R̂

.
(2) Equivalent mass matrix – Compute M̂

COMSOL is also able to compute the displacement field of the structure under a

predefined deformation. Denote ϕi the displacement field when choosing


ŴL

ŴR

V


with V = 0 as a unit vector whose ith line equals to 1. Then we have:

M̂ij =
∫∫∫

M
ρmϕ

T
i ϕjdV +

∫∫∫
P
ρpϕ

T
i ϕjdV (6.17)

where ρm and ρp are respectively the density of the beam and the piezo. The inte-
gration corner mark ‘M ’ and ‘P ’ represent the volume integration in mechanical
domain (beam) and the piezo-electric domain (piezo).
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6.3.2 Homogeneous cells

The homogeneous cells are discretized from the parts with length L1 and L2,
see Fig. 6.4. The modelization of the homogeneous cells is similar to that of
the cells with piezos except that there are no piezos on homogeneous cells. This
means that there is no electro-mechanical coupling between the beam and the
piezos. There will thus be no more coupling terms in the governing equation
which will be in the following form (after introducing Guyan condensation and
Euler-Bernoulli kinematic assumption):

M̂LL M̂LR

M̂T
LR M̂RR

 ¨̂
WL

¨̂
WR

+
K̂LL K̂LR

K̂T
LR K̂RR

ŴL

ŴR

 =
F̂L
F̂R

 . (6.18)

We also use COMSOL to compute M̂ and K̂ by applying the same procedure
explained in Section 6.3.1.2.

Remark. In this work, the parts with length L1 and L2 are all cut into 5 cells of
the same size. It should be noticed that L1 and L2 are different. We thus have to
build two different homogeneous cells in COMSOL respectively with length L1/5
and L2/5 which leads to different M̂ and K̂.

6.3.3 Assembly

Assembly is to group together the governing equations of the cells to form a
global equation system of the entire structure. The objective of the assembly
is to validate the model of the cells. If the cells are correctly modeled, we can
find very close dynamics between the assembled model and the previous beam-
piezo system model built for centralized control (see Section 4.1). Besides, the
distributed controllers must work together to obtain a global performance. It
is therefore necessary to first verify if the cells grouping together can correctly
reflect the global dynamics.

As explained in previous sections, each part of the structure (parts with length
L1, L2 and L3) is discretized into 5 identical parts. The entire structure is thus
divided into 25 cells in total which results in 26 cross-sections. Denote i the
number of the cells. It should be noticed that i = 1, · · · , 5, 11, · · · , 15, 21, · · · , 25
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represents the homogeneous cells and i = 6, · · · , 10, 16, · · · , 20 the cells with
piezos, the matrices used in the governing equations of the 25 cells are denoted
as follows:

M̂ i =
 M̂ i

LL M̂ i
LR

M̂ i
LR

T M̂ i
RR

 (i = 1, · · · , 25)

K̂i =
 K̂i

LL K̂i
LR

K̂i
LR

T K̂i
RR

 (i = 1, · · · , 25)

F̂ i =
F̂ i

L

F̂ i
R

 (i = 1, · · · , 25)

Ŵ i =
Ŵ i

L

Ŵ i
R

 (i = 1, · · · , 25)

Êi =
Êi

L

Êi
R

 (i = 6, · · · , 10, 16, · · · , 20)

Ĉi =
 Ĉi

ll Ĉi
lr

Ĉi
lr
T Ĉi

rr

 (i = 6, · · · , 10, 16, · · · , 20)

V i =
V i

l

V i
r

 (i = 6, · · · , 10, 16, · · · , 20)

Qi =
Qi

l

Qi
r

 (i = 6, · · · , 10, 16, · · · , 20).

(6.19)

In addition, as the cells are physically connected, the total DOF of all the cells
Ŵ i, i = 1, · · · , 25 has thus duplication at every contact surface. For example,
when two cells are assembled, the contact surface of each cell becomes one cross-
section of the assembled structure with only one DOF vector. In addition, each
surface has internal constraint. If the surface is not under extra constraints, the
constrain applied on the right surface of the cell on the left and the constraint
applied on the left surface of the cell on the right are always opposite. Denoted
W̃j and F̃j the DOF and the extra constraint at the jth surface (j = 1, · · · , 26),
then we have the following algebraic relations:

Ŵ i
R = Ŵ i+1

L = W̃j+1, F̂ i
R + F̂ i+1

L = F̃j+1 = 0 (6.20)

for i = j = 1, · · · 24. It should be noticed that the disturbance is applied on the
right end of the beam, which is at the 26th surface where the extra constraint
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will no longer be zero. This will be discussed later.

Considering the above algebraic relations, the governing equation of the assem-
bled system is in the following form:

M̃ 0
0 0

 ¨̃
W

V̈

+
 K̃ Ẽ

−ẼT C̃

W̃
V

 =
F̃
Q

 (6.21)

where

W̃ =
[
W̃1, W̃1, · · · , W̃26

]T
, F̃ =

[
F̃1, 0, · · · , 0, F̃26

]T
,

and
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M̃1 =
 M̂1

LL M̂1
LR

M̂1
LR

T M̂2
LL + M̂1

RR

 , M̃25 =
M̂25

LL + M̂24
RR M̂25

LR

M̂25
LR

T M̂25
RR

 ,
M̃ i =

M̂ i
LL + M̂ i−1

RR M̂ i
LR

M̂ i
LR

T M̂ i+1
LL + M̂ i

RR

 (i = 2, · · · , 24),

K̃1 =
 K̂1

LL K̂1
LR

K̂1
LR

T K̂2
LL + K̂1

RR

 , K̃25 =
K̂25

LL + K̂24
RR K̂25

LR

K̂25
LR

T K̂25
RR

 ,
K̃i =

K̂i
LL + K̂i−1

RR K̂i
LR

K̂i
LR

T K̂i+1
LL + K̂i

RR

 (i = 2, · · · , 24)

The boundary condition can be found in F̃1 and F̃26 which represent extra con-
straints at the left and right end of the beam. We consider the beam as free-free
and the excitation is applied at the right end with only a force disturbance in z
direction. Thus, F̃1 and F̃26 are given by:

F̃1 = [0, 0, 0]T , F̃26 = [0, f, 0]T (6.22)

where f is the applied force disturbance.

For the damping effect, we use the same damping constants as explained in
Section 4.1.2 which adds a first derivative term in Eq. (6.21). It then becomes:

M̃ 0
0 0

  ¨̃
W

V̈

+
X̃ 0

0 0

  ˙̃
W

V̇

+
 K̃ Ẽ

−ẼT C̃

 W̃
V

 =
F̃
Q

 (6.23)

where

X̃ = κaM̃ + κsK̃. (6.24)

In order to verify the assembled model, we compare its frequency response with
the previous beam-piezo system model (before identification step) between the
same actuator and sensor (from the 10th to the 11th PZT pair) and from the force
disturbance to the same sensor (the 11th PZT pair), with the same κa and κs

(whose optimal value is obtained from identification). The result is respectively
shown in Fig. 6.7 and Fig. 6.8 where we observe that the response of the assembled
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model (dashed red) and the beam-piezo system model (solid blue) are quite
similar below the maximum frequency of the disturbance (i.e. 3000 rad/s). This
means that the cells are correctly modeled. It should be noticed that the shifting
at resonances is not due to modeling error. It is in fact due to the condensation
as we neglect WC which has a large dimension. In addition, the length of the cell
is not small enough. However, as mentioned by the Remark at the beginning
of Section 6.3, the minimum length of the cell is limited by the dimension and
the position of the PZT pairs. In any case, model correction on the cell models
is still necessary such that the assembled model matches the benchmark.

Figure 6.7: Frequency response comparison (from the 10th to the 11th
PZT pair): Beam-piezo system model (solid blue) vs Assembled model
(dashed red)

6.4 State-space modeling of interconnected LTI
subsystems

The objective of this section is to deduce interconnected LTI subsystems (i.e.
Gs) from the results obtained in Section 6.3. Before we start, the following
discussions are necessary.
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Figure 6.8: Frequency response comparison (from the force disturbance to
the 11th PZT pair): Beam-piezo system model (solid blue) vs Assembled
model (dashed red)

6.4.1 Discussions

To build the state-space representations for interconnected subsystems, it seems
to be easier to start from model (6.23) because the parameters corresponding to
the beam dynamics (i.e. M̃ , X̃ and K̃) have particular form, see their definitions
in Eq. (6.21) and Eq. (6.24). In particular, for a dynamic system in the state-
space representation Ẋ = A ·X with A in the following particular form:

A =



A11 A12

A21 A22 A23

A32 A33
. . .

. . . . . . An−1n

Ann−1 Ann


, (6.25)

this system can be decomposed into several interconnected subsystems (see Fig. 6.1
for an example of such interconnected subsystems) with Aii(i = 1, 2, · · · , n) the
dynamic matrix of the ith subsystem. The matrix Aij(i 6= j) represents the
communication between neighbor subsystems i and j.
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Now let us discuss model (6.23). It is reasonable to choose X =
 ˙̃
W

W̃

 as the

state vector and model (6.23) can thus be transformed into Ẋ = A · X (if we
ignore the input matrix B of state-space representation) where:

A =
−M̃−1X̃ −M̃−1K̃

I 0

 . (6.26)

Here we face the problem that if a matrix with the form of Eq. (6.25) is reversed,
the original form will no longer exist6. As we observe M̃−1 in A, A will thus
lose this particular form which means that we cannot directly decompose model
Eq. (6.25) into such interconnected subsystems as illustrated by Fig. 6.1. In this
case, particular investigations in details of cell governing equations must be done
to achieve such objective. The following sections will explain our method.

6.4.2 Architecture of the interconnected system

Before we start constructing the subsystems, we should first have a general under-
stand of the architecture of the interconnected system representing the considered
setup, which helps us classify different subsystems and then construct them. For
this purpose, we start from the cells.

It should be noted that, by cutting the structure (setup), we obtain two kinds
of cells: homogeneous cell and cell with piezos. They have different governing
equations with different values for the mass matrix and the stiffness matrix. In
addition, the homogeneous cells in the central zone and other homogeneous zones
have different length (respectively L2/5 and L1/5), referring to the Remark in
Section 6.3.2. This also results in different mass matrices and stiffness matrices.
In summary, the entire structure is composed of cells with in total three differ-
ent governing equations that represents respectively the homogeneous cell with
length L1/5, the homogeneous cell with length L2/5 and the cell with piezos.

Denote Ma, M b and M c respectively the mass matrices of the above three types
of cell and Ka, Kb and Kc respectively their stiffness matrices. Denote WL, WR

6The inverse of A with the form of Eq. (6.25) becomes an unstructured square matrix with
full element



Chapter 6 Modeling for distributed control March 27, 2019 117

the DOF vector (referring to Eq. (6.13)) of a cell on the left and right surface
and FL, FR the corresponding constraint vector7. Recall the governing equations
(with damping effect) for these three types of cell as follows.

Type a. Homogeneous cell with length L1/5:

 Ma
LL Ma

LR

Ma
LR

T Ma
RR

ẄL

ẄR

+
 X a

LL X a
LR

X a
LR

T X a
RR

ẆL

ẆR

+
 Ka

LL Ka
LR

Ka
LR

T Ka
RR

 WL

WR

 =
FL
FR

 ,
(6.27)

Type b. Homogeneous cell with length L2/5:

 M b
LL M b

LR

M b
LR

T
M b

RR

ẄL

ẄR

+
 X b

LL X b
LR

X b
LR

T X b
RR

ẆL

ẆR

+
 Kb

LL Kb
LR

Kb
LR

T
Kb
RR

 WL

WR

 =
FL
FR

 ,
(6.28)

Type c. Cell with piezos:


M c

LL M c
LR 0

M c
LR

T M c
RR 0

0 0 0



ẄL

ẄR

V̈

+


X c
LL X c

LR 0
X cT

LR X c
RR 0

0 0 0



ẆL

ẆR

V̇

+


Kc
LL Kc

LR EL

Kc
LR

T Kc
RR ER

−ET
L −ET

R C



WL

WR

V

 =


FL

FR

Q

 .
(6.29)

Therefore, unlike the standard form of an interconnected system presented by
Fig. 6.1 where all the subsystems Gs are the same, the considered beam-piezo

7To simplify the notation, we here remove the mark ‘ ̂ ’. Consequently,WL,WR will refer to
ŴL, ŴR in Eq. (6.13) and FL, FR will refer to F̂L, F̂R (i.e. the constraint vectors corresponding
to ŴL and ŴR). In addition, we will not number the parameters and the variables of different
cell equations using i or j as we did in Section 6.3.3 because cells of the same type have the
same governing equation. We just use WL to present the DOF on the left surface of one cell
and WR those on the right surface
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system is in fact a particular interconnected system composed of subsystems
with different types. Considering the position of the PZT pairs and the force
disturbance, the free-free boundary condition and the velocity output in the
central zone, etc., this particular interconnected system can be represented by
the bock diagram illustrated in Fig. 6.9.

Figure 6.9: General architecture of the interconnected system for the
setup

In general, the interconnected system should contain at least 9 different subsys-
tems denoted respectively Ga, Gb, Gc, GBL, GBR, Gac, Gca, Gbc and Gcb. In
particular, Ga, Gb and Gc are the subsystems which have themselves as neigh-
bors and respectively deduced from the cells of Type a, Type b and Type
c. In addition to the communication with neighbor subsystems, Gb should also
have velocity output in order to construct the central energy and Gc should have
actuation input and sensing output for distributed controller. GBL and GBR are
the subsystems deduced from the cell of Type a and represent the boundary
condition on the left and right surface of the beam. The force disturbance is
considered as one boundary condition on the right surface and thus also con-
sidered in GBR. Gac and Gca are the intermediate subsystems that connect Ga

and Gc. For example, on the left of Gac connects with Ga and on the right with
Gc. As Ga and Gc are different subsystems which means that the communica-
tion signals with neighbors are different, Gac should thus have to be particularly
considered as a new subsystem different from both Ga and Gc, and should have
to be deduced using cells of both Type a and Type c. In addition, whether Gac

or Gca has actuation and sensing capabilities depends on the choice of the state
vector. This will be further discussed in the Section 6.4.3. The same situation
also happens for Gbc and Gcb.

The next section will discuss how to deduce these 9 subsystems from the cells of
Type a, Type b and Type c.
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6.4.3 Construction of LTI subsystems

First, it is very important to notice that a subsystem does not strictly represent
a cell. When two cells are physically connected (assembled), they actually share
one surface (cross-section of the assembled structure). If we directly consider
a cell as a subsystem, there will exist algebraic relations in the interconnected
LTI system because two neighbor subsystems will share part of their states.
For example, if we simply consider Ga equals to the cell of Type a, it can be
observed from Eq. (6.27) that Ga should have WL (DOF on the left surface) and
WR (DOF on the right surface) as states. When two Ga are interconnected left
and right, the WR of the left one and the WL of the right one contain exactly
the same DOF. To avoid this phenomenon, we will first assemble several cells
so that a more general governing equation that contains all the considered DOF
is obtained. We will then reasonably regroup the DOF and finally construct
subsystems such that each one has its proper states.

Before we start, it is also necessary to first define the notation of communica-
tion signals between neighbor subsystems, see Fig. 6.10 where G represents one
subsystem and s its position. Denote u and y respectively the communication
input and output vector between neighbor subsystems. The symbols ‘+’ and ‘−’
represent the direction of the signals with ‘+’ to the right and ‘−’ to the left.
For example, us,+ means the input of Gs from Gs−1, and ys,− the output of Gs

into Gs−1. Thus, we also have: us,+ = ys−1,+, us−1,− = ys,−.

Figure 6.10: Definition of communication signals

In fact, the process for constructing these 9 subsystems are quit similar. In the
sequel, we just take the most typical case as an example which is the construction
of Gc as Gc is considered as a local control unit which has actuation and sensing
capabilities. For details of constructing all the other 8 subsystems (i.e. Ga, Gb,
GBL, GBR, Gac, Gca, Gbc and Gcb), see Section 6.5 at the end of this chapter.

Now let us discuss the construction of Gc. Gc is in the part with piezo cells com-
posed of cells of Type c. In addition to the communications with its neighbors,
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Gc also has actuation and sensing capabilities as it will be connected with the
distributed controller, see Fig. 6.9. This means that each Gc should contain the
voltages of the two PZT pairs on one cell of Type c respectively as actuation
input and sensing output. We will here use the PZT pair on the left as actuator.

First, we perform assembly to two cells of Type c as shown in Fig. 6.11 where
Wi and Fi (i = 1, 2, 3) denote the DOF and the corresponding constraints on
different cross-sections and which gives us the following governing equation:

Figure 6.11: Assemble two cells of Type c

 M
c
LL M c

LR

M c
LR

T M c
LL +M c

RR M c
LR

M c
LR

T M c
RR


Ẅ1

Ẅ2

Ẅ3

+

 X
c
LL X cLR

X cLRT X cLL + X cRR X cLR
X cLRT X cRR


Ẇ1

Ẇ2

Ẇ3

+

 K
c
LL Kc

LR

Kc
LR

T Kc
LL +Kc

RR Kc
LR

Kc
LR

T Kc
RR


W1

W2

W3

 =

F1

0
F3

+

−ELl −ELr−ERl −ERr −ELl −ELr
−ERl −ERr



V 1
l

V 1
r

V 2
l

V 2
r

 ,
(6.30)


−ELlT −ERlT

−ELrT −ERrT

−ELlT −ERlT

−ELrT −ERrT


W1

W2

W3

+


Cl

Cr

Cl

Cr



V 1
l

V 1
r

V 2
l

V 2
r

 =


Q1
l

Q1
r

Q2
l

Q2
r

 , (6.31)

with

EL =
[
ELl ELr

]
, ER =

[
ERl ERr

]
, C =

[
Cl

Cr

]
,

where V s
l , V s

r (s = 1, 2) denote the voltage of the left and right PZT pair on a
cell and Qs

l , Qs
r (s = 1, 2) their charges.
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As already mentioned at the beginning of this section, in order to avoid algebraic
relations between neighbor subsystems, we should regroup the DOF such that
each subsystem has its proper states. When we assemble two cells of Type c,
we obtain two sets of actuator-sensor pair (i.e. V s

l , V s
r for s = 1, 2) while three

cross-sections (i.e. Wi, i = 1, 2, 3). Suppose that Wi only belongs to the state of
one subsystem, we construct Gc such that it only contains the left cross-section
of a cell (e.g. W1) and the two PZT pairs (e.g. V 1

l , V 1
r ) on the same cell8, see

for example Gs
c, s = 1, 2, 3 in Fig. 6.11.

The sensing voltage (i.e. V s
r ) will be measured by the controller through a mea-

surement circuit, referring to Fig. 4.1 in Section 4.1.3. Denote Y the internal
resistance of the controller. According to Ohm’s law:

− Y V s
r = Q̇s

r. (6.32)

Now let us deduce Gc from Eq. (6.30)-(6.32). If we define the communication
signal as follows:

u2,− = y3,− = −M c
LRẄ3 −X c

LRẆ3 −Kc
LRW3

y2,− = u1,− = −M c
LRẄ2 −X c

LRẆ2 −Kc
LRW2

u2,+ = y1,+ = −M c
LR

T Ẅ1 −X c
LR

T Ẇ1 −Kc
LR

TW1 − ERlV 1
l − ERrV 1

r

y2,+ = u3,+ = −M c
LR

T Ẅ2 −X c
LR

T Ẇ2 −Kc
LR

TW2 − ERlV 2
l − ERrV 2

r ,

(6.33)

the following differential equations relating to G1
c , G2

c and G3
c could be deduced

from Eq. (6.30):

G1
c : M c

LLẄ1 + X c
LLẆ1 +Kc

LLW1 = y2,− + F1 − ELlV 1
l − ELrV 1

r , (6.34)

G2
c : M̄ cẄ2 + X̄ cẆ2 + K̄cW2 = u2,+ + u2,− − ELlV 2

l − ELrV 2
r , (6.35)

G3
c : M c

RRẄ3 + X c
RRẆ3 +Kc

RRW3 = y2,+ + F3, (6.36)

where:
8Chosing two PZT pairs and the right cross-section is also possible.
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M̄ c = M c
LL +M c

RR, X̄ c = X c
LL + X c

RR, K̄
c = Kc

LL +Kc
RR.

Eq. (6.31) and Eq. (6.32) give another two differential equations relating to V 1
r

and V 2
r , the voltage of the PZT sensor (dynamic of the measurement circuit):

− Y V 1
r = Q̇1

r = −ET
LrẆ1 − ET

RrẆ2 + CrV̇
1
r (6.37)

− Y V 2
r = Q̇2

r = −ET
LrẆ2 − ET

RrẆ3 + CrV̇
2
r . (6.38)

It should also be noticed that, in this example, the effect of other cells of Type c
connecting withW1 on the left andW3 on the right are not included in Eq. (6.30).
Therefore, Eq. (6.34) and (6.36) do not represent the complete dynamics of G1

c

and G3
c . If more cells are assembled, the deduced differential equations for G1

c ,
G2
c and G3

c will have the same form as Eq. (6.35). As a result, we now focus on
G2
c and try to build the state space representation of Gc out of G2

c .

It could be observed from Eq. (6.34)-(6.36) and Eq. (6.38) that G2
c , which is

considered as Gc, has u2,+, u2,−, Ẇ3, V 2
l as inputs, y2,+, y2,−, Ẇ2, V 2

r as outputs
and W2, V 2

r belonging to its state. Accordingly, in a more general case, denote
u+ = u2,+, u−1 = u2,−, u−2 = Ẇ3, Vact = V 2

l the inputs of Gc, y+ = y2,+, y−1 = y2,−,
y−2 = Ẇ2, Vsen = V 2

r the outputs and W c = W2, Vsen belonging to its state. The
state-space representation of Gc(A,B,C,D), is thus deduced from Eq. (6.33),
Eq. (6.35) and Eq. (6.38) as follows (Fig. 6.12):

Figure 6.12: Block diagram of Gc


y+

y−1

y−2

Vsen

 = Gc


u+

u−1

u−2

Vact

 , (6.39)
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with


W c

Ẇ c

Vsen

 the state vector (order 7) and:

A =

 0 I 0
−(M̄ c)−1K̄c −(M̄ c)−1X̄ c −(M̄ c)−1ELr

0 C−1
r ETLr −C−1

r Y

 ,

B =

 0 0 0 0
(M̄ c)−1 −(M̄ c)−1 0 −(M̄ c)−1ELl

0 0 C−1
r ETRr 0

 ,

C =


M c
LR

T (M̄ c)−1K̄c −Kc
LR

T M c
LR

T (M̄ c)−1X̄ c −X cLRT M c
LR

T (M̄ c)−1ELr − ERr
M c
LR(M̄ c)−1K̄c −Kc

LR M c
LR(M̄ c)−1X̄ c −X cLR M c

LR(M̄ c)−1ELr

0 I 0
0 0 1

 ,

D =


−M c

LR
T (M̄ c)−1 −M c

LR
T (M̄ c)−1 0 M c

LR
T (M̄ c)−1ELl − ERl

−M c
LR(M̄ c)−1 −M c

LR(M̄ c)−1 0 M c
LR(M̄ c)−1ELl

0 0 0 0
0 0 0 0

 .

Following the same procedure, the state-space representation of all the 9 sub-
systems could be obtained. Their state-space matrices are summarized in Ta-
ble 6.1-6.2 and the corresponding block diagrams with input/output signals are
summarized in Table 6.3.

It should be noticed that the force disturbance is considered as the boundary
condition (constraints) at the right surface of the structure (i.e. FBR) and the
corresponding subsystem is GBR, see Table 6.3. In fact, FBR contains the con-
straints along 3 DOF and only the second DOF is the displacement in z direction
(referring to Eq. (6.22)). Denote f the force disturbance applied by the shaker,
we thus have:

FBR =


0
1
0

 f (6.40)

If we consider a subsystem representing the boundary condition at the right
surface with only u+ and f as input, denoted Gf

BL, we thus have (Fig. 6.13):
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Figure 6.13: Block diagram of Gf
BR

y− = Gf
BR

u+

f

 = GBR


I 0
0 0
0 1
0 0


u+

f

 (6.41)

With the particular constructed subsystems, we can update the architecture of
the interconnected system (i.e. Fig. 6.9) to Fig. 6.14.

Figure 6.14: Architecture of the interconnected system for the setup

At last, we need to verify that this interconnected model equals to the assem-
bled model obtained in Section 6.3.3 (the second verification step mentioned in
Section 6.1). For this purpose, we interconnect these 9 subsystems as illustrated
in Fig. 6.14, knowing that Gca and Gcb do not have actuation input and sensing
output. Then, we compute the response from all the actuators to all the sensors
for both the assembled model and the interconnected model. The maximum sin-
gular value along the frequency of the absolute error between the two responses
is shown in Fig. 6.15. The error always stays below −190 dB which means that
the assembled model and the interconnected model are the same. In conclusion,
all the 9 subsystems are correctly constructed.
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Figure 6.15: Maximum singular value of the absolute error between As-
sembled model and Interconnected model

6.5 Appendix

(1) Construction of Ga and Gb

The subsystem Ga is in the homogeneous part with cells of Type a where there
is no electro-mechanical coupling and all of its inputs/outputs are the communi-
cation signals with its neighbors (see Fig. 6.9). Fig. 6.16 shows the definition of
signals when we interconnect three Ga, respectively denoted G1

a, G2
a and G3

a.

Figure 6.16: Notation of communication signals for Ga

To deduce Ga, let us first assemble two cells of Type a (ignoring other cells) as
shown in Fig. 6.17 which gives us the governing equation as follow:
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Figure 6.17: Assemble two cells of Type a


Ma

LL Ma
LR

Ma
LR

T Ma
LL +Ma

RR Ma
LR

Ma
LR

T Ma
RR



Ẅ1

Ẅ2

Ẅ3

+


X a
LL X a

LR

X a
LR

T X a
LL + X a

RR X a
LR

X a
LR

T X a
RR



Ẇ1

Ẇ2

Ẇ3

+


Ka
LL Ka

LR

Ka
LR

T Ka
LL +Ka

RR Ka
LR

Ka
LR

T Ka
RR



W1

W2

W3

 =


F1

0
F3

 .
(6.42)

Suppose that Wi only belongs to the state of Gi
a for i = 1, 2, 3, which means that

Gi
a actually represents the ith cross-section of the assembled structure shown in

Fig. 6.17. If we define the communication signals as follows:

u2,− = y3,− = −Ma
LRẄ3 −X a

LRẆ3 −Ka
LRW3

y2,− = u1,− = −Ma
LRẄ2 −X a

LRẆ2 −Ka
LRW2

u2,+ = y1,+ = −Ma
LR

T Ẅ1 −X a
LR

T Ẇ1 −Ka
LR

TW1

y2,+ = u3,+ = −Ma
LR

T Ẅ2 −X a
LR

T Ẇ2 −Ka
LR

TW2,

(6.43)

the following differential equations relating to G1
a, G2

a and G3
a could be deduced

from Eq. (6.42):

G1
a : Ma

LLẄ1 + X a
LLẆ1 +Ka

LLW1 = y2,− + F1, (6.44)

G2
a : M̄aẄ2 + X̄ aẆ2 + K̄aW2 = u2,+ + u2,−, (6.45)

G3
a : Ma

RRẄ3 + X a
RRẆ3 +Ka

RRW3 = y2,+ + F3, (6.46)

where:
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M̄a = Ma
LL +Ma

RR, X̄ a = X a
LL + X a

RR, K̄
a = Ka

LL +Ka
RR.

It should be noticed that, in this example, the assembly is only performed to two
cells. The effect of other cells of Type a connecting with W1 on the left and
with W3 on the right are not included in Eq. (6.42). Therefore, Eq. (6.44) and
(6.46) do not represent the complete dynamics of G1

a and G3
a. If more cells are

assembled, the deduced differential equations for G1
a, G2

a and G3
a will have the

same form as Eq. (6.45). As a result, we now focus on G2
a and try to build the

state space representation of Ga out of G2
a.

It could be clearly seen from Eq. (6.44)-(6.46) that G2
a, which is considered as

Ga, has u2,+, u2,− as inputs, y2,+, y2,− as outputs and W2 belonging to its state.
Accordingly, denote u+ = u2,+, u− = u2,− the inputs of Ga, y+ = y2,+, y− = y2,−

the outputs and W a = W2 belonging to its state. The state-space representation
of Ga(A,B,C,D), is thus deduced from Eq. (6.43) and Eq. (6.45) as follows
(Fig. 6.18):

Figure 6.18: Block diagram of Ga

y+

y−

 = Ga

u+

u−

 , (6.47)

with
W a

Ẇ a

 the state vector (order 6) and:

A =
 0 I

−(M̄a)−1K̄a −(M̄a)−1X̄ a

 , B =
 0 0

(M̄a)−1 (M̄a)−1

 ,
C =

Ma
LR

T (M̄a)−1K̄a −Ka
LR

T Ma
LR

T (M̄a)−1X̄ a −X a
LR

T

Ma
LR(M̄a)−1K̄a −Ka

LR Ma
LR(M̄a)−1X̄ a −X a

LR

 ,
D =

−Ma
LR

T (M̄a)−1 −Ma
LR

T (M̄a)−1

−Ma
LR(M̄a)−1 −Ma

LR(M̄a)−1

 .
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As to Gb, it is in the central zone which is the homogeneous part with cells of
Type b (see Fig. 6.9). The procedure for constructing Gb is exactly the same as
that for constructing Ga, except that the assembled cells (Cell 1 and Cell 2 in
Fig. 6.17) are of Type b and Gb will have to output the velocity in z direction
in order to compute the central energy. If we denote W b the DOF vector of an
cross-section in the central zone that belongs to Gb, according to the definition
of the DOF vector, (referring to Eq. (6.13)), the second element of Ẇ b is exactly
the velocity in z direction, denoted vz. As a result, the state-space representation
of Gb should be as follows (Fig. 6.19):

Figure 6.19: Block diagram of Gb


y+

y−

vz

 = Gb

u+

u−

 , (6.48)

with
W b

Ẇ b

 the state vector (order 6) and:

A =
 0 I

−(M̄ b)−1K̄b −(M̄ b)−1X̄ b

 , B =
 0 0

(M̄ b)−1 (M̄ b)−1

 ,

C =


M b

LR
T (M̄ b)−1K̄b −Kb

LR
T M b

LR
T (M̄ b)−1X̄ b −X b

LR
T

M b
LR(M̄ b)−1K̄b −Kb

LR M b
LR(M̄ b)−1X̄ b −X b

LR

0
[
0 1 0

]
 ,

D =


−M b

LR
T (M̄ b)−1 −M b

LR
T (M̄ b)−1

−M b
LR(M̄ b)−1 −M b

LR(M̄ b)−1

0 0

 ,

where:
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M̄ b = M b
LL +M b

RR, X̄ b = X b
LL + X b

RR, K̄
b = Kb

LL +Kb
RR.

(2) Construction of GBL and GBR

These two subsystems represent the boundary conditions at the left and right
end (surface) of the setup, except that GBR also takes into account the force
disturbance applied at the right end in z direction. As the cells at the boundary
are also of Type a, we can reuse the differential equations from which we deduce
Ga.

First, let us discuss the construction of GBL. If we assemble two cells close to
the left surface, we will obtain exactly the same structure as shown in Fig. 6.17,
except that there will be no more other cells on the left side ofW1. The assembly
also leads to Eq. (6.43)-(6.46) where G1

a should be considered as GBL with F1

equals to zero because the boundary condition is free which means that there
is no constraint on the left surface. Knowing that y2,− = u1,+ and u2,+ = y1,+,
(see Eq. (6.43)), it could be clearly seen from Eq. (6.44)-(6.45) that G1

a has u1,−

as input, y1,+ as output and W1 belonging to the its state. Accordingly, denote
u− = u1,− the input of GBL, y+ = y1,+ the output and W a = W1 belonging to its
state. The state-space representation of GBL(A,B,C,D) is thus deduced from
Eq. (6.43) and Eq. (6.44) as follows (Fig. 6.20):

Figure 6.20: Block diagram of GBL

y+ = GBLu
−, (6.49)

with
W a

Ẇ a

 the state vector (order 6) and:

A =
 0 I

−(Ma
LL)−1Ka

LL −(Ma
LL)−1X a

LL

 , B =
 0

(Ma
LL)−1

 ,
C =

[
Ma

LR
T (Ma

LL)−1Ka
LL −Ka

LR
T Ma

LR
T (Ma

LL)−1X a
LL −X a

LR
T
]
,
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D = −Ma
LR

T (Ma
LL)−1.

For GBR, similar with the discussion on GBL, we will also obtain, by assembly,
Fig. 6.17 and Eq. (6.43)-(6.46), except that there is no more other cells on the
right side of W3. Thus, G3

a should be considered as GBR with F3 the constraints
applied on the right surface. F3 is not zero because it contains the force distur-
bance in z direction. Knowing that y2,+ = u3,+ and u2,− = y3,−, (see Eq. (6.43)),
it could be clearly seen from Eq. (6.45)-(6.46) that G3

a has u3,+, F3 as inputs,
y3,− as output and W3 belonging to the its state. Accordingly, denote u+ = u3,+,
FBR = F3 the input of GBR, y+ = y3,− the output and W a = W3 belonging to its
state. The state-space representation of GBR(A,B,C,D) is thus deduced from
Eq. (6.43) and Eq. (6.46) as follows (Fig. 6.21):

Figure 6.21: Block diagram of GBR

y− = GBR

 u+

FBR

 , (6.50)

with
W a

Ẇ a

 the state vector (order 6) and:

A =
 0 I

−(Ma
RR)−1Ka

RR −(Ma
RR)−1X a

RR

 , B =
 0 0

(Ma
RR)−1 (Ma

RR)−1

 ,
C =

[
Ma

LR(Ma
RR)−1Ka

RR −Ka
LR Ma

LR(Ma
RR)−1X a

RR −X a
LR

]
,

D =
[
−Ma

LR(Ma
RR)−1 −Ma

LR(Ma
RR)−1

]
.

(3) Construction of Gc

Already discussed in Section 6.4.3 as an example.

(4) Construction of Gac and Gbc
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These two subsystems are the particular ones that connect on the left and right
respectively the homogeneous part and the part with piezos, see Fig. 6.9. The
procedure of construction is always the same.

For Gac, we assemble one cell of Type a (Cell 1 ) and one cell of Type c (Cell
2 ) as shown in Fig. 6.22 where G2 is considered as Gac which will have actuation
and sensing capabilities. This leads to the following governing equation:

Figure 6.22: Assemble two cells of Type a (Cell 1 ) and Type c (Cell
2 )


Ma

LL Ma
LR

Ma
LR

T M c
LL +Ma

RR M c
LR

M c
LR

T M c
RR



Ẅ1

Ẅ2

Ẅ3

+


X a
LL X a

LR

X a
LR

T X c
LL + X a

RR X c
LR

X c
LR

T X c
RR



Ẇ1

Ẇ2

Ẇ3

+


Ka
LL Ka

LR

Ka
LR

T Kc
LL +Ka

RR Kc
LR

Kc
LR

T Kc
RR



W1

W2

W3

 =


F1

0
F3

+


0 0
−ELl −ELr
−ERl −ERr


V 2

l

V 2
r

 .
(6.51)

and the measurement circuit of G2 also satisfy Eq. (6.38). Eq. (6.51) thus gives
us the following differential equations relating to G1, G2 and G3:

G1 : Ma
LLẄ1 + X a

LLẆ1 +Ka
LLW1 = y2,− + F1, (6.52)

G2 : M̄acẄ2 + X̄ acẆ2 + K̄acW2 = u2,+ + u2,− − ELlV 2
l − ELrV 2

r , (6.53)

G3 : M c
RRẄ3 + X c

RRẆ3 +Kc
RRW3 = y2,+ + F3, (6.54)

with:
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u2,− = y3,− = −M c
LRẄ3 −X c

LRẆ3 −Kc
LRW3

y2,− = u1,− = −Ma
LRẄ2 −X a

LRẆ2 −Ka
LRW2

u2,+ = y1,+ = −Ma
LR

T Ẅ1 −X a
LR

T Ẇ1 −Ka
LR

TW1

y2,+ = u3,+ = −M c
LR

T Ẅ2 −X c
LR

T Ẇ2 −Kc
LR

TW2 − ERlV 2
l − ERrV 2

r ,

(6.55)

where:

M̄ac = M c
LL +Ma

RR, X̄ ac = X c
LL + X a

RR, K̄
ac = Kc

LL +Ka
RR.

Denote u+ = u2,+, u−1 = u2,−, u−2 = Ẇ3, Vact = V 2
l as inputs of Gac, y+ = y2,+,

y− = y2,−, Vsen = V 2
r as outputs and W ac = W2, Vsen belonging to its state. The

state-space representation of Gac(A,B,C,D), is thus deduced from Eq. (6.55),
Eq. (6.53) and Eq. (6.38) as follows (Fig. 6.23):

Figure 6.23: Block diagram of Gac


y+

y−

Vsen

 = Gac


u+

u−1

u−2

Vact

 , (6.56)

with


W ac

Ẇ ac

Vsen

 the state vector (order 7) and:

A =

 0 I 0
−(M̄ac)−1K̄ac −(M̄ac)−1X̄ ac −(M̄ac)−1ELr

0 C−1
r ETLr −C−1

r Y

 ,
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B =

 0 0 0 0
(M̄ac)−1 −(M̄ac)−1 0 −(M̄ac)−1ELl

0 0 C−1
r ETRr 0

 ,

C =

M
c
LR

T (M̄ac)−1K̄ac −Kc
LR

T M c
LR

T (M̄ac)−1X̄ ac −X cLRT M c
LR

T (M̄ac)−1ELr − ERr
Ma
LR(M̄ac)−1K̄ac −Ka

LR Ma
LR(M̄ac)−1X̄ ac −X aLR Ma

LR(M̄ac)−1ELr

0 0 1

 ,

D =

−M
c
LR

T (M̄ac)−1 −M c
LR

T (M̄ac)−1 0 M c
LR

T (M̄ac)−1ELl − ERl
−Ma

LR(M̄ac)−1 −Ma
LR(M̄ac)−1 0 Ma

LR(M̄ac)−1ELl

0 0 0 0

 .
The procedure for constructing Gbc is exactly the same as that for constructing
Gac, except that Cell 1 in Fig. 6.22 is replaced by the cell of Type b and Gbc will
have to output the velocity in z direction (the left surface of Cell 2 is located in
the central zone) in order to compute the central energy. Denote W bc the DOF
vector of the cross-section belonging to Gbc (i.e. W2 in Fig. 6.22), The second
element of Ẇ bc is exactly the velocity in z direction, denoted vz. The state-space
representation of Gbc should be as follows (Fig. 6.24):

Figure 6.24: Block diagram of Gbc


y+

y−

vz

Vsen

 = Gbc


u+

u−1

u−2

Vact

 , (6.57)

with


W bc

Ẇ bc

Vsen

 the state vector (order 7) and:



134 March 27, 2019 Chapter 6 Modeling for distributed control

A =

 0 I 0
−(M̄ bc)−1K̄bc −(M̄ bc)−1X̄ bc −(M̄ bc)−1ELr

0 C−1
r ETLr −C−1

r Y

 ,

B =

 0 0 0 0
(M̄ bc)−1 −(M̄ bc)−1 0 −(M̄ bc)−1ELl

0 0 C−1
r ETRr 0

 ,

C =


M c
LR

T (M̄ bc)−1K̄bc −Kc
LR

T M c
LR

T (M̄ bc)−1X̄ bc −X cLRT M c
LR

T (M̄ bc)−1ELr − ERr
M b
LR(M̄ bc)−1K̄bc −Kb

LR M b
LR(M̄ bc)−1X̄ bc −X bLR M b

LR(M̄ bc)−1ELr

0
[
0 1 0

]
0

0 0 1

 ,

D =


−M c

LR
T (M̄ bc)−1 −M c

LR
T (M̄ bc)−1 0 M c

LR
T (M̄ bc)−1ELl − ERl

−M b
LR(M̄ bc)−1 −M b

LR(M̄ bc)−1 0 M b
LR(M̄ bc)−1ELl

0 0 0 0
0 0 0 0

 .

where:

M̄ bc = M c
LL +M b

RR, X̄ bc = X c
LL + X b

RR, K̄
bc = Kc

LL +Kb
RR.

(5) Construction of Gca and Gcb

The construction of Gca and Gcb is similar to that of Gac and Gbc. We first
assemble one cell of Type c (Cell 1 ) and one cell of Type a or Type b (Cell
2 ) as shown in Fig. 6.25 where G2 is of interest. It can be clearly observed from
Fig. 6.25 that Gca and Gcb will not have actuation and sensing capabilities and
Gcb will also have a velocity output. Following the procedure for constructing
Gac and Gbc, Gca and Gcb could be obtained.

Figure 6.25: Assemble two cells of Type c (Cell 1 ) and Type a or Type
b (Cell 2 )

The state-space representation of Gca(A,B,C,D) is as follows (Fig. 6.26):
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Figure 6.26: Block diagram of Gca


y+

y−1

y−2

 = Gca

u+

u−

 , (6.58)

with
W ca

Ẇ ca

 the state vector (order 6) and:

A =
 0 I

−(M̄ ca)−1K̄ca −(M̄ ca)−1X̄ ca

 ,
B =

 0 0
(M̄ ca)−1 −(M̄ ca)−1

 ,

C =


Ma

LR
T (M̄ ca)−1K̄ca −Ka

LR
T Ma

LR
T (M̄ ca)−1X̄ ca −X a

LR
T

M c
LR(M̄ ca)−1K̄ca −Kc

LR M c
LR(M̄ ca)−1X̄ ca −X c

LR

0 I

 ,

D =


−Ma

LR
T (M̄ ca)−1 −Ma

LR
T (M̄ ca)−1

−M c
LR(M̄ ca)−1 −M c

LR(M̄ ca)−1

0 0

 .

where:

M̄ ca = Ma
LL +M c

RR, X̄ ca = X a
LL + X c

RR, K̄
ca = Ka

LL +Kc
RR.

The state-space representation of Gcb(A,B,C,D) is as follows (Fig. 6.27):
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Figure 6.27: Block diagram of Gcb


y+

y−1

y−2

vz

 = Gcb

u+

u−

 , (6.59)

with
W cb

Ẇ cb

 the state vector (order 6) and:

A =
 0 I

−(M̄ cb)−1K̄cb −(M̄ cb)−1X̄ cb

 ,
B =

 0 0
(M̄ cb)−1 −(M̄ cb)−1

 ,

C =


M b

LR
T (M̄ cb)−1K̄cb −Kb

LR
T M b

LR
T (M̄ cb)−1X̄ cb −X b

LR
T

M c
LR(M̄ cb)−1K̄cb −Kc

LR M c
LR(M̄ cb)−1X̄ cb −X c

LR

0 I

0
[
0 1 0

]

 ,

D =


−M b

LR
T (M̄ cb)−1 −M b

LR
T (M̄ cb)−1

−M c
LR(M̄ cb)−1 −M c

LR(M̄ cb)−1

0 0
0 0

 .

where:

M̄ cb = M b
LL +M c

RR, X̄ cb = X b
LL + X c

RR, K̄
cb = Kb

LL +Kc
RR.
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6.6 Summary

This chapter introduces our method to build interconnected LTI subsystems that
will be used in the future for distributed controller design. We first discretize the
structure (beam with piezo patches) into cells. There are cells with PZT pairs
(one actuator and one sensor) which will be used as a local control unit. There
are also homogeneous cells free of PZT pairs which contribute to the global dy-
namics of the beam. Then we perform Finite Element Modeling to these cells
using COMSOL and deduce the governing equation for each cell, similar to the
modeling process for the centralized beam-piezo system. However, we apply dif-
ferent method to reduce the governing equation such that the governing equation
of each cell has the least number of DOF. We validate the cell models (govern-
ing equations) by assembling them and comparing the response of the assembled
model with the response of the centralized beam-piezo model obtained for cen-
tralized control. Good match was found. Based on these cell models, we finally
construct the state-space representations of interconnected LTI subsystems. It is
very important to note that one subsystem and one cell are not identical. This
is to avoid algebraic relation between neighbor subsystems. We finally validate
these subsystems by interconnecting them and comparing the global response
with the assembled model obtained in the first validation step. Perfect match
was found which means that all the LTI subsystems are correctly constructed.
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Table 6.1: State-space matrices of subsystems (1)

Subsystem (A,B,C,D)

y+ = GBLu
−

A =
[

0 I
−(Ma

LL)−1Ka
LL −(Ma

LL)−1X a
LL

]
, B =

[
0

(Ma
LL)−1

]
,

C =
[
Ma

LR
T (Ma

LL)−1Ka
LL −Ka

LR
T Ma

LR
T (Ma

LL)−1X a
LL −X a

LR
T
]
,

D = −Ma
LR

T (Ma
LL)−1.

[
y+

y−

]
= Ga

[
u+

u−

]
A =

[
0 I

−(M̄a)−1K̄a −(M̄a)−1X̄ a

]
, B =

[
0 0

(M̄a)−1 (M̄a)−1

]
,

C =
[
Ma

LR
T (M̄a)−1K̄a −Ka

LR
T Ma

LR
T (M̄a)−1X̄ a −X a

LR
T

Ma
LR(M̄a)−1K̄a −Ka

LR Ma
LR(M̄a)−1X̄ a −X a

LR

]
,

D =
[
−Ma

LR
T (M̄a)−1 −Ma

LR
T (M̄a)−1

−Ma
LR(M̄a)−1 −Ma

LR(M̄a)−1

]
,

M̄a = Ma
LL +Ma

RR, X̄ a = X a
LL + X a

RR, K̄
a = Ka

LL +Ka
RR.

 y
+

y−

Vsen

 = Gac


u+

u−1
u−2
Vact



A =

 0 I 0
−(M̄ac)−1K̄ac −(M̄ac)−1X̄ ac −(M̄ac)−1ELr

0 C−1
r ET

Lr −C−1
r Y

 ,
B =

 0 0 0 0
(M̄ac)−1 −(M̄ac)−1 0 −(M̄ac)−1ELl

0 0 C−1
r ET

Rr 0

 ,
C =

M
c
LR

T (M̄ac)−1K̄ac −Kc
LR

T M c
LR

T (M̄ac)−1X̄ ac −X c
LR

T M c
LR

T (M̄ac)−1ELr − ERr
Ma

LR(M̄ac)−1K̄ac −Ka
LR Ma

LR(M̄ac)−1X̄ ac −X a
LR Ma

LR(M̄ac)−1ELr
0 0 1

 ,
D =

−M
c
LR

T (M̄ac)−1 −M c
LR

T (M̄ac)−1 0 M c
LR

T (M̄ac)−1ELl − ERl
−Ma

LR(M̄ac)−1 −Ma
LR(M̄ac)−1 0 Ma

LR(M̄ac)−1ELl
0 0 0 0

 ,
M̄ac = M c

LL +Ma
RR, X̄ ac = X c

LL + X a
RR, K̄

ac = Kc
LL +Ka

RR.


y+

y−1
y−2
Vsen

 = Gc


u+

u−1
u−2
Vact



A =

 0 I 0
−(M̄ c)−1K̄c −(M̄ c)−1X̄ c −(M̄ c)−1ELr

0 C−1
r ET

Lr −C−1
r Y

 ,
B =

 0 0 0 0
(M̄ c)−1 −(M̄ c)−1 0 −(M̄ c)−1ELl

0 0 C−1
r ET

Rr 0

 ,

C =


M c

LR
T (M̄ c)−1K̄c −Kc

LR
T M c

LR
T (M̄ c)−1X̄ c −X c

LR
T M c

LR
T (M̄ c)−1ELr − ERr

M c
LR(M̄ c)−1K̄c −Kc

LR M c
LR(M̄ c)−1X̄ c −X c

LR M c
LR(M̄ c)−1ELr

0 I 0
0 0 1

 ,

D =


−M c

LR
T (M̄ c)−1 −M c

LR
T (M̄ c)−1 0 M c

LR
T (M̄ c)−1ELl − ERl

−M c
LR(M̄ c)−1 −M c

LR(M̄ c)−1 0 M c
LR(M̄ c)−1ELl

0 0 0 0
0 0 0 0

 ,
M̄ c = M c

LL +M c
RR, X̄ c = X c

LL + X c
RR, K̄

c = Kc
LL +Kc

RR.


y+

y−1
y−2
vz

 = Gcb

[
u+

u−

]

A =
[

0 I
−(M̄ cb)−1K̄cb −(M̄ cb)−1X̄ cb

]
, B =

[
0 0

(M̄ cb)−1 −(M̄ cb)−1

]
,

C =


M b

LR
T (M̄ cb)−1K̄cb −Kb

LR
T M b

LR
T (M̄ cb)−1X̄ cb −X b

LR
T

M c
LR(M̄ cb)−1K̄cb −Kc

LR M c
LR(M̄ cb)−1X̄ cb −X c

LR

0 I

0
[
0 1 0

]
 ,

D =


−M b

LR
T (M̄ cb)−1 −M b

LR
T (M̄ cb)−1

−M c
LR(M̄ cb)−1 −M c

LR(M̄ cb)−1

0 0
0 0

 ,
M̄ cb = M b

LL +M c
RR, X̄ cb = X b

LL + X c
RR, K̄

cb = Kb
LL +Kc

RR.

y
+

y−

vz

 = Gb

[
u+

u−

]
A =

[
0 I

−(M̄ b)−1K̄b −(M̄ b)−1X̄ b

]
, B =

[
0 0

(M̄ b)−1 (M̄ b)−1

]
,

C =


M b

LR
T (M̄ b)−1K̄b −Kb

LR
T M b

LR
T (M̄ b)−1X̄ b −X b

LR
T

M b
LR(M̄ b)−1K̄b −Kb

LR M b
LR(M̄ b)−1X̄ b −X b

LR

0
[
0 1 0

]
 ,

D =

−M
b
LR

T (M̄ b)−1 −M b
LR

T (M̄ b)−1

−M b
LR(M̄ b)−1 −M b

LR(M̄ b)−1

0 0

 ,
M̄ b = M b

LL +M b
RR, X̄ b = X b

LL + X b
RR, K̄

b = Kb
LL +Kb

RR.
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Table 6.2: State-space matrices of subsystems (2)

Subsystem (A,B,C,D)


y+

y−

vz
Vsen

 = Gbc


u+

u−1
u−2
Vact



A =

 0 I 0
−(M̄ bc)−1K̄bc −(M̄ bc)−1X̄ bc −(M̄ bc)−1ELr

0 C−1
r ET

Lr −C−1
r Y

 ,
B =

 0 0 0 0
(M̄ bc)−1 −(M̄ bc)−1 0 −(M̄ bc)−1ELl

0 0 C−1
r ET

Rr 0

 ,

C =


M c

LR
T (M̄ bc)−1K̄bc −Kc

LR
T M c

LR
T (M̄ bc)−1X̄ bc −X c

LR
T M c

LR
T (M̄ bc)−1ELr − ERr

M b
LR(M̄ bc)−1K̄bc −Kb

LR M b
LR(M̄ bc)−1X̄ bc −X b

LR M b
LR(M̄ bc)−1ELr

0
[
0 1 0

]
0

0 0 1

 ,

D =


−M c

LR
T (M̄ bc)−1 −M c

LR
T (M̄ bc)−1 0 M c

LR
T (M̄ bc)−1ELl − ERl

−M b
LR(M̄ bc)−1 −M b

LR(M̄ bc)−1 0 M b
LR(M̄ bc)−1ELl

0 0 0 0
0 0 0 0

 ,
M̄ bc = M c

LL +M b
RR, X̄ bc = X c

LL + X b
RR, K̄

bc = Kc
LL +Kb

RR.

y
+

y−1
y−2

 = Gca

[
u+

u−

]

A =
[

0 I
−(M̄ ca)−1K̄ca −(M̄ ca)−1X̄ ca

]
,

B =
[

0 0
(M̄ ca)−1 −(M̄ ca)−1

]
,

C =

M
a
LR

T (M̄ ca)−1K̄ca −Ka
LR

T Ma
LR

T (M̄ ca)−1X̄ ca −X a
LR

T

M c
LR(M̄ ca)−1K̄ca −Kc

LR M c
LR(M̄ ca)−1X̄ ca −X c

LR

0 I

 ,
D =

−M
a
LR

T (M̄ ca)−1 −Ma
LR

T (M̄ ca)−1

−M c
LR(M̄ ca)−1 −M c

LR(M̄ ca)−1

0 0

 ,
M̄ ca = Ma

LL +M c
RR, X̄ ca = X a

LL + X c
RR, K̄

ca = Ka
LL +Kc

RR.

y− = GBR

[
u+

FBR

] A =
[

0 I
−(Ma

RR)−1Ka
RR −(Ma

RR)−1X a
RR

]
, B =

[
0 0

(Ma
RR)−1 (Ma

RR)−1

]
,

C =
[
Ma

LR(Ma
RR)−1Ka

RR −Ka
LR Ma

LR(Ma
RR)−1X a

RR −X a
LR

]
,

D =
[
−Ma

LR(Ma
RR)−1 −Ma

LR(Ma
RR)−1

]
.

Table 6.3: Block diagrams of subsystems



Chapter 7

Conclusions and future research

This research aims at solving a particular active vibration control problem that
is to reduce the vibration of smart structures in a specific zone where neither
actuation nor sensing is possible. Thus, the challenge is that we want to control
a part of the structure while only have access to measurements at other parts.
Another challenge is that the disturbance is over a wide frequency band (covering
11 modes) such that a SISO controller is not sufficient for controlling all the
modes in this bandwidth. A MIMO controller is thus necessary which requires
modern control methods. Such methods will allow us to efficiently synthesize
MIMO controllers that satisfy multiple control objectives. Moreover, the spillover
instability must also be avoided which guarantees that the model-based design
could also work as expected on actual setup.

To tackle all these challenges, we first propose a methodology for centralized
control. This methodology first allows us to build a reliable model of the smart
structure as only a reliable model can result in guaranteed performance. Here,
reliable means that the response of the model, mainly in frequency domain, is
close to the actual setup. Therefore, in the modeling process, the effects of the
actual control devices are also taken into account which makes sure that the
model is close to the reality as much as possible. Based on this reliable model,
anH∞ control based synthesis method with particular criterion is proposed. This
criterion is a mathematical interpretation of all the challenges considered in this
research. By applying a standard H∞ framework, we could obtain a controller
that satisfies the proposed criterion. At last, for the ease of implementation, the
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obtained H∞ controller is further reduced without losing the closed-loop stability
or degrading the performance.

In particular, for the first challenge, we construct, in the model, a to-be-controlled
output signal which allows us to deduce an expression of the vibration energy
in a specific zone of the smart structure. By controlling this output signal, we
control the vibration in that specific zone. Second, the H∞ based synthesis
method is applicable for computing both SISO and MIMO controllers. In ad-
dition, this methodology allows us to flexibly specify the frequency band of the
disturbance. However, in different circumstances, the number and position of ac-
tuators/sensors should be carefully chosen such that the to-be-controlled modes
can be effectively excited/detected. Third, the spillover problem is avoided by
guaranteeing the robust stability. In fact, this methodology first gives a reliable
full-order model which will contain a larger frequency band than the bandwidth
of the disturbance. Then, a proposed multi-variable model reduction method is
applied to obtain a reduced -order model which only focuses on the bandwidth of
the disturbance. The reduced-order model is used to design the controller while
the full-order model, as it is a good representation of the actual setup, is used
as a reference to validate the closed-loop stability of the reduced-order model
based controller, which is the so-called robust stability. As a result, the proposed
multi-variable model reduction method is also an important contribution of this
research.

This methodology is validated by applying it on an experimental setup composed
of an aluminum beam where a number of piezoelectric transducers (PZT) have
already been patched except in the central zone. We finally obtain a MIMO
controller that particularly reduces the vibration energy in the central zone with
a high reduction rate. This high reduction rate is validated by both simulations
and experiments. Besides, the application of this methodology will not be limited
in the vibration reduction of beam structures. It can also be applied on other
structures such as flexible plates and shells.

It should be noted that the above methodology belongs to centralized control.
Considering the high computational cost and the high level of physical connec-
tivity in the presence of a large number of actuators and sensors, we then turn to
distributed control. We consider the same beam structure and aims at computing



142 March 27, 2019 Chapter 7 Conclusions and future research

distributed controllers such that the same control objectives are satisfied. For dis-
tributed control, the smart structure should first be spatially discretized and thus
will be considered as the so-called spatially interconnected systems (the intercon-
nection of multiple LTI subsystems). The to-be-designed distributed controllers
will connect with the subsystems with actuation and sensing capabilities to form
a local control unit. Multiple controllers work together to achieve a global per-
formance. As a result, the spatially discretization of the smart structure and
the modeling for these interconnected subsystems are of great importance. This
research proposes a FEM based modeling method which gives the state-space
representation of all subsystems. In particular, this method first decomposes the
structure into cells and FEM is performed to each cell which gives their gov-
erning equations. Then, several local cells are assembled which gives a larger
governing equation whose variables are regrouped and then decomposed to ob-
tain the model of LTI subsystems. The decomposition allows to avoid that two
subsystems share a part of their states. This makes sure that the states of dif-
ferent subsystems are orthogonal which is important for distributed controller
synthesis.

This modeling method has been proved correct with respect to the finite ele-
ment model obtained for centralized control (before model improvement step by
grey-box identification) which has discrepancies compared with the actual setup.
Thus, the future works will be focused on two aspects. First, the identification
of LTI subsystems such that the global behaviour matches the actual setup. Sec-
ond, the design of distributed controllers for such interconnected systems such
that all the objectives are satisfied.
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Chapitre 1

Introduction

1.1 Motivation de cette recherche

Les structures légères et les manipulateurs flexibles ont de plus en plus attiré
l’attention pour de nombreuses applications dans de nombreux domaines indus-
triels (aérospatial, automobile, industrie manufacturière, etc.). Les avantages
principaux des structures légères sont le poids léger et le coût faible de pro-
duction. Cependant, les structures légères sont généralement moins rigides et
donc souffrent du problème de vibration important quand elles sont excitées
aux fréquences de résonance par des perturbations externes. Par conséquent, le
contrôle efficace de vibration de telles structures aura une grande importance
économique, ce qui a motivé beaucoup de recherches dans ce domaine [1–4].

Pour le contrôle de vibration des structures flexibles, le contrôle actif [8] a at-
tiré l’attention des chercheurs durant ces dernières années. Les méthodes actives
utilisent généralement un ensemble d’actionneurs et de capteurs (structures ac-
tives) qui se connectent comme une boucle de réaction. Le développement rapide
des technologies électroniques rend les actionneurs/capteurs plus intelligentes et
efficaces. De tels actionneurs/capteurs sont appelés les matériaux intelligentes.
Les structures intelligentes correspondent aux structures actives qui intègrent
les matériaux intelligents (utilisés comme actionneurs et capteurs). Bien qu’il y
ait plusieurs types de matériaux intelligentes, une grande partie des recherches
du contrôle actif de vibration utilisent des matériaux piézoélectriques comme
actionneurs/capteurs [10] en raison de la grande précision et performance.
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Dans cette recherche, on se concentre sur un problème de vibration particulier
qui reflète des applications principalement dans les domaines de l’aérospatial et
de l’automobile. Premièrement, l’énergie vibratoire doit être particulièrement
réduite dans des endroits spécifiques. Par exemple, au niveau d’une antenne ou
d’un capteur sur l’enveloppe de l’avion, au niveau du siège de passager dans une
voiture (Fig. 1.1), etc.. De telles applications nous permettent de réaliser des
objectifs précis, par exemple en donnant plus de confort aux passagers dans une
voiture. Deuxièmement, nous ne pouvons pas placer d’actionneurs ou de capteurs
à ces endroits spécifiques. Comme il existe déjà nombreux dispositifs connectés
entre eux, il sera donc difficile d’ajouter des dispositifs d’actionnement et de
détection supplémentaires. Le défi sera de réduire la vibration à des endroits
spécifiques tout en ayant accès aux mesures des autres endroits. Cet objectif
a besoin de l’utilisation des méthodes multivariables modernes permettant de
traiter les variables de performance non mesurable. Troisièmement, nous visons
à réduire la vibration dans une gamme de fréquence la plus large possible. Plus
la bande passante est large, plus le système sera applicable. Quatrièmement, il
faut éviter le problème de spill-over [17] qui est l’instabilité causée par les dy-
namiques négligées du modèle lorsque le contrôleur est appliqué sur l’installation
expérimentale.

Figure 1.1: Applications particulières des problèmes du contrôle de vibration

Pour reproduire le problème ci-dessus, nous construisons une installation ex-
périmentale composée d’une poutre d’aluminium libre-libre1 sur laquelle un cer-
tain nombre de matériaux intelligents (on utilise ici des transducteurs piézoélec-
triques) est déjà été collés, sauf dans la zone centrale. L’objectif est de calculer
des contrôleurs pour rétroaction qui réduisent l’énergie vibratoire dans la zone
centrale. Dans cette recherche, nous proposerons d’abord une méthodologie per-
mettant de concevoir un contrôleur centralisé. Ensuite, on passe au contrôle
distribué où on propose une méthode de modélisation de la structure pour des

1Il n’y pas de contraintes aux deux extrémités de la poutre
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sous-systèmes interconnectés permettant à l’avenir de synthétiser des contrôleurs
distribués.

1.2 Contexte

Le matériel intelligent le plus couramment utilisées dans le contrôle actif de
vibration est le matériel piézoélectrique à cause de sa simplicité mécanique, sa
légèreté, sa large bande passante, sa haute précision, et sa capacité d’intégration
de haut niveau dans la structure. Pour les recherches sur le contrôle actif de
vibration des structures flexibles, plusieurs méthodes ont été développées durant
ces dernières années.

Pour la partie modélisation, de nombreuses recherches dans ce domaine ap-
pliquent la technique d’éléments finis (FEM — Finite Element Modeling) et
d’identification des systèmes [45–51]. La FEM est basée sur des principes mé-
caniques et des lois physiques qui permet d’obtenir des équations différentielles
partielles. Cependant, telles équations ont un grand nombre de degré de liberté
(DOF — Degree of Freedom). Il existe plusieurs méthodes de réduction perme-
ttant de réduire de tels modèles comme la méthode de déplacement modal [27],
de sous-espace Krylov [52], de Rayleigh – Ritz [53], etc.. De façon différente,
l’identification permet de construire un modèle à partir de données expérimen-
tales dans la perspective des systèmes et du contrôle. Une fonction de transfert
(ou une représentation d’état) qui reflète le comportement entrée-sortie de la
structure est directement obtenue. Il existe également des méthodes pour ré-
duire de tels modèles comme presenté dans [54]. En outre, il est également
possible de combiner ces deux techniques.

Pour la partie du contrôle centralisé, il existe de nombreuses lois de commande
appliquées dans les circonstances différentes permettant de contrôler différents
types des systèmes. Pour être précis, la structure étudiée ici est considérée comme
un système LTI (Linear Time Invariant) et on se concentre sur la loi de com-
mande pour rétroaction. Dans la littérature sur le contrôle actif des vibrations
pour les systèmes LTI, des méthodes ont d’abord été développées pour un sys-
tème SISO (Single Input Sinlge Output), par exemple PID [55–57], Retour de
vitesse [9, 16, 58–60], Retour d’accélération [13, 61, 62], Retour positif de posi-
tion [63–66], etc.. De telles méthodes ont des inconvénients. Premièrement, elles
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ne peuvent que contrôler qu’un mode de résonance. Pour en contrôler plusieurs,
différents contrôleurs doivent être calculés séparément et connectés en parallèle
ce qui a une faible efficacité et performance. Deuxièmement, ces méthodes re-
quièrent des actionneur et des capteurs co-localisés, ce qui limite l’applicabilité.
Troisièmement, si trop de modes sont concernés, l’utilisation d’un contrôleur
MIMO (Multi Input Multi Output) est obligatoire. L’application des méthodes
de contrôle modernes permettent de surmonter ces inconvénients. Ces méthodes
incluent le Placement des Pôles [69], le Linéaire quadratique Gaussien/Régula-
teur (LQG/LQR) [70–75], la Synthèse H2 [76], la Synthèse H∞ [77–82], etc.. Ces
méthodes modernes sont applicables aux systèmes SISO et MIMO et n’ont pas
besoin des actionneurs et des capteurs co-localisés. En particulier, le contrôle
H∞ fournit des propriétés de robustesse satisfaisantes en présence d’incertitudes
paramétriques et dynamiques [32] qui ne sont pas facile à obtenir par d’autres
méthodes. La prise en compte de la robustesse nous permet d’éviter le problème
de spill-over [83, 84] qui est la motivation principale de l’application du contrôle
H∞ dans cette recherche. De plus, nous visons à réduire la vibration dans une
zone spécifique où il n’y a pas d’actionneur ou de capteur par rapport à une
perturbation dans une large gamme de fréquences. À notre connaissance, cette
recherche est la première qui propose une technique traitant d’un tel problème.
L’adaptation du contrôle H∞ à ces objectifs particuliers est donc un grand défi
et constitue la contribution principale de ce travail.

Cependant, en présence d’un grand nombre d’actionneurs et de capteurs2, le con-
trôle centralisé entraîne des coûts de calcul élevés et une connectivité physique
complexe. Ceu motive la conception des contrôleurs distribués où chaque con-
trôleur réagit uniquement avec une partie locale de la structure. Plusieurs con-
trôleurs travaillent ensemble pour obtenir un effet global. Pour cet objectif,
la structure intelligente sera discrétisée et pourra donc être considérée comme
l’ensemble des sous-systèmes spatialement interconnecté (ou un système spa-
tialement distribué) [85]. Fig. 1.2 présente l’architecture d’un système distribué
avec G notant le sous-système d’interconnexion3 et K le contrôleur distribué.
Dans ces dernières années, plusieurs méthodes ont été développées pour con-
cevoir tels contrôleurs. Raffaello et Geir [88] proposent un cadre d’espace d’état

2En utilisant plus d’actionneur et de capteur, on est capable de contôler plus de modes avec
une meilleur performance

3Un sous-système fait partir de la structure et a des capacités d’actionnement et de détection
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permettant de contrôler des systèmes avec une topologie d’interconnexion struc-
turée de haut niveau. Les conditions d’analyse et de synthèse sont formulées en
termes de LMI (Linear Matrix Inequality). Tous les sous-systèmes sont consid-
érés comme identiques. Cependant dans les applications réelles, l’architecture
pourrait être spatialement variante. Ainsi, des méthodes étendues sont dévelop-
pées pour des systèmes spatialement variants [92–94] ou des systèmes hétérogènes
[95–97]. Pour obtenir le modèle d’un système distribué, plusieurs techniques sont
disponibles incluant l’identification distribuée [98, 99], le FEM [90], la combinai-
son d’identification distribuée et de FEM [100], etc..

Figure 1.2: Architecture d’un système distribué contrôlé

1.3 Organisation de la thèse

Le Chapitre 2 présent le banc expérimental étudié dans cette recherche. Les
objectifs de contrôle globale sont donnés. Le Chapitre 3 explique en détail la
méthodologie proposée pour concevoir un contrôleur MIMO. Le Chapitre 4 dis-
cute la modélisation du modèle distribué (l’interconnexion des sous-systèmes).
La conclusion est donnée dans Chapitre 5.

Notations: Notons Gx→y et Tx→y respectivement la fonction de transfert en
boucle ouverte et en boucle fermée de x à y, Su la Densité Spectrale de Puissance
(DSP) d’un signal u, ||G||2 et ||G||∞ respectivement la norme H2 et la norme
H∞ d’un system (LTI) G, σ(A) la valeur singulière maximale d’une matrice
A, diag(A1, A2, · · · , An) une matrice diagonale ou bloc-diagonale avec Ai, i =
1, 2, · · · , n les termes ou les blocs diagonales, AT la transposé d’une matrice
réelle A, et A∗ la transposé conjuguée d’une matrice complexe A. ‘?’ représente
la Produit étoile de Redheffer.



Chapitre 2

Description du système

2.1 Installation expérimentale

Figure 2.1: Installation expérimentale : vue générale (en haut à gauche), shaker
(en haut à droite), zone centrale et localisations des PZT (en bas à gauche), pairs de
PZT (en pas à droite)

On considère une structure flexible intégrée avec les matériaux intelligentes. On
vise à réduire la vibration dans une zone particulière où les matériaux intelligents
ne peuvent pas être placés. Ce qui veut dire qu’on va contrôler la vibration d’une
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zone en effectuant des mesures dans une autre zone. Pour cela, on considère
l’installation expérimentale montrée Fig. 2.1. L’installation se compose d’une
poutre d’aluminium longue et mince avec plusieurs transducteurs piézoélectriques
(PZT). La perturbation vient d’un shaker électrodynamique localisé à l’extrémité
droite de la poutre. Fig. 2.2 est le diagramme schématique de cette installation
qui donne plus de détails.

Figure 2.2: Diagramme schématique de l’installation : vue plate (en haut); vue d’en
haut (en bas)

La poutre est suspendu à une étagère solide, ce qui crée une condition de limite
libre-libre. Deux fois 10 paires de PZT couvrent deux zones L3 autour de la
zone centrale (zone L2). Une paire de PZT (deux PZT situés au même endroit
mais sur des côtés différents de la poutre) est utilisé comme un actionneur (ou
capteur) afin de générer une force inversée sur les deux côtés de la poutre, ce
qui donne un couple de commande équilibré comme illustrée dans Fig. 2.3. Il y
a au total 20 paires de PZT numérotées de 1 à 20 (10 paires dans chaque côté
de la zone centrale). La perturbation en force (appliqué par le shaker) est dans
l’axis z à l’extrémité droite au point d’excitation au milieu de hauteur (h). Les
dimensions et les paramètres matériaux sont présentés dans Table 2.1.
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Figure 2.3: Polarisation des PZT et couple de commande équilibré résultant généré
par l’excitation d’une tension

Table 2.1: Dimensions et paramètres de l’installation

Propriété Valeur
Densité de la poutre (Aluminium), ρ 2720 kg/m3

Longueur totale de la poutre, L 2.5m
Zone sans PZT, L1 0.45m
Zone centrale, L2 0.42m
Zone avec PZT, L3 0.59m
Hauteur de la poutre, h 0.053m
Épaisseur de la poutre, Le 0.003m
PZT type FerroPerm Pz26
PZT dimensions 0.05m× 0.05m× 0.0005m
Distance entre PZT 0.01m
Tension maximale de PZT (guideline) 200V AC/mm
Surface transversale de la poutre, AS 159mm2

Module d’Young (Aluminium), Yang 69GPa

2.2 Objectifs et considérations

L’objectif général est de réduire les vibrations dans une zone spécifique lorsqu’on
a seulement accès aux mesures dans d’autres zones. Pour notre installation
expérimentale, cet objectif s’interprète de réduire l’énergie vibratoire dans la
zone centrale (la zone avec longueur L2) quand la poutre est excitée par une
perturbation de force au long de l’axis z. On vise aussi à contrôler le plus
grand nombre de modes possible. On choisit donc une large gamme de fréquence
(600, 3000)1 rad/s. Cette gamme de fréquence est dans la plage sensible du Pz26
(le type de PZT qu’on choisit, voir Table 2.1) et couvre 11 modes vibratoires.
Les modes en dehors de cette gamme ne seront pas être contrôlés.

Pour contrôler tellement beaucoup de modes et des variables de performance non-
mesurables, on a besoin d’appliquer les méthodes de conception multi-variable
moderne. De plus, on est obligé d’utiliser plusieurs actionneurs et capteurs pour
que tous les 11 modes soient contrôlées. Ce qui conduit à concevoir un contrôleur

1Environ (95, 477) Hz
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MIMO pour le contrôle centralisé et plusieurs contrôleurs SISO pour le contrôle
distribué.

Certaines autres considérations doivent également être prises en compte. Pre-
mièrement, lorsque le modèle n’est pas assez précis, la technique d’identification
doit être appliquée. Deuxièmement, pour concevoir à la fin un contrôleur simple,
il est important d’avoir d’abord un modèle simple. Ce qui signifie dans notre
cas un modèle d’ordre réduit où les dynamiques apparaissaient uniquement dans
l’intervalle (600, 3000) rad/s. Cela introduit une exigence de stabilité robuste.
Le contrôleur obtenu doit également stabiliser le modèle complet. Ceu peut être
interprèté comme éviter le problème de spill-over2. Troisièmement, les gains du
contrôleur doivent être élevés dans (600, 3000) rad/s pour assurer un rapport de
réduction élevé. En dehors de (600, 3000) rad/s, l’amplitude doit être faible pour
limiter la consommation d’énergie. Pour la même raison, on doit également faire
attention à ce que le bruit de mesure (généralement situé en hautes fréquences)
ait un effet limité sur la sortie du contrôleur.

2.3 Implémentation du contrôleur

On discute ici l’implémentation du contrôleur centralisé. La conception des con-
trôleurs distribués sera un travail à effectuer dans le futur. Pour concevoir un
contrôleur simple, on doit choisir le nombre minimal d’actionneurs et de capteurs
qui permettent de garantir une performance maximale accessible. Dans notre cas,
on choisit deux actionneurs et deux capteurs. En particulier, on choisit la 10ème

et la 16ème paires de PZT comme actionneurs, la 5ème et la 11ème paires de PZT
comme capteurs3. Fig. 2.4 présente les positions de ces paires de PZT.

Les dispositifs utilisés pour implémenter le contrôleur sont listés dans Table 2.2.
Le contrôleur est implémenté dans une carte de contrôle numérique. Cette carte
est équipé d’un convertisseur ADC (DAC) dans chaque canal d’entrée (de sortie).
Les tensions des capteurs sont d’abord filtrées par les filtres anti-repliements et
puis collectées par la carte via son convertisseur ADC. Les amplificateurs de

2Problème d’instabilité dû à l’effet de l’actionnement sur les dynamiques non modélisées de
la structure [17]

3Ce choix est expérimentalement montré raisonnable pour contrôler tous les 11 modes avec
un grand rapport de réduction.
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Figure 2.4: Les positions des actionneurs et capteurs utilisé pour le contrôle cen-
tralisé

puissance sont utilisés pour prendre les sorties de la carte et puis conduire les
actionneurs. Le shaker a besoin d’un signal d’entrée comme une référence pour
caractériser la bande passante et l’amplitude de la perturbation. En général, le
système en boucle fermée est présenté par la figure Fig. 2.5 où f représente la
perturbation de force, Vs le vecteur de tension induite dans les capteurs (le 5ème

et le 11ème paires de PZT) et Va le vecteur de tension appliqué sur les actionneurs
(le 10ème et le 16ème paires de PZT).

Table 2.2: List of the control devices

Dispositifs Type
Carte de contrôle numérique DSpace DS1104
Filtre anti-repliement Nexus Conditioning Amplifier Type 2692
Amplificateur de puissance PCB 790 Series Power Amplifier
Shaker électrodynamique DP V4

Figure 2.5: Système en boucle fermée



Chapitre 3

Contrôle centralisé

3.1 Méthodologie

La méthodologie qu’on propose pour remplir les objectifs décrits dans Section 2.2
est présentée par la figure Fig. 3.1. Cette méthodologie permet de concevoir un
contrôleur MIMO centralisé simple avec une performance garantie sur l’installation
expérimentale.

En résumé, on construit d’abord un modèle précis. Plusieurs techniques sont
appliquées. On applique la FEM à l’aide de COMSOL qui donne un modèle par
éléments finis qui est ensuite transformé en une représentation d’espace d’état.
Ce modèle contient les dynamiques inférieur à une fréquence donnée. Dans notre
cas, cette fréquence est choisie un peu plus grande que 3000 rad/s. De plus,
on construit dans ce modèle une sortie (un vecteur) composé des vitesses des
nombreux points dans la zone centrale. À part de celle-là, on peut déduire une
expression d l’énergie vibratoire de cette zone. Les paramètres du modèle sont
ensuite réglés en appliquant l’identification boite-grise qui donne un modèle plus
précis (modèle complet). Évidemment, ce modèle complet couvre une gamme de
fréquence plus large que (600, 3000) rad/s. On propose donc une méthode de
réduction de modèle. En appliquant cette méthode, on obtient un modèle réduit
proche au modèle complet uniquement dans (600, 3000) rad/s. Ce modèle réduit
est ensuite utilisé pour concevoir le contrôleur en appliquant la synthèse H∞.
Un critère H∞ particulier est proposé afin de minimiser l’énergie dans la zone
centrale et afin de garantir la stabilité en boule fermée du modèle complet. Le

154
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Cahier des charges

Modélisation du système (modèle complet)

Modèle
COMSOL

Représentation
d’espace d’état

Énergie centrale
proportionelle

(Critère de minimisation)

Effet
d’amortissement

Validation
du modèle

Correction du modèle
(Identification boite-grise)

Modèle corrigé
(Modèle complet)

Réduction du modèle
(Modèle réduit)

Erreur

Contrôle H∞
(Réduction d’énergie,
stabilité robuste)

Réduction du contrôleur

Simulation

Implémentation
(Experimentation)

Estimation d’énergie centrale

Vérification expérimentale

Non

Oui

Figure 3.1: Présentation générale de la méthodologie

dernier objectif est abordé en considérant la différence entre le modèle complet
et le modèle réduit comme une incertitude. Le contrôleur obtenu est encore
réduit sans détruire la stabilité ni dégrader les performances. On fait à la fin la
validation numérique et expérimentale.

3.2 Modélisation

L’objectif de la modélisation est d’obtenir une représentation d’espace d’état de
l’installation expérimentale. Le modèle doit avoir la perturbation de force f ∈ R
et la tension des actionneurs Va ∈ RNa×1 comme entrées, la tension des capteurs
Vs ∈ RNs×1 comme sortie, comme illustré par Fig. 2.51. De plus, on construit

1Les effets des dispositifs pour l’implémentation (amplificateur de puissance, filtre anti-
repliement, DAC/ADC convertisseur dans la carte de contrôle) sont considérés comme des
gains constants et des déphasages. Ces derniers seront approximés par des retards purs.
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aussi une autre sortie de vitesse qui permet d’exprimer l’énergie vibratoire dans
la zone centrale (énergie centrale).

La modélisation est basée sur les hypothèses suivantes. On considère que la
poutre est homogène, isotrope transverse et élastique. L’effet des moments de
flexion et des déplacements latéraux sera pris en compte, mais la déformation en
cisaillement et l’inertie de rotation seront négligées. Il n’y a pas de moment de
flexion ou d’effort en cisaillement aux deux extrémités de la poutre (condition
limite). À l’aide de COMSOL, on effectue l’analyse par éléments finis basée sur
des éléments 3D standard. On applique aussi le déplacement modal [27] qui
permet de simplifier ce modèle par éléments finis en négligeant les modes hautes
fréquences. L’erreur introduite par cette simplification est corrigée par l’analyse
statique [28]. Pour l’effet d’amortissement, on choisit d’imposer le modèle de
Rayleigh [105] qui introduit deux termes constantes2. Les dynamiques dans les
circuits de mesure3 sont aussi pris en compte. Toutes les opérations ci-dessus nous
permet de déduire une représentation d’état de la forme suivante qui contient les
premières N mode :


ẋ(t) = A · x(t) +Bf · f(t) +Ba · Va(t)

νnode(t) = Ce · x(t)

Vs(t) = Cs · x(t)

, x(t) =

 η(t)
η̇(t)
Vs(t)

 (3.1)

avec

A =

 0 I 0
−Kmode −κaI − κsKmode −Es

0 R−1
s · ETs −R−1

s · Ys

 , Ba =

 0
−Ea

0

 , Bf =

0
F

0

 ,
Cs =

[
0 0 I

]
, Ce = ϕnode ·

[
0 I 0

]
, ϕnode = [ϕTnode1

, ϕTnode2
, · · · , ϕTnodeNz

]T

où Kmode = diag(ω2
1, ω

2
2, · · · , ω2

N) est la matrice de rigidité avec ωi la fréquence
de ième mode4, Rs = diag(rs1 , rs2 , · · · , rsNs

) la matrice de capacité avec rsj
la

capacité de jème paire de PZT utilisée comme capteur. Es et Ea sont les matrices
de couplage électromécanique entre la poutre et les PZT respectivement liées au

2Il existe des méthodes plus générales par exemple introduire pour chaque mode une terme
d’amortissement modal, ce qui se complique le modèle lorsqu’il contient nombreux modes.

3La tension de capteur est mesurée par un circuit électrique en boule fermée.
4Dans notre cas, ωN doit être choisie au moins plus grande que 3000 rad/s
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capteurs et actionneurs. F est le vecteur de force lié à la perturbation et Ys = Y ·
INs l’impédance5 interne de la carte de contrôle. η(t) = [η1(t), η2(t), · · · , ηN(t)]T

est un vecteur composé des coordonnées modales ηi(t) (i = 1...N) des premières
N modes. On exprime la vibration dans la zone centrale par l’énergie centrale
moyenne. Pour construire une expression mathématique simple de cette énergie
dans une zone continue, on prend sa discrétisation spatiale qui est la somme
d’énergie cinétique (carrée de vitesse) de plusieurs nœuds6 dans cette zone. Une
approche pratique est de choisir Nz nœuds uniformément répartis dans la zone
centrale. Les vitesses de ces Nz nœuds sont représentées par le vecteur νnode(t) =
[νnode1(t), νnode2(t), · · · , νnodeNz

(t)]T . Par conséquent, l’énergie centrale peut être
représentée par la quantité suivante:

Epcent = lim
T→∞

1
T

∫ T

0
νnode(t)T · νnode(t) · dt

= 1
2π

∫ +∞

−∞
H∗(jω)H(jω)|Lf (jω)|2 dω =

∥∥∥H(s)Lf (s)
∥∥∥2

2

(3.2)

où H(s) est la fonction de transfère (vecteur) entre f et νnode, |Lf (jω)|2 la densité
spectrale de puissance (DSP) de f . Pour notre système particulier, on peut mon-
trer dans la suite que la réduction de ||HLf ||∞ entraîne également la réduction
de ||HLf ||2. Par conséquent, en réduisant ||HLf ||∞, on réduit l’énergie centrale.

En appliquant la transformation de Laplace sur modèle (3.1), on obtient une
matrice de fonction de transfert noté Gfull(s):

Gfull(s) =

 Gfullf→νnode
(s) GfullVa→νnode

(s)
Gfullf→Vs

(s) GfullVa→Vs
(s)

 (3.3)

On applique maintenant le modèle (3.1) sur l’installation considérée. Selon
l’objectif, la bande passante de la perturbation est (600, 3000) rad/s. On choisit
donc de garder les premières 20 modes (N = 20) où la fréquence de résonance
maximale ω20 est plus large que 3000 rad/s. L’entrée Va contient la tension de
la 10ème et de la 16ème paire de PZT. La sortie Vs contient la tension du 5ème

et du 11ème paire de PZT (Na = Ns = 2). Pour le vecteur de vitesse νnode, on
choisit Nz = 19 points uniformément répartis dans la zone centrale. Ces choix

5L’impédance est l’inverse de résistance
6Les nœuds sont les points sur la structure. Ils sont générés par COMSOL pour effectuer

l’analyse par éléments finis



158 March 27, 2019 Chapitre 3 Contrôle centralisé

nous donnent un modèle d’ordre 42 (modèle initial). Pour vérifier ce modèle, on
compare sa réponse fréquentielle avec cela de l’installation réelle (benchmark) qui
est mesuré en utilisant un analyseur de fréquence (HP 35652B). Pour l’exemple,
on choisit ici de montrer la réponse entre Va et Vs, i.e. Gfull

Va→Vs
, voir Fig. 3.2. Le

trait jaune discontinu présente la réponse du modèle initial et le trait bleu solide
celle du benchmark où on trouve décalage entre les deux. Les résultats similaires
peuvent être aussi observés entre les autres entrées et sorties. Ce qui montre que
ce modèle initial n’est pas assez précis et la correction est nécessaire.

3.3 Correction du modèle

Le modèle (3.1) est caractérisé par les paramètres suivant : Kmode, Rs, Ys, κa, κs,
Ea, Es, F et ϕnode. Pour Rs, Ys et Kmode, on peut prendre les valeurs mesurées
directement sur l’installation réelle. Les autres paramètres sont calculés par
COMSOL. On les appelle les premières estimations de COMSOL. Cependant,
les premières estimations ont une faible précision et donc doivent être corrigés.
Pour la correction, on applique identification boite-grise qui nous permet de régler
θ = (κa, κs, Ea, Es, F, ϕnode). Évidement, sa valeur initial θinit est données par
les premières estimations de COMSOL.

Pour réduire la complexité du critère d’identification, on divise θ en 3 parties
: θ1 = (κa, κs, Ea, Es), θ2 = F et θ3 = ϕnode. On les règle respectivement en
effectuant 3 mesures. Pour la mesure 1, on applique seulement une tension
(bruit blanc) en Va (f = 0) où la relation entre Va et Vs est seulement une
fonction de θ1, ce qui nous permet d’obtenir la valeur identifiée θ1,id. Pour la
mesure 2, on applique seulement f (bruit blanc) (Va = 0) où la relation entre
f et Vs est une fonction de θ2 (θ1 = θ1,id). Ce qui nous permet d’obtenir la
valeur identifiée θ2,id. De la même façon, pour la mesure 3, on applique f (bruit
blanc) et on mesure νnode qui permet d’identifier θ3,id (θ1 = θ1,id, θ2 = θ2,id)7.
Finalement, on obtient un modèle identifié caractérisé par θid = (θ1,id, θ2,id, θ3,id),
noté Gfull(θid).

7Pour la mesure νnode, on utilise un vélocimètre de laser. Chaque fois, ce laser peut mesurer
la vitesse d’un seul point νnodei

(i = 1, · · · , Nz). Par conséquent, la mesure doit être répétée
Nz fois. Chaque mesure permet d’identifier une partie de θ3,id qui contient les paramètres dans
ϕnodei

.
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Les étapes ci-dessus sont appliquées sur le modèle initial d’ordre 42 obtenu dans
la Section 3.2 et afin d’obtenir un modèle identifié beaucoup plus précis. Fig. 3.2
montre l’amélioration de la réponse fréquentielle du modèle identifié entre Va et
Vs (trait rouge pointillé). Des résultats similaires peuvent être aussi observés
entre les autres entrées et sorties. Il est à noter que ce modèle identifié Gfull(θid)
couvre une plage de fréquence plus large que (600, 3000) rad/s et donc va être
appelé dans la suite le modèle complet. Ce modèle complet est aussi considéré
comme une référence pour vérifier la stabilité robuste.

Figure 3.2: Frequency response : Benchmark (solid blue) vs GfullVa→Vs
(θinit) (dashed

yellow) vs GfullVa→Vs
(θid) (dotted red)

3.4 Réduction du modèle multi-variable

Le modèle complet Gfull(θid) contient les dynamiques en dehors de la gamme de
fréquence ciblée (600, 3000) rad/s parce qu’on applique le déplacement modale
qui garde les 20 premiers modes. Pour obtenir un modèle plus simple contenant
uniquement les dynamiques dans (600, 3000) rad/s, d’autres méthodes doivent
être développées. Pour cela, on cherche des méthodes au sens des systèmes et
du contrôle. Plusieurs méthodes peuvent être trouvées dans [54]. L’idée générale
est de simplifier un modèle en minimisant différents types de normes d’erreur
qui permet de garder les dynamiques dans une gamme de fréquence choisie. En
se lacant sur des processus similaires, on propose une méthode de réduction en
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minimisant une erreur particulière qui n’a pas été discutée dans [54]. Cette
méthode a deux étapes : la troncature de la forme modale et la minimisation de
l’erreur relative.

3.4.1 Troncature de la forme modale

La troncature de la forme modale (MFT — Modal Form Truncation) est actuelle-
ment l’application de l’Agrégation [30] qui permet d’éliminer les pôles sans in-
térêt. Le processus est comme suit.

À partir du modèle complet G =
 A B

C D

 d’ordre n et de Λ(A) l’ensemble de

ses valeurs propres (pôles de G), on fait un changement de base qui permet de
transformer G en forme modale (appelée également forme canonique diagonale
dans [115]) comme suit :

G =
[
Â B̂

Ĉ D̂

]
=



Â1 B̂1
. . .

...

Âp B̂p
. . .

...
Âq B̂q

. . .
...

Ân B̂n

Ĉ1 · · · Ĉp · · · Ĉq · · · Ĉn D̂



(3.4)

où Â est bloc-diagonale et Λ(Â) = Λ(A). Chaque bloc Âi, i = 1, 2, · · · , n est un
scalaire ou une matrice 2× 2. Ces blocs sont dans un ordre croissant du module
de valeur propre correspondant. Soit Ω la gamme de fréquences intéressantes qui
couvre les pôles de Âi, i = p, · · · , q, le modèle réduit qui contient uniquement les
pôles dans Ω peut être construit en tronquant le système (3.4), ce qui donne:

Gr =
[
Ar Br

Cr Dr

]
=


Âp B̂p

. . .
...

Âq B̂q

Ĉp · · · Ĉq D̂

 (3.5)
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3.4.2 Minimisation de l’erreur relative

Il est à noter que la troncature va généralement introduire une erreur entre
le modèle G et son modèle réduit Gr (après MFT). L’objectif est de modifier
Gr pour que l’erreur entre G et Gr soit minimisée. Comme les pôles de Gr

appartiennent à ceux de G, Gr sera très proche que G aux résonances dans Ω.
L’erreur se présentera principalement aux anti-résonances. Pour capturer l’erreur
aux anti-résonances, on choisit de minimiser l’erreur relative car sa définition
donne des pondérations similaires sur les résonances et anti-résonances [116].
L’erreur relative est définie comme suit8:

∆(jω) = Gr(jω)−1 (G(jω)−Gr(jω)) . (3.6)

On ne modifie pas la matrice Ar qui est liée aux pôles. Ici, on choisit de modifier
Cr et Dr. De plus, l’erreur doit être minimisée pour toutes les fréquences dans
Ω. Donc, on propose le critère de minimisation suivant:

min
Cr,Dr

γ tel que ∀ω ∈ Ω, σ
(
Gr(jω)−1(G(jω)−Gr(jω))

)
< γ (3.7)

Prob. (3.7) possède un nombre infini de contraintes car il considère toutes les
fréquences dans Ω. Cependant, on peut transformer un nombre infini de con-
traintes en un nombre fini de contraintes en introduisant une nouvelle variable
de matrice décision, ce qui définit la contrainte LMI (Linear Matrix Inequality)
[31]. Malheureusement, on n’a pas pu transformer directement Prob. (3.7) en
un problème LMI. Mais on peut approximer Prob. (3.7) par un autre problème
similaire comme suivante :

min
Cr,Dr

γ tel que ∀ω ∈ Ω, σ
(
G(jω)−1(G(jω)−Gr(jω))

)
< γ (3.8)

On a montré que la solution de Prob. (3.7) est approximativement la solution
de Prob. (3.8). On arrive finalement à transformer Prob. (3.8) en un problème
d’optimisation LMI. Il existe des algorithmes efficaces pour résoudre ce type de

8Cette erreur sera considérée comme une incertitude liée à la stabilité robuste dans le con-
trôle H∞.
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problèmes, voir [31]. Cette méthode de réduction proposée, i.e. MFT et minimi-
sation d’erreur relative, est présentée dans un article de conférence récemment
publié (voir la Section 1.3, Part I) où vous pouvez trouver la formulation du
problème LMI.

3.4.3 Application

On applique cette méthode de réduction multi-variable sur le modèle complet
Gfull(θid) obtenu dans Section 3.3 avec la représentation d’état (3.1). D’abord,
la MFT est appliquée. On transforme Gfull(θid) en forme modale où la matrice
dynamique A est bloc-diagonale. On tronque les blocs correspondant aux modes
en dehors de (600, 3000) rad/s, ce qui donne un modèle réduit d’ordre 24 comme
suit9 :


ẋ = Ar · x+Brf · f +Bra · Va

νnode = Cre · x

Vs = Crs · x

(3.9)

À titre d’exemple, on compare la réponse fréquentielle entre Va et Vs du modèle
(3.9) (trait jaune discontinu) et du modèle complet (trait bleu solide) Fig. 3.3.
On observe que le modèle (3.9) conserve bien les dynamiques entre (600, 3000)
rad/s aux résonances (des résultats similaires peuvent être aussi trouvés entre
d’autres entrées et sorties). Cependant, à certaines anti-résonances, il existe
des décalages qui entraînent une grande erreur relative. La valeur singulière de
l’erreur relative ∆(jω) (entre Va et Vs) est présentée dans Fig. 3.4 où on observe
de grandes erreurs à certaines fréquences (jusqu’à presque 20 dB).

Ensuite, on modifie le modèle (3.9) en minimisant l’erreur relative. Pour cette
étape, on se concentre uniquement sur l’erreur relative liée à la partie du modèle
(3.9) entre Va et Vs, noté GVa→Vs , par raison de simplicité. D’autre part, il s’agit
de la fonction de transfert directement impliquée dans la boucle fermé. En plus
de déterminer un nouveau Cr

s , noté Cr,new
s , on ajoute une terme directe Dr,new

s

pour augmenter le degré de liberté. En conséquence, le problème de minimisation
est comme suit :

9En fait, on garde un autre mode juste après 3000 rad/s. Le modèle réduit contient 12
modes. C’est la compromis entre l’ordre et la qualité du modèle réduit.
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min
Cr,new

s ,Dr,new
s

sup
ω∈(600,3000)

σ
(
G−1
Va→Vs

(jω)(GfullVa→Vs
(jω)−GVa→Vs(jω))

)
. (3.10)

Le modèle réduit final, noté G, sera dans la forme suivante:


ẋ = Ar · x+Brf · f +Bra · Va

νnode = Cre · x

Vs = Cr,news · x+Dr,new
s · Va

(3.11)

La minimisation de l’erreur relative nous permet de trouver Cr,new
s et Dr,new

s . On
observe la réduction de l’erreur dans Fig. 3.4 (le trait rouge pointillé). L’amélioration
du modèle réduit finale G par rapport au modèle (3.9) peut être observée Fig. 3.3
où le trait rouge pointillé représente la réponse de G entre Va et Vs. Le contrôleur
sera conçu basé sur G.

.
Figure 3.3: Réponse fréquentielle : modèle complet (trait bleu solide), modèle
réduit par MFT (trait jaune discontinue) et modèle réduit modifié par LMI (trait
rouge pointillé)

3.5 Conception du contrôleur par contrôle H∞

3.5.1 Cahier des charges

On rappelle tout d’abord les objectifs du contrôle. Selon la discussion de Sec-
tion 2.2, dans le cas général, le cahier des charges peut être résumé comme
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.
Figure 3.4: σ(∆(jω)) pour la partie entre Va and Vs : MFT (trait bleu solide) vs
MFT et minimisation de l’erreur relative (trait rouge pointillé)

suivante:

Perturbation : On considère une perturbation de force qui a une DSP impor-
tante dans une gamme de fréquence spécifiée, noté Ω.

Performance : On vise à réduire les vibrations dans la zone centrale de la
poutre où il n’y pas de PZT (voir Fig. 2.2).

Signal du contrôle: Le contrôleur doit avoir du roll-off en hautes fréquences, ce
qui permet de filtrer les bruits de mesure (qui normalement se trouvent en hautes
fréquences). Le contrôleur doit avoir des gains importants dans Ω et des gains
faibles en dehors de Ω. Ce qui permet de limiter la consommation d’énergie.

Stabilité robuste: Le contrôleur conçu à partir du modèle réduit G doit aussi
garantir la stabilité lorsqu’il est appliqué au modèle complet Gfull, ce qui permet
d’évider le problème de spill-over.

3.5.2 Critère H∞

La Fig. 3.5 montre le système augmenté proposé, noté P (s). G̃(s) est le sys-
tème à contrôler composé du modèle réduit G(s), du gain de l’amplificateur de
puissance Ap et d’une fonction de transfert Fd(s) qui approxime un retard pure
en utilisant l’Approximation de Padé [124]. L’objectif de Fd(s) est d’approximer
les déphasages introduits par les amplificateurs de puissance, les filtres anti-
repliements et le mécanisme de conversion numérique dans la carte de contrôle10.

10Le contrôleur va être implémenté numériquement
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e = [e1, e2, e3]T est l’entrée générale composant des bruits blancs indépendants,
b le bruit de mesure et zu la sortie générale liée au signal du contrôle. Wf , Wb,
W∆ et At sont les pondérations choisies (constantes pour Wf , Wb et At, fonction
de transfert SISO pour W∆). Le contrôle H∞ permet de calculer un contrôleur
K(s) tel que le système en boucle fermée P (s)?K(s) soit stable et ||P ?K||∞ < γ

pour le plus petit γ < 1. Ce dernier implique :

Notation : Dans la suite, on note T le système en boucle fermée et G le système
en boucle ouverte.

.
Figure 3.5: Bloc diagramme pour la synthèse H∞

a. ||Te1→νnode
||∞ < γ < 1

Ce critère remplit les objectifs de Performance et de Perturbation (voir Sec-
tion 3.5.1). Selon Fig. 3.5, on a Te1→νnode

= Tf→νnode
Wf . Ce critère implique

:

∀ω, σ(Tf→νnode
(jω)) < γ

|Wf |
<

1
|Wf |

. (3.12)

En raison de la nature résonnante du système considéré, la valeur singulière
maximale en boucle ouverte σ(Gf→νnode

) tracée en fonction de la pulsation ω est
composée de pics fin (comme on le verra par exemple dans Fig. 3.8). Ceci restera
bien sûr le cas lorsqu’un contrôleur K 6= 0 est appliqué. Mais les amplitudes des
pics deviendront plus petites en choisissant un Wf pertinent (plus Wf est grand,
plus la réduction est importante). En utilisant l’expression de l’énergie centrale,
c’est-à-dire Eq. (3.2), et la nature résonante du système considéré, on conclut
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que la réduction d’amplitude des pics en σ(Tf→νnode
) implique une réduction de

l’énergie centrale. De plus, la DSP de f est bornée par Wf . Donc, Wf doit être
choisie comme un filtre passe-bande concentré sur Ω. Cependant, à cause de
l’étape de réduction de modèle, σ(Gf→νnode

) présente déjà des amplitudes faibles
en dehors de Ω. Par conséquent, on arrive à réduire les pics uniquement dans Ω
en choisissant une constant pour Wf .

b. ||Te3→zu||∞ < γ < 1

Ce critère permet de garantir la Stabilité Robuste (voir Section 3.5.1). Selon la
Fig. 3.5, on a Te3→zu = W∆Tc→u où Tc→u est exactement la fonction de sensibilité
complémentaire pour une boucle de rétroaction positive. En utilisant l’erreur
relative ∆ définie par Eq. (3.6), la partie du modèle complet Gfull entre Va et Vs
peut être écrite comme suit :

Gfull
Va→Vs

= GVa→Vs(I + ∆).

Si on considère ∆ comme une incertitude qui représente une matrices de transfert
LTI stable appartenant à un ensemble ∆ tel que:

∆ =
{

∆(s) | ∆(s) = ∆̂(s)W∆(s) avec
∥∥∥∆̂∥∥∥

∞
6 1

}
, (3.13)

alors la boucle fermée Gfull
Va→Vs

? K peut être réécrite comme une boucle fermée
composée d’une partie incertaine ∆ et d’une partie nominale Tc→u, ce qui définit
pour tous les ∆ ∈∆ une famille du système en boucle fermée (∆, Tc→u). D’après
le Théorème du Petit Gain Pondéré, une telle famille (∆, Tc→u) est stable pour
tous les ∆ ∈∆ si et seulement si ||W∆Tc→u||∞ < 1. Par conséquent, si on choisit
la pondération W∆ telle que :

∀ω, σ(∆(jω)) 6 |W∆(jω)| (3.14)

le critère ||Te3→zu ||∞ < 1 va garantir que le contrôleur K stabilise aussi le modèle
complet Gfull.

c. ||Te1→zu||∞ < γ < 1 et ||Te2→zu ||∞ < γ < 1
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Ces deux critères bornent la DSP du Signal du contrôle (voir Section 3.5.1),
c’est-à-dire signal u dans Fig. 3.5. On a en effet :

∀ω, σ(Tf→u(jω)) < 1
|AtW∆(jω)Wf |

et σ(Tb→u(jω)) < 1
|AtWbW∆(jω)| . (3.15)

Le choix de At et Wb permet de limiter respectivement l’amplitude d’effort de
contrôle et le niveau de bruit de mesure. Comme At,Wb etWf sont choisie comme
constantes, le choix de W∆(s) (satisfaisant Eq. (3.14)) assure que σ(Tf→u(jω))
et σ(Tb→u(jω)) ont des amplitudes importantes sur Ω et du roll-off en dehors
permettant respectivement de limiter la consommation d’énergie de contrôle et
d’enlever l’effet du bruit de mesure (en hautes fréquences) sur le signal de con-
trôle.

3.5.3 Réduction et discrétisation du contrôleur

À cause des choix de pondérations (notamment pour le choix de W∆), le con-
trôleur obtenu aura des dynamiques faibles en dehors de la gamme de fréquences
intéressantes. Ces dynamiques sont faibles importances par rapport aux objectifs
de contrôle. On peut les enlever en utilisant la Troncature Équilibrée [34, 35].
En particulier, on détermine le contrôleur avec l’ordre le plus faible tout en
préservant la stabilité et le niveau de performance. Comme le contrôleur va être
implémenté numériquement, le contrôleur simplifié doit être aussi discrétisé avec
un temps d’échantillonnage assez petit.

3.5.4 Application et résultats

L’application des critères H∞ (Fig. 3.5) est de choisir les pondérations conven-
ables par rapport au cahier des charges. W∆ est tout d’abord choisi comme un
filtre stoppe-bande qui satisfait Eq. (3.14). Fig. 3.6 montre bien que σ(∆(jω))
(trait bleu solide) est inférieur à |W∆(jω)| (trait rouge discontinu) pour ∀ω. Pour
les autres pondérations, comme discuté dans la Section 3.5.2, plus Wf est grand,
plus la réduction est importante. Plus At est grand, plus la consommation est ré-
duite. Cependant, plus de consommation d’énergie est vraiment nécessaire pour
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avoir une plus grande réduction. Il existe donc un compromise entre le choix de
Wf et de At. Après quelques essais et erreurs, on choisit finalement Wf = 6.9
et At = 3.9 × 10−2. La pondération pour le bruit de mesure est choisie comme
Wb = 1. De plus, on prend le gain de l’amplificateur Ap = −10. Le déphasage
total introduit par les mécanismes de contrôle est approximé par un retard de
3.6 × 10−4s (présenté par Fd(s)). Ces choix nous permettent d’obtenir un con-
trôleur K d’ordre 52 avec γ = 0.9923. La réponse fréquentielle de K est présenté
Fig. 3.7 en trait bleu solide. Comme prévu, on observe des dynamiques faibles
en dehors de (600, 3000) rad/s. On réduit ensuite K en appliquant la Tronca-
ture Équilibrée jusqu’à l’ordre 30 et on obtient un contrôleur réduit Kred comme
montré Fig. 3.7 en trait rouge pointillé.

Figure 3.6: σ(∆(jω)) (trait bleu solide) et |W∆(jω)| (trait rouge discontinu)

Figure 3.7: Module de la réponse fréquentielle du contrôleur K (trait bleu solide)
et cela du contrôleur réduit Kred (trait rouge pointillé)
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On présente l’effet du contrôle par rapport au modèle complet Gfull en termes
de norme H∞. Fig. 3.8 compare la valeur singulière entre la perturbation f et le
vecteur de vitesse νnode en boucle ouverte σ(Gf→νnode

(jω)) et en boucle fermée
σ(Tf→νnode

(jω)). En boucle fermée, on présente respectivement l’effet duK (trait
vert discontinu) et Kred (trait rouge pointillé). On observe que seulement les pics
dans (600, 300) rad/s sont réduits et que Kred a un effet très proche que K. La
performance finale est caractérisé par le rapport de réduction de Ep

cent (définit
par Eq. (3.2)), noté rp:

rpe =

1−

(
Epcent

)
CL(

Epcent

)
OL

× 100% =

1− ||Tf→νnode
Lf ||22

||Gfullf→νnode
Lf ||22

× 100%, (3.16)

où |Lf (jω)|2 représente la DSP de f . Lorsque Lf correspond à la DSP de f réelle
généré par le shaker, le rapport de réduction rp = 62.5%.

Figure 3.8: σ(Gfullf→νnode
(jω)) (trait bleu solide) vs σ(Tf→νnode

(jω)) avec le con-
trôleur K (trait vert discontinu) vs σ(Tf→νnode

(jω)) avec le contrôleur réduit Kred

(trait rouge pointillé)

La performance de Kd
red est aussi vérifié expérimentalement. En particulier, on

implémente la discrétisation (Zero-Order-Hold [127]) du contrôleur réduit Kred,
noté Kd

red, dans la carte de contrôle. La période d’échantillonnage est choisie à
Ts = 2×10−4s. Le signal de référence du shaker (l’entrée du shaker) est un bruit
blanc filtré par un filtre passe-bande, ce qui permet à f d’avoir une DSP im-
portante uniquement dans (600, 3000) rad/s. Les données en temps réel (f(t) et
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Figure 3.9: σ(Gf→νnode,m(jω)) (trait bleu solide) rt σ(Tf→νnode,m(jω)) (trait rouge
pointillé) mesurés de l’installation expérimentale

νnode(t)) sont mesurées pour estimer les quantités en boucle ouverte ((Ep
cent)OL et

σ(Gf→νnode
(jω))) et en boucle fermée ((Ep

cent)CL et σ(Tf→νnode
(jω))). Finalement,

on obtient un rapport de réduction rp = 58.9% qui est très poche de la valeur
théorique. Fig. 3.9 présente σ(Gf→νnode

(jω)) (trait bleu solide) et σ(Tf→νnode
(jω))

(trait rouge pointillé) estimé en utilisant les données réelles. Comme prévu, les
modes sont réduits uniquement dans (600, 3000) rad/s.



Chapitre 4

Modélisation pour le contrôle
distribué

Pour le contrôle distribué, on va utilisé tous les PZT de la poutre. En particulier,
deux paires de PZT voisins connectées à un seul contrôleur forment une unité
de contrôle locale. Plusieurs unités travaillent ensembles pour atteindre un effet
global. Par conséquent, on considère le système à contrôler comme un ensemble
des sous-systèmes interconnecté. L’objectif de la modélisation distribuée est de
construire le modèle des sous-systèmes. Pour l’installation discutée ici, on va
d’abord décomposer spatialement la structure en cellules. COMSOL peut nous
donner les modèles par éléments finis des cellules. Ensuite, plusieurs techniques
sont appliquées pour simplifier ces modèles de cellule. À la fin, on construit
l’espace d’état (LTI) des sous-systèmes en faisant l’assemblage local.

4.1 Modélisation des cellules

La Fig. 4.1 montre le modèle 3D de la structure considérée. On observe qu’il y a
des parties avec PZT (parties de longueur L3) et des partie sans PZT (parties de
longueur L1 et L2). Donc, en décomposant la structure, on obtient deux types
de cellules : cellules avec PZT (Fig. 4.2) et cellules sans PZT (homogènes). En
particulier, on décompose chaque partie en 5 cellules identiques (25 cellules au
total). COMSOL permet de calculer la matrice d’équations différentielles de ces

171
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cellules en effectuant l’analyse par éléments finis. L’équation de cellule avec PZT
est de la forme suivante:

Figure 4.1: Modèle 3D de l’installation

Figure 4.2: L’analyse par éléments finis de cellule avec PZT


MLL MLR MLC 0
MT
LR MRR MRC 0

MT
LC MRCT MCC 0
0 0 0 0



ẄL

ẄR

ẄC

V̈

+


KLL KLR KLC EL

KT
LR KRR KRC ER

KT
LC KRCT KCC EC

−ETL −ETR −ETC R



WL

WR

WC

V

 =


FL

FR

0
Q

 , (4.1)

où W = (u, v, w)T représente le déplacement d’un nœud dans 3 direction x, y et
z. F est la contrainte appliquée sur W . Les indices ‘L’, ‘R’ et ‘C’ représentent
respectivement la surface de la cellule à gauche, à droite et le domaine au milieu.
Par exemple, WL représente le champ de déplacement de tous les nœuds sur la
surface à gauche. V = [Vl, Vr]T et Q = [Ql, Qr]T sont le vecteur de tension et
de charge sur les PZT (voir Fig. 4.2). Pour la cellule homogène, il n’existe pas
de couplage entre la poutre et les PZT. Son équation sera facilement obtenue en
enlevant les lignes et les colonnes liées à V etQ dans l’Eq. (4.1). Le problème de ce
modèle est le très grand nombre de degrés de liberté (DOF). Pour le simplifier,
on impose la condensation de Guyan [36] et l’hypothèse cinématique d’Euler-
Bernoulli.
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4.1.1 Condensation de Guyan

La condensation de Gyuan permet de réduire le nombre de DOF d’un modèle
complexe en négligeant certaines DOF qui ne subissent pas de contrainte. Pour
cela, on sépare les DOF en deux ensembles : les DOF maîtres qm et les DOF
esclaves qe. Soit une équation d’éléments finis d’une structure partitionnée en
accord avec la définition des DOF maîtres et esclaves précédente :

Mmm Mme

Mem Mee

q̈m
q̈e

+

Kmm Kme

Kem Kee

qm
qe

 =

gm
0

 (4.2)

Si on néglige dans la deuxième ligne de l’Eq. (4.2) l’énergie cinétique (les termes
inertiels) devant l’énergie de déformation, alors on obtient la relation statique :
qe = −K−1

ee Kem ·qm, ce qui permet d’appliquer un changement de variable comme
suit :

qm
qe

 =

 I

−K−1
ee Kem

 · qm = T · qm. (4.3)

En conséquence, Eq. (4.2) devient une équation avec moins de DOF:

M̄ · q̈m + K̄ · qm = T T ·

gm
0

 , (4.4)

M̄ = T T

Mmm Mme

Mem Mee

T, K̄ = T T

Kmm Kme

Kem Kee

T.

4.1.2 Hypothèse cinématique d’Euler-Bernoulli

Selon l’hypothèse cinématique d’Euler-Bernoulli, le champ de déplacements d’une
surface peut être exprimé par le déplacement et la rotation par rapport à un point
sur cette surface si le déplacement est petit. On considère une surface S dans le
plan yz du système de coordonnées global x−y−z, voir Fig. 4.3a. On note yS−zS
le système de coordonnées attaché à S et OS son origine. Le déplacement sous
x−y−z, notant [u, v, w]T , d’un point sur S avec la coordonnée (yS, zS) sous yS−zS
peut être écrit comme une relation linéaire des déplacements et des rotations de
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OS au long des 3 directions x,y et z. Dans le cas où on s’intéresse uniquement
une déformation particulière comme montré par Fig. 4.3b, le déplacement de ce
point dans y et les rotations de S au long de x et z seront toujours zéros. Il est
donc suffisant d’exprimer [u, v, w]T en utilisant le déplacement de OS dans x et
z, notant u0 et w0, et la rotation de S au long de y, notant θy:

Figure 4.3: Cinématique

uv
w

 =

1
0
0

u0 +

0
0
1

w0 +

zS0
0

 θy =

1 0 zS

0 0 0
0 1 0


u0

w0

θy

 . (4.5)

4.1.3 Application

On prend l’équation de la cellule avec PZT comme un exemple. On observe dans
l’Eq. (4.1) que WC doit être défini comme le DOF esclaves. En appliquant la
condensation de Guyan, WC est supprimé et on obtient:

M̄LL M̄LR 0
M̄T
LR M̄RR 0
0 0 0


ẄL

ẄR

V̈

+

K̄LL K̄LR ĒL

K̄T
LR K̄RR ĒR

−ĒTL −ĒTR R̄


WL

WR

V

 =

F̄LF̄R
Q

 . (4.6)

On impose ensuite l’hypothèse cinématique d’Euler-Bernoulli (i.e. Eq. (4.5)) sur
WL et WR. On définit d’abord pour chaque surface de la cellule (‘L’ et ‘R’) un
vecteur Ŵ contenant deux déplacements (u0 et w0) et une rotation (θy):

ŴL = [u0L, w0L, θyL]T , ŴR = [u0R, w0R, θyR]T , (4.7)
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Il existe sûrement deux matrices de transmission HL et HR tel que WL = HLŴL

et WR = HRŴR. Ce qui nous permet de faire le changement de variable comme
suit :

WL

WR

V

 =

HL 0 0
0 HR 0
0 0 I


ŴL

ŴR

V

 = T̂

ŴL

ŴR

V

 . (4.8)

En injectant Eq. (4.8) dans Eq. (4.6), on obtient finalement une équation avec
moins de DOF:

M̂LL M̂LR 0
M̂T
LR M̂RR 0
0 0 0




¨̂
WL

¨̂
WR

V̈

+

K̂LL K̂LR ÊL

K̂T
LR K̂RR ÊR

−ÊTL −ÊTR R̂


ŴL

ŴR

V

 =

F̂LF̂R
Q

 . (4.9)

COMSOL nous permet de calculer les paramètres dans l’Eq. (4.9). De plus,
l’équation de la cellule homogène peut être aussi obtenue en simplement enlevant
les lignes et les colonnes de l’Eq. (4.9) liée à V et Q.

Pour valider les modèles des cellules, on a assemblé les équations de toutes les 25
cellules, ce qui permet d’obtenir un modèle assemblé représentant la structure
complète. Ensuite, on a comparé la réponse fréquentielle du modèle assemblé
avec le modèle centralisé obtenu dans la Section 3.2 (avant identification). On a
observé une bonne correspondance. À titre d’exemple, on montre ici la compara-
ison de la réponse entre la perturbation et la tension du 11ème paire de PZT, voir
Fig. 4.4. On conclut que le modèle assemblé est très proche du modèle centralisé,
ce qui montre que les cellules sont correctement modélisées.

4.2 Modélisation des sous-systèmes

Dans un modèle distribué, les sous-systèmes communiquent, voir Fig. 1.2 à titre
d’exemple. Cependant, les équations obtenues ci-dessus représentent uniquement
les dynamiques des cellules. Elles n’expriment pas des communications entre
les cellules voisines. Par conséquent, on ne peut pas simplement considérer le
modèle d’une cellule comme un sous-système. L’objectif de cette section est de
construire l’espace d’état des sous-systèmes (LTI) en utilisant les équations des
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Figure 4.4: Réponses fréquentielles entre la perturbation et le 11ème paire de PZT
: Modèle centralisé (trait bleu solide) vs Modèle assemblé (trait rouge discontinu)

cellules. L’idée est d’abord d’assembler les équations d’un certain nombre de
cellules voisines. Ensuite, on décompose l’équation assemblée pour construire les
sous-systèmes, ce qui permet de garder les communications. Considérant que
la structure est composée des cellules de différents types, les sous-systèmes ne
seront pas identiques. Par exemple, on discute ici la construction du sous-système
uniquement lié aux cellules avec PZT, noté Gc. En particulier, Gc sera connecté
avec le contrôleur et il a seulement lui-même comme voisin. Les sous-systèmes
liés aux autres cellules peuvent être construits dans la même façon.

Figure 4.5: Définition des signaux de communication

Figure 4.6: Assemblage locale de 3 cellules avec PZT

Tout d’abord, on définit les signaux de communication entre les sous-système
voisins comme Fig. 4.5 où u est le signal d’entrée et y de sortie. ‘+’ et ‘−’



Chapitre 4 Modélisation pour le contrôle distribué March 27, 2019 177

indiquent la direction positive (à droite) et négative (à gauche) du signal. ‘s’
indique la position de Gc et des signaux. On considère maintenant 3 cellules
voisines. Les variables associées sont montrées Fig. 4.6 en notant que chaque cel-
lule a une équation dans la forme d’Eq. (4.9) avec ses variables correspondantes.
Fig. 4.6 montre aussi le choix des variables pour construire Gc, c’est-à-dire les
variables liées à la surface à gauche et aux deux paires de PZT. En assemblant
les 3 cellules, on obtient :

 MLL MLR

MLR
T MLL +MRR MLR

MLR
T MRR

Ẅ1

Ẅ2

Ẅ3

+

 XLL XLR

XLR
T XLL + XRR XLR

XLR
T XRR

Ẇ1

Ẇ2

Ẇ3

+

 KLL KLR

KLR
T KLL +KRR KLR

KLR
T KRR

W1

W2

W3

 =

F1

0
F3

+

−ELl −ELr

−ERl −ERr −ELl −ELr

−ERl −ERr



V 1

l

V 1
r

V 2
l

V 2
r

 ,
(4.10)

(EL = [ELl, ELr], ER = [ERl, ERr])


−ELl

T −ERl
T

−ELr
T −ERr

T

−ELl
T −ERl

T

−ELr
T −ERr

T


W1

W2

W3

+


Rl

Rr

Rl

Rr



V 1

l

V 1
r

V 2
l

V 2
r

 =


Q1

l

Q1
r

Q2
l

Q2
r

 , (4.11)

(R = diag(Rl, Rr))

Si on définit les signaux de communication comme suit :

u2,− = y3,− = −MLRẄ3 −XLRẆ3 −KLRW3,

y2,− = u1,− = −MLRẄ2 −XLRẆ2 −KLRW2,

u2,+ = y1,+ = −MT
LRẄ1 −X TLRẆ1 −KT

LRW1 − ERlV 1
l − ERrV 1

r ,

y2,+ = u3,+ = −MT
LRẄ2 −X TLRẆ2 −KT

LRW2 − ERlV 2
l − ERrV 2

r ,

(4.12)

alors on obtient les équations d’état pour Gc:

G1
c : MLLẄ1 + XLLẆ1 +KLLW1 = y2,− + F1 − ELlV 1

l − ELrV 1
r , (4.13)

G2
c : M̄Ẅ2 + X̄ Ẇ2 + K̄W2 = u2,+ + u2,− − ELlV 2

l − ELrV 2
r , (4.14)

G3
c : MRRẄ3 + XRRẆ3 +KRRW3 = y2,+ + F3. (4.15)

(M̄ = MLL +MRR, X̄ = XLL + XRR, K̄ = KLL +KRR)
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Dans un sous-système, on choisit d’actionner V s
l et de mesurer V s

r . V s
r sera

mesurée via un circuit électrique fermé d’impédance Y . Selon la loi d’Ohm, on
a :

− Y V sr = Q̇sr. (4.16)

Les Eq. (4.11) et Eq. (4.16) nous donnent les équations de sortie :

− Y V 1
r = Q̇1

r = −ETLrẆ1 − ETRrẆ2 +RrV̇
1
r (4.17)

− Y V 2
r = Q̇2

r = −ETLrẆ2 − ETRrẆ3 +RrV̇
2
r . (4.18)

Maintenant, on est près de construire Gc. En observant les Eq. (4.13)-(4.15) et
Eq. (4.18), on trouve que G2

c doit avoir u2,+, u2,−, Ẇ3, V 2
l comme les entrées,

y2,+, y2,−, Ẇ2, V 2
r comme les sorties et W2, V 2

r appartenant aux états. Dans un
cas plus général, on note u+ = u2,+, u−1 = u2,−, u−2 = Ẇ3, Vact = V 2

l les entrées
de Gc, y+ = y2,+, y−1 = y2,−, y−2 = Ẇ2, Vsen = V 2

r les soties et W c = W2, Vsen
les états. L’espace d’état Gc(A,B,C,D) est déduit d’Eq. (4.12), Eq. (4.14) et
Eq. (4.18) comme suit (Fig. 4.7) :

Figure 4.7: Diagramme de Gc


y+

y−1
y−2

Vsen

 = Gc


u+

u−1
u−2

Vact

 , (4.19)

avec l’état x =
W c

Ẇ c

Vsen

 (ordre 7) et:

A =

 0 I 0
−(M̄c)−1K̄c −(M̄c)−1X̄ c −(M̄c)−1ELr

0 R−1
r ET

Lr −R−1
r Y

 , B =

 0 0 0 0
(M̄c)−1 −(M̄c)−1 0 −(M̄c)−1ELl

0 0 R−1
r ET

Rr 0

 ,
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C =


Mc

LR
T (M̄c)−1K̄c −Kc

LR
T Mc

LR
T (M̄c)−1X̄ c −X c

LR
T Mc

LR
T (M̄c)−1ELr − ERr

Mc
LR(M̄c)−1K̄c −Kc

LR Mc
LR(M̄c)−1X̄ c −X c

LR Mc
LR(M̄c)−1ELr

0 I 0
0 0 1

 ,

D =


−Mc

LR
T (M̄c)−1 −Mc

LR
T (M̄c)−1 0 Mc

LR
T (M̄c)−1ELl − ERl

−Mc
LR(M̄c)−1 −Mc

LR(M̄c)−1 0 Mc
LR(M̄c)−1ELl

0 0 0 0
0 0 0 0

 .

Comme discuté précédemment, les sous-systèmes ne sont pas identiques. Pour
la structure étudiée, on est obligé de construire 9 types de sous-systèmes, notés
respectivement Ga, Gb, Gc, GBL, GBR, Gac, Gca, Gbc et Gcb. Fig. 4.8 présente
l’interconnexion des sous-systèmes où on trouve la perturbation, les tensions
d’actionneurs et de capteurs, et aussi le vecteur de vitesse dans la zone centrale.
La construction des 8 autres sous-systèmes suit le même processus que celle de
Gc. Pour vérifier ce modèle distribué, on calcule la matrice de transfert du mod-
èle distribué (interconnexion des sous-systèmes) et du modèle assemblé obtenu
Section 4.1.3 (assemblage des cellules). Ensuite, on calcule la valeur singulière
maximale de l’erreur absolue. L’erreur est toujours inférieure à −190 dB. Ce qui
montre que les sous-systèmes sont correctement construits.

Figure 4.8: Architecture du système distribué, i.e. l’interconnexion des sous-système



Chapitre 5

Conclusions et recherches futures

Cette recherche vise à résoudre un problème de contrôler de vibration particulier.
L’objectif est de réduire la vibration de la structure intelligente dans une zone
spécifique où ni l’actionnement et ni la détection sont possibles. Le défi est donc
de contrôler une partie de la structure lorsqu’on a uniquement accès aux mesures
des autres parties. De plus, la perturbation couvre une large gamme de fréquence
(11 modes) ce qui nécessite l’utilisation d’un contrôleur MIMO. Les méthodes de
conception modernes doivent être appliquées pour synthétiser des contrôleurs
MIMO. Le problème de spill-over doit être aussi évité.

Pour remplir ces objectifs, on propose une méthodologie qui permet de concevoir
un contrôleur centralisé. Tout d’abord, un modèle fiable simple est construit en
utilisant plusieurs techniques de modélisation, d’identification et de réduction.
Ensuite, des critères H∞ particuliers sont proposés. Le contrôleur est calculé
en appliquant le cadre H∞ standard. Ce contrôleur est ensuite simplifié tout
en gardant la stabilité et la performance. Finalement, le contrôleur simplifié est
expérimentalement validé. On obtient un grand rapport de réduction.

Considérant le coût de calcul élevé et la connectivité physique élevée en présence
d’un grand nombre d’actionneurs et de capteurs, on passe au contrôle distribué.
Dans cette recherche, on propose une méthode de modélisation qui permet de
construire un modèle distribué (l’interconnexion de plusieurs sous-systèmes) de
même structure. Cette méthode est basée sur la FEM et plusieurs techniques
de réduction. Les travaux futurs seront l’identification du modèle distribué et la
conception des contrôleurs distribués.

180



Appendix A

PZT selection

If a mode must be controlled, it should effectively be excited/detected by the
actuator/sensor. This means that the peaks corresponding to all these modes
must be clearly seen in the frequency response with a relatively high magnitude.
Therefore, the frequency response, which can be measured by a frequency ana-
lyzer, between different actuators and sensors are compared and we found that
the frequency response from one actuator to one sensor always has some peaks
that can not be clearly seen or only have low magnitude. Such peaks are not al-
ways at the same frequencies in the response between other actuator and sensor.
Fig. A.1 shows an example of this phenomenon. The blue line and red line are
respectively the frequency response from the 10th to the 11th PZT pair and from
the 16th to the 11th PZT pair. At the frequency circled by ellipse 1, the red line
shows a much higher peak than the blue line while at the frequencies circled by
ellipse 2 and 3, an opposite situation occurs. This phenomenon can be explained
by the position of the PZT pair. If a PZT pair is located close to the node of a
certain mode shape, this mode cannot be effectively excited or detected because
the deformation at the node is very weak. Therefore, the corresponding peak in
the frequency response will be very small or even disappear (it in fact depends
on how close to the node the PZT pair is). As we will control as many as 11
modes, the distribution on the beam of all the nodes of the corresponding 11
mode shapes will be relatively intensive. Thus, there is a great probability that
a PZT pair is close to one of these nodes. This also proves that a SISO controller
is not enough to control all the modes. More PZT pairs must be used such that
all the 11 modes can be effectively exited or detected. In particular, the PZT
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pairs used for control are chosen in the way that when all the frequency responses
between the chosen actuators and sensors are represented together in the same
plot, all the peaks corresponding to the to-be-controlled modes can be clearly
seen with a relatively high magnitude. At the same time, in order to balance the
control effect, there should be at least one actuator and one sensor on each side
of the central zone.

Figure A.1: Frequency response from the 10th to the 11th PZT pair (blue)
and from the 16th to the 11th PZT pair (red)

Finally, in order to avoid local strain, the chosen actuators and sensors should not
be too close to each other. Indeed, According to [131], when a piezoelectric patch
is used as actuator, in addition to excite vibration modes, it also induces a local
deformation. If the sensor is too close to the actuator, this local deformation can
perturb the measurement of the vibration movement.

Considering all the above considerations and comparing different frequency re-
sponses, the 10th and the 16th PZT pairs are finally chosen as actuators, the
5th and the 11th PZT pairs as sensors (see Fig. 3.4). Indeed, as can be seen in
Fig. A.2, all the peaks of interest are clearly seen. Moreover, the chosen actuators
and sensors are not too close to each other and we have an actuator and a sensor
on both sides of the central zone.



Appendix A PZT selection March 27, 2019 183

Figure A.2: Frequency response comparison: the 10th, the 16th to the
5th, the 11th

Remark. Even though more systematic approaches for the selection of the PZT
pairs are available in the literature (see e.g. [132]), the simple approach above
was satisfactory for our purpose.



Appendix B

Construction of the weighting for
robust stability

The weighting for robust stability is the transfer function W∆, see Fig. 5.3. W∆

should be chosen as simple as possible that satisfies Eq. (5.13) where ∆ is de-
fined by Eq. (4.47). Seen from Fig. 4.9 (red solid), as an upper bound of ∆,
W∆(jω) should be small in (600, 3000) rad/s and has rapid augmentation out-
side (600, 3000) rad/s with a relatively lower order. For this purpose, we chose a
band-stop Elliptic filter [133] of order 12 for W∆ with a peak-to-peak stop-band
ripple of 0.04 dB and a stop-band attenuation of 55 dB. The stop-band edge
frequencies are respectively 650 rad/s and 2600 rad/s. We also modified the
obtained band-stop filter by changing the damping ratio of each resonance fre-
quency to 0.01 to avoid extremely low damped peaks. The modified band-stop
Elliptic filter is considered as W∆ (see Fig. 5.4 for the modulus of its frequency
response) with the following expression:

W∆(s) =

281.84(s2 + 68.58s+ 3.87× 105)(s2 + 281.8s+ 4.78× 105)

(s2 + 804.3s+ 9.26× 105)(s2 + 1468s+ 3.08× 106)

(s2 + 995.6s+ 5.97× 106)(s2 + 299.4s+ 7.38× 106)
(s2 + 3.28s+ 2.69× 104)(s2 + 7.8s+ 1.52× 105)

(s2 + 9.56s+ 2.29× 105)(s2 + 70.69s+ 1.25× 107)

(s2 + 86.69s+ 1.88× 107)(s2 + 206.2s+ 1.06× 108)
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