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Titre : Développement d’un outil de simulation pour le chauffage de matériaux composites par 
micro-ondes 

Mots clés : Matériaux composites, micro-ondes, PGD, simulation 

Résumé : Le travail présenté dans cette thèse 
s’inscrit dans le contexte du développement de 
nouveaux procédés pour la mise en forme de 
matériaux composites pour répondre aux 
contraintes industrielles de gain de temps et 
d’énergie. Le procédé de chauffage par micro-
onde reposant sur un principe de chauffage 
volumique permet de garantir ces avantages.  
L’inconvénient majeur est que le comportement 
du champ électrique lors de l’interaction entre 
matériaux composites et micro-ondes est peu 
connu. L’objectif de cette thèse est donc de 
proposer des solutions numériques pour 
approfondir la connaissance du procédé et la 
physique associée afin de mettre en avant ses 
capacités quant à un développement industriel.  
Pour ce faire, le travail réalisé est axé autour de 
trois verrous. En premier lieu, une nouvelle 
méthode numérique est proposée afin de résou- 

dre les équations de Maxwell en 3D dans un 
stratifié composite. Prendre en compte le 
comportement 3D est essentiel afin de décrire 
avec précision l’impact des différentes couches 
du matériau et de leur épaisseur sur la 
propagation du champ électrique. 
Dans un second temps, la simulation 
électromagnétique est couplée à une résolution 
thermique afin de simuler le procédé de 
chauffage d’une pièce composite. Différents 
paramètres du procédé sont étudiés afin de 
mettre en avant les plus sensibles pour 
l’utilisation du chauffage micro-onde pour les 
matériaux composites. 
Enfin, l’attention du lecteur est portée sur le 
développement d’une méthode de simulation 
pour un contrôle en temps réel du procédé en 
comparaison avec des essais expérimentaux.  
 

 

Title : Innovative simulation tool for composite material heating using microwave 

Keywords : Composite materials, microwaves, PGD, simulation 

Abstract : The context of the present work is 
the development of new processes for the 
heating and forming of composite materials in 
order to provide an answer to the industrials 
needs for less energy and less time-consuming 
processes. In that sense, microwave heating is 
perfect match as it relies on volumetric heating.  
The major drawback is that the behaviour of the 
electric field while interacting with composite 
material is poorly known. Therefore, the main 
objective of this thesis is to provide numerical 
solutions to go more deeply in the 
understanding of such process and put forward 
its capabilities for an industrial development. 
To fulfil this objective, the work is oriented over 
three main axes. First, an innovative simulation 
 

tool is presented in order to solve the Maxwell’s 
equations in a thin multilayered domain. Taking 
into account the 3D behaviour of the electric 
field is a major issue in order to describe 
precisely the impact of the different plies of the 
laminate on the propagation of the electric field. 
Then, the electromagnetic simulation is 
coupled with a thermal simulation in order to 
simulate the full heating process of a 
composite part. Parameters of the process are 
investigated to bring forward the most crucial 
ones. 
Finally, real-time control of the process is 
tackled using a model order reduction 
simulation technique. These results are 
compared to experimental work on two sets of 
samples. 
 

 



 



v

“N’ayez jamais peur de la vie, n’ayez jamais peur de l’aventure, faites confiance au
hasard, à la chance, à la destinée. Partez, allez conquérir d’autres espaces, d’autres
espérances. Le reste vous sera donné de surcroît.”

Henry de Monfreid





vii

Acknowledgements

My first thanks go to my advisors Pr. Francisco (Paco) Chinesta and Dr.
Anaïs Barasinski for guiding me during the three years of research I dedi-
cated to this work. Their advice, steady scientific and moral support have
been essential to the completion of my thesis. The unmatched enthousiam of
Paco has revived me more than once when motivation was not at a peak. The
continuous presence and accompaniment of Anaïs has been an indispensable
component of my work.

I would like to acknowledge all the members of my defense committee who
took the time to come from close and far locations to assess my work and
help me improve it.

A huge thanks to all of the research team that have provided me with scien-
tific support, especially Chady Ghnatios, Ruben Ibanez and Enrique Nadal
Soriano. Their help have been crucial and essential.

This work has been realised within the framework of the H2020 european
project SIMUTOOL. Acknowledgements go to the simulation team I worked
with and to all of the partners of the project.

Beside the technical support, I would like to thank all the colleagues and
friends from Ecole Centrale de Nantes, for all the coffee breaks, the ’coinche’
games over lunch, the releasing badminton sessions and the unique work yet
relaxed atmosphere of the ’open-space du milieu’. A million special thanks
to the best support group I could count on during the three years as a PhD
student: Julie, Alexia, Marie-Emeline and Denise - a strong friendship build
over cheese, wine and the occasional motivation breakdowns.



viii

At last, I would like to thank my whole family for their long-lasting support.
And more specially, to my Dad who tried to catch the technicality of my re-
search and to my Mum who might not understand but always encouraged.



ix

À Bonne-Maman d’Arradon





xi

Contents

Acknowledgements vii

List of Figures xv

List of Tables xxi

List of Symbols xxiii

General Introduction 1

1 Electromagnetic Field Propagation in a Thin Multilayered Compos-
ite Part 3
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 2D, 2.5D and 3D: from which to choose ? . . . . . . . . 5
1.1.2 PGD at a glance . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 Electromagnetic formulation . . . . . . . . . . . . . . . . . . . . 9
1.3 In-plane-out-of-plane separated representation . . . . . . . . . 12

1.3.1 Separated representation . . . . . . . . . . . . . . . . . 12
1.3.2 Functional approximation . . . . . . . . . . . . . . . . . 13

1.4 PGD-based discretization . . . . . . . . . . . . . . . . . . . . . 14
1.5 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.5.1 3-layer laminate . . . . . . . . . . . . . . . . . . . . . . . 15
1.5.2 29-layer laminate . . . . . . . . . . . . . . . . . . . . . . 23

1.6 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . 24

2 Simulation of the Microwave Heating of a Composite Preform 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.1.1 Processing composite materials . . . . . . . . . . . . . . 28
2.1.2 Composite heating simulation with microwaves . . . . 30

2.2 Coupling electromagnetics and heating . . . . . . . . . . . . . 31
2.2.1 Heat mechanisms . . . . . . . . . . . . . . . . . . . . . . 31
2.2.2 Numerical implementation . . . . . . . . . . . . . . . . 32

2.3 Electric field distribution in an oven cavity . . . . . . . . . . . 33



xii

2.3.1 Comsol Multiphysics modeling . . . . . . . . . . . . . . 33
2.3.2 Extracting the electromagnetic boundary conditions . . 36

2.4 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.1 Fibers choice: which material for MW processing ? . . 38
2.4.2 Influence of the plies orientation . . . . . . . . . . . . . 44
2.4.3 Mold design to ensure uniform heating . . . . . . . . . 46
2.4.4 Uncertainty on the dielectric properties . . . . . . . . . 51
2.4.5 Placement of the tool in the oven cavity . . . . . . . . . 53

2.5 Discussions and conclusions . . . . . . . . . . . . . . . . . . . . 55

3 Real-time Simulation for Direct Control during Microwave Heating 59
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.1.1 A need for real-time control of process . . . . . . . . . . 60
3.1.2 Taking into account kinetic sources . . . . . . . . . . . . 61

3.2 Reduction of the heat equation with thermo-kinetic and elec-
tromagnetic sources . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.3 Experimental measurements for reduction model validation . 64
3.3.1 Microwave oven device . . . . . . . . . . . . . . . . . . 65
3.3.2 Samples used . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.3 Temperature measurements . . . . . . . . . . . . . . . . 68

3.4 Experimental and simulation comparison . . . . . . . . . . . . 69
3.4.1 Sample 1: no kinetic heat sources . . . . . . . . . . . . . 69
3.4.2 Sample 2: exothermic epoxy curing . . . . . . . . . . . 74

3.5 Discussions and conclusions . . . . . . . . . . . . . . . . . . . . 78

Conclusion 81

A Basis of electromagnetism 83
A.1 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . . . . . 83
A.2 Curl-curl formulation . . . . . . . . . . . . . . . . . . . . . . . . 84
A.3 Interface conditions for electric field . . . . . . . . . . . . . . . 85

B PGD technique - detailed example on the heat equation 89
B.1 PGD assumption and heat equation . . . . . . . . . . . . . . . 89
B.2 Construction of the separated representation . . . . . . . . . . 90

B.2.1 Step 1. Calculating Xp
n(x) from Yp−1

n (y) and Θp−1
n (t) . 91

B.2.2 Step 2. Calculating Yp
n (y) from Xp

n(x, y) and Θp−1
n (t) . 92

B.2.3 Step 3. Calculating Θp
n(t) from Xp

n(x) and Yp
n (y) . . . . 94

B.3 Numerical application . . . . . . . . . . . . . . . . . . . . . . . 95



xiii

Bibliography 99





xv

List of Figures

1 Laminated composite composed of a specific stacking sequence
of plies made of fibers and polymer matrix [15] . . . . . . . . . 1

2 Production of composite VS other materials in weight . . . . . 2

1.1 Three-(thin)-plies laminate . . . . . . . . . . . . . . . . . . . . . 17
1.2 Vx on ∂Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Vy on ∂Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Vz on ∂Ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Electric field along the plate thickness, Ex(0.25, 0.25, z) . . . . . 18
1.6 Electric field along the plate thickness, Ey(0.25, 0.25, z) . . . . . 18
1.7 Electric field along the plate thickness, Ez(0.25, 0.25, z) . . . . . 19
1.8 Electric field along the plate thickness, Ex(0.25, 0.25, z) when

considering a coarser mesh in the thickness . . . . . . . . . . . 19
1.9 Electric field along the plate thickness, Ey(0.25, 0.25, z) when

considering a coarser mesh in the thickness . . . . . . . . . . . 20
1.10 Electric field along the plate thickness, Ez(0.25, 0.25, z) when

considering a coarser mesh in the thickness . . . . . . . . . . . 20
1.11 Electric field along the central layer thickness when consider-

ing a mesh in the thickness consisting of 30 elements . . . . . 21
1.12 Electric field along the central layer thickness when consider-

ing a mesh in the thickness consisting of 300 elements . . . . . 22
1.13 Electric field along the central layer thickness when consider-

ing a mesh in the thickness consisting of 3000 elements . . . . 22
1.14 Electromagnetic losses: (left) dielectric and (right) eddy current 23
1.15 29-plies laminate . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.16 Electric field along the plate thickness, Ex(0.25, 0.25, z) . . . . . 24
1.17 Electric field along the plate thickness, Ey(0.25, 0.25, z) . . . . . 25
1.18 Electric field along the plate thickness, Ez(0.25, 0.25, z) . . . . . 25

2.1 Composite material processes involving electromagnetics and
their frequency range . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Oven cavity geometry . . . . . . . . . . . . . . . . . . . . . . . 34



xvi

2.3 Mesh generated by Comsol for the oven . . . . . . . . . . . . . 34
2.4 Mesh generated by Comsol for the composite plate . . . . . . 35
2.5 Example of Ex component of electric field on the mold surface 35
2.6 Example of Ey component of electric field on the mold surface 35
2.7 Example of Ez component of electric field on the mold surface 36
2.8 Test case geometry with composite and mold - all dimensions

are given in mm . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.9 Carbon case - electric field along (xmiddle, y, zmiddle) . . . . . . . 40
2.10 Glass case - electric field along (xmiddle, y, zmiddle) . . . . . . . . 41
2.11 Carbon case - electric field along the thickness (xmiddle, ymiddle, z) 41
2.12 Glass case - electric field along the thickness (xmiddle, ymiddle, z) 42
2.13 Carbon case - temperature distribution in the middle section

(x, y, zmiddle) after heating for 20 min . . . . . . . . . . . . . . . 42
2.14 Glass case - temperature distribution in the middle section (x, y, zmiddle)

after heating for 20 min . . . . . . . . . . . . . . . . . . . . . . . 43
2.15 Carbon case - temperature field along the thickness (xmiddle, ymiddle, z)

(left) after heating for 20 min and temperature evolution along
time at central location (xmiddle, ymiddle, zmiddle) (right) . . . . . 43

2.16 Glass case - temperature field along the thickness (xmiddle, ymiddle, z)
after heating for 20 min (left) and temperature evolution along
time at central location (xmiddle, ymiddle, zmiddle) (right) . . . . . 44

2.17 0◦ case - electric field along (xmiddle, y, zmiddle) . . . . . . . . . . 44
2.18 90◦ case - electric field along (xmiddle, y, zmiddle) . . . . . . . . . 45
2.19 Comparison of 0◦ and 90◦ cases - electric field along the thick-

ness zoomed at composite interfaces (xmiddle, ymiddle, zcomposite) 45
2.20 Comparison of 0◦ and 90◦ cases - temperature field along the

thickness (xmiddle, ymiddle, z) after heating for 20 min . . . . . . 46
2.21 No-conductive case - electric field along the thickness (xmiddle, ymiddle, z)

(left) and along (xmiddle, y, zmiddle) (right) . . . . . . . . . . . . . 47
2.22 500µm case - electric field along the thickness (xmiddle, ymiddle, z)

(left) and along (xmiddle, y, zmiddle) (right) . . . . . . . . . . . . . 47
2.23 1mm case - electric field along the thickness (xmiddle, ymiddle, z)

(left) and along (xmiddle, y, zmiddle) (right) . . . . . . . . . . . . . 47
2.24 500µm case - electric field along the thicknees zoomed at the

composite interface . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.25 1mm case - electric field along the thicknees zoomed at the

composite domain interface . . . . . . . . . . . . . . . . . . . . 48



xvii

2.26 No-conductive case - losses (left) and temperature field (right)
along the thickness after heating for 20 min . . . . . . . . . . . 49

2.27 500µm case - losses (left) and temperature field (right) along
the thickness after heating for 20 min . . . . . . . . . . . . . . . 49

2.28 1mm case - losses (left) and temperature field (right) along the
thickness after heating for 20 min . . . . . . . . . . . . . . . . . 50

2.29 No-conductive case - temperature distribution in the middle
section after heating for 20 min . . . . . . . . . . . . . . . . . . 50

2.30 500µm case - temperature distribution in the middle section
after heating for 20 min . . . . . . . . . . . . . . . . . . . . . . . 50

2.31 1mm case - temperature distribution in the middle section after
heating for 20 min . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.32 σ− 10% case - temperature distribution in the middle section
after heating for 10 min . . . . . . . . . . . . . . . . . . . . . . . 52

2.33 σoriginal case - temperature distribution in the middle section
after heating for 10 min . . . . . . . . . . . . . . . . . . . . . . . 52

2.34 σ + 10% case - temperature distribution in the middle section
after heating for 10 min . . . . . . . . . . . . . . . . . . . . . . . 52

2.35 Temperature evolution of the hot spots in the part according
to the value of the electrical conductivity σ . . . . . . . . . . . 53

2.37 Offset-x case - distribution of the electric field norm on the top
surface of the mold . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.36 Centered case - distribution of the electric field norm on the
top surface of the mold . . . . . . . . . . . . . . . . . . . . . . . 54

2.38 Offset-xy case - distribution of the electric field norm on the
top surface of the mold . . . . . . . . . . . . . . . . . . . . . . . 55

2.39 Centered case - temperature dictribution in the middle section
of the domain after heating for 45 min . . . . . . . . . . . . . . 55

2.40 Offset-x case - temperature dictribution in the middle section
of the domain after heating for 45 min . . . . . . . . . . . . . . 56

2.41 Offset-xy case - temperature dictribution in the middle section
of the domain after heating for 45 min . . . . . . . . . . . . . . 56

3.1 Hexagonal-shaped Hephaistos microwave oven . . . . . . . . 65
3.2 Electric field amplitude for the empty oven with all waveg-

uides feeding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3 Surface currents (right) for the empty oven with all waveg-

uides feeding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.4 Mold design for experimental tests in the microwave oven . . 67



xviii

3.5 Projected fiber sample prior to heating . . . . . . . . . . . . . . 68
3.6 Carbon / epoxy sample prior to heating . . . . . . . . . . . . . 68
3.7 Heating cycles for projected fiber sample (left) and carbon /

epoxy sample (right) where ts refers to the shortest possible
heating time from ambient temperature to 230◦C . . . . . . . . 69

3.8 Thermocouples location in the projected-fiber sample, bottom
view of the tool and sample - striped thermocouples represent
the thermocouples inserted in the middle of the part . . . . . . 70

3.9 Thermocouples location in the projected-fiber sample, top view
of the tool and sample . . . . . . . . . . . . . . . . . . . . . . . 70

3.10 Thermocouples location in the projected-fiber sample, front
view of the tool and sample . . . . . . . . . . . . . . . . . . . . 71

3.11 Thermocouples location in the carbon / epoxy sample, bottom
view of the tool and sample . . . . . . . . . . . . . . . . . . . . 71

3.12 Thermocouples location in the carbon / epoxy sample, top
view of the tool and sample . . . . . . . . . . . . . . . . . . . . 71

3.13 Thermocouples location in the carbon / epoxy sample, front
view of the tool and sample . . . . . . . . . . . . . . . . . . . . 72

3.14 Heat sources distribution in the composite part for unitary
power delivered by the twelve magnetrons for the projected-
fiber sample in W/m3 . . . . . . . . . . . . . . . . . . . . . . . . 72

3.15 Power evolution during the projected-fiber sample trial (100%
of the power represents a total 10.2 kW delivered by the twelve
magnetrons) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.16 Measured temperature evolution at the six sensors locations in
the projected-fiber sample . . . . . . . . . . . . . . . . . . . . . 73

3.17 Temperature evolution at sensors location simulated with the
MOR technique for the projected fiber sample . . . . . . . . . 73

3.18 Temperature distribution at the end of the heating process in
the middle cross-section of the composite part for the projected
fiber sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.19 Power evolutions for the optimised (rleft) and initial (right)
heating processes for the projected-fiber sample . . . . . . . . 74

3.20 Temperature evolution at the six sensors locations in the projected-
fiber sample for the optimised heating . . . . . . . . . . . . . . 75

3.21 Heat sources distribution in the composite part for unitary
power delivered by the twelve magnetrons for the carbon /
epoxy sample in W/m3 . . . . . . . . . . . . . . . . . . . . . . . 75



xix

3.22 Power evolution during the carbon / epoxy sample trial (100%
of the power represents a total 10.2 kW delivered by the twelve
magnetrons) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.23 Measured temperature evolution in time at the six sensors lo-
cations in the carbon / epoxy sample . . . . . . . . . . . . . . . 77

3.24 Temperature evolution at sensors location for the carbon / epoxy
sample and simplified kinetic model . . . . . . . . . . . . . . . 78

A.1 Box at the interface between two media . . . . . . . . . . . . . 86
A.2 Loop at the interface between two media . . . . . . . . . . . . 86

B.1 Initial condition f defined on Ωxy = (0, L)× (0, L) . . . . . . . 90
B.2 Temperature distribution as calculated using the PGD at dif-

ferent time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.3 TPGD − Tex for M = 90 and different enrichment steps N for

t = tmax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
B.4 Error between PGD solution and analytical solution as a func-

tion of enrichment steps N and discretization refinement M for
t = tmax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97





xxi

List of Tables

2.1 Dielectric and thermal material properties - GFRP and CFRP
respectively stand for Glass and Carbon Fiber Reinforced Poly-
mer, ‖ and⊥ respectively characterise the material property in
the longitudinal and transversal directions of the fibers of the
ply . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1 Parameters for the Kamal-Sourour model of the kinetic reac-
tion of the epoxy resin [44, 45] . . . . . . . . . . . . . . . . . . . 77





xxiii

List of Symbols

E Electric field intensity V/m
H Magnetic field intensity A/m
D Electric flux density C/m2

B Magnetic flux density T
J Electric current density A/m2

Ex x-component of electric field V/m
Ey y-component of electric field V/m
Ez z-component of electric field V/m
ρc Volume charge density C/m3

µ Magnetic permeability H/m
µr Relative permeability
ε Electrical complex permittivity F/m
εr Relative permittivity
σ Electric conductivity S/m
ω Angular frequency rad/s
n Unit outward vector normal to a surface
φ Heat flux W/m2

φs Normal heat flux to the surface W/m2

T Temperature field K
T∞ Outside temperature K
λ Thermal conductivity W/mK
ρ Volumetric mass density kg/m3

ρr Volumetric mass density of the resin kg/m3

Cp Specific heat J/kgK
h Heat transfer coeffcient W/m2K
QMW Heat sources from microwave heating W/m3

Qkin Heat sources from kinetic reaction W/m3

α Degree of cure
∆H Enthalpy of reaction J/g
Vf Fiber content



xxiv

a‖ Material property along the fiber direction
a⊥ Material property along the transversal fiber direction
a Conjugate of complex number

∇· Divergence operator
∇× Curl operator
∇ Gradient operator

µ0 Vaccuum permeability 12.57 10−7 H/m
ε0 Vacuum permittivity 8.854 10−12 F/m
R Gas constant 8.314 J/molK



1

General Introduction

The research work presented in this thesis is part of the wider context of the
processing and forming of composite material. Composite materials are com-
monly used as structural parts in the main sectors of use: the transportation
industries and civil engineering. A composite part, as we will consider in
the following, is a part made of a combination of reinforcement - fibers - and
matrix. Several types of fibers can be encountered in todays applications of
composite materials, the main ones being glass fibers and carbon fibers. The
matrix is composed of polymers, either thermoset such as epoxy and pheno-
lic resins or thermoplastic such as PEEK or PET. The resin acts as a binder
between the fibers to ensure continuity and transfer the loads endured by
the part. Fibers and matrix are preformed in plies which are then stacked
(Fig. 1) such as they fulfill the mechanical properties needed fot the part. The
combination of light weight and high mechanical properties have made the
composite material an option that cannot be overlooked by manufacturers.

Beside the advantages and trending use of composite materials, the goal of
composite producers is to compete and overcome the other materials (Fig. 2)
which are still inovating and improving their own characteristics.

In this framework, new challenging and industrial-friendly processes have to

FIGURE 1: Laminated composite composed of a specific stack-
ing sequence of plies made of fibers and polymer matrix [15]
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FIGURE 2: Production of composite VS other materials in
weight

be developed and perfected. That is why the microwave heating of compo-
site materials will be studied in the following work. Despite the wide use of
microwave heating for domestic applications, this fast process known to all
has not yet reach the industry of composite processing. A lot of unknown
still remains on the phenomena occuring when there is interaction between
electromagnetic fields at the microwave frequency and a laminated compo-
site material because of its multiscale and multi-material aspects. In order to
increase our knowledge, simulation solutions are proposed in the following
chapters.

Several issues will be raised and studied in the following order:

– Dealing with electromagnetic fields means solving the Maxwell’s equa-
tions in order to apprehend the behaviour of such fields in a multi-scale
material such as a laminated composite part. However, an adapted 3D
simulation technique needs to be developed in order to take into ac-
count the specificity of the geometry and the material we are working
with: a thin multilayered part.

– Studying the heating of a part using electromagnetics implies a cou-
pling between two interdependent physics. What is then left is to un-
derstand the impact of the electric field properties and distribution on
the heating of the part.

– Finally, in order to have a competitive process, real-time monitoring has
to be possible to have a precise control over the temperature field in the
composite part and the curing of the resin. Such real-time monitoring
is made accessible by using the appropriate simulation technique and
modeling.
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Chapter 1

Electromagnetic Field Propagation
in a Thin Multilayered Composite
Part
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1.1 Introduction

Many electrical and structural components are constituted of a stacking of
multiple thin layers with different electromagnetic, mechanical and thermal
properties (e.g. laminated magnetic cores and circuits when looking for re-
ducing the eddy currents or usual composite materials). In the case of com-
posite materials for structural parts some recent studies reveal that thin-
plies laminates exhibit higher strength than their counterparts making use
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of thicker plies [75, 76, 92, 74]. The main characteristic of such structural sys-
tems is that the plies composing them, and even the component itself, have
a characteristic dimension (the one related to the thickness) much lower that
the other in-plane characteristic lengths. The analysis of such geometrically
degenerated systems does not concern solely the mechanical performances
as discussed below.

In thin-ply composite laminates we can define three scales: (i) the macro-
scopic one that concerns the plates or shells, that is, the component scale;
(ii) the mesoscopic one evidencing its intimate multi-layered structure and
consequently its heterogeneity along the component thickness, with many
thin-plies exhibiting different electromagnetic, mechanical and thermal pro-
perties; and finally (iii) the microscopic scale that reveals the intimate struc-
ture of each ply, in which the reinforcement, usually consisting of continuous
unidirectional carbon or glass fibres impregnated by a thermoplastic or ther-
moset resin, with many possible microstructures.

Both the macroscopic and the mesoscopic models (the former using in ge-
neral through-the-thickness homogenized properties and the last addressing
explicitly the properties of each layer composing the laminate, that results
at its turn from an adequate microscopic upscaling taking into account each
particular fiber arrangement into the matrix) are defined in plate or shell do-
mains characterized by having one dimension (the thickness) several orders
of magnitude lower that the other representative in-plane dimensions. This
fact, even if it is not a major conceptual issue, is a real handicap for simulation
purposes. This situation is not new, plate and shell theories were successfully
developed many years ago and they were intensively used in structural me-
chanics. These theories make use of some kinematic and mechanic hypothe-
ses to reduce the 3D nature of mechanical models to 2D reduced models de-
fined in the plate (or shell) middle surface. In the case of elastic behaviors
the derivation of such reduced models is quite simple and it constitutes the
foundations of classical plate and shell theories. Today, most commercial
codes for structural mechanics applications propose different type of plate
and shell finite elements, even in the case of multilayered composite plates
or shells.
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1.1.1 2D, 2.5D and 3D: from which to choose ?

In the context of electromagnetism the situation was similar to the one en-
countered in structural mechanics as discussed in [71, 80], where 2D cross-
section, 2.5D planar solvers and 3D arbitrary-solvers were discussed. Wave-
guides simulators widely employed 2.5D formulations where one of the di-
mensions was eliminated by assuming a particular evolution of the electro-
magnetic field in that direction [17, 66, 30]. 2.5D formulations have been also
extensively considered for analyzing printed circuits [86, 53].

Microscopic, mesoscopic and macroscopic models have been proposed and
widely considered in engineering applications, in particular in those invol-
ving laminates. Many works concerned the microscopic homogenization of
electromagnetic systems, in particular composite materials [85]. At the meso-
scopic scale, laminates were addressed in view of defining macroscopic ap-
proches. Three main routes were considered: (i) laminate homogenization
[63, 32]; (ii) monolayer and multilayer shell elements were proposed in [7, 8],
where the shell impedance was derived analytically by assuming a number
of simplifying hypotheses and then coupled with the electromagnetic prob-
lem solution in the external domain in order to obtain the electromagnetic
fields on the shell surfaces, and from them calculating all the physics inside
(it is important to note that the assumed hypotheses could, in some complex
circumstances, prove defective); (iii) special elements were proposed in [13]
for meshing laminates when addressing explicitly the solution inside, how-
ever, for finely representing boundary layers inside the plies the computing
complexity due the required mesh resolution could become excessive.

When 3D models become compulsory, the approximation of the different
fields could imply thousands of nodes distributed along the thickness di-
rection, and consequently millions of nodes to represent the fields in the case
of a composite part. Such solution is now, in principle, possible thanks to the
impressive progresses reached in modeling, numerical techniques (e.g., in
FEM and FDTD) and computer science (e.g., GPU) in the last decades. How-
ever, the solution of such rich 3D models remains very difficult to achieve as
it requires access to wide computational ressources. Simulation attempts us-
ing the well experienced mesh-based discretization techniques fail because
of the excessive number of degrees of freedom involved in the full 3D dis-
cretization as very fine meshes are required in the thickness direction (de-
spite its reduced dimension - few mm in the case of composite materials).
Consequence is that the in the in-plane directions would also require fine



6 Chapter 1. EM Field Propagation in a Thin Multilayered Composite Part

discretization to avoid too distorted meshes and also because some processes
(e.g. microwaves) require fine in-plane representations. The only getaway in
such impasse is to explore new discretization strategies able to circumvent
or at least alleviate the drawbacks related to mesh-based discretization of
fully 3D models defined in plate or shell domains. To circumvent the just
discussed issues, an efficient in-plane-out-of-plane separated representation
has been proposed some years ago with the aim of computing fully 3D solu-
tions as a sequence of problems defined in the plane and others (1D) in the
thickness. Thus, high-resolution 3D solutions could be computed at the cost
of 2D dimensional calculations.

The use of separated representations was originally proposed for defining
non-incremental solvers based on the separation of space and time [49], then
they were extended for addressing the solution of multidimensional models
suffering the so-called curse of dimensionality [3]. The technique based on
the use of separated representations was called Proper Generalized Decom-
position – PGD –. The interested reader can refer to the recent reviews [19]
[18, 21] and the references therein.

A direct consequence was separating the physical space. Thus in plate do-
mains an in-plane-out-of-plane decomposition was proposed for solving 3D
flows occurring in RTM – Resin Transfer Moulding – processes [18], then for
solving elasticity problems in plates [11] and shells [10]. In those cases the 3D
solution was obtained from the solution of a sequence of 2D problems (the
ones involving the in-plane coordinates) and 1D problems (the ones invol-
ving the coordinate related to the plate thickness). It is important to em-
phasize the fact that these approaches are radically different from standard
ones. Such 3D solver is able to compute the different unknown 3D fields
without the necessity of introducing any hypothesis. The most outstanding
advantage is that 3D solutions can be obtained with a computational cost
characteristic of standard 2D solutions.

PGD has been used in the framework of electrical engineering [70, 37, 38, 56],
however these works considered mainly space-time separation for perform-
ing transient simulation in a non-incremental way.

The main contribution of the present work is the proposal of an efficient in-
plane-out-of-plane separated representation of the double-curl formulation
of Maxwell equations able to address thin-layer laminates while ensuring
the continuity and discontinuity of the tangential and normal electric field
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components respectively at the plies interface. Before addressing electromag-
netic models within the PGD framework, a summary of its main ingredients
is given.

1.1.2 PGD at a glance

Most of the existing model reduction techniques proceed by projecting the
problem solution onto a reduced basis (this constitutes the wide class of
projection-based model order reduction methods). Therefore, the construction
of the reduced basis usually constitutes the first step in the solution proce-
dure, giving rise to a second important distinction when classifying Model
Order Reduction – MOR – techniques: a posteriori versus a priori model or-
der reduction. One must be careful on the suitability of a particular reduced
basis when employed for representing the solution of a particular problem,
particularly if it was obtained through snapshots of slightly different prob-
lems. This difficulty (at least partially) disappears if the reduced basis is
constructed at the same time that the problem is solved (in other words: a
priori with no need for snapshots of different problems). Thus, each problem
has its associated basis in which its solution is expressed. One could con-
sider few vectors in the basis, leading to a reduced representation, or all the
terms needed for approximating the solution up to a certain accuracy level.
The Proper Generalized Decomposition (PGD), which is described in general
terms in what follows proceeds in this manner. For deep details on the sepa-
rated representation constructor itself, the interested reader can refer to [20]
and the numerous references therein. A simple example of the construction
of the PGD and how the separation is managed is given in Appendix B. This
section aims to guide the reader to the separated representation principle.

When calculating the transient solution of a generic problem, say u(x, t), we
usually consider a given basis of space functions Ni(x), i = 1, . . . , Nn, the
so-called shape functions within the finite element framework, being Nn the
number of nodes. They approximate the problem solution as

u(x, t) ≈
Nn

∑
i=1

ai(t)Ni(x). (1.1)

This implies a space-time separated representation where the time-dependent
coefficients ai(t) are unknown at each time instant (when proceeding incre-
mentally) and the space functions Ni(x) are given a priori, e.g., piece-wise
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polynomials. POD – Proper Orthogonal Decomposition – and Reduced Ba-
sis methodologies consider a set of global, reduced basis φi(x) for approxi-
mating the solution instead of the generic, but local, finite element functions
Ni(x). The former are expected to be more adequate to approximate the pro-
blem at hand. Thus, it results

u(x, t) ≈
R

∑
i=1

bi(t)φi(x), (1.2)

where it is expected that R � Nn. Again, Eq. (1.2) represents a space-time
separated representation where the time-dependent coefficient must be cal-
culated at each time instant during the incremental solution procedure.

Inspired from these results, one could consider the general space-time sepa-
rated representation

u(x, t) ≈
N

∑
i=1

Xi(x) · Ti(t), (1.3)

where now neither the time-dependent functions Ti(t) nor the space func-
tions Xi(x) are a priori known. Both will be computed on the fly when solving
the problem.

As soon as one postulates that the solution of a transient problem can be
expressed in the separated form (1.3), whose approximation functions Xi(x)
and Ti(t) will be determined during the problem solution, one could make
a step forward and assume that the solution of a multidimensional problem
u(x1, . . . , xd) could be found in the separated form

u(x1, x2, . . . , xd) ≈
N

∑
i=1

X1
i (x1) · X2

i (x1) · . . . · Xd
i (xd), (1.4)

and even more, expressing the 3D solution u(x, y, z) as a finite sum decom-
position involving low-dimensional functions

u(x, y, z) ≈
N

∑
i=1

Xi(x) ·Yi(y) · Zi(z), (1.5)

or

u(x, y, z) ≈
N

∑
i=1

Xi(x, y) · Zi(z). (1.6)
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Equivalently, the solution of a parametric problem u(x, t, p1, . . . , p℘) could be
approximated as

u(x, t, p1, . . . , p℘) ≈
N

∑
i=1

Xi(x) · Ti(t) ·
℘

∏
k=1

Pk
i (pk). (1.7)

1.2 Electromagnetic formulation

The usual approach when solving a general electromagnetic problem with
the finite element method is considering edge elements [60] with the double-
curl formulation of Maxwell equations. The use of edge elements allow effi-
ciently circumventing the main problems of FEM applied to electromagnetic
models [42], in particular they produce spurious-free solutions and ensure
the normal discontinuity and tangential continuity between different media,
however some disadvantages have been also pointed out [57, 58], concerning
the ill-conditioning of discrete systems when the number of degrees of free-
dom – dof – increases. Some solutions were proposed for circumventing such
issue, as for example the introduction of Lagrange multipliers [23], with the
associate dof increase.

Many authors preferred the use of nodal-regularized formulations to avoid
spurious solutions [36, 25], while proposing ad-hoc solutions for accounting
the transfer conditions at the material interfaces, as implemented in the ER-
MES software [64], consisting of duplicating the nodes located at the inter-
faces, for approximating the discontinuous field while enforcing the jump
condition. Moreover, in these formulations a second regularization is re-
quired for addressing field singularities.

In the case of multilayered laminates, the interfaces coincide with constant
values of the out-of-plane coordinate (the thickness). Therfore, implementing
a discontinuous approximation within the in-plane-out-of-plane separated
representation involved in the PGD seems quite simple. Thus, the modeling
framework that considered consists of standard approximations combined
with a regularized formulation, with an ad-hoc treatment of interface transfer
conditions.
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Electromagnetic physics are described by the Maxwell’s equations. These
four equations link electric and magnetic fields in space and time:

∇×H = J + ∂D
∂t

∇× E = − ∂B
∂t

∇ ·D = ρc

∇ · B = 0

, (1.8)

with:
H the magnetic field intensity (A/m)
E the electric field intensity (V/m)
B the magnetic flux density (T)
D the electric flux density (C/m2)
J the electric current density (A/m2)
ρc the volume charge density (C/m3)

The double-curl formulation that is going to be solved is derived from the
above Maxwell’s equations in the frequency space (detailed in Appendix A),
that in absence of volume charge density in the laminate, reads

∇×
(

1
µ
∇× E

)
−ω2εE = 0, in Ω ⊂ R3 (1.9)

with the complex permittivity ε given by

ε = ε0εr − i
σ

ω
, (1.10)

and where µ, εr and σ represent the usual magnetic permeability, the electric
permittivity and the conductivity respectively and ε0 is the constant vacuum
permittivity.

The previous equation is complemented with adequate boundary conditions.
Without loss of generality we are assuming in what follows Dirichlet boun-
dary conditions in the whole domain boundary ∂Ω

n× E = Et
g, in ∂Ω (1.11)

where n refers to the unit outwards vector defined on the domain boun-
dary. In the previous expressions Et

g is the prescribed electric field (assumed
known) on the domain boundary, tangent to the boundary as Eq. (1.11) ex-
presses.
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The weighted residual weak form is obtained by multiplying (1.9) by the test
function E∗ (in fact by its conjugate, E∗, to define properly scalar products
being the electric field a complex field, i.e. E = Er + iEi ), and then integrating
by parts, to obtain

∫
Ω

1
µ
(∇× E) · (∇× E∗) dx−ω2

∫
Ω

εE · E∗ dx−

∫
∂Ω

1
µ
(∇× E) · (n× E∗) dx = 0, (1.12)

for all test function E∗ regular enough.

In the previous expression the boundary integral can be removed if the test
function is assumed verifying n × E∗ = 0 on ∂Ω where Dirichet boundary
conditions are enforced, i.e. n× E on ∂Ω. As such boundary conditions are
assumed on the whole domain boundary, the weak form reduces to

∫
Ω

1
µ
(∇× E) · (∇× E∗) dx−ω2

∫
Ω

εE · E∗ dx = 0 (1.13)

However, it is known [36, 25] that the weak form (1.13) produces spurious
solutions because even if Eq. (1.9) ensures the verification of the Gauss equa-
tion ∇ · (εE) = 0, its discrete counterpart after approximating the different
fields implied in the weak form (1.13) does not ensure the fulfillment of the
Gauss equation. Thus, a regularization is compulsory for avoiding these spu-
rious solutions. In what follows we consider the regularized form [64]

∇×
(

1
µ
∇× E

)
− ε∇

(
1

εεµ
∇ · (εE)

)
−ω2εE = 0, (1.14)

whose (regularized) weak form when Dirichlet boundary conditions apply
on the wall domain boundary, reads

∫
Ω

1
µ
(∇× E) · (∇× E∗) dx−ω2

∫
Ω

εE · E∗ dx +

∫
Ω

τ

εεµ
(∇ · (εE)) (∇ · (εE∗)) dx −

∫
∂Ω

τ

εεµ
(∇ · (εE) (n · (εE∗))) dx = 0,

(1.15)
where τ is the regularization coefficient proposed in [65] and that according
to that reference is taken with a unit value everywhere except at the interfaces
where it vanishes. Eq. (1.15) is the weak formulation used for the further
developments of the PGD–based simulation for the rest of this chapter.
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1.3 In-plane-out-of-plane separated representation

This section presents the new approach developped during the thsis work in
order to solve Eq. (1.15) using the PGD technique. To ensure a high enough
resolution of the electric field along the component thickness to represent the
multilayered structure of a composite part, we consider an in-plane-out-of-
plane separated representation in Ω = Ωp ×Ωt, with Ωp ⊂ R2 and Ωt ∈ R.
Each point x ∈ Ω is decomposed in its plane component (x, y) ∈ Ωp and its
out-of-plane z ∈ Ωt.

1.3.1 Separated representation

The electric field is expressed as

E(x, y, z) ≈
N

∑
i=1

Pi(x, y) ◦ Ti(z) =



N
∑

i=1
Px

i (x, y) · Tx
i (z)

N
∑

i=1
Py

i (x, y) · Ty
i (z)

N
∑

i=1
Pz

i (x, y) · Tz
i (z)

 , (1.16)

where "◦" refers to the Hadamard product. The different in-plane and out-
of-plane functions, Pi and Ti respectively, are complex and then they involve
a real and imaginary parts.

The previous separated representation leads to a separated representation of
its derivatives according to


∂Ex
∂x

∂Ex
∂y

∂Ex
∂z

∂Ey
∂x

∂Ey
∂y

∂Ey
∂z

∂Ez
∂x

∂Ez
∂y

∂Ee
∂z

 ≈ N

∑
i=1


∂Px

i
∂x

∂Px
i

∂y Px
i

∂Py
i

∂x
∂Py

i
∂y Py

i
∂Pz

i
∂x

∂Pz
i

∂y Pz
i

 ◦


Tx
i Tx

i
∂Tx

i
∂z

Ty
i Ty

i
∂Ty

i
∂z

Tz
i Tz

i
∂Tz

i
∂z

 =

N

∑
i=1

Pi(x, y) ◦Ti(z), (1.17)

allowing the separated representation of all the differential operators appea-
ring within the regularized weak form (1.15).

However, the separated representation just proposed requires that all the
model parameters accept a similar separated representation.
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Consider the laminate composed of P layers, each one having uniform pro-
perties inside. If H is the total laminate thickness, and assuming for the sake
of simplicity and without loss of generality that all the plies have the same
thickness h, it results h = H

P . Now, we introduce the characteristic function
of each ply χi(z), i = 1, · · · ,P :

χi(z) =

{
1 if (i− 1)h ≤ z < ih
0 elsewehere

, (1.18)

that allows expressing the different properties in the separated form
µ(x, y, z) =

P
∑

i=1
µi · χi(z)

ε(x, y, z) =
P
∑

i=1
εi · χi(z)

, (1.19)

being µi and εi the permeability and complex permittivity (the one that in-
volves the permittivity and conductivity) in the i-layer.

1.3.2 Functional approximation

Now, before calculating the different functions involved in the approxima-
tion of the electric field, we must approximate them. Because it is assumed
that the only heterogeneity applies along the thickness direction when mo-
ving from one ply to its neighbor, we can assume a standard continuous
nodal approximation of fields Ex and Ey that moreover are continuous at
the ply interfaces. For Ez the situation is a bit different (detailed in Appendix
A), because it is continuous in the plane but discontinuous across the ply
interfaces, where the field jump reads

εr,jEz(z−j ) = εr,j+1Ez(z+j ), (1.20)

where j ≥ 1 denotes the common interface between plies j and j + 1, zj its
out-of-plane coordinate, zj = jh, and Ez(z−j ) and Ez(z+j ) denote the elec-
tric field at both sides of the interface, i.e. z−j = zj − ν and z+j = zj + ν,
with ν a small enough coefficient ensuring ν � h. Discontinuities within
the PGD framework were addressed in [31, 22, 14] in mechanical and ther-
mal pro-blems enforcing temperature through interface integrals and using
finite elements based separated representations enrichment. However, in the
case of electromagnetism, the jump has to be enforced according to material
properties and only for one component of the electric field.
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Here, continuous bilinear quadrilaterals are considered, Q1 for approximat-
ing functions depending on the in-plane coordinates, i.e. Px

i (x, y), Py
i (x, y)

and Pz
i (x, y). Considering the functions depending on the out-of-plane co-

ordinates, linear continuous 1D finite elements are considered for approxi-
mating functions Tx

i (z) and Ty
i (z), ensuring the continuity of Ex(x, y, z) and

Ey(x, y, z). However, in order to enforce the discontinuity of Ez(x, y, z) across
the ply interfaces, the nodes of the one-dimensional mesh attached to Ωz lo-
cated at the ply interfaces and used for approximating Tz

i , are duplicated as
proposed in [68, 69, 12, 64]. This simple choice ensures the continuity of Ez

in the plane and its discontinuity across the ply interfaces.

1.4 PGD-based discretization

The separated representation construction proceeds by computing a term of
the sum at each iteration. Assuming that the first n− 1 modes (terms of the
finite sum) of the solution were already computed, En−1(x, y, z) with n ≥ 1,
the solution enrichment reads:

En(x, y, z) = En−1(x, y, z) + Pn(x, y) ◦ Tn(z), (1.21)

where both vectors Pn and Tn containing functions Pn
i and Tn

i (i = 1, 2, 3)
depending on (x, y) and z respectively, are unknown at the present iteration.
The test function E∗ reads E∗ = P∗ ◦ Tn

+ Pn ◦ T∗.

The introduction of Eq. (1.21) into (1.15) results in a non-linear problem. We
proceed by considering the simplest linearization strategy, an alternated di-
rections fixed point algorithm, that proceeds by calculating Pn,k from Tn,k−1

and then by updating Tn,k from the just calculated Pn,k where k refers to the
step of the non-linear solver. The iteration procedure continues until conver-
gence, that is, until reaching the fixed point ‖Pn,k ◦Tn,k−Pn,k−1 ◦Tn,k−1‖ < ν

(ν being a small enough coefficient), that results in the searched functions
Pn,k → Pn and Tn,k → Tn. Then, the enrichment step continues by look-
ing for the next mode Pn+1 ◦ Tn+1. The enrichment stops when the model
residual becomes small enough.

When Tn is assumed known, we consider the test function E? given by P? ◦
Tn. By introducing the trial and test functions into the weak form and then
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integrating in Ωt because all the functions depending on the thickness coor-
dinate are known, we obtain a 2D weak formulation defined in Ωp whose dis-
cretization (by using a standard discretization strategy, e.g. finite elements)
allows computing Pn.

Analogously, when Pn is assumed known, the test function E? is given by
Pn ◦ T?. By introducing the trial and test functions into the weak form and
then integrating in Ωp because all the functions depending on the in-plane
coordinates (x, y) are at present known, we obtain a 1D weak formulation
defined in Ωt whose discretization (using any technique for solving standard
ODE equations) allows computing Tn.

As discussed in [11] this separated representation allows computing 3D solu-
tions while keeping a computational complexity characteristic of 2D solution
procedures. If we consider a hexahedral domain discretized using a regular
structured grid with Nx, Ny and Nz nodes in the x, y and z directions respec-
tively, usual mesh-based discretization strategies imply a challenging issue
because the number of nodes involved in the model scales with Nx · Ny · Nz,
however, by using the separated representation and assuming that the so-
lution involves N modes, one must solve about N 2D problems related to
the functions involving the in-plane coordinates (x, y) and the same num-
ber of 1D problems related to the functions involving the thickness coordi-
nate z. The computing time related to the solution of the one-dimensional
pro-blems can be neglected with respect to the one required for solving the
two-dimensional ones. Thus, the resulting complexity scales as N · Nx · Ny.
By comparing both complexities we can notice that as soon as Nz � N the
use of separated representations leads to impressive computing time savings,
making possible the solution of models never until now solved, and even us-
ing light computing platforms.

1.5 Numerical results

In this section, two laminates are considered with different number of plies,
3 and 29 layers respectively.

1.5.1 3-layer laminate

The first laminate of 0.5m × 0.5m × 3mm is composed of three plies of si-
milar thicknesses (1mm each), depicted in Fig. 1.1. The in-plane-out-of-plane
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representation of the electric field components is expressed from a uniform
mesh of the plane domain composed of 50× 50 = 2500 Q1 bilinear finite e-
lements while the thickness is equipped with 1D uniform mesh consisting of
3000 linear elements (1000 elements per layer).

The layers located at the top and bottom are characterized by the electro-
magnetic properties ε = 10ε0, µ = µ0 and σ = 10−2S/m, with ε0 and µ0 the
vacuum electrical permittivity and the magnetic permeability respectively.
The ply located at the center exhibits a larger electrical conductivity in order
to attenuate the electric field, being its associated electromagnetic properties
given by ε = ε0, µ = µ0 and σ = 104S/m.

We considered such a laminate in order to enforce both kind of electromag-
netic losses, the one related to dielectric losses here mostly occurring in the
top and bottom layers, whereas in the central layer the losses are motivated
by the larger electrical conductivity. The fact of placing the lowest electrical
conductivity layers at top and bottom is to ensure the penetration of elec-
tromagnetic waves into the laminate to reach the central layer where they
will be attenuated due to the larger electrical conductivity. By locating high
conductivity layers at the top and bottom the electromagnetic waves cannot
reach the central layer because they will be mostly suppressed in the neigh-
borhood of the laminate boundaries.

Dirichlet boundary conditions are enforced on the whole domain boundary,
i.e. E× n. The tangential components of the electric field on each face of the
layers located on the domain boundary are selected from vector V

V =

 cos kx + cos ky
cos ky

τ cos kx

 , (1.22)

with k = 20π, τ = 1 in the top and bottom layers and with the appropriate
value in the central one for ensuring the field jump according to the Gauss
law.

The components of the electric field prescribed as boundary conditions on
the laminate are depicted in Figs. 1.2-1.4 for Ex, Ey and Ez respectively. It is
important to remember that only tangential components of the electric field
are enforced on each domain face (Eq. 1.20).

Figs. 1.5-1.7 depict the evolution along the thickness of the real and imagi-
nary parts of the three components of the electric field. In these figures the
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FIGURE 1.1: Three-(thin)-plies laminate
.

FIGURE 1.2: Vx on ∂Ω
.

continuity of Ex and Ey, and the discontinuity of Ez across the ply interfaces
can be noticed, with a jump magnitude in agreement with the expected value
corresponding to the permittivity ratio of adjacent layers according to .

In order to check the effects of unresolved scales related to the penetration
depth, we consider a coarser mesh along the thickness composed of 30 ele-
ments (10 per layer). It can be noticed that the solution is significantly de-
graded with respect to solution obtained with the finer mesh as the compa-
rison of Figs. 1.5-1.7 and Figs. 1.8-1.10 reveals, in particular the out-of-plane
component of the electric field Ez.

To better appreciate the unresolved boundary layer (the penetration depth
being δ =

√
2/ωµ0σ ≈ 0.1mm), Figs. 1.11-1.13 depict the real part of

FIGURE 1.3: Vy on ∂Ω
.
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FIGURE 1.4: Vz on ∂Ω
.
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FIGURE 1.11: Electric field along the central layer thickness
when considering a mesh in the thickness consisting of 30 el-

ements
.

Ez(0.25, 0.25, z) in the central layer.

It can be noticed that for resolving all the scales extremely fine meshes are re-
quired along the thickness direction, involving about thousand elements that
with the thousands involved in the in-plane resolution imply meshes invol-
ving millions of elements (extremely distorted) when proceeding with stan-
dard finite elements. When using the in-plane-out-of-plane separated repre-
sentation, in-plane and out-of-plane meshes become independent avoiding
issues related to mesh distortion. On the other hand the problems defined
in the thickness are one-dimensional and consequently their computational
cost is almost negligible with respect to the solution of in-plane problems.
Thus, finally the high-resolution 3D solution is obtained while keeping the
computational complexity similar to the one characteristic of the solution of
2D problems (the one defined in the plane).

In order to emphasize the location of both kind of losses, the dielectric one
and the one related to eddy currents, Fig. 1.14 represents the density of both
losses, where as expected, the dielectric ones locate at the external layers,
whereas the one related to eddy current effects locates in the central layer and
close to the interfaces where the electric field is attenuated (the penetration
deept).
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1.5.2 29-layer laminate

The second laminate of 0.5m× 0.5m× 2.9mm is composed of 29 plies of si-
milar thicknesses (0.1mm each) where two different materials are alterna-
tively placed as illustrated in Fig. 1.15. The in-plane-out-of-plane representa-
tion of the electric field components is expressed from a uniform mesh of the
plane domain composed of 50× 50 = 2500 Q1 bilinear finite elements while
the thickness is equipped with 1D uniform mesh consisting of 1450 linear
elements (50 elements per layer).

The layers in red in Fig. 1.15 are characterized by the electromagnetic pro-
perties ε = 5ε0, µ = µ0 and σ = 0S/m, with ε0 and µ0 the vacuum electrical
permittivity and the magnetic permeability respectively. The remaining plies
exhibit a larger electrical conductivity in order to attenuate the electric field,
being its associated electromagnetic properties given by ε = ε0, µ = µ0 and
σ = 1S/m. The boundary conditions are the same that were enforced when
addressing the solution of the three-layer laminate.

Figs. 1.16-1.18 depict the evolution along the thickness of the real and ima-
ginary parts of the three components of the electric field. In these figures the
continuity of Ex and Ey, and the discontinuity of Ez across the ply interfaces
can be noticed, with a jump magnitude in agreement with the expected value.
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FIGURE 1.15: 29-plies laminate
.
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FIGURE 1.16: Electric field along the plate thickness,
Ex(0.25, 0.25, z)

.

It is important to note that such a high-resolution remains out-of-reach when
using standard 3D mesh-based discretization techniques, whereas the sepa-
rated representation allows a very accurate solution, cheap and fast from the
computational view point (the solution was obtained in 20 seconds using a
standard laptop).

1.6 Discussion and conclusions

This first part of the work proposes the modeling and simulation of the elec-
tric field addressing the propagation of electromagnetic waves in composite
laminates. The PGD method and its in-plane-out-of-plane decomposition
have been applied and adapted to ensure convergence to the proper solution
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of the given problem. Because its inherent throughout-its-thickness high-
resolution, direct consequence of the in-plane-out-of-plane separated repre-
sentation, the reached resolution falls beyond the capabilities of standard and
well experienced mesh-based discretization techniques. By using it, micro-
metric re-solutions can be easily reached when addressing usual composite
structural parts. It allows zooming at regions exhibiting high variations of
the solution, as for example the wave attenuation when reaching a conduc-
tive layer, that localizes the solution in an extremely narrow layer, whose
accurate representation remains out of reach for standard discretization tech-
niques.

The second advantage in using the proposed technique is related to the faci-
lity to enforce the jump of the normal component of the electric field across
two layers exhibiting different electromagnetic properties. For that purpose
the field approximation is able to produce jumps at the laminate interfaces.

When using a high-resolution discretization based on the in-plane-out-of-
plane separated representation, the double-curl electromagnetic formulation
worked quite well as soon as boundary conditions were regular enough.
However as soon as complex Dirichlet boundary conditions were enforced
a lack of convergence was noticed and the computed solutions were almost
wrong. In fact the Gauss law was not fulfilled at the discrete level and for
that reason a regularized formulation was considered, that allowed ensuring
the solution convergence.

These three issues are subtly entangled. It is important to note that when
solving the electromagnetic problem in the laminate, the z-component of the
electric field Ez is not enforced on the top and bottom surfaces. Moreover, at
the ply interfaces Ez jumps according to the Gauss law, and then, if the field
attenuation when the wave reaches the central (conductive) layer is not accu-
rately described (approximated), the solution Ez becomes wrong almost ev-
erywhere. Thanks to the proposed method, these linked issues are resolved.
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Chapter 2

Simulation of the Microwave
Heating of a Composite Preform
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2.1 Introduction

Structural parts made of composite materials tend to represent an increas-
ing volume of production in the industry. This is due to their combination of
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high mechanical properties and low mass. The production in 2015 represents
approximately 10 millions tons of composite materials processed through-
out the globe leading to a market of 78 billion dollars [33]. Every year, the
composite market is expected to grow between 5 and 6 percents. This ever-
lasting growth is due to the increasing development of composite materials
processes, structures and a strong will from the transportation industry to in-
corporate such parts in their products. Therefore, the main industries where
composite parts are employed are the transportation industry (automotive,
aeronautic, railway, nautical) but also civil construction, the energy sector
with the development of sustainable energy, leisure industry and medical
equipment.

2.1.1 Processing composite materials

Mastering the service life of the product is the key element for a growing
industry. The life cycle of a composite material part is divided in four main
steps which are the elaboration of semi-manufactured products, the proces-
sing of the material to form the final product, the use of the part and, finally,
the recycling of the product. During all of the four phases, heat is applied to
the part. Looking at the second step of the life cycle of a composite material,
conventional processing methods used to produce a finished part usually in-
volve the application of heat to the material by convection heating of the tool
and composite in an oven (pressurized or non-pressurized), or conductive
heating of mold and platens through heating elements. Looking at the auto-
clave process, the air in the chamber and the mold are heated first and then,
by conduction, heat energy is transferred through the thickness of the part.
The duration of the process relies on the rate of the heat flow in the material
depending on the thermal properties of the composite material. Therefore,
the edges and corners are heated to the desired temperature before the core
of the part. This uneven rate of heating leads to induced mechanical stresses
which will damage the final part. In order to minimize these stresses, specific
care has to be given to the heating rate such that the time scale of the process
is larger than the time needed for the heat to diffuse in the part. In an indus-
trial context, such surface heat transfer is therefore a real challenge regarding
temperature control and process duration optimization.

As a consequence, innovative processes have been introduced as for example
heat gain using magnetic hysteresis [79], dielectric heating [50] and induction
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FIGURE 2.1: Composite material processes involving electro-
magnetics and their frequency range

.

heating [6] – each of them operating at a specific frequency range as dis-
played on Fig. 2.1. Conversely to the traditional heating methods which de-
pends on surface heating (conduction and/or convection), these innovative
processes rely on volumetric heating of the part. Thermal energy is trans-
ferred thanks to the interaction between the electromagnetic field and the
material which can absorb it more or less according to the frequency used
and its dielectric properties.

Thanks to the food industry, the microwave technology has been intensively
developed and numerous experimental works has been carried in order to
expand this heating process of composite material [87, 89, 52, 48]. The mi-
crowave heating technique has been investigated not only by academics but
also by companies patenting their developments on the manufacturing pro-
cess [54] or on new tools specifically designed for microwaves [9]. On the in-
dustrial point of view, interesting possibilities on the reduction of the manu-
facturing cost have been highlighted [27] as a result of a shorter cycle time
[40], a better control of the temperature [93] and reduced induced stresses in
the manufactured parts [51]. Volumetric heating also enables the possibility
of localized heating directly towards the part to be processed avoiding hea-
ting of the surrounding air or tool, thus maximizing the energy efficiency of
the process. The localized heating also leads to time benefits when it comes to
handling the part after heating: the surrounding air and the mold – transpa-
rent to microwaves – have not been heated and less time is needed in waiting
for the displacement of the manufactured part as for a domestic microwave
oven. Regarding the quality of the part, comparable mechanical properties
are shown between parts manufactured using the MW technology and parts
made with a traditional curing system [62, 47].
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2.1.2 Composite heating simulation with microwaves

The full simulation of the heating process of a composite part in a microwave
oven cavity requires to take into account the multiple complexities of the pro-
cess. On the one hand, the problem to be solved includes several physics:
electromagnetics, thermic and kinetics. In this chapter, the coupling of the
first two is investigated while the third will be discussed in the Chapter 3.
On the other hand, composite material and microwave process imply a mul-
tiscale problem: from one ply of composite material (approximately 150µm
thick) to the dimensions of the oven cavity (up to 1m long). These multi-
physics - multiscale aspects have to be taken into acount in the simulation in
order to represent fully the phenomena occuring during the process.

Previous works proposed such simulations for induction heating application
[7, 84] but when considering composite processing at microwave frequency,
only very simplified models have been built. In [83, 5], the temperature field
is investigated only in a 1D approximation to capture the temperature gra-
dient in the thickness of a composite plate. [50] does not take into account
the interaction between the electromagnetics waves and the composite ma-
terial as all the incidant wave is considered to be absorbed by conductive
plates before reaching the part to be processed. Commercial softwares are
also available to conduct electromagnetics-thermal coupled simulations as
for example Comsol Multiphysics [24, 4] or CEM One [16] but such software
is constrained regarding the discretisation refinement in order to represent a
thin multilayer component.

In this chapter, a coupled electromagnetic and thermal model is presented.
The electromagnetic simulation is carried out using the in-plane-out-of-plane
separated representation within the PGD framework (as depicted in Chap.
1) and coupled with a thermal solver based on the same separated repre-
sentation to keep the richness of the out-of-plane discretisation. After the
description of the simulation tool, several studies are carried to investigate
the heating of composite materials under a microwave field.
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2.2 Coupling electromagnetics and heating

2.2.1 Heat mechanisms

Modeling the heat mechanisms under the influence of an electromagnetic
field consists in solving the heat equation, associated with the proper boun-
dary conditions and heat sources. Considering the processing of a composite
part in an oven cavity, the domain of interest here is the mold and part en-
semble. The conduction mechanism is expressed as a heat flux φ between
two points of the domain (Eq. 2.1)

φ = −λ∇T (2.1)

with λ the thermal conductivity and T the temperature field

Natural convection is applied in the oven cavity on the surface of the mold
which translates into boundary condition on the whole simulation domain.
The normal heat flux to the surface φs reads

φs = −λ
∂T
∂n

= h(T − T∞) (2.2)

with h the heat transfer coefficient and T∞ the ambient temperature.

Using the electromagnetic formulation described in Chap. 1, the losses QMW

induced by microwaves are calculated in any points of the domain and can be
introduced in the heat equation. The temperature field evolution T(x, y, z, t)
in the domain of interest is characterised by the resulting Eq. 2.3

ρCp
∂T
∂t

= ∇ · (λ∇T) + QMW(x, y, z) (2.3)

with ρ the density and Cp the specific heat, under the boundary conditions
in the whole external surface (Eq. 2.2).

A strong coupling between the two solvers involved in the process simula-
tion for the electromagnetics and the heat equation involves taking into ac-
count the evolution of all of the material properties according to the tempera-
ture. The key for such simulation is to take into account the difference time
scales between the electromagnetic and the thermal phenomena [90]. The
establishment of a steady state for the electromagnetic field is in the order
of magnitudes of nanosecondes whereas the time scale of thermal diffusion
requires seconds. Therefore, the strategy to be implemented is a three-stage
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iterative process where the first stage consists of solving the electromagnetic
problem for a certain set of dielectric material properties, the second stage is
solving the temperature field using the derived losses from the previous step
and the last stage is going back to the electromagnetic simulation with the
updated set of dielectric properties according to the new temperature distri-
bution. This process needs to be repeated for each time interval after which
an upgrade of the material properties is required.

In order to implement such thermal coupling, one aspect is essential: know-
ing the evolution of the dielectric properties of the material with the temper-
ature. Unfortunately, as the simulation of composite heating with microwave
is recent, we can observe a lack of these data in the litterature as few measure-
ment works have been done [1, 2, 55]. Finding the value of dielectric permit-
tivity and electric conductivity is already a real challenge and no models or
experimental measurements known to us today have been developed to fol-
low the temperature dependency of the dielectric properties for composite
materials. As a consequence, for the following studies, it will be considered
that the material properties are constant in the range of temperature of the
process - from 293K to approximately 473K.

2.2.2 Numerical implementation

From all the considerations and hypothesis expressed in the modeling of the
heat mechnanisms, the weak form to be solved in the simulation can be writ-
ten. Based on the heat equation and boundary conditions (Eqs. 2.3 and 2.2),
the weak form reads:∫

Ω
T∗ρCp

∂T
∂t

dx +
∫

Ω
∇T∗λ∇T dx +

∫
∂Ω

T∗hT dx =

∫
Ω

T∗QMW dx +
∫

∂Ω
T∗hT∞ dx, (2.4)

for all test functions T∗ regular enough.

As for the electromagnetic formulation, the in-plane-out-of-plane represen-
tation within the PGD framework is adopted here for several reasons, in ad-
dition to the obvious easy choice of having the same numerical technique
between the two solvers. Using such representation is of major interest when
it comes to the investigation of the effect of each ply on the temperature dis-
tribution. All the richness of the electromagnetic simulation is tranferred
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through the losses term QMW producing volumic heat sources in the com-
posite part. In addition, the PGD numerical technique allows not only the
separation between in-plane (x, y) and out-of-plane z coordinates but also
a separation along the time t coordinate. Thus, the time integration is per-
formed in a non-incremental way meaning the whole temperature history is
computed simultaneously. This ability allows impressive CPU time savings.

In the PGD context, the domain is decomposed as Ω = Ωp ×Ωt ×Ωθ, with
Ωp ⊂ R2, Ωt ∈ R and Ωθ ∈ R and the temperature field writes:

T(x, y, z, t) ≈
N

∑
i=1

Pi(x, y) · Ti(z) ·Θi(t) (2.5)

where Pi and Ti are respectively the in-plane and out-of-plane functions and
Θi is the time function.

2.3 Electric field distribution in an oven cavity

The domain of interest in the coupled solver descibed in previous section is
restricted to the mold and part ensemble and it is linked to its environment
through the electromagnetic and thermal boundary conditions. In order to
understand the heating process of a composite part in an oven cavity, the
electromagnetic boundary conditions have to be representative of an actual
electric field in a microwave oven. In order to perform the electromagnetic
simulation in the oven and get such boudary conditions, an external software
is needed. In this chapter, we will be using Comsol Multiphysics [24].

2.3.1 Comsol Multiphysics modeling

Comsol Multiphysics’ Electromagnetic Waves module solves the electric field
propagation using the Finite Element Method. Simulation results from Com-
sol software are used in Section 2.4.5. In this case, the geometry of the oven is
presented in Fig. 2.2 where the main box represents the oven cavity with in-
side the mold and composite part which consists of a plate. The short wave-
guide on the top right hand edge produces a TE10 electromagnetic field (Eq.
2.6) which propagates in the cavity,

n× E =

 0
sin(πx

a )e−jkzz

0

 , (2.6)
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where a is the width of the waveguide and kz the propagation constant.

FIGURE 2.2: Oven cavity geometry

.

The walls of the oven are made of metal and associated to an impedance
boudary condition. In order to run a simulation in Comsol, each ply of the
composite plate cannot be represented. The geometry is meshed automat-
ically by Comsol based on material propoerties and distorsion ratios. The
mesh of the plate contains only one element in the thickness and approxi-
mately 1000 tetrahedra elements in total (Figs. 2.3 and 2.4). As far as the
dielectric properties of the composite part are concerned, they have to be ho-
mogenised using the method described in [39].

FIGURE 2.3: Mesh generated by Comsol for the oven

.
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FIGURE 2.4: Mesh generated by Comsol for the composite plate

.

Solving the electromagnetic problem under Comsol provides the three com-
ponents of the electric field Ex, Ey and Ez (Figs. 2.5, 2.6 and 2.7) on the surface
of the mold which can then be exported and used as boundary conditions in
the PGD-based solver.

FIGURE 2.5: Example of Ex component of electric field on the
mold surface

FIGURE 2.6: Example of Ey component of electric field on the
mold surface
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FIGURE 2.7: Example of Ez component of electric field on the
mold surface

2.3.2 Extracting the electromagnetic boundary conditions

Comsol Multiphysics allows the exportation of results data. Once the simu-
lation is over, the electric field E can be exported along with the external
mesh (nodes and connectivity table) of the mold on which it is calculated.
Projection of the electric field from the external surface mesh (triangular ele-
ments) on the PGD mesh (combination of quadrilateral and bar elements) is
performed. This step is the most time-consuming depending on the refine-
ment of both meshes. For example, projection from a mesh containing 8400
triangular elements to a 10000 Q1 × 160 bar elements takes approximately
30 minutes whereas when the external mesh is made of 18000 elements and
PGD mesh is 14400 Q1 × 270 elements, it takes 1 hour. Once the electric
field is calculated on the PGD mesh, it has to be decomposed to obey to the
separated representation. For the top and bottom surfaces of the mold, the
in-plane-out-of-plane separation is straightforward:

EPGD
top/bottom = EComsol

top (x, y) · Ztop(z)+

EComsol
bottom (x, y) · Zbottom(z) (2.7)

with

Ztop(z) =

{
1 if z = zmax

0 elsewehere
, (2.8)

and

Zbottom(z) =

{
1 if z = zmin

0 elsewehere
. (2.9)
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But for the four sides of the mold, the in-plane-out-of-plane separation re-
quires the use of an SVD - Singluar Value Decomposition - and the extraction
of the dominant modes to represent closely enough the electric field on the
surface. For example, the SVD for the x = xmin side of the mold reads

EComsol
side,Ny×Nz

= UNy×Ny ΣNy×NzV∗Nz×Nz
(2.10)

is the decomposition given by the SVD where Ny and Nz are the number of
nodes in the y and z directions respectively. ΣNy×Nz is a rectangular diago-
nal matrix containing the singular values of EComsol

side,Ny×Nz
listed in descending

order.

The separated field on the boundary reads:

EPGD
side =

N

∑
i=1

Σi,i ·Ui(y) ◦Vi(z) (2.11)

where Σi,i is the i-th singular value, Ui(y) the i-th column of matrix U and
Vi(z) the i-th column of matrix V. The number of terms N is chosen such as
ΣN,N � Σ1,1.

With the decomposition of the boudary conditions, the PGD-based electro-
magnetic solver can be launched.

2.4 Numerical results

In this section, we consider several cases in order to investigate the impact
of some parameters of the microwave heating process applied on composite
materials. In all the following cases, the geometry of the domain under study
is composed of a mold transparent to microwave and the composite part: a
21-layer plate as shown on Fig. 2.8.

Five test cases are treated in the following sections:

– Fibers choice: glass VS carbon

– Orientation of the fibers: plies stacking sequence

– Mold design for a more homogenized heating

– Influence of the uncertainty on the dielectric properties

– Variation of the electromagnetic boundary conditions
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In order to achieve these studies, the dielectric and thermal properties of the
materials involved are summarised in Table 2.1.

FIGURE 2.8: Test case geometry with composite and mold - all
dimensions are given in mm

.

Dirichlet boundary conditions are enforced on the whole domain boundary,
i.e. E× n. For the first four cases, the tangential components of the electrical
field on each face of the layers located on the domain boundary are selected
from vector V ensuring a representation of the heterogeneity of the field in
an oven cavity. The convective boundary condition for the thermal solver is
enforced on the whole domain boudary with h = 10W/m2K and T∞ = 293K,

V =

 cos kx + cos ky
cos ky

τ cos kx

 , (2.12)

with k = 20π and τ = 1 as there are no discontinuities on the domain bound-
ary (mold material).

2.4.1 Fibers choice: which material for MW processing ?

Microwave heating relies on one phenomena: dielectric heating. Depending
on the material properties, losses inducing heating will be more or less im-
portant. Therefore, one can ask if all types of composite material are suited to
be processed by microwave heating. In this section, the two main fiber types
will be investigated by comparing the heating of a glass-based composite
and a carbon-based composite. As shown in Table 2.1, these two materials
have very different properties: one ply of GFRP is isotropic whereas CFRP
is anisotropic, electrical conductivity is much higher for CFRP as well as its
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TABLE 2.1: Dielectric and thermal material properties - GFRP
and CFRP respectively stand for Glass and Carbon Fiber Rein-
forced Polymer, ‖ and ⊥ respectively characterise the material
property in the longitudinal and transversal directions of the

fibers of the ply

Materials GFRP [26, 77] CFRP [29, 94] Mold [41] Conductive layer
ρ(kg/m3) 1900 1550 1600 7000

Cp(J/kgK) 900 1050 800 400

λ(W/mK) 0.5 λ‖ = 9 0.4 15
λ⊥ = 1

εr (No Units) 4.5 ε‖ = 80 3 1
εr⊥ = 10

σ(S/m)
0.006 σ‖ = 4170 0.016 106

σr⊥ = 6
µr (No Units) 1 1 1 1
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thermal conductivity. From this observation, we should expect great diffe-
rence in the heating pattern of these materials.

The composite plate is composed of unidirectional - UD - fabrics. The sta-
cking of the composite plies is the following: [(0◦/90◦)5 0◦ (90◦/0◦)5], where
0◦ stands for a ply where the longitudinal orientation of the fiber is along the
x direction whereas 90◦ is along the y direction. The thermal simulation is
carried on for a duration of 20 minutes with a constant power source along
time.

The in-plane-out-of-plane representation of the electric and temperature field
is simulated from the combination of the plane domain mesh (2D mesh) and
the out-of-plane mesh (1D mesh). In the case of GFRP, the 2D mesh is uniform
and composed of 90× 90 = 8100 Q1 bilinear finite elements. For CFRP, the
very high conductivity in the fiber direction leads to a very small penetration
depth. Thus, the 2D mesh has to be refined at the edges of the composite
domain. The 2D mesh is non-uniform and composed of 120× 120 = 14400
elements. The 1D mesh contains 600 linear elements.

Figs. 2.9-2.10 present the propagation of the electric components Ex, Ey and
Ez along the y direction for the carbon and glass cases. It is noticed that for
the carbon composite, the electric field intensity is sharply reduced when
passing from mold to composite part whereas in the glass composite, the
electric field propagates with comparable intensity.
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FIGURE 2.9: Carbon case - electric field along (xmiddle, y, zmiddle)
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FIGURE 2.10: Glass case - electric field along (xmiddle, y, zmiddle)

The evolution of the electric field along the the thickness of the domain is
depicted on Figs. 2.11-2.12. The discontinuity of Ez component is observed
with a notable difference between the two cases:

εr,glass
εr,mold

= 1.5 and εr,carbon⊥
εr,mold

=

3.3. Ez and Ey components also vanishes in the carbon composite.
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FIGURE 2.11: Carbon case - electric field along the thickness
(xmiddle, ymiddle, z)
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FIGURE 2.12: Glass case - electric field along the thickness
(xmiddle, ymiddle, z)

The temperature field in middle (x, y) section for carbon and glass is repre-
sented in Figs. 2.13-2.14. It can be highlighted that higher temperatures are
reached in the glass part but it displays a higher heterogeneity of heating
with more than 100◦C difference between two locations in the part.

FIGURE 2.13: Carbon case - temperature distribution in the
middle section (x, y, zmiddle) after heating for 20 min
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FIGURE 2.14: Glass case - temperature distribution in the mid-
dle section (x, y, zmiddle) after heating for 20 min

Figs. 2.15-2.16 depict the temperature along the thickness of the domain and
its evolution in time. It can be observed that at central location, heating has
been more effective for the glass part than for the carbon part. In terms of
through-thickness heating, the carbon part shows a temperature gradient of
2◦C whereas the glass part shows a gradient of less than 1◦C.

FIGURE 2.15: Carbon case - temperature field along the
thickness (xmiddle, ymiddle, z) (left) after heating for 20 min
and temperature evolution along time at central location

(xmiddle, ymiddle, zmiddle) (right)
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FIGURE 2.16: Glass case - temperature field along the thickness
(xmiddle, ymiddle, z) after heating for 20 min (left) and temperature
evolution along time at central location (xmiddle, ymiddle, zmiddle)

(right)

2.4.2 Influence of the plies orientation

In the case of processing a carbon composite plate, the stacking sequence
is one of the important element. Electric field and temperature distribu-
tion will be influenced by the anisoptropic aspect of the part. In this sec-
tion, two simple configurations are studied: the stacking in the first case is
[(0◦/90◦)5 0◦ (90◦/0◦)5] and in the second case, it is [(90◦/0◦)5 90◦ (0◦/90◦)5].
The important difference between the two configurations lies on the orienta-
tion of the external plies, 0◦ in the first case (later referred as the 0◦ case) and
90◦ in the second case (later referred as the 90◦ case).

Figs. 2.17-2.18 depict the evolution of the electric field along the y direction.
No major differences are noticable in that case: the electric field is almost zero
in the composite whereas it propagates in the mold.
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FIGURE 2.17: 0◦ case - electric field along (xmiddle, y, zmiddle)
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FIGURE 2.18: 90◦ case - electric field along (xmiddle, y, zmiddle)
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FIGURE 2.19: Comparison of 0◦ and 90◦ cases - electric
field along the thickness zoomed at composite interfaces

(xmiddle, ymiddle, zcomposite)

.

Fig. 2.19 highlights the evolution of the Ex and Ey components of the elec-
tric field along the thickness zoomed at the composite location. It can be
observed that Ex propagates further in the thickness of the composite part in
the 90◦ case whereas Ey propagates further in the thickness of the composi-
te part in the 0◦ case. In this case, the observation can be explained by the
fact that the exernal layer is 0◦ oriented, therefore Ex attenuates according to
σ‖ = 4170 S/m and Ey attenuates according to σ⊥ = 6 S/m. Therefore, Ex is
more attenuated and Ey propagates further. The same reasoning can be held
for the 90◦ case and leads to the opposite conclusions.

The temperature evolution along the thickness is presented in Fig. 2.20. It
appears that heating is more effective in the 90◦ case than in the 0◦ case.
Indeed, the intensity of Ex component of the electric field is higher than the
intensity of Ey. As Ex propagates further in the 90◦ case, heat sources are
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FIGURE 2.20: Comparison of 0◦ and 90◦ cases - temperature
field along the thickness (xmiddle, ymiddle, z) after heating for 20

min
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more important and leads to higher temperature in the part.

2.4.3 Mold design to ensure uniform heating

In the case of the glass fiber composite plate, it has been observed in Section
2.4.1 that one major issue in processing such material is the strong hetero-
geneity of the heating, leading to hot spots and bad quality parts. This sec-
tion investigates the mold design in order to restrain the non-uniform heat-
ing. The solution proposed is the insertion of a thin conductive layer at the
interface between the mold and the composite part. The aim of such layer
is to absorb a part of the incoming electric field. The heat sources produced
are then quickly diffused thanks to the high thermal conductivity of the con-
ductive layer. In order to study its effects, three cases are treated: heating
of the glass fiber composite without a conductive layer (later refered as no-
conductive case), with a conductive layer 500µm thick (later referd as 500µm
case) and a conductive layer 1mm thick (later refered as 1mm case).

Figs. 2.21-2.23 depicts the evolution of the three components of the electric
field. In the two cases with a conductive layer, a strong attenuation of the
electric field is shown in the composite domain.

Figs. 2.24-2.25 present the electric field along the thickness around the com-
posite part. Comparing the two results, the effect of a highly conductive layer
is revealed: in the 1mm case, the electric field is fully absorbed before propa-
gating in the composite part whereas in the 500µm case, the electric field is
strongly attenuated but not zero.
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FIGURE 2.21: No-conductive case - electric field along the thick-
ness (xmiddle, ymiddle, z) (left) and along (xmiddle, y, zmiddle) (right)

.

FIGURE 2.22: 500µm case - electric field along the thickness
(xmiddle, ymiddle, z) (left) and along (xmiddle, y, zmiddle) (right)

.

FIGURE 2.23: 1mm case - electric field along the thickness
(xmiddle, ymiddle, z) (left) and along (xmiddle, y, zmiddle) (right)

.
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FIGURE 2.24: 500µm case - electric field along the thicknees
zoomed at the composite interface
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The temperature and losses distribution along the thickness at central loca-
tion in the three different cases are shown in Figs. 2.26-2.28. For an equivalent
power delivered, the temperature reached is higher but as recalled from Sec-
tion 2.4.1, this is due to a very heterogeneous heating. For the cases with
a conductive layer, the losses converted in heat sources are located in the
conductive layer and are more important in the 500µm case - as the electric
field is not fully absorbed. This leads to a higher temperature in this case
compared to the 1mm case.

FIGURE 2.26: No-conductive case - losses (left) and tempera-
ture field (right) along the thickness after heating for 20 min

FIGURE 2.27: 500µm case - losses (left) and temperature field
(right) along the thickness after heating for 20 min
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FIGURE 2.28: 1mm case - losses (left) and temperature field
(right) along the thickness after heating for 20 min

FIGURE 2.29: No-conductive case - temperature distribution in
the middle section after heating for 20 min

FIGURE 2.30: 500µm case - temperature distribution in the mid-
dle section after heating for 20 min
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FIGURE 2.31: 1mm case - temperature distribution in the mid-
dle section after heating for 20 min

Figs. 2.29-2.31 depict the temperature field in the middle section of the do-
main. As expected from the previous obesrvations, the temperature reached
in the two cases with a conductive layer is less important. Nevertheless, the
aim for a more uniform heating is reached.

2.4.4 Uncertainty on the dielectric properties

As mentionned in Section 2.2.1, dielectric properties of composite materials
are still one major issue when it comes to the simulation of processing such
part at microwave frequency. In order to address the issue of uncertainty of
the properties, this section focuses on the impact of variation of the electri-
cal conductivity σ of the composite part considered. The dielectric permitti-
vity of the composite material considered is εr = 4.5 and σ = 9S/m. Five
test cases are launched with different values of σ: the first one with original
value, the next two with a variation of +5% and −5% and the two last with
a variation of +10% and −10%.

Figs. 2.32-2.34 depict the temperature field distribution in the middle section
of the part for three of the five case: σoriginal and the ±10% cases. Fig. 2.35
presents the evolution or the hot spots temperature – maximum temperature
in the composite part – according to the variation of the electrical conductiv-
ity. From all the observation, it appears the location of the hot spots in the
part does not depend on the conductivity but the temperature value at these
hot spots is strongly linked to σ. For a variation of 10% of its value, the hot
spot temperature can vary at least of 100◦C after heating for 20min. Such
result is consistent with the evolution expected by common sense.
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FIGURE 2.32: σ − 10% case - temperature distribution in the
middle section after heating for 10 min

FIGURE 2.33: σoriginal case - temperature distribution in the mid-
dle section after heating for 10 min

FIGURE 2.34: σ + 10% case - temperature distribution in the
middle section after heating for 10 min
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FIGURE 2.35: Temperature evolution of the hot spots in the part
according to the value of the electrical conductivity σ

.

The wide variation range of temperature within a variation of 10% of σ stresses
again the need for properties measurements for composite material and their
evolution according to temperature in order to have quantitatively reliable
results. In the thesis with the asumption of dielectric properties constant
with temperature, results can be qualitatively interpreted and compared to
each other. Quantitative interpretations are not relevant.

2.4.5 Placement of the tool in the oven cavity

When procesing the composite part in a real oven, the electric field distri-
bution in the cavity has a great importance. Furthermore, this electric field
strongly depends not only on the cavity but on the disposition of whatever
component inside and its location. In order to investigate the influence of the
manipulation of the mold by the technician handling the experimental test,
three cases are treated. Using Comsol Multiphysics to get the boundary con-
ditions of the electromagnetic problem (see Section 2.3), the mold and part
are placed in three different locations in the oven. In the first case, the part
is centered, in the second case, the part is positionned with an offset of 3 cm
in the x direction (later refered as the offset-x case) and in the third case the
offset is set to 3 cm in the x direction and 3 cm in the y direction (later referes
as the offset-xy case).

Figs. 2.36-2.38 depict the norm of the electric field on the top surface of the
mold. The wide difference observed in the patterns of the electric field on this
surface highlights the great dependency of the electric field on the position
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FIGURE 2.37: Offset-x case - distribution of the electric field
norm on the top surface of the mold

.

of the mold and part in the oven cavity – consistent with what is expected
from common sense.

FIGURE 2.36: Centered case - distribution of the electric field
norm on the top surface of the mold

.

The temperature distributions for the three different cases are presented in
Figs. 2.39-2.41. From the results, we can observe that the location and the
temperature at the hot spots depend on the placement of the part to be pro-
cessed in the oven. According to where the part is located, it can leads to a
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FIGURE 2.38: Offset-xy case - distribution of the electric field
norm on the top surface of the mold

.

FIGURE 2.39: Centered case - temperature dictribution in the
middle section of the domain after heating for 45 min

.

good heating with minimal hot spots as in the centered case or to localized
very hot spots as in the offset-x case.

2.5 Discussions and conclusions

In this chapter, the coupling between the electromagnetic solver descibed in
Chapter 1 and the resolution of the heat equation has been presented. The
coupling used today is a weak coupling, meaning that the evolution of the
dielectric properties with temperature is not taken into account. One full sim-
ulation from electromagnetics to calculating the heat sources and solving the
heat equation takes approximately 10min in a basic laptop for the typical nu-
merical results presented (a mesh of 10000 Q1 elements × 200 1D elements).
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FIGURE 2.40: Offset-x case - temperature dictribution in the
middle section of the domain after heating for 45 min

.

FIGURE 2.41: Offset-xy case - temperature dictribution in the
middle section of the domain after heating for 45 min

.
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Using the in-plane-out-of-plane representation within the PGD framework
allows a very refine discretisation in the thickness direction, which is abso-
lutely necessary in order to capture the heat sources created by the presence
of a thin conductive layer for example.

Thanks to the five studies presented, recommandations can be issued in or-
der to use the microwave heating process at its best. The choice of material
to be processed is crucial as it can lead to a very heterogeneous heating or a
need for more power to be delivered. When using an anisotropic fabric, the
user has to be careful to stacking sequence as it will impact the time needed
to reach the desired temperature. Homogeneous heating can be enforced u-
sing an appropriate design of mold. The handling of the part when placed
in the oven cavity has to be precise to ensure a good match between the ex-
pected simulated results and the experimental work as small displacement
can dramatically change location and temperature of the hot spots. As a con-
sequence, the optimisation of the microwave heating process for composite
materials relies on three different aspects:

– Material choice: type of fibers, stacking sequence and optimisation of
the resin (for example, addition of fillers to make the resin more ther-
mally conductive to minimize the hot spots) are key parameters.

– Process design: the tools used in the process have to be cleverly de-
signed and optimised - one solution being the addition of a thin con-
ductive layer to ensure heating uniformity.

– Data precision: electromagnetics are easily perturbated by change in
geometry or material properties - one has to be as precise as possible
when dealing with the process experimentaly or through simulations.

To go forward on this work and understand more precisely and accurately
the microwave heating of composite materials, perspectives includes develo-
ping the strong coupling between electromagnetic and thermal solvers – which
requires to previously measure the dielectric properties of composite materi-
als and their evolution with temperature. A second axis of future develop-
ments is the extension of the variability study using a parametric solution.
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3.1 Introduction

In this chapter, two new issues are tackled in order to extend the answers we
can provide to the ever challenging development of processing a composite
material part.
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3.1.1 A need for real-time control of process

As mentioned in the general introduction to this work, eventhough the com-
posite material has been a trending topic for the last decades, the strong
competition with other materials push forward new innovations. In order
to generalize the use of composite materials as part of a manufacturing pro-
cess, new processing methods have to be developed - that is why this re-
search is focusing on the innovative processing of composite materials using
microwaves. The previous chapter aimed at the understanding of the phe-
nomena occuring during the process for a better understanding of the heat-
ing pattern. In parallele to such developments, industrial implementation
focuses more on the real-time control of the process during the heating phase
to ensure part quality.

Looking at the real-time control of a microwave heating process, one param-
eter that can be adjusted during the production of a part is the power deliv-
ered by the oven. At each chosen time-step, according to the behaviour of
the part, the user should be able to adjust the power to avoid overheating,
underheating or creation of hot-spots. On a practical point of view, realising
such adjustment might be difficult as control over the power delivered by a
magnetron is limited. This issue is –for now– circumvented by on-off switch
of magnetron to deliver a specific amount of power during a certain time.

In terms of simulation, the constraint of real-time control implies that given
the actual temperature in the oven, the simulation tool should be able to an-
ticipate the adjustment needed to the power delivered to the system in order
to follow the temperature cycle desired. Such use of co-simulation of pro-
cess during production to assess compliance of actual process to expected
process is essential. In that perspective, the PGD approach is not possible
anymore. Where the decomposition according to the time coordinate was an
advantage in the previous chapter (as detailed in Section 2.2.2), it is now a
limitation as it is necessary to have an incremental simulation. In addition
to an iterative approach, simulation needs to be performed in real-time for
time-steps as small as one second. In order to achieve such perfomance, one
solution using Model Order Redution (MOR) is proposed in this chapter.
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3.1.2 Taking into account kinetic sources

Looking at actual composite parts which could be manufactured by microwave
heating, reactive resins are most likely to be used. Therefore, taking into ac-
count electromagnetic heat sources as previously depicted is not sufficient
anymore. When resins are exposed to heat, exothermic chemical reaction is
induced and participate to the curing of the resin. This complex physico-
chemical phenomenon is governed by polymerisation reactions and nume-
rous models have been built depending on the resin charasteristics [67, 88,
72, 43, 78, 73]. Generalised forms for the modeling of such reaction is given
by:

∂α

∂t
= f (α, T), (3.1)

where α is the degree of cure of the resin and T the temperature. The source
term Qkin(x, y, z, t) intervening in the heat equation is proportionnal to the
derivative of α according to time:

Qkin(x, y, z, t) = ∆H(1−Vf )ρr

∫ t

0

∂α

∂t
dξ, (3.2)

where ∆H is the enthalpy of reaction, Vf is the fiber content of the composite
part and ρr is the density of the resin.

Such formulation is then non-linear and again needs for an iterative simula-
tion to be solved. As a consequence, such contribution can easily be added
in the new solution developed by MOR techniques. The use of MOR for the
reduction of thermal models coupling thermo-kinetics and electromagnetic
sources is original. No previous work has been found coupling such physics
and using reduction techniques for control. In addition, the poorly known
behaviour of resins under microwave leads to a necessary refined control
during the process. Unexpected reactions and sudden temperature change
can be addressed despite few modeling information on thermokinetics un-
der electromagnetic fields.

3.2 Reduction of the heat equation with thermo-

kinetic and electromagnetic sources

This section develops the MOR for the heat equation when considering thermoki-
netic and electromagnetic heat sources under the constraint of a tunable power
delivered by the magnetron in the oven cavity at each time step.
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The electromagnetic problem being linear regarding the electromagnetic power,
we denote by Θ(x, y, z) the electromagnetic source field in the simulation do-
main Ω when a unit power source applies at the magnetron. Thus, the total
electromagnetic power results PΘ(x, y, z), with P the magnetrons power.

The heat equation allows computing the temperature at each point (x, y, z) =
x ∈ Ω and time t, T(x, t), with T(x, t = 0) assumed known and by enforcing
appropriate boundary conditions on the domain boundary ∂Ω. It writes

ρCp
∂T
∂t

= ∇ (λ · ∇T) + PΘ(x) + S(x, t), (3.3)

where for the sake of simplicity thermal dependences on the different parame-
ters (ρ, Cp and the thermal conductivity λ) are neglected. In the previous
equation S refers to the source term related to the kinetic coupling (curing,
phase transformation, etc ...) that in general is given by a nonlinear function
on the temperature and the degree of advancement of the kinetic reaction.
This kinetic term is nonlinear but its remains local in space.

After discretizing the previous equation using an appropriate numerical tech-
nique (e.g. finite elements, finite differences, ...) it results

M
Tn+1 − Tn

∆t
= KTα(n+1)+(1−α)n + Pn+1Θ + Sn, (3.4)

where M is the traditional mass matrix, K the stiffness matrix and with 0 ≤
α ≤ 1, leading to an explicit strategy when choosing α = 1 or implicit in the
case of considering α = 0. M and K depends on the numerical technique
chosen.

When solving online the thermal problem with very small time steps (fine
control strategy), the explicit method seems more appropriate, and could ful-
fill real-time constraints. However, when calculating a parametric solution,
as it is the case in what follows, an implicit discretization seems more appro-
priate because of its superior stability behavior. Thus, in what follows we
consider α = 1 that leads to:

(M− ∆tK)Tn+1 = ∆tPn+1Θ + ∆tSn + MTn. (3.5)

Now, many snapshots of the temperature field T and the kinetic source term
S are collected and a SVD –Singular Value Decomposition– is performed,
from which the respective reduced basis could be extracted, consisting of the
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eigenvectors associated with the higher eigenvalues. The N higher eigenval-
ues are chosen such as |αN − α1| < ε where α1 is the higher eigenvalue and ε

the tolerance chosen (here ε = 10−8). Thus, both reduced bases are composed
of vectors φl and ψm respectively, with l = 1, · · · ,L and m = 1, · · · ,M, with
both L andMmuch smaller than the number of nodes Nn used in the space
discretization.

Thus, we can perform approximations at any time tn according to

Un ≈
L
∑
l=1

βn
l φl, (3.6)

and

Sn ≈
M
∑

m=1
γn

mψm. (3.7)

By defining Φ the matrix whose columns are φm and Ψ the one composed by
vectors ψn, implying: {

Un = Φβn

Sn = Ψγn , (3.8)

we can obtain the reduced discrete linear system related to Eq. (3.5)

ΦT(M− ∆tK)Φβn+1 = ∆tPn+1ΦTΘ + ∆tΦTΨγn + ΦTMΦβn, (3.9)

where after intoducing into Eq. (3.5) expression (3.8), the resulting equation
is premultiplied by ΦT.

The parametric solution for the power delivered by the electromagnetic source
consists in writing βn+1 as a function of P , of each component of γn and βn.
For that purpose, and taking into account the linearity of the previous equa-
tion we must solve 1 + L+M linear systems (related to a single time step):

• We denote by vp the solution of Eq. (3.9) for Pn+1 = 1, βn = 0 and
γn = 0;

• Then vectors vβ
l , for l = 1, · · · ,L, solutions of Eq. (3.9) for Pn+1 = 0,

γn = 0, βn
k = δl,k (with δ the Kroenecker delta);

• Finally vector vγ
m, for m = 1, · · · ,M, solutions of Eq. (3.9) for Pn+1 = 0,

βn = 0, γn
k = δm,k.

Now, as soon as the solution at the previous time step is known, βn, as well
as the kinetic sources γn and the present electromagnetic power applied at
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the magnetrons Pn+1, the solution reads

βn+1 = Pn+1vp +
L
∑
l=1

βn
l vβ

l +
M
∑

m=1
γn

mvγ
m. (3.10)

Eq. (3.10) can be efficiently applied, with the only issue related to the de-
termination of γn. For that purpose, as soon as βn is assumed known (com-
puted at the previous time step), the full temperature field is reconstructed
from Tn = Φβn, then from nodal temperatures one can evaluate the kinetic
term Sn, and then project it into the reduced basis to obtain γn = ΨTSn.

Such calculation for the solution at each time step is fast (tens of nanose-
conds) and Pn+1 can be adjusted by the control algorithm in order to fit the
required heat treatment.

To conclude on the development of the modeling of temperature evolution
using MOR coupling electromagnetics and thermo-kinetics, the developed
tool allows instant resolution of the temperature field using Eq. 3.10 for two
configurations. On a first case, the power applied at the magnetron is known
and solving Eq. 3.10 amounts to solve the heat equation in the part taking
into account all heat sources occuring in the composite part. On a second case
where the user needs to control the power delivered by the oven to follow
a specific requirement, the instantaneous resolution of Eq. 3.10 enables to
choose the adapted power –using an optimisation algorithm matching the
temperature wanted at the specific time with the temperature simulated by
tuning the power value.

3.3 Experimental measurements for reduction model

validation

In order to investigate the capabilities of the model reduction proposed on
the heat equation, experimental work is done for two different samples of
carbon fiber preform.

The following experiments have been realised in the framework of the SIMU-
TOOL project with the partnership of TWI, Loiretech, Faurecia and Airbus
Group Innovation.
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3.3.1 Microwave oven device

The microwave oven device used for the heating process of the composite
part is a heaxagonal-shaped Hephaistos VHM 100/100 produced by Weiss
Technik (Fig. 3.1). The microwave power is supplied by the twelve mag-
netrons placed around the oven with two magnetrons on each side of the
hexagone. Each magnetron delivers an electromagnetic field at a 2.45GHz
frequency and up to 850W, total power of the oven then being 10.2kW. Di-
mensions of the cavity are approximately 1m in each direction.

FIGURE 3.1: Hexagonal-shaped Hephaistos microwave oven

.

The unique hexagonal shape has been designed in order to overcome the
field heterogeneity issue in a closed cavity. As shown in Section 2.3.1, the
electric field distribution is likely to be strongly heterogeneous in the mi-
crowave oven cavity. As claimed by the oven designer, using an hexagonal
shape and twelve sources placed around the cavity draws the expectation
of the user to have a more homogeneous field distribution in the cavity. To
enhance this assumption, simulations of the oven cavity with the supplied
metal table are carried using the CEM One software [16] from ESI Group.
This software shows more capabilities than Comsol when it comes to large-
domain simulations and simulation technique can be adapted to the more
suited to the case. Possible methods are the Mehod of Moments (MoM) [34,
35, 61], the Finite Element Method (FEM) or the Finite Difference Time Dif-
ference method (FDTD) [91, 82, 81, 46]. In our case, the FDTD method is
chosen due to its smaller amount of memory needed with finer mesh and it
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FIGURE 3.2: Electric field amplitude for the empty oven with
all waveguides feeding

.

is the least time-consuming option. Figs.3.2-3.3 depict the electric field am-
plitude and surface current in the empty oven cavity with the metallic table.
Electric field amplitude obtained on the middle cross-section agrees with the
homogeneity statement of the field.

3.3.2 Samples used

Two different samples are prepared to be tested in the microwave oven with
temperature monitoring. The geometry of the samples is a plate which di-
mensions are 200mm× 200mm× 3mm placed in the center of a mold of di-
mensions 300mm× 300mm× 40mm.

The material used for the samples are preforms made of carbon fibers. The
first preform is composed of short carbon fibers randomly distributed with a
small proportion of thermoplastic binder to help the fibers to stick together
(Fig. 3.5). The second preform is a laminate (Fig. 3.6) with a quasi-isotropic
stacking [45◦ 90◦ 135◦ 0◦] of unidirectional plies composed of carbon fibers
and epoxy resin. The microwave heating purpose for the two samples are
different: the projected-fiber sample needs to be pre-heated before forming
and the carbon / epoxy sample needs to be cured in the microwave oven.
Therefore, the heat treatment required is different in each case and needs to
be controled over time during the process by adjusting the power delivered
by the magnetrons. For the projected-fiber sample, the preforming requires
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FIGURE 3.3: Surface currents (right) for the empty oven with
all waveguides feeding

.

FIGURE 3.4: Mold design for experimental tests in the mi-
crowave oven

.
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FIGURE 3.5: Projected fiber sample prior to heating
.

FIGURE 3.6: Carbon / epoxy sample prior to heating
.

atemperature of 230◦C during one minute in order to melt the thermoplas-
tic binder and ensure the preform to be manipulated. The carbon / epoxy
sample needs to follow the cure cyle of the epoxy resin composed of two
main phases. First phase is a heating from room temperature to 180◦C at a
3◦C/min rate and the second phase is a 2-hour dwell at 180◦C. As depicted
on 3.7, the two cure cycles studied are very different in both duration and
precision requirements. For the projected fiber sample, process can be opti-
mised to achive the heating cycle whereas for the carbon / epoxy sample, the
cycle needs to be carefully followed for a full cure of the resin and ensure the
quality of the part.

3.3.3 Temperature measurements

Temperature measurements during the trials are carried using six measuring
fibre optic thermocouples placed within the tool and preform. Location of the
thermocouples are depicted in Figs. 3.8-3.10 for the projected-fiber sample
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FIGURE 3.7: Heating cycles for projected fiber sample (left) and
carbon / epoxy sample (right) where ts refers to the shortest

possible heating time from ambient temperature to 230◦C
.

and in Fig. 3.11-3.13 for the carbon / epoxy sample.

3.4 Experimental and simulation comparison

3.4.1 Sample 1: no kinetic heat sources

The first sample tested is the projected-fiber sample. Simulation of the elec-
tric field distribution in the oven cavity is carried using CEM One software
which is able to provide the heat sources distribution within the mold and
composite part. The heat sources in the part are depicted on Fig. 3.14 in the
case where the twelve magnetrons are switched on and delivering a unitary
power.

The experimental results for the heating of the composite part in the oven are
depicted on Fig. 3.16 using the power evolution of Fig. 3.15. The power evo-
lution is automatically generated by the self-control device of the oven given
a specific heat cycle. It is reminded that the requirements for this specific
sample is to reach 230◦C during one minute.
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FIGURE 3.8: Thermocouples location in the projected-fiber
sample, bottom view of the tool and sample - striped thermo-
couples represent the thermocouples inserted in the middle of

the part

FIGURE 3.9: Thermocouples location in the projected-fiber
sample, top view of the tool and sample
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FIGURE 3.10: Thermocouples location in the projected-fiber
sample, front view of the tool and sample

FIGURE 3.11: Thermocouples location in the carbon / epoxy
sample, bottom view of the tool and sample

FIGURE 3.12: Thermocouples location in the carbon / epoxy
sample, top view of the tool and sample
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FIGURE 3.13: Thermocouples location in the carbon / epoxy
sample, front view of the tool and sample

FIGURE 3.14: Heat sources distribution in the composite part
for unitary power delivered by the twelve magnetrons for the

projected-fiber sample in W/m3
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FIGURE 3.15: Power evolution during the projected-fiber sam-
ple trial (100% of the power represents a total 10.2 kW delivered

by the twelve magnetrons)
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FIGURE 3.16: Measured temperature evolution at the six sen-
sors locations in the projected-fiber sample
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FIGURE 3.17: Temperature evolution at sensors location simu-
lated with the MOR technique for the projected fiber sample

First validation for the MOR algorithm used is to apply the same power evo-
lution as the experimental trial in the numerical resolution. Simulation re-
sults are depicted on Figs. 3.17-3.18. The temperature evolution at the sen-
sors locations (Fig. 3.17) is of the same order of magnitude as in the experi-
mental trial. Fig. 3.18 shows the temperature distribution in the middle cross-
section of the composite part. The heterogeneity of the heating observed is a
consequence of the heterogeneity of the heat sources due to the microwave
heating (as shown on Fig. 3.14).

In order to optimise the heating process for the part, MOR algorithm is ran
in order to get the fastest heating rate to the required 230◦C. The power
distribution and temperature evolution at sensors obtained are respectively
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FIGURE 3.18: Temperature distribution at the end of the heat-
ing process in the middle cross-section of the composite part for

the projected fiber sample
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FIGURE 3.19: Power evolutions for the optimised (rleft) and
initial (right) heating processes for the projected-fiber sample

depicted on Fig. 3.19 and Fig. 3.20. The optimised process cuts down the
duration of the heating of the part to 380 seconds (approximately 6 minutes)
as shown on Fig. 3.20.

3.4.2 Sample 2: exothermic epoxy curing

The second sample tested is the carbon / epoxy sample. Simulation of the
electric field distribution in the oven cavity is carried using CEM One soft-
ware which is able to provide the heat sources distribution within the mold
and the homogenized composite part (homogenization of properties is car-
ried according to [39]). The heat sources in the part are depicted on Fig. 3.21
in the case where the twelve magnetrons are switched on and delivering a
unitary power.
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FIGURE 3.20: Temperature evolution at the six sensors loca-
tions in the projected-fiber sample for the optimised heating

FIGURE 3.21: Heat sources distribution in the composite part
for unitary power delivered by the twelve magnetrons for the

carbon / epoxy sample in W/m3
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FIGURE 3.22: Power evolution during the carbon / epoxy sam-
ple trial (100% of the power represents a total 10.2 kW delivered

by the twelve magnetrons)

The experimental results for the heating of the composite part in the oven are
depicted on Fig. 3.23 using the power evolution of Fig. 3.22. The heat cycle
required for this sample is a heating phase at a 3◦C/min rate up to 180◦C and
then rest at a constant level of 180◦C during 2 hours.

In this case, optimisation of the power evolution is not feasible as the heat cy-
cle required is determined by the curing cycle of the epoxy resin and cannot
be changed. However, validation can be performed by the kinetic sources
added to the numerical resolution.

For the validation, a Kamal-Sourour model for the curing of epoxy resin is
used given by Eq. 3.11 and parameters in Table 3.1 ([44, 45]).

∂α

∂t
= (

k1ckD

k1c + kD
+

k2ckD

k2c + kD
αm)(1− α)n, (3.11)

where kD = kD0exp(− p1T−p2
p3(T−Tg)+p4)

, ki = Aiexp(− Ei
RT ) for i = 1c, 2c and D0

and Tg = Tg0 +
(Tg∞−Tg0)βα

1−(1−β)α
.

Fig. ?? depicts the temperature evolution at sensors location for the heating
process of the preform following the power evolution of the experimental
trail and considering a Kamal-Sourour model for the resin reaction. The ki-
netic model is not adapted to our case and leads to a temperature runaway.
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FIGURE 3.23: Measured temperature evolution in time at the
six sensors locations in the carbon / epoxy sample

TABLE 3.1: Parameters for the Kamal-Sourour model of the ki-
netic reaction of the epoxy resin [44, 45]

Parameters Values
A1c(s−1) 4.50 106

A2c(s−1) 1.30 106

AD0(s−1) 6.5 1018
E1c(J/mol) 74682
E2c(J/mol) 58224
ED0(J/mol) 136845

p1(1/◦C) 0.0023131
p2(Nounits) 0.0181789

p3(1/◦C) 0.00048
p4(Nounits) 0.025
m(Nounits) 1.4951162
n(Nounits) 1.0658882

Tg0(
◦C) −11

Tg∞(◦C) 228
β(Nounits) 0.565
∆H(J/g) 429
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FIGURE 3.24: Temperature evolution at sensors location for the
carbon / epoxy sample and simplified kinetic model

Because the Kamal-Sourour model has been modeled from conduction heat-
ing, it does not take into account the very specific phenomena the resin en-
counter when subjected to microwaves. This specific behaviour has been ob-
served in the littereature [28, 59]. In order to fit the experimental data using
the MOR technique, a simplified model is proposed:

∂α

∂t
= A(1− α)n, (3.12)

with A = 0.00012 and n = 1.0658882.

Fig. 3.24 depicts the results of the simulation with the simplified kinetic
model. With the model and parameters chosen, the temperature distribution
is consistent with the experimental results.

3.5 Discussions and conclusions

In this chapter, a numerical technique that make possible a real-time control
over the heating process has been presented. Using a Model Order Reduc-
tion technique, the heat equation is solved with an iterative scheme which
allows the user to modify the power delivered by the magnetrons at each
time step. Using this technique of resolution of the heat equation and si-
mulations performed by the software CEM One, the heating process of two
different composite parts have been studied and compared to experimental
data.
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In the case of the short carbon fibers preform, experimental and simulation
results are consistent. The algoritm for real-time control has been used to
identify the optimum power distribution in order to reach the heating re-
quirements as fast as possible. However, eventhough such power distribu-
tion has been identified, it can not be tested in an experimental trial. The
small size of the part - with low dissipation of the electromagnetic field re-
frains the oven to work at full capacity. If the magnetrons deliver a higher
power, the numerous reflections of the electromagnetic waves and the low
losses in the oven cavity might damage the magnetrons as the reflected waves
would have a high amplitude.

In the case of laminate composite composed of carbon fibers and epoxy resin,
the heat sources due to the kinetic reaction of the resin have been taken into
account. In order to adapt the kinetic model to the specific case of microwave
heating, a simplified model has been proposed and depicts matching results
with the experimental data.
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Conclusion

In order to ensure a growing use of composite materials, new processes have
to be developed to match the high expectations of the different industries
involved in composite manufacturing: less energy use, faster process and
high-quality parts. Following this will, the present work have aimed to the
development of the understanding of the phenomena occuring during the
heating process of a laminate composite using microwaves thanks to simula-
tion tools.

Several developments have been pursued for different levels of understan-
ding of the process. The first development made has been focused on un-
derstanding the propagation of the electric field in a laminate part. Thanks
to the PGD approach, the refinement needed at the interface of the several
plies of the part has been implemented. Several numerical challenges have
been tackled: enforcing the electric field discontinuity at interfaces and the
regularisation of the double-curl electromagnetic formulation. The second
development proposed in this work concerns the simulation of the full hea-
ting process in an oven cavity. Thanks to the coupling of the electromagnetic
and thermal resolutions, a deeper understanding of the crucial parameters
of the microwave heating process is now available. The third and final de-
velopment is focused on the industrialization of the process and validation
of the work thanks to experimental data generated in a real-size industrial
microwave oven. A real-time control over the process is possible thanks to
a model order reduction approch to solve the heat equation. Heat sources
due to the exothermic reaction of the resin are taken into account and fit the
experimental results.

Perspectives for this work are numerous.

– Electromagnetic-thermal coupling: for now, the boundary conditions
transfer is enforced only from the oven cavity to the part. However, in
order to enforce a strong coupling, an iterative scheme should be intro-
duced. Domain decomposition techniques are suitable for such work
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and are under investigation in order to extend the coupling proposed
here.

– Heating processes: the simulation tools developed can be extended to
any kind of polymer / composite heating due to electromagnetic field,
either in a microwave oven cavity or in a more open area under an
antenna for example.

– Enhancement of the control algorithm: one interesting additional fea-
ture of the control algorithm could be to consider each magnetron indi-
vidually. Therefore, the optimisation of the proceess would not only be
a faster process but also a limitation of the temperature heterogeneity
in the composite part.
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Appendix A

Basis of electromagnetism

A.1 Maxwell’s equations

The four equations governing the propagation of electric and magnetic fields
in a medium are called Maxwell’s equations. This set of equations describe
how the electromagnetic field [E; H] is created by charges and currents.

The first esqution is called the Maxwell-Gauss equation. It states that the
electric flux D through a closed surface is proportional to the electric charge
ρc contained in the surface.

∇ ·D = ρc (A.1)

The second equation is called the Maxwell-Gauus equation for magnetics
and highlights the non-existence of individual magnetic charges (monopoles)
contrary to electric charges. The equation states that the magnetic flux B
through a closed surface is zero.

∇ · B = 0 (A.2)

The third equation is called the Maxwell-Faraday equation and translates
the induction phenomena. A magnetic field B changing in time induces an
electric field E travelling in space along a closed line.

∇× E = −∂B
∂t

(A.3)

The fourth and last equation is called the Maxwell-Ampère equation. It states
that magnetic field H can be generated by either by electric current J or time-
varying electric field D.

∇×H = J +
∂D
∂t

(A.4)
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A.2 Curl-curl formulation

The curl-curl formulation for the electric field is a partial differential equation
which governs the electric field propagation in a medium. This formulation
comes from the combination of the Maxwell’s equation and of the condtitu-
tive laws for materials in electromgnetism:

J = σE, (A.5)

D = εE, (A.6)

B = µH, (A.7)

where σ, ε and µ are the dielectric properties of the material: electric conduc-
tivity, permittivity and magnetic permeability.

The double-curl formulation is obtained following the steps below starting
from the Maxwell-Faraday equation.

∇× E = −∂B
∂t

(A.8)

∇× E = −µ
∂H
∂t

(A.9)

1
µ
∇× E = −∂H

∂t
(A.10)

∇× (
1
µ
∇× E) = −∇× (

∂H
∂t

) (A.11)

∇× (
1
µ
∇× E) = − ∂

∂t
∇×H (A.12)

∇× (
1
µ
∇× E) = − ∂

∂t
(J +

∂D
∂t

) (A.13)

∇× (
1
µ
∇× E) = −σ

∂E
∂t
− ε

∂2E
∂t2 (A.14)

Assuming being in the frequency space, the electric field and its derivatives
can be written as:

E = Eeiωt, (A.15)

∂E
∂t

= iωE, (A.16)

∂2E
∂t2 = −ω2E, (A.17)
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where E is the amplitude and ω the angular frequency.

Eq. A.14 then becomes after simplification by eiωt

∇× (
1
µ
∇× E) = −iωσE + ω2εE. (A.18)

Finally, the curl-curl formulation is obained:

∇× (
1
µ
∇× E)−ω2ε∗E = 0 (A.19)

where ε∗ is the complex permittivity defined by:

ε∗ = ε− i
σ

ω
. (A.20)

A.3 Interface conditions for electric field

To determine the electric field behaviour at the interface between two materi-
als, the integral forms of the Maxwell-Gauss and Maxwell-Faraday equations
have to be examined.

First, the Maxwell-Gauss equation is studied, considering in our case no vo-
lumic electric charge and integration over a volume:∫

∇ ·DdV = 0 (A.21)

which leads to: ∮
D · dS = 0 (A.22)

using the Ostogradsky theorem.

Applying this equation to a small box as depicted in Fig. A.1 and considering
∆h→ zero, the fluxes entering and leaving the box through the surface are:∮

D · dS = D1 · n̂∆s + D2 · (−n̂)∆s = 0. (A.23)

Therefore, the normal component of the electric flux density vector at the
interface between two media are related by:

Dn1 = Dn2 (A.24)
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FIGURE A.1: Box at the interface between two media

FIGURE A.2: Loop at the interface between two media

and in terms of electric field:

ε1En1 = ε2En2. (A.25)

Then, looking at the Maxwell-Faraday equation integrated over a surface, we
have: ∮

∇× E · dS = −
∮

∂B
∂t

dS (A.26)

which leads to : ∮
E · dl = −

∮
∂B
∂t

dS (A.27)

using the Stokes theorem.

Applying this equation to a small rectangular loop at the interface as depicted
in Fig. A.2 and considering ∆h → zero, the magnetic flux tends to zero and
electric field is:∮

E · dl =
∫ b

a
E1 · dl +

∫ d

c
E2 · dl = E1 · ∆l + E2 · (−∆l) = 0. (A.28)
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Therefore, the tangential components of the electric field are related by:

Et1 = Et2. (A.29)
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Appendix B

PGD technique - detailed example
on the heat equation

The objective of the following example is to explicit the different steps for the
resolution of a numerical problem using the Proper Generalized Decomposi-
tion. This example is based on the developments proposed in the litterature
[20].

B.1 PGD assumption and heat equation

The example treated in this section is the resolution of the transient heat
equation in two dimensions with Dirichlet boundary conditions. The heat
equation is considered in the domain Ω = Ωx ×Ωy ×Ωt = (0, L)× (0, L)×
(0, tmax):

ρCp
∂T
∂t

= ∇(λ∇T). (B.1)

Boundary and initial conditions are the following:

T(x = 0, y, t) = T1

T(x = L, y, t) = T1

T(x, y = 0, t) = T1

T(x, y = L, t) = T1

T(x, y, t = 0) = f (x, y)

(B.2)

where the function f is defined by Eq. B.25 and represented in Fig. B.1.

f (x, y) =

{
T1 + (T2 − T1) sin(π x

L ) sin(2π
y
L ) ∀ x and 0 ≤ y < L

2

T1 ∀ x and L
2 ≤ y < L

(B.3)
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FIGURE B.1: Initial condition f defined on Ωxy = (0, L)× (0, L)
.

The weak formulation for the heat equation under such boundary conditions
is: ∫

Ω
T∗ρCp

∂T
∂t

dΩ +
∫

Ω
∇T∗λ∇TdΩ = 0 (B.4)

for any function T∗ regular enough.

The objective is to obtain a solution under the separated form:

T(x, y, t) =
N

∑
i=1

Xi(x) ·Yi(x) ·Θi(t). (B.5)

The computation is conducted one enrichment term i after another, each en-
riching the previous one until convergence is reached.

B.2 Construction of the separated representation

The detailed calculation of one enrichment term is presented in this section.
For the enrichment step n, the previous terms are assumned known, written
under the separated form:

Tn−1(x, y, t) =
n−1

∑
i=1

Xi(x) ·Yi(y) ·Θi(t). (B.6)

The next step consists of computing the three unknown functionals Xn(x),
Yn(y) and Θn(t). The resulting problem is non-linear and an iterative scheme
by alternating directions is chosen. At iteration p, the approximation of the
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temperature field reads:

Tn,p(x, y, t) = Tn−1(x, y, t) + Xp
n(x) ·Yp

n (y) ·Θ
p
n(t). (B.7)

The alternating strategy is composed of three steps for each iteration: cal-
culating Xp

n(x) from Yp−1
n (y) and Θp−1

n (t), calculating Yp
n (y) from Xp

n(x) and
Θp−1

n (t) and finally calculating Θp
n(t) from Xp

n(x) and Yp
n (y). Random guesses

Y0
n(y) and Θ0

n(t) are fixed at the start of the iterative process. The alternat-
ing direction scheme runs until reaching a fixed point considering the user-
specified tolerance ε:

‖ Xp
n(x) ·Yp

n (y) ·Θ
p
n(t)− Xp−1

n (x) ·Yp−1
n (y) ·Θp−1

n (t) ‖
‖ Xp−1

n (x) ·Yp−1
n (y) ·Θp−1

n (t) ‖
< ε. (B.8)

At the end of the process, functionals are assigned: Xn(x)← Xp
n(x), Yn(y)←

Yp
n (y) and Θn(t)← Θp

n(t).

Each step of the alternating direction strategy is now detailed.

B.2.1 Step 1. Calculating Xp
n(x) from Yp−1

n (y) and Θp−1
n (t)

The approximation of the temperature field reads:

Tn,p(x, y, t) =
n−1

∑
i=1

Xi(x) ·Yi(y) ·Θi(t) + Xp
n(x) ·Yp−1

n (y) ·Θp−1
n (t), (B.9)

where every functional is known except for Xp
n(x). The choice of for the

weight function T∗ is:

T∗(x, y, t) = X∗n(x) ·Yp−1
n (y) ·Θp−1

n (t). (B.10)

Injecting B.9 and B.10 in B.4, we get:

∫
Ω

X∗n ·Y
p−1
n ·Θp−1

n ρCpXp
n ·Y

p−1
n · dΘp−1

n

dt
dΩ+

∫
Ω

dX∗n
dx
·Yp−1

n ·Θp−1
n λ

dXp
n

dx
·Yp−1

n ·Θp−1
n dΩ+

∫
Ω

X∗n ·
dYp−1

n

dy
·Θp−1

n λXp
n ·

dYp−1
n

dy
·Θp−1

n dΩ =

−
∫

Ω
X∗n ·Y

p−1
n ·Θp−1

n ρCp(
n−1

∑
i=1

Xi ·Yi ·
dΘi

dt
)dΩ−

∫
Ω

dX∗n
dx
·Yp−1

n ·Θp−1
n λ(

n−1

∑
i=1

dXi

dx
·Yi ·Θi)dΩ−
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∫
Ω

X∗n ·
dYp−1

n

dy
·Θp−1

n λ(
n−1

∑
i=1

Xi ·
dYi

dy
·Θi)dΩ. (B.11)

Since all functions of y and t are known, we can compute the following inte-
grals over Ωy and Ωt:

αx =
∫

Ωy×Ωt
Yp−1

n ·Yp−1
n ·Θp−1

n · dΘp−1
n

dt dy · dt

βx =
∫

Ωy×Ωt
Yp−1

n ·Yp−1
n ·Θp−1

n ·Θp−1
n dy · dt

γx =
∫

Ωy×Ωt

dYp−1
n
dy ·

dYp−1
n
dy ·Θ

p−1
n ·Θp−1

n dy · dt

δx
i =

∫
Ωy×Ωt

Yp−1
n ·Yi ·Θ

p−1
n · dΘi

dt dy · dt

εx
i =

∫
Ωy×Ωt

Yp−1
n ·Yi ·Θ

p−1
n ·Θidy · dt

ξx
i =

∫
Ωy×Ωt

dYp−1
n
dy ·

dYi
dy ·Θ

p−1
n ·Θidy · dt

(B.12)

Eq. B.11 then becomes:

∫
Ωx

X∗n · ρCp · αx · Xp
ndx +

∫
Ωx

dX∗n
dx
· λ · βx · dXp

n

dx
dx+

∫
Ωx

X∗n · λ · γx · Xp
ndx = −

n−1

∑
i=1

(
∫

Ωx
X∗n · ρCp · δx

i · Xidx+

∫
Ωx

dX∗n
dx
· λ · εx

i ·
dXi

dx
dx +

∫
Ωx

X∗n · λ · ξx
i · Xidx). (B.13)

The equation we obtain is a weak formulation for a 1D problem defined on
Ωx which can be solved using traditional methods - by the finite element
method for example, in order to get the functional Xp

n .

B.2.2 Step 2. Calculating Yp
n (y) from Xp

n(x, y) and Θp−1
n (t)

The approximation of the temperature field reads:

Tn,p(x, y, t) =
n−1

∑
i=1

Xi(x) ·Yi(y) ·Θi(t) + Xp
n(x) ·Yp

n (y) ·Θ
p−1
n (t), (B.14)

where every functional is known except for Yp
n (x). The choice of for the

weight function T∗ is:

T∗(x, y, t) = Xp
n(x) ·Y∗n (y) ·Θ

p−1
n (t). (B.15)
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Injecting B.14 and B.15 in B.4, we get:

∫
Ω

Xp
n ·Y∗n ·Θ

p−1
n ρCpXp

n ·Y
p
n ·

dΘp−1
n

dt
dΩ+

∫
Ω

dXp
n

dx
·Y∗n ·Θ

p−1
n λ

dXp
n

dx
·Yp

n ·Θ
p−1
n dΩ+

∫
Ω

Xp
n ·

dY∗n
dy
·Θp−1

n λXp
n ·

dYp
n

dy
·Θp−1

n dΩ =

−
∫

Ω
Xp

n ·Y∗n ·Θ
p−1
n ρCp(

n−1

∑
i=1

Xi ·Yi ·
dΘi

dt
)dΩ−

∫
Ω

dXp
n

dx
·Y∗n ·Θ

p−1
n λ(

n−1

∑
i=1

dXi

dx
·Yi ·Θi)dΩ−

∫
Ω

Xp
n ·

dY∗n
dy
·Θp−1

n λ(
n−1

∑
i=1

Xi ·
dYi

dy
·Θi)dΩ. (B.16)

Since all functions of x and t are known, we can compute the following inte-
grals over Ωx and Ωt:

αy =
∫

Ωx×Ωt
Xp

n · X
p
n ·Θ

p−1
n · dΘp−1

n
dt dx · dt

βy =
∫

Ωx×Ωt

dXp
n

dx ·
dXp

n
dx ·Θ

p−1
n ·Θp−1

n dx · dt

γy =
∫

Ωx×Ωt
Xp

n · X
p
n ·Θ

p−1
n ·Θp−1

n dx · dt

δ
y
i =

∫
Ωx×Ωt

Xp
n · Xi ·Θ

p−1
n · dΘi

dt dx · dt

ε
y
i =

∫
Ωx×Ωt

dXp
n

dx ·
dXi
dx ·Θ

p−1
n ·Θidx · dt

ξ
y
i =

∫
Ωx×Ωt

Xp
n · Xi ·Θ

p−1
n ·Θidx · dt

(B.17)

Eq. B.16 then becomes:∫
Ωy

Y∗n · ρCp · αy ·Yp
n dy +

∫
Ωy

Y∗n · λ · βy ·Yp
n dy+

∫
Ωy

dY∗n
dy
· λ · γy · dYp

n

dy
dy = −

n−1

∑
i=1

(
∫

Ωy
Y∗n · ρCp · δy

i ·Yidy+

∫
Ωy

Y∗n · λ · ε
y
i ·Yidy +

∫
Ωy

dY∗n
dy
· λ · ξy

i ·
dYi

dy
dy). (B.18)

The equation we obtain is a weak formulation for a 1D problem defined on
Ωy which can be solved using traditional methods - by the finite element
method for example, in order to get the functional Yp

n .
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B.2.3 Step 3. Calculating Θp
n(t) from Xp

n(x) and Yp
n (y)

The approximation of the temperature field reads:

Tn,p(x, y, t) =
n−1

∑
i=1

Xi(x) ·Yi(y) ·Θi(t) + Xp
n(x) ·Yp

n (y) ·Θ
p
n(t), (B.19)

where every functional is known except for Θp
n(x). The choice of for the

weight function T∗ is:

T∗(x, y, t) = Xp
n(x) ·Yp

n (y) ·Θ∗n(t). (B.20)

Injecting B.19 and B.20 in B.4, we get:

∫
Ω

Xp
n ·Y

p
n ·Θ∗nρCpXp

n ·Y
p
n ·

dΘp
n

dt
dΩ +

∫
Ω

dXp
n

dx
·Yp

n ·Θ∗nλ
dXp

n

dx
·Yp

n ·Θ
p
ndΩ+

∫
Ω

Xp
n ·

dYp
n

dy
·Θ∗nλXp

n ·
dYp

n

dy
·Θp

ndΩ =

−
∫

Ω
Xp

n ·Y
p
n ·Θ∗nρCp(

n−1

∑
i=1

Xi ·Yi ·
dΘi

dt
)dΩ−

∫
Ω

dXp
n

dx
·Yp

n ·Θ∗nλ(
n−1

∑
i=1

dXi

dx
·Yi ·Θi)dΩ−

∫
Ω

Xp
n ·

dYp
n

dy
·Θ∗nλ(

n−1

∑
i=1

Xi ·
dYi

dy
·Θi)dΩ. (B.21)

Since all functions of x and y are known, we can compute the following inte-
grals over Ωx and Ωy:



αt =
∫

Ωx×Ωy
Xp

n · X
p
n ·Y

p
n ·Y

p
n dx · dy

βt =
∫

Ωx×Ωy

dXp
n

dx ·
dXp

n
dx ·Y

p
n ·Y

p
n dx · dy

γt =
∫

Ωx×Ωy
Xp

n · X
p
n · dYp

n
dy ·

dYp
n

dy dx · dy

δt
i =

∫
Ωx×Ωy

Xp
n · Xi ·Y

p
n ·Yidx · dy

εt
i =

∫
Ωx×Ωy

dXp
n

dx ·
dXi
dx ·Y

p
n ·Yidx · dy

ξt
i =

∫
Ωx×Ωy

Xp
n · Xi · Yp

n
dy ·

Yi
dy dx · dy

(B.22)

Eq. B.21 then becomes:

∫
Ωt

Θ∗n · ρCp · αt · dΘp
n

dt
dt +

∫
Ωt

Θ∗n · λ · βt ·Θp
ndt+
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∫
Ωt

Θ∗n · λ · γt ·Θp
ndt = −

n−1

∑
i=1

(
∫

Ωt
Θ∗n · ρCp · δt

i ·
dΘi

dt
dt+

∫
Ωt

Θ∗n · λ · εt
i ·Θidt +

∫
Ωt

Θ∗n · λ · ξt
i ·Θidt). (B.23)

The equation we obtain is a weak formulation for a 1D problem defined on
Ωt which can be solved using traditional methods - by the finite element
method for example, in order to get the functional Θp

n.

B.3 Numerical application

Analytical and PGD solutions are compared in this section. The analytical
solution for the heat equation as described above is:

Tex(x, y, t) = T1 +
∞

∑
m=0

Bmsin(πx)sin(mπy)e−2π(1+m2)αt (B.24)

where α = k
ρCp

and

Bm =

{
(T2−T1)

32 if m = 2
(T2−T1)

16 ( 1
π(m−2) sin( pi

2 (m− 2))− 1
π(m+2) sin( pi

2 (m + 2))) if m 6= 2
(B.25)

Boundary and initial conditions are defined using the constants T1 = 293K
and T2 = 573K. Material properties are taken as α = 10−4m2/s. The dimen-
sions of the 2D spatial domain are set with L = 1m and the mesh is made of
M = 90 1D linear elements in x and y directions. The resolution is calculated
with tmax = 10min with a time step of 1 second.

Evolution of temperature during time is depicted on Fig. B.2. Fig. B.3 shows
the difference between exact solution and PGD solution at t = tmax for differ-
ent enrichment steps N. As N increases, the difference decreases and tends to
a stable distribution as given for N = 30. The convergence of the PGD with
respect to M and N is depicted on Fig. B.4.
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FIGURE B.2: Temperature distribution as calculated using the
PGD at different time

.

FIGURE B.3: TPGD − Tex for M = 90 and different enrichment
steps N for t = tmax

.
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FIGURE B.4: Error between PGD solution and analytical solu-
tion as a function of enrichment steps N and discretization re-

finement M for t = tmax

.
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