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Résumé

Jets relativistes : Modélisation des écoulements magnétisé dans l’environnement
des trous noirs de Kerr utilisant des méthodes auto-similaires

Les jets sont des phénomènes d’éjection collimatée de plasma magnétisé. Ces phénomènes liés à l’accrétion

d’un disque sur un objet central, sont relativement répandus dans l’univers : les environnements des étoiles
jeunes (objets Herbig-Haro, étoiles T Tauri), des binaires X, des sursauts gamma et les noyeaux actifs de

galaxies... Les jets extra-galactiques sont issus des trous noirs super-massifs au centre de galaxies telles que

les quasars ou les radiogalaxies. Ils sont caractérisés par leur taille, leur puissance et la vitesse du plasma.

Les jets extragalactiques sont étudiés dans de ce travail de thèse, même si les outils et méthodes

développés peuvent être utilisés pour les binaires X et les microquasars. Nous poserons en particulier
les questions des mécanismes de lancement, d’accélération et de collimation de ces écoulements. Nous

traiterons également de la source énergétique à l’origine de l’écoulement qui peut atteindre une puissance

de l’ordre de 1047erg.s−1.

Le liens avec l’accrétion, la proximité de la base des jets avec le trou noir central, les vitesses
d’écoulement observées dans certains jets, montrent que le traitement de ces questions doit inclure les

effet de la relativité générale. Nous étudierons donc des solutions de la décomposition 3+1 des équations
de la magnéto-hydrodynamique en métrique de Kerr. Nous nous appliquerons au développement d’un mod-

èle d’écoulement meridional-auto-similaire avec un traitement consistant du cylindre de lumière. Ce modèle

pouvant s’appliquer à la fois au jet et à l’accrétion. Nous explorons les mécanismes d’accélération et de

collimation des solutions produites. Nous calculerons des solutions de l’écoulement entrant dans l’horizon

et de l’écoulement sortant à l’infini incluant des termes d’injection de paires. Le rôle du mécanisme de

création de paires et des processus d’extraction de l’énergie du trou noir sera exploré.

Mots clés : Jets relativistes - magnétohydrodynamique en relativité général - auto-similarité - jets
extra-galactique - physique des trous noirs

Abstract

Relativistic Jets: Meridional self-similar model for MHD flows around Kerr black

holes

Jets are collimated ejection phenomena of magnetized plasma. These phenomena related to the accretion
of a disk on a central object, are relatively common in the universe: the environment of young stars (Herbig-

Haro Objects, T Tauri stars...), X-ray binaries, Gamma-ray-bursts, and active galactic nuclei... Extragalactic

jets come from super-massive black holes in the center of galaxies such as quasars or radiogalaxies. They

are characterized by their size, their power and speed of the plasma.

Extragalactic jets will be the subject of studies in this thesis work, although the tools and methods
developed can be used for X-ray binaries and microquasars. In particular, we will ask questions about the

mechanisms of launching, accelerating and collimating these flows, but also about the energy source at the
origin of the flow that can reach a power in the order of 1047erg.s−1.

The links with the accretion, the proximity of the jet base to the central black hole, flow velocities

observed in some jets, show that the treatment of these issues must include the effects of general relativity.

We will therefore study solutions of the 3+1 decomposition of magneto-hydrodynamic equations in Kerr

metric. We will apply ourselves the development of a meridional self-similar magnetized flow model with
a consistent treatment of the light cylinder effect. This model can be applied to both spine jet and inflow

onto the black hole. We explore the mechanisms of acceleration and collimation of the obtained solutions.
We will calculate solutions of the incoming flow on the horizon and the outgoing flow reaching infinity

including injection terms. The role of the pair creation mechanism and the processes of extracting energy

from the black hole are explored.

Keywords : Relativistic jets - general relativistic magnetohydrodynamics - auto-similarity - extragalac-

tic jets - black hole physics
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τ =
ǫ

1+Ω
−→ 0

Peut être une raison d’espérer?...
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Je tiens également à remercier Mr Joly, mon professeur de physique de première, celui qui,
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des fautes d’Anglais du manuscript, travail aussi titanesque que la tailles de jets de M87 et qui fit

perdre de nombreux cheveux sur sa tête ainsi que celles de mes encadrants. Je tiens à remercier
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Chapter 1

Introduction

Contents

1.1 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Extra-galactic jets are astrophysical phenomena of collimated magnetized relativistic plasma

outflows traveling through space in the two opposite directions. The bipolar outflows are always

associated to accretion disks. The accretion around a central super-massive black hole seems

to be the cause of the launching of relativistic jets. These jets are also present in accreting

X-ray binary systems, Gamma Ray Bursts (GRBs) and micro-quasars. Many types of high en-

ergy astrophysical sources can be explored in order to explain the jet formation and evolution,

the mechanisms of acceleration and collimation of plasma outflows and the power involved in

them. Indeed, these powerful phenomena involve high energy particles physics, fluid mechanics,

magnetohydrodynamics, turbulence and shocks in flows, non-equilibrium thermodynamics, gen-

eral relativity, and numerical simulation,... In short, they are still relatively poorly understood

phenomena and are a very active field of current astrophysical researches.

In this introduction, we do not pretend to make a complete state of the art regarding obser-

vations of extragalactic jets and accretion disks around black holes. Thus, we present a summary

of observations that give some jet properties and an order of magnitude of the quantities we need

to model the jet launching and propagation into the inter-galactic medium. Here we restrict our

presentation to jets in blazars and radiosources. Our model has application to microquasars or

GRB but the range of spatial, temporal and luminosity scales is different.

1



CHAPTER 1. INTRODUCTION

Object a∗ (Iron)

IRAS13224-3809 > 0.99

Mrk110 > 0.99

NGC4051 > 0.99

1H0707-495 > 0.98

RBS1124 > 0.98

NGC3783 > 0.98

NGC1365 0.97+0.01
−0.04

Swift J0501-3239 > 0.96

PDS456 > 0.96

Ark564 0.96+0.01
−0.06

3C120 > 0.95

Mrk79 > 0.95

MCG-6-30-15 0.91+0.06
−0.07

TonS180 0.91+0.02
−0.09

1H0419-577 > 0.88

IRAS00521-7054 > 0.84

Mrk335 0.83+0.10
−0.13

Ark120 0.81+0.10
−0.18

Swift J2127+5654 0.6+0.2
−0.2

Mrk841 > 0.56

Fairall9 0.52+0.19
−0.15

Table 1.1 – Table of measures of a for some Active Galaxy

Nuclei (AGN) given by (Credits : Bambi [2018]). Refer-
ences for each source are presented in the mentioned paper.

We now get some measurements of

supermassive black hole spin. How-

ever measurement of the spin param-

eter a of supermassive black holes is

currently an issue in astrophysical ob-

servations. Different techniques have

been explored. A technique consists

in analyzing the Kα iron line. Bambi

[2013] presents the results obtained for

nearby extragalactic jets (see Tab.1.1).

These super-massive black holes ex-

hibit spin between 0.56 (forMrk841)

to quasi maximally rotating black hole

(e.g. Mrk110). To derive the spin

it is necessary to model the disk and

the shape of the corona. This kind

of technique also allows Choudhury

et al. [2018] to test general relativity

in strong fields, using Johansen met-

ric, which deviates from Kerr metric.

They apply this method to Mrk 335

and without deviation to general rela-

tivity, they find a value between 0.9 et

0.97. Which is quite a high value of

spin compared to the one mentioned in

Tab.(1.1), (Parker et al. [2014]). An-

other technique was used by Gou et al.

[2014] to measure the spin of the black

hole of Cygnus X-1 binary.

Nevertheless these methods are model dependent for the accretion disk. Such kind of methods

and others technics are efficient for measuring black hole spin in X-ray binaries. X-ray binaries or

microquasars may be less suitable for steady-state modeling because the variability of accretion

has short time scales between hours and months.

Let us also mention the very important detection of gravitational waves (Abbott et al. [2016])

resulting from a fusion of two black holes, and whose pattern gives us a strong indication on

the masses, spins of the initial and final black holes. However, this technique does not allow to

measure the spin of black holes that do not emit or only faint gravitational waves.

It is now recognized that jets from AGN are made of several components. It seems that

outflow has at least two components, a surrounding disk wind and a spine jet the source of which

is subject to discussion. Indeed, the spine jet plasma may come from the accreting material or

from the black hole corona. But also pairs may be created by highly energetic photons emitted

from the disk.

To explain the peculiar emission of BL Lac objects, Ghisellini et al. [2005] proposed a transver-

sally structured jet model with two components. This two-component transverse structure was

also used by Sikora et al. [2016] to explain blazar emission. Sikora et al. [2016] develop such a

stratification model for the emission of strong-line blazars. It has also be done by Gaur et al.

[2017] to study the energy distribution of non thermal particles in the blazar PKS 2155-304.

Fabian and Rees [1995]; Henri and Pelletier [1991]; Sol et al. [1989] studied theoretically the

two component models. Henri and Pelletier [1991] explore the idea of a relativistic central jet

composed of electron positron pairs and surrounded by classical Magneto-Hydrodynamic (MHD)
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wind. Dynamical interactions between components are also explored. For example Gracia et al.

[2009] explain the collimation of the spine jet by the presence of an efficiently collimated outer-disk

wind component. Hervet et al. [2017] show the role of shock reflection in relativistic transverse

stratified jets, for formation and motion of knots.

Numerical simulations including Special Relativistic Magneto-Hydrodynamic (SRMHD) or

General Relativistic Magneto-Hydrodynamic (GRMHD) have also been performed to model the

jet formation and study their two components structuration. Millas et al. [2017] explored, using

the AMR-VAC simulation code, the role of toroidal velocity and magnetic field in the stability

of two-component jets. Many simulations after the ones of McKinney and Blandford [2009] ex-

hibit Poynting flux force-free spine jets. From numerical simulations, McKinney et al. [2012]

and Tchekhovskoy et al. [2011] have also derived a scaling law from between accretion rate and

magnetic flux threading the black hole horizon. In Zamaninasab et al. [2014] the authors justify

this scaling law from observations and analysis.

The ejection process, in particular in the spine jet, is deeply linked to the accretion process

on the central object. It is therefore essential to study the accretion on the central object to see

how it can influence the jet. The standard accretion-ejection models include accretion models

dominated by advection. These accretion models are applied to the internal part of the disks,

except for very high accretion efficiency, (see Narayan and Yi [1994]). The study of accreting

flows is also motivated by rotational energy transfer from the black hole to external medium.

The Penrose process (Penrose [1969]) and the Blandford&Znajek process (Blandford and Znajek

[1977]) are suspected to play an important role regarding the power observed in jets.

Nevertheless, to evaluate them properly, it is necessary to solve the GRMHD equations up to

the horizon of the black hole. These process are not fully explained. At some time a controversy

debate occurred about the the ”Meissner effect”. Komissarov and McKinney [2007] took part

in this debate, showing that solutions of electro-magnetic fields are different in vacuum electro-

dynamics and in MHDs. The authors conclude that the black hole horizon ”Meissner effect”

does not hold for highly conductive magnetospheres. Nathanail and Contopoulos [2014] also get

the same conclusion about ”Meissner effect”. They calculate solution that extract of black hole

rotational energy via Poynting flux. They solve force free solutions of Graad-Shafranov equation for

a Kerr magnetosphere. Their solutions are calculated for three different geometries (to infinite)

and high values of black hole spin. They smoothly cross the inner and outer light cylinders.

Komissarov [2009] also discusses the difference between both processes and the interpretation

of Blandford&Znajek one. The pure Penrose process, because of the small number of particle

fissions in the ergosphere that satisfy the process conditions, seems almost inefficient. (Bardeen

et al. [1972], Wald [1974]). However, Wagh et al. [1985] proved that the electromagnetic field

may supply the required energy to push particles into negative energy orbits. This allows to obtain

Penrose type extraction. The energetic interaction between the black hole rotational energy and

the ideal steady-state MHD fields have been studied by Takahashi et al. [1990] and Hirotani et al.

[1992]. The coupling between the fluid field and the electromagnetic field allows an effective

Penrose process. Numerical simulations also seem to show that the extraction process plays an

important role in jet formation. In most of the simulations (Komissarov 2005, McKinney 2006),

the extraction is dominated by the Poynting flux.

The central part of AGNs is possibly filled with high-energy photons from the disk. These pho-

tons can be at the origin of a mechanism for creating pairs (electron-positron, see Rees [1984]).

It can explain part of the core material of the jet. In fact, this mechanism, witch loading material

on magnetic field lines, can (a) fill the environment of the black hole (b) feed an accretion into

the black hole (inflow) and (c) launch a spine jet (outflow) on the same fieldline. The works

of Globus and Levinson [2013] and Globus and Levinson [2014] explore the importance of this

phenomena for final jet energy composition. Indeed for a magnetic field-line passing through the

horizon, in this treatment the energy flux inside the jet comes from the pair energy injection and

3
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energy flux extraction from the black hole.

The study of a magnetized plasma can be done using a microscopic description (Boltzmann’s

equation, Vlasov’s equation...) or a mesoscopic description - MHD - which can be derived from

the microscopic description. The MHD description will be favored in this work. The microphysics

description will serve to us for deriving source terms due to fluid species interaction.

Research on plasma flow is done in two directions,

• Numerical simulations

They allow to study the evolution over time of a given field configuration. The ambition to

test more complex physical effects and situations motivate the improvement of the digital

power and efficiency of algorithms.

• The resolution of steady-state MHD equations.

It has been chosen here. It consists to solve a partial differential equation system of mixed

elliptic-hyperbolic type. The resolution of this system is very complex because of the singular

points in the equations whose position can only be determined during the calculations. That

is why we will look for a subset of solutions of these equations.

Figure 1.1 – Radio images of the galaxy M87 at different scales (Credits : Image courtesy of NRAO/AUI)

It seems reasonable to add the axi-symmetry assumption. Indeed, jets from AGN such as

M87 seem relatively stable and axisymmetric on a spatial scale of few hundred parsec ( see 400pc

Figs.1.1). The quantities of our problem now depend on only 2 variables x1, x2. The auto-

similarity hypothese consists in choosing for the fundamental functions of the problem f (x1, x2)
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a form of the type : f (x1, x2) = F(x1, fi =1...(x2)). Where F(x1, fi =1...) is given explicitly and the

fi (x2) are unknown real functions. If the F functions are correctly chosen then, injecting them

into the equations of the MHD allows a decoupling of the variables. Thus we obtain an ordinary

numerically integrable differential system of the fi (x2) functions. In such a treatment, the variable

x1 is called the auto-similarity variable.

More concretely about the MHD, there are two main classes of self-similar models.

• Radial self-similarity : which is adapted to disk wind. For the non-relativistic flow, Li [1995]

shows how to connect the wind of solutions to the disk characteristics. While Ferreira

[1997] constructs solutions for magnetically driven outflow from Keplerian disks. Vlahakis

et al. [2000] build self-similar solutions that cross all critical points. Then Vlahakis and

Königl [2003a,b] extend these models for relativistic flows and study some of the solutions.

Nevertheless the radial self-similar solution cannot by construction, applied to the polar axis.

That’s one of the reasons this kind of solutions is well adapted for disk-winds.

• Meridional self similar solution : this type is most adapted to describe flows close to the

rotational axis. Tsinganos and Trussoni [1991] began to build the meridional self-similar

model for MHD flows. Then Sauty and Tsinganos [1994] exposed two classes of solutions

and a criterion which allows to characterize these flows. Then Meliani et al. [2006] extended

a meridional self-similar model for magnetized flow around Schwarzschild black hole. And

Globus et al. [2014] extended it to the magnetized flows around Kerr black hole.

The purpose of this work is to construct solutions from the accretion on the horizon of the

black hole and the collimated ejection up to infinity. This allows us to ask ourself the question

of acceleration and collimation of the spine jet. We want to explore the amount of energy in the

jet coming from the rotational energy of the black hole and the amount coming from the loading

term (pairs creation mechanism).

In order to build these solutions, we will start with a presentation of the theoretical foundations

of the model. First of all, we will present properties of the 3+1 formalism in Ch.(2). Then

we will derive in Ch.(3) the equations of the MHD for a magnetized fluid filled by the pair

creation mechanism from statistical physics in curved space-time. Finally, we will derive the main

results concerning the General Relativistic Axi-symmetric Stationary Ideal Magneto-Hydrodynamic

(GRASIMHD) with source terms. The source terms are necessary to build complete solutions

outside the hypothesis of a rarefied flow and are presented in Ch.(4).

The way to find solutions for the considered equations will be done using an extension of

the meridionnal self-similar model in Kerr metric built by Globus et al. [2014]. We present the

construction of this model in Ch.(5). Then we develop the numerical method used to solve the

equations of the models in Ch.(6).

In the Ch.(7), we will present the main characteristics of the ouflow solutions generated by

our model. These solutions could be used to describe the flow of magnetized plasma from the

spine jets. Finally we in Ch.(8) we explore the use of this meridional self-similar model to build

inflow solutions, allowing us to model a magnetized accretion onto the black hole. We have also

to quantified the energy exchanges between the rotating black hole and the MHD fields. The

articulation of these two types of flow allows us to build complete solutions using source terms.

We have to estimate the source term values.
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CHAPTER 2. 3+1 METHODS

The 3+1 formalism is an approach to general relativity using the notion of foliation of four di-

mensional spacetime varieties (M ) with three dimensional imbedded sub-varieties (Σt ). These

sub-varieties must be ”similar” to space. Such that, the general spacetime induces a Riemannian

metric. In others words the induced metric is a definite positive bilinear form. This formalism

makes possible to systematically rewrite the equations of general relativity in a convenient form.

This form is similar to the equations of classical mechanics even if it incorporates relativistic ef-

fects. In this formulation the physical meaning of the equations of general relativity appears more

clearly. The 3+1 decomposition of Einstein’s equations also gives a new perspective on general

relativity, the so-called chrono-geometric interpretation of general relativity [Wheeler, 1964], i.e.

the evolution over time of the geometry of three dimensional manifold representing space.

The 3+1 formalism also allows us to introduce an observer and a particular frame in which

the different physical quantities related to magneto-hydrodynamics are measured. Indeed some

quantities as the electric and the magnetic fields have a meaning only in a considered reference

frame. This is an important requirement to give a physical meaning to the field we study.

Historically, the development of these methods started at the beginning of last century with

the work of Darmois, Lichnerowicz [1939] and Choquet-Bruhat and Geroch [1969]. These last

two authors were the first to prove the unicity of the solution to Cauchy’s problem arising from

the 3+1 decomposition of Einstein’s equations. After the Second World War, the 3+1 formalism

received great interest because it serves as a basis to the work on Hamiltonian formulation of

general relativity, the same way as the chrono-dynamic formulation in general relativity did, (see

Arnowitt et al. [2008]). Later on this formalism became one of the essential tools of numerical

relativity.

This chapter is not an exhaustive treatment of the 3+1 decomposition methods. It is a sum-

mary of useful results and definitions used further down for calculations. This chapter is inspired

from the work done by Gourgoulhon [2007]. We shall first study the geometry of the submerged

submanifold. Then we shall see how to reconstruct the geometry of full time space from the folia-

tion. Finally we shall express the the Kerr’s spacetime foliation and calculate the useful remaining

associated quantities.

2.1 Geometry of imbedded hypersurfaces in spacetime

Before introducing the foliation of spacetime, let us give some general results on imbedded sub-

manifolds. These results are valid for any type of submanifold or spacetime, independently of the

fact that the considered spacetime is a solution or not of Einstein’s equations. Moreover these

results can be applied to the black hole horizon, which is a submanifold and is not directly issued

from a 3+1 foliation. These results constitute the first step to establishe the tools useful for the

3+1 decomposition of the covariant equations.

2.2 Framework and notations

Let us call M a smooth spacetime manifold and g a Lorentzian metric on M with a signature

(−;+;+;+). Here we consider only time orientable spacetime manifold M . This means that a con-

tinuous construction of future-directed and past-directed for non-spacelike vectors can be made

over the entire manifold.

We note ∇ the covariant derivative associated to g. ∀P ∈M , we also note TP(M ) the tangent

10
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space of M around point P. This is a 4-dimensional vectorial space. We call T ⋆
P (M ) its four

dimensional dual space. It contains the ordinary one form. In order to simplify our notations,

except in case of ambiguity, we use the same notation for the dual of the tangent space, the

tensorial product of the tangent space with itself and the tangent space itself.

We adopt the following convention for the tensor indices. Greek letters run for 4 dimensions,

{0,1,2,3}. We use as far as possible the first letter of the greek alphabet for uncontracted indices

such as α,β,γ and other letters such as µ,ν for contracted indices. Latin letters are used for the

3 dimensions, 1,2,3.

If (xα) is a mapping of M then we note eα the natural basis associated to this mapping. We

also note Γ
α
βγ

the Christoffel symbols, which are associated to this system of coordinates and the

covariant derivative ∇.

We also note u ·v = g(u,v) the scalar product, ⊕ the direct sum of the vectorial space and ⊗
the tensor product.

2.2.1 Hypersurfaces

A hypersurface of M is a subset of M , which is a three dimensional submanifold.

Definition

The first method, the immersion method to define a hypersurface, consists in using a none zero

volume part of Σ̂⊂R
3 to construct a parameterized subset of M . Let call it Σ⊂M if there is a

C 1-diffeomorphism Φ : Σ̂→Σ. Then Σ is a three-dimensional imbedded manifold.

The second method is submersion. It consists by using a sufficiently smooth scalar function

t : M → R, such that we can define a three-dimensional imbedded manifold using Σ = {M ∈ M |
t (M) = 0}. This definition works only if ∇t 6= 0.

We recall that the tangent space in P ∈Σ is generated by all tangent vectors of all C 1 curves

passing through P. Because the set of C 1 curves of Σ passing through P is contained into the set

of C 1 curves of M , it implies that TP(Σ) ⊂TP(M ). Note that ∀dx ∈TP(Σ). We get ∇t ·dx = d t ,

which is null because of the definition of Σ. Thus we have TP(Σ) ⊂ (R∇t )⊥.

Normal unit vector

Using the definition of submersion, the hypersurface Σ can be locally of 3 different types,

• A spatial hypersurface if the normal is a time vector g(∇t ,∇t ) < 0,

• A null surface if the normal is a null vector g(∇t ,∇t ) = 0

• A Lorentzian surface if the normal is a spatial vector g(∇t ,∇t ) > 0

In the following, we concentrate our interest on the case of spatial or null hypersurfaces. In

the case of spatial or Lorentzian hypersurfaces, let us define the normal unit vector n,

n = − ∇t
√

| g(∇t ,∇t ) |
= −hc∇t , (2.1)

which defines the direction perpendicular to the 3 dimensional hypersurfaces Σ. In the case of a

null hypersurface, we call ℓ the normal vector. In this case ℓ is orthogonal and also tangent to Σ.

The minus sign is chosen such that the normal vector is oriented towards the future.

11
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It implies that we can decompose all tensors in different component kinds, function of the

”size”of the considered tensor. For instance,

1. the rest mass density ρ0, which has no decomposition,

2. the four electric-current j = −ρe cn+J, with J is the ”three dimensional electric-current, more

explanations will be given on the physical meaning of this decomposition on Sec.(4.1.3).

3. the energy-impulsion tensor, which can be rewritten, T = en⊗n+p⊗n+n⊗p+S, where

S ∈T (Σ)2 is its spatial component and p ∈T (Σ) its temporal one.

To obtain the spatial part of any tensor, it is enough to project each order on TP (Σ),

(p⋆M)
α1,...,αp

β1,...,βq
= p

α1
ν1

...p
αp

νp
p
µ1

β1
...p

µq

βq
M

ν1,...,νp

µ1,...,µq
. (2.7)

2.2.2 Curvature of manifolds

We introduce here how to calculate the derivative on a submanifold. In order to re-write the

equations, such as the continuity or the Euler equation in a form similar to the classical ones,

an important step is to link four dimensional-covariant derivatives ∇ to an object, which plays

the role of ordinary gradient. We show that usual ”derivatives” are composed of an internal

”derivative”, which contains the variation where the submanifold is considered by itself and an

extrinsic ”derivative”, which contains the curvature of the imbedded submanifold.

Intrisic curvature

Note that Σ is also a manifold, qualified as a spatial manifold, with γ as induced metric. We know

that there is a unique, torsion-free connection, entirely determined by the induced metric γ and its

partial derivatives. We will note this connection D. By definition Dγ = 0. This connection allows

us to define the intrinsic curvature, the Σ-Riemann tensor ΣR also called intrinsic curvature of

(Σ,γ). Note that ∀v ∈T (Σ),

(DαDβ−DβDα)vγ =Σ R
γ

σαβ
vσ. (2.8)

We can use the usual formula (Eq.A.5) of the Riemann tensor with the Christoffel symbols.

However, here we need to be careful and use the Christoffel symbols associated with the induced

metric. D plays the role of the ordinary 3-dimensional gradient of the non-relativistic form of

the equations. Thus all the spatial usual operators are defined as functions of D (see An.B.2).

The expression of this affine connection is intrinsically linked to the geometry of the ”space”

submanifold.

Using the concept of foliation, we see that to reconstruct the entire knowledge on the geometry

of our spacetime, it is sufficient to know the intrinsic curvature of the submanifold of the foliation

and the way its submanifold is bent in spacetime.

Extrinsic curvature

The form of general relativity equations makes appear the global connection ∇ associated to the

metric g on M . This connection contains D, the Σ affine connection associated to the metric

γ and also the term coming from the variation ”along”n of any tensor on M . These terms may

contain some of the components along Σ. We call it the extrinsic curvature. It is due to the

projection alongΣ of the variation of n. So we define what we call the second fundamental form,

K : TP(M )×TP(M ) → R

(u,v) 7→ −p(u) ·∇p(v)n
, (2.9)

To have a good idea about the meaning of the intrinsic and the extrinsic curvatures, it is

useful to give some examples using some surface imbedded in the three dimensional flat space.
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form K.

∀(u,v) ∈T (M ) K(u,v) = − [u+ (u ·n)n] · [∇vn+ (v ·n)∇nn]

= −u ·∇vn− (n ·v)(∇nn ·u)− (n ·u) (n ·∇vn)
︸ ︷︷ ︸

0

−(n ·u)(n ·v)n ·∇nn
︸ ︷︷ ︸

0

,

which leads to

∇βnα = −Kαβ−aαnβ , (2.10)

where a = ∇nn. We show later that a represents the acceleration of a specific observer.

2.2.3 Link between connections

Let us show that D, the Levi-Civita connection associated to the metric γ, is the spatial part of

the usual four dimensional Levi-Civita connection ∇, for any tensor of T (Σ),

DT=̂p⋆∇T . (2.11)

For any vector (u,v) ∈T (Σ), this definition gives,

(Duv)α = pσ
µpν

σpα
λuµ∇νvλ

= pν
µuµpα

λ∇νvλ

= uνpα
λ∇νvλ

= (∇uv)α+uνnλ∇νvλnα

= (∇uv)α− (v ·∇un)nα .

Since (u,v) ∈T (Σ), we can rewrite this equation as,

Duv = ∇uv+K(u,v)n . (2.12)

Let us show that this definition (eq.2.11) is satisfactory. There is a unique Levi-Civita con-

nection on a Riemann manifold. Then to proove that D is the Levi-Civita connexion on Σ we

only need to show that this expression (eq.2.11) satisfies the property of a torsion-free connection.

Using (eq.2.7) ∀(u,v,w) ∈T (Σ) and ∀ f ∈C ∞, the following results are obtained,

• Belonging

Using (eq.2.7) DT = p⋆∇T ∈T (Σ)

• Linearity

D f u+wv = p⋆
[

∇ f u+wv
]

= p⋆
[

f ∇uv+∇wv
]

= f p⋆ [∇uv]+p⋆ [∇wv] = f Duv+Dwv

• Leibniz’ rule

Du

(

f v
)

= p⋆
[

∇u

(

f v
)]

= p⋆
[

(∇u f )v+ f ∇uv
]

= p⋆
[

(∇u f )v
]

+p⋆
[

f ∇uv
]

= (Du f )v+ f Duv

• Differential of a scalar

Du f = p⋆
[

∇u f
]

= pα
µpλ

αuµ∇λ f = pλ
µuµ∂λ f = uλ∂λ f = d f (u

• Existence of symmetric Christoffel symbols

Using (eq.2.12), we get, Dαvβ = ∂αvβ+ (Γ
β

αλ
+Kαλnβ)vλ. Note that

{
β
αγ

}

= Γ
β
αγ+Kαγnβ are

the Christoffel symbols associated to D. Since K is symetric,
{
β
αγ

}

are symmetric too.

• Covariant derivative of associated metric

Using (eq.2.3) Dγ = p⋆
[

∇(g+n⊗n)
]

= p⋆ [∇n⊗n+n⊗∇n] =
[

∇n⊗p(n)+p(n)⊗∇n
]

= 0

�

So, D is the only torsion-free connection associated with the induced metric γ.
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In this last case, we have a super-luminal shift. For example, this situation can appear in

the environment of the ergosphere of a rotating black hole (ergo-region), described by the Kerr

metric. A rapid calculation of the determinant of metric gives,

−detg = h2 detγ (2.19)

Calculating the spatial metric determinant is useful to derive the integrals on this space-like

hypersurface. This decomposition leads to another expression of the line element, using adapted

coordinates,

d s2 = −h2c2d t 2 +γi j

(

d xi +βi cd t
)(

d x j +β j cd t
)

(2.20)

2.3.4 Acceleration of FIDO

The acceleration of the FIDO is,

a = ∇nn , (2.21)

which justifies the notation choosen earlier. After some algebra, we get,

aα = nµ∇µnα

= −nµ∇µ(h∂t )

= −nµ∇µh∇αt −hnµ∇µ∂αt

= nµ∇µ lnhnα+hnµ∇α

nµ

h

= nαnµ∇µ lnh +∇α lnh

= p
µ
α∇µ lnh ,

where we used the Schwarz’ property and n2 = −1. So we finally get,

a = D lnh (2.22)

This acceleration corresponds to the force acting on the FIDO to stay on its universe line.

An interesting result, using the expression of the acceleration of the FIDO, is the link between

the spacetime and the spatial divergence for a spatial vector. For v ∈T (Σ), using the definition

Eq.(2.11) and the Eq.(2.22), few lines of calculation lead to the useful result,

∇·v =
D · (hv)

h
(2.23)

This result is also related to Eq.(2.19), because of the divergence expression on a manifold,

Eq. (A.4). From the divergence of n, using the decomposition, Eq.(2.15) and Eq.(2.23) for

the shift β, and Eq.(A.4) for ∂t , we get a link between the trace of the extrinsic curvature, the

divergence of the shift vector and the volum element of space,

D ·β−hK =
1

c

∂ lnγ

∂t
(2.24)

2.4 A foliation of Kerr spacetime

In the case spacetime contains a rotating black hole and different kinds of stress-energy tensor,

the spacetime geometry is close to the Kerr spacetime. The case, which we are interested in,

is the case where we have a set of particles embedded into an electro-magnetic field in the

close environment of a rotating black hole. The order of perturbation hSG to the Kerr metric

g = gK +hSG coming from the self-gravitation of the particles and the electromagnetic field has to

be proportional to the compactness of the physical system,

hSG ≈ 8πG

c4

(
E

L

)

, (2.25)
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where E is approximately the energy and L the typical size of mass and electromagnetic field

distribution. If hSG ≪|| gK − gMinsk ||, where gMinsk is the Minkowski metric, we can neglect the

self-gravitation of the second component, which is valid when compactness of the magnetized flow

ΞMHD ∼ 8πG
c4

(
E
L

)

MHD
≪ 1 (the compactness of Kerr Hole is between 0.5 and 1 by definition). Thus

we can study the evolution of the particles and of the electro-magnetic field fixing the geometry

to the Kerr metric and neglecting the self-gravitation of these fields. This is the assumption made

in the following chapters. So it is useful to calculate the different quantities associated to the

foliation of the Kerr geometry.

2.4.1 Kerr metric

A Kerr manifold is a spacetime manifold describing an isolated rotating black hole. This geometry

is axi-symmetric and stationary. There is two Killing vectors fields, one η for the stationarity and

another one ξ for axi-symmetry. The metric can be expressed in the Boyer-Lindquist coordinates

(t ,r,θ,φ),

d s2 = −
(

1− rsr

ρ2

)

c2d t 2 −
r 2

s r ca

ρ2
sin2θd tdφ+ ρ2

∆
dr 2 +ρ2dθ2 +Σ

2

ρ2
sin2θdφ2 , (2.26)

with,

∆ = r 2 +
r 2

s a2

4
− rsr , (2.27)

ρ2 = r 2 +
r 2

s a2

4
cos2θ , (2.28)

Σ
2 =

(

r 2 +
r 2

s a2

4

)2

−
r 2

s a2

4
∆sin2θ . (2.29)

We note the rotation parameter a =
J c

GM2
H

∈ [−1;1] and rs =
2GMH

c2
the Schwarzschild radius.

In these coordinates, we get η = ∂t and ξ = ∂φ. It implies that all geometrical quantities are

independent of t and φ.

We note J the angular momentum of the massive central object and MH its mass.

This spacetime contains four notable sub manifolds. The first one is the hole singularity,

which corresponds to ρ = 0 (r = 0 and θ = π/2). It is the unique real singularity of the Kerr

geometry. A geometrical analysis shows that this submanifold is a ring of radius rs a
2

included in

the equatorial plane.

The next two submanifolds are three dimensional imbedded manifolds, the outer event hori-

zon and the inner event horizon defined by the equation ∆ = 0. It leads to the two solu-

tions H− =
{

M ∈M | r (M) = r− =
rs

2

(

1−
p

1−a2
)}

and H+ =
{

M ∈M | r (M) = r+ =
rs

2

(

1+
p

1−a2
)}

.

These two hypersurfaces are null. Contrary to intuition, another geometrical analysis shows that

for t = cst, these surfaces are not spheres. They are some kind of ellipsoids flattened at the poles.

This comes from the fact that the Boyer-Lindquist radius coordinate does not coincide with the

spherical radius. We can show that surfaces can only be crossed in one direction. In our study,

only the outer event horizon appears because we will be interested in the field outside of the outer

event horizon . We call it the event horizon HK for the sake of simplicity.

The last part is also a three dimensional imbedded manifold defined by EK =
{

M ∈M | g(η,η) = 0

⇒ r (M) =
rs

2

(

1+
p

1−a2 cos2θ
)}

called the ergosphere. The region between the event horizon

and the ergosphere is called the ergoregion. In this region, the Killing time vector η is a space-

like or a null vector. It implies some interesting properties about the energy circulation, see Sec.

(4.3.3).

We will be only interested in the fields which fill spacetime outside of the external horizon.

Using Boyer-Lindquist coordinates to solve equations which makes the crossing the horizon diffi-

cult.
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2.4.3 Expression of the extrinsic curvature

We calculate the trace of the extrinsic curvature, using stationarity, axi-symmetry and Eq.(2.15),

K = −∇µnµ = − 1
p

g
∂µ(

p
g nµ) = − 1

p
g

(

∂t (
p

g
1

h
)−∂φ(

p
g
βφ

h
)

)

= 0. (2.37)

It is a bit more complex to calculate the extrinsic curvature. Using the expression of the

inverse metric function Eq.(2.18), we get,

Ki j = −∇ j ni −n j∂i lnh

= ∂ j (hδ0
i )+Γ

α
i j nα+δ0

j∂i h

= −hΓ0
i j

= −h

2
g 0α

(

∂i g jα+∂ j giα−∂αgi j

)

= −h

2
g 0α

(

∂i g jα+∂ j giα

)

=
1

2h

[(

∂i g j 0 +∂ j gi 0

)

−βφ
(

∂i g jφ+∂ j giφ

)]

.

So if i and j are different from φ we have Ki j = 0.

Using the symmetry of K, we have only to calculate Kφ j ,

Kφ j =
1

2h

[

∂ j gφ0 −βφ∂ j gφφ

]

=
1

2h

[

∂ jβφ−βφ∂φh2
φ

]

= − ̟2

2hc
∂ jω

= − 1

2hc
(ξ ·ξ)

(

∇ω ·e j

)

Then, using the fact that Dω = ∇ω we can write,

K = − 1

2hc
[Dω⊗ξ+ξ⊗Dω] (2.38)

2.4.4 Spatial operators in Boyer-Lindquist coordinates

Many calculations of non-relativistic field theories, such as fluid mechanics or electromagnetism,

are based on the use of spatial operators. This use comes from the fact that these operators have

useful properties for the derivation of the equations. The definition of these operators can be

extended here on the ”spatial”manifold Σ of the Kerr spacetime. We give the expression of these

operators under the assumption of axisymmetry of the field on which they act.

Expression of Spatial operators in Boyer-Lindquist coordinates

First of all, we express these operators using the Boyer Lindquist-coordinates. The gradient vector

D in the ZAMO orthogonal base (ǫi = 1
hi

ei ) is,

D =
3∑

i =1

~ǫi

hi
∂i (2.39)

The divergence of a vector V = V îǫi is,

D ·V =
1

hr hθ̟

[

∂r (hθ̟V r̂ )+∂θ(hr̟Vθ̂)
]

(2.40)
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For the scalar Laplace operator, we get,

D2A = D ·DA

=
1

hr hθ̟

[

∂r

(
hθ̟

hr
∂r A

)

+∂θ

(
hr̟

hθ
∂θA

)]

The curl operator (eq.B.28) on a vector V is given as,

D×V =







1
hθ̟

∂θ(̟Vφ̂)

− 1
hr ̟

∂r (̟Vφ̂)

1
hr hθ

(

∂r (hθVθ̂)−∂θ(hr V r̂ )
)







(2.41)

To obtain the advection term we use (eq.B.2), and after some calculations, we get for the

poloidal components of the advection term,

[(V ·D)V]p =





V r̂

hr
∂r V r̂ + Vθ̂

hθ
∂θV r̂ + V r̂ Vθ̂

hθ
∂θ ln(hr )− (Vθ̂)2

hr
∂r ln(hθ)− (Vφ̂)2

hr
∂r ln(hφ)

V r̂

hr
∂r Vθ̂+ Vθ̂

hθ
∂θVθ̂+ V r̂ Vθ̂

hr
∂r ln(hθ)− (V r̂ )2

hθ
∂θ ln(hr )− (Vφ̂)2

hθ
∂θ ln(hφ)



 (2.42)

It can be useful to get the non-symmetric advection term,

[(B ·D)C] =








Br̂

hr
∂r Cr̂ + Bθ̂

hθ
∂θCr̂ + Br̂ Cθ̂

hθ
∂θ ln(hr )− Bθ̂Cθ̂

hr
∂r ln(hθ)− Bφ̂Cφ̂

hr
∂r ln(hφ)

Br̂

hr
∂r Cθ̂+ Bθ̂

hθ
∂θCθ̂+ Cr̂ Bθ̂

hr
∂r ln(hθ)− Br̂ Cr̂

hθ
∂θ ln(hr )− Bφ̂Cφ̂

hθ
∂θ ln(hφ)

Br̂

hr
∂r Cφ̂+ Bθ̂

hθ
∂θCφ̂+ Cr̂ Bφ̂

hr
∂r ln(hφ)+ Cθ̂Bφ̂

hθ
∂r ln(hφ)








(2.43)

Cylindrical Coordinates

To plot a scalar or a vector field, it is useful to introduce cylindrical coordinates. The first intuitive

proposition for the cylindrical radius is to choose ̟(r,θ), because 2π̟ represents the length of

the circle defined in Σ, with r and θ constant. Nevertheless, this definition is not satisfactory for

different reasons. First, the function ̟2(r,θ) is a rational function of radius and latitude, and if

we choose z = r cosθ for the vertical coordinate, the inversion of the system of equations to obtain

r and θ as functions of ̟ and z leads to solving a 8th degree polynomial equation. Doing it for

each point is numerically possible but increases dramatically the computing time. Further more

the proposition z = r cosθ is not justified by geometrical arguments.

Then another point of view consists in choosing a line of constant radius r = Cst in the poloidal

plane. The line element of this line is,

dl 2 =

(

r 2 +
r 2

s a2

4

)

dθ2 (2.44)

This line element dl 2 corresponds to the line element of an ellipse. Its semi-minor axis is

aligned with the symmetry axis and its value is r . The semi-major axis,
√

r 2 + r 2
s a2

4
r , is contained

in the equatorial plane. Then we can introduce the usual parametrization of this ellipse,







zcyl = r cosθ

rcyl =

√

r 2 + r 2
s a2

4
sinθ

⇐⇒







r =

√

z2
cyl

+ r 2
cyl

− a2r 2
s

4

√
√
√
√
√
√
√

1+
√
√
√
√1+

z2
cyl

r 2
s

(

z2
cyl
+r 2

cyl
− a2r 2

s
4

)2

2

tanθ =
1

√

1+ r 2
s a2

4r 2(zcyl,rcyl)

rcyl

zcyl

(2.45)

This parameterization is used to define the cylindrical coordinates. They are more practical

than the use of ̟2. Indeed these are analytically invertible. Nevertheless these coordinates do

not correspond to any obvious physical distances contrary to ̟2. Note that for small latitudes we

have rcyl ≡̟.
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2.5 Conclusion

The system of equations (eqs.B.9, B.22, B.24) is derived in details in the Appendix (B.1). It gives

the so called chrono-geometric point of view of general relativity. In this point of view, space is a

non-euclidian manifold in which the geometry evolves as function of a stress tensor, a momentum

density flux and energy density measured by a specific observer called ZAMO.

In this point of view, stress energy tensors play the role of a source term. They are the quan-

tities that govern the evolution of the geometry. Nevertheless this system needs to be coupled

to some specific physical constrains, some specific form of the stress energy tensor, to add an

equation which governs the evolution of the stress-energy tensor. Indeed, for a set of particles

inside an electromagnetic field, we need to add equations which control the evolution of the dis-

tributions function of each species and the Maxwell’s equations. This point of view is developped

in Chapter (3). In the case of a perfect ideal gas in an electro-magnetic field, the evolution of

these quantities is given by the continuity equation, the conservation of the stress-energy tensor,

the equation of state and Maxwell’s equations. This point of view is exposed in Chapter (4).

Thus, putting all these equations together gives a complete description of a self-gravitating

stress-energy tensor. This really general case can be useful for describing very compact objects

such as a neutron star or a binary compact system. In the following we neglect self-gravitating

formulation.

The object of our study, inter-galactic spin jets, can be described via a kinetic plasma of

magnetized relativistic electron-positron or hadronic particles or via a magnetized ionized fluid of

electron-positron or hadron-electron pairs. In this case, the approach is simplified, because as in

Sec.(2.4) we neglect the self-gravitation of the particles and the electromagnetic field which is in

the vicinity of the black hole. Thus we choose a Kerr metric for our spacetime. The evolution

of the different fields, which compose our system around the blach hole, will be the object of the

two next chapters. The tools developed here are useful to write the General Relativistic Magneto-

Hydrodynamic (GRMHD) in Kerr metric in a form similar to the classical one. This formulation

of GRMHD equations constitutes the base of our model.
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Some material component of the relativistic spine-jet is likely to be composed of electron-

positron pairs extracting energy from the black hole. This plasma is produced via a pair creation

mechanism from highly energetic photons or neutrinos from the disk. In function of the emission

of the accretion disk (neutrinos for Gamma Ray Burst (GRB), photons for Active Galaxy Nuclei

(AGN) disk) the source of pair plasma is the annihilation of neutrinos or photons (see. McKinney

[2005b], McKinney [2005a]). The effect on pair plasma injection by neutrino annihilation for GRB

is studied in various publications (e.g. Birkl et al. [2007], Globus and Levinson [2014], Zalamea

and Beloborodov [2011]). The fluid has several components, which can interact with each other.

If there is a mechanism of pair creation, then the fluid components do not conserve their particle

number. Thus in ideal, axi-symmetric and stationary MHD, the mass flux along the stream line

is not conserved. Indeed the line can be mass loaded or unloaded in function of the evolution of

the processes of creation/annihilation. Because of this process, the flow on these lines can be in

both directions. The plasma is flowing down on a part of the line which is linked to the black

hole (inflow). On the other part, the plasma flows away (outflow). If such lines are connected

to the horizon of the black hole, then the exchange of energy between the rotational energy of

the black hole and the Magneto-Hydrodynamic (MHD) field via Penrose and/or Blandford-Znajek

processes can play an important role in powering the outflow. Indeed we show that the MHD flow

of energy far away from the event horizon of the black hole is composed to the energy given by

the black hole and the energy brought into this flow by the loading of pairs (Sec.4.3.3).

First, we must introduce how the pair creation reacts on the flow. In order to correctly analyze

and calculate the particle creation rate, the volume forces, the energy and momentum supplied,

resulting from the mechanism of creating pairs , it is necessary to start from relativistic statistical

mechanics. Once we get Boltzmann’s equation, we derive the magneto-hydrodynamic equations of

the plasma of pairs, including the effect of the creation/annihilation mechanism. This theoretical

work gives the opportunity to formally introduce the phenomena of thermal agitation and internal

energy which appear in the following chapters to be essential for understanding the phenomena.

3.1 From relativistic Boltzmann system of equation to the General
Relativistic Magneto-Hydrodynamic (GRMHD) description of
plasma

This section is based on Marle [1969a], Marle [1969b], Droz-Vincent [1968] and Hakim [2011]

works. They study the specific case of a fluid composed of three species, with a mechanism of

pair creation. As in the previous section, we consider a spacetime (M ,g), which can be foliated

by a set of hypersurfaces M =
⋃

t∈R
Σt , such as TP(M ) = TP(Σ)

⊥⊕
Rn.

3.1.1 Particles content

We consider that this spacetime contains a set of particles of three species. A set of indistinguish-

able, massive m+, positively charged +q particles
{

q+,i

}

i =1...N+
, another set of indistinguishable,

massive m−, negatively charged −q particles
{

q−, j

}

j =1...N−
, and another set of indistinguishable

neutral particles r . A pair of charged particles is produced or annihilated via a mechanism we can
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write as follows,

2r ⇋ e++e− (3.1)

Practically, the positive and negative species are electrons and hadrons (hadronic model) or

electrons and positrons (leptonic model). Leptonic pairs are produced by highly energetic photons

(non massive particles) or neutrinos (massive particles). We also introduced in this spacetime

two four-force fields F+ and F− which act on charged particles. We note p+,i = m+cu+,i , p−, j =

m−cu−, j and pr,l the four-momentum of the i -th positively particles, the j -th negatively charged

particles and the l -th neutral particles. In all cases, the charged particles are massive such that

p+,i = m+cu+,i and p−, j = m−cu−, j are future oriented time vectors. If the neutral particles are

massive (non-massive) then pr,l is a future oriented time (null vector, respectively). Thus the

equations of motion for each particle are,







∇u+,i
p+,i =F+

(

x
µ

+,i
,p+,i

)

∇u−,j
p−,j =F−

(

x
µ

−,j
,p−,j

)

∇pr,l
pr,l = 0

, (3.2)

which are valid ∀(i, j, l). In practice, the force field is the Lorentz force (electric and mag-

netic forces) due to the presence of an electro-magnetic-field F+
(

x
µ

+,i
,u+,i

)

= F
(

., qu−, j

)

and

F−
(

x
µ

−, j
,u−, j

)

= F
(

.,−qu−, j

)

. F is a second order fully anti-symmetric electro-magnetic tensor.







m+c
duα

+,i

d s+,i
=

m+γ+,i

h

duα
+,i

d t
= −m+Γ

α
µνu

µ

+,i
uν
+,i +

q

c
Fα
µu

µ

+,i

m−
duα

−,j

d s−,j
=

m−γ−,j

h

duα
−,j

d t
= −m−Γ

α
µνu

µ

−,j
uν
−,j −

q

c
Fα
µu

µ

−,j

dkα
r,l

dλr,j
= −Γα

µνk
µ

−,j
kν
−,j

(3.3)

Note that γ+,i = −n·u+,i (γ−, j = −n·u−, j ) is the Lorentz factor of the positively charged particles

(negatively charged respectively) seen by the Fiducials Observers (FIDO). The electro-magnetic

tensor field Fαβ, which appears here, is a solution of the covariant Maxwell’s equations where the

source term is composed by the ”discrete”four current associated to the motion of each particule

individually as in Sec.(3.1.3, 3.1.7).

3.1.2 Phase space properties

For a particle of a determined massive species (non massive species), if we do not care about the

evolution of its spin, its state is entirely determined by the information of its position (M ∈M ),

and its four-speed u for a massive particle (the quadri-impulsion vector k for non massive particle

respectively).

Phase space geometry of massive particles

The position in phase space of a massive particle is composed of its position in spacetime and

its four velocity (M,u) ∈M ×TM(M ) = P8. Nevertheless, the four velocity u verifies u2 = −1 and

ut ≥ 0 (because four velocities are future oriented), so the four velocity of the particles in M is

embedded inside a sub-manifold Ω f ⊂ TM(M ). The sub-manifold Ω f imbedded in TM(M ), is

the future map of the hyperboloid defined by u2 = −1 ⇐⇒ u ∈Ω f +p = Ω f ∪Ωp . The past map is

denoted Ωp . For the sake of simplicity from here on, the future map Ω f is noted Ω and called

four speed hyperboloid. Because the tangent space is flat, note that the four speed hyperboloid

sub-manifold Ω plunged in the tangent space TM(M ) is fully determined by the metric tensor gM
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with the choice of a basis of this tangent spacetime. We can choose an orthogonal base or the

natural basis adapted to the coordinate system which maps our spacetime.

The four speed hyperboloid sub-manifold Ω is plunged in the tangent space TM(M ), which

is a flat Minkowskian space. Then the geometry of this four speed hyperboloid, as well as the

geometry of the future light cone are independent of the localisation in spacetime. Only the

description of this object, using the natural basis, which is a basis of TM(M ), depends on the

considered P ∈M point in spacetime. We proove it in the following paragraph.

Using the natural basis of spacetime as base of our tangent space, a point on this sub-

manifold is characterized by the three ”spatial” components of the four speed u j . These three

spatial components can be chosen as coordinates for this sub-manifold. Indeed following Debbasch

and van Leeuwen [2009a], for the further expansion in the model, it is very useful to calculate

the contravariant u0 and covariant u0 components of the four speeds as function of u j and the

metric tensor at the point M only. Using the definition of the future sheet of the hyperboloid we

get, 





u0 = − 1

g00

[

g0i ui +
√

(

g0i ui
)2 − g00

(

1+ gi j ui u j
)
]

u0 =

√
(

g0i ui
)2 − g00

(

1+ gi j ui u j
)

(3.4)

Thus the three ”spatial” components of the four speed constitute a coordinate system to the

future sheet of the hyperboloid Ω. A point of M ×Ω =̂ µ describes the state of a particle. We call

phase space this µ space. It is a 7-dimensional manifold. A point of this variety is noted using

a tilde over a upper index coordinate, zµ̃ = (xα,u j ). We introduce (eµ) the natural basis of the

spacetime, which depends on the position in spacetime, and (oi ) the natural basis of the four-

speed hyperboloid associated with the ui coordinate. The (oi ) basis depends on the position on

the four-speed hyperboloid, but also on the point in spacetime. The coordinate ui corresponds

to the spatial component of the four-speed in the natural basis. Then the natural basis of µ

phase space associated to the coordinates zµ̃ depends on the position in spacetime. We note

(mµ̃) = (eµ,oi ) its natural basis. Following the path, which leads to Eq. (3.4), we also obtain the

derivative in phase space coordinates zµ̃ of the time covariant component u0 of the four speed.

These results are used to achieve properly some of the following calculations,






∂u0

∂xµ
=
∂g0ν

∂xµ
uν− g00

2u0

∂gσν

∂xµ
uσuν

∂u0

∂xµ
= − 1

2u0

∂gσν

∂xµ
uσuν

and







∂u0

∂u j
=

g0 j u0 − g00u j

u0

∂u0

∂u j
= −

u j

u0

(3.5)

Metric of massive particles phase space

If we use uα as the coordinates of TM(M ), the metric is gM. The hyperboloid is locally defined

by the submersion f : uα −→ gM (u,u) = gµνuµuν. Then the normal vector of Ω is ∂α f (u)duα =

2uαduα = 2u = 2nΩ. It is fully determined by the ui component. This is obviously a future

time oriented vector and so Ω is a spatial sub-manifold. Therefore the induced metric of Ω is

gΩ = gM +u⊗u. It will be used for the construction of the metric of the phase space µ.

If we use uα as coordinates of TM(M ) associated to the natural basis eα, the metric coefficients

are gM = gαβ (M)dxα⊗dxβ. These coefficients depend on the point M in spacetime. Nevertheless it

is an artifact coming from the description of TM(M ) choosing eα as a basis. In fact, the tangent

space is a flat space. If we choose an orthonormal base or an orthonormal system of coordinates

to described it, then the components of the metric tensor in this basis are the usual Minkowskian

ones.

Once we have the induced metric of Ω, we get the metric of the phase space µ,

G =

[
g 0

0 gΩ

]

. (3.6)

28



CHAPTER 3. STATISTICAL PHYSICS IN CURVED SPACETIME & RELATIVISTIC

THERMODYNAMICS

The zero terms came from the construction of the phase space µ. Remark that the metric of

phase space is fully determined by the given spacetime metric. In fact, if we choose an orthonormal

system of coordinates to describe TM(M ), then gΩ only depends on the position on the future

sheet of the hyperboloid Ω.

Volume form of phase space for massive particles

To integrate properly the tensor fields on spacetime, on the the four speed hyperboloid or again on

the phase space, we need to determine the volume form of each of these spaces. For spacetime,

the volum form, is written from Levi-Civita tensor, in any system of coordinates,

ǫ =
p−g dx0 ∧dx1 ∧dx2 ∧dx3 , (3.7)

where g is the determinant of the matrix composed of the covariant components gα,β = g
(

eα,eβ
)

in the natural basis associated to the xα coordinates of M .

For the four speed hyperboloid, we note ̟ the volume form of TM(M ) and ω the volume form

of Ω. Since nΩ is the normal timelike future oriented unit vector of Ω as a plunged sub-variety

in TM(M ), we have ̟ = −nΩ∧ω.

Writing separately the components along e0 for the four velocity, we can use Eq. (3.4) to

express u(ui ) = ui ei +u0(ui )e0 the four velocity in function of ui only. When ui goes in whole R
3

space then u(ui ) spans the whole futur sheet of the hyperboloid Ω. Then as for any manifold, the

volumic element of Ω can be written as ω =
√

det(gΩ)du1 ∧du2 ∧du3. gΩ is the determinant of

the metric composed of the covariant components gΩi j
= gΩ

(

oi ,o j

)

, with (oi ) the natural basis

of Ω associated to the ui coordinates.

Using uµ as coordinates of TM(M ), the volume form can be written as ̟ =
p

gMdu0 ∧du1 ∧
du2 ∧du3, where

p
gM is the determinant of the matrix of covariant components gαβ = g

(

ei ,e j

)

.

As a matter of fact, the natural basis associated to the use of uµ coordinates is the natural basis

of spacetime eα associated to xµ coordinates.

Using nΩ = u = uk duk , we finally show that −u0

√

det(gΩ) =
√

−det(gM). Thus we find the

volume form of the four speed hyperboloid is,

ω = −
p−gM

u0
du1 ∧du2 ∧du3 (3.8)

Another way to write this expression consists to remark that the tangent space is flat and

its expression is valid for each base of the tangent space. We choose an orthonormal base fµ
of TM(M ) and note f µ the coordinates in this base, where

p−gM = 1, adapted to some time

vector defining the first vector f0 of the base. Then we can now introduce a spherical change of

coordinates, 





f 0 = − f0 = coshψ

f 1 = f1 = sinhψsinθcosφ

f 2 = f2 = sinhψsinθsinφ

f 1 = f3 = sinhψcosθ

, (3.9)

We get a well adapted system of coordinates of the hyperboloid and find the volum form in this

coordinate system.

ω = sinh2ψsinθdψ∧dθ∧dφ (3.10)

In the following we note δ3u the integrand. It is independent of the coordinate system used to

described the hyperboloid. δ3u = −
p−gM

u0
d 3u for the coordinate system ui issued from the natural

basis or equivalently from δ3u = sinh2ψsinθdψdθdφ. From here, it is trivial to get the phase

space volumic element,

µ = −ǫ∧ω =
det

(

g
)

u0
dx0 ∧dx1 ∧dx2 ∧dx3 ∧du1 ∧du2 ∧du3 (3.11)
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So the determinant of G is,
p

detG =
det(g)

u0
.

Phase space geometry of non-massive particles

In case of non massive particles, the four-impulsion vector k, which is tangent to the trajectory of

the non massive particles, is a future oriented null vector. This peculiarity brings some difficulty

to carry out the following calculations correctly. So the four-impulsion of a non massive particle

in M ∈M is included in a well know hypersurface k ∈C+ ⊂TM(M ) the future light cone. Like

the previous sub-manifold Ω the following relation showes that the future light cone is described

by the spatial component of k,







k0 = − 1

g00

[

g0i k i +
√

(

g0i k i
)2 − g00gi j k i k j

]

k0 =

√
(

g0i k i
)2 − g00gi j k i k j

. (3.12)

After some calculations, we show that the normal vector to C+ is k. Thus the future cone is

a null hypersurface. Therefore, it brings the peculiar property that the normal is included in its

own tangent space k ∈Tk (C+). The relation Eq.3.5 is also valid on the future light cone,







∂k0

∂xµ
=
∂g0ν

∂xµ
kν− g00

2k0

∂gσν

∂xµ
kσkν

∂k0

∂xµ
= − 1

2k0

∂gσν

∂xµ
kσkν

and







∂k0

∂k j
=

g0 j k0 − g00k j

k0

∂k0

∂k j
= −

k j

k0

. (3.13)

If we use a spatial foliation of the spacetime, we can make a 3+1 decomposition of the four

impulsion k = E
c (n+s), where s is a spatial unit vector and E the energy of this non massive

particle. It allows us to define the ingoing null vector ℓ = c
E (n−s). By construction the four

momentum k and the ingoing null vector verifies ℓ2 = k2 = 0 and ℓ ·k = −1. Using it and Eq.(2.5),

we can show that the induced metric q on the light cone is degenerate.

q = g(π(.),π(.)) = g+k⊗ℓ+ℓ⊗k (3.14)

Like all metric of a null sub-manifold, this metric is degenerate. We call the phase space of

non-massive particles µ = M ×C+.

Volume form of non-massive particles phase space

The same kind of development can be made to calculate the volume element of the future light

cone.

ω = −
p−gM

k0
dk1 ∧dk2 ∧dk3 (3.15)

As in Eq. (3.10), it is possible to find an adapted coordinate system of the future oriented

cone. Expressing coordinates of k in any orthonormal directed oriented basis of the tangent space,

we use the following system of coordinates,







f 0 = − f0 = l

f 1 = f1 = l sinθcosφ

f 2 = f2 = l sinθsinφ

f 1 = f3 = l cosθ

, (3.16)

we find an similar expression,

ω = l sinθdl ∧dθ∧dφ . (3.17)
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For the geodesic evolution, using Eqs.3.18& 3.5), the anti-symmetry of F and the property

(A.3), we get,

1
p

detG

∂

∂zµ̃

(p
detGXµ̃

)

=
u0

g

[
∂

∂xµ

(
g uµ

u0

)

− gΓi
µν

∂

∂ui

(
uµuν

u0

)]

=
∂uµ

∂xµ
︸︷︷︸

a

+uµ ∂

∂xµ
ln

(
g

u0

)

︸ ︷︷ ︸

b

+Γ
i
µνuµuν ∂

∂ui
lnu0

︸ ︷︷ ︸

c

−Γ
i
µν

∂

∂ui

(

uµuν
)

︸ ︷︷ ︸

d

=⇒ LXµ = 0. (3.20)

Details of the calculations are given in Sec. (C.1). For the evolution due to electro-magnetic

forces, we also get,

LYµ = −qu0

m

∂

∂ui

(
Fi
µuµ

u0

)

µ = 0

Thus we have demonstrated Eq. (3.19). All the results of this chapter are valid for all kinds of

particles, whatever their charge. For the rest of the section, we call µ+ = M ×Ω+, µ− = M ×Ω−,
and µr = M ×Ωr the phase space of the positive, negative or neutral particles, respectively.

3.1.4 Relativistic distribution function

Using the results of Sec.(C.2), for a set of N particles, evolving in our spacetime following Eq.

(3.18), we can introduce the world line distribution function defined as,

R
(

z ν̃
)

=̂

∫

s∈R
ds

N∑

i =1

δ(7)
(

zµ̃− z
µ̃

i
(s)

)

. (3.21)

If the particles are not distinguishable, the function R, defined on the phase space, contains the

entire information on the line of universe of this set of particles and their distribution in the phase

space. We note σt = Σt ×Ω a foliation of phase space associated with a foliation of spacetime.

Le us write Eq.(C.4) for the set of particles,

N =

∫

σt

[

R
(

z ν̃
) dz

ds

(

z ν̃
)
]

·Nδ6σ . (3.22)

Even if the world line distribution function contains a lot of information on this system, this

function is not useful because it is not smooth. So to obtain the usual distribution function,

one needs to build some mean value of the world line distribution function in order to smooth R.

f (M,u) =̂
〈

R(M,u)
〉

. (3.23)

We assume that the previous results Eq.(3.22) on the world line distribution function is valid

for the distribution function.

N =

∫

σt

[

f
(

z ν̃
) dz

ds

(

z ν̃
)
]

·Nδ6σ . (3.24)

The vector field f
(

z ν̃
)

dz
ds

(

z ν̃
)

can be considered as the 7-number current of particles in phase

space. This is valid for any spatial foliation of M , which implies that the 7-number current field

inside the integral of the phase space is conserved on µ manifold. Using the expression of the

divergence on the phase space manifold we get,

L̂
[

f
]

=
u0

g

∂

∂zµ̃

(
g

u0

d zµ̃

d s

(

z ν̃
)

f
(

z ν̃
)
)

= 0 . (3.25)
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This is the so called Liouville equation for the distribution function, where L̂ is the Liouville

operator. This should not be confused with the Lie derivative. When particles which are created

or annihilated, collide, the null right hand side of this equation needs to be replaced by the collision

term and the rate of creation of particles minus the rate of annihilation per unit volume in the

phase space. This term is specified in Sec. (3.1.6).

The averaging used to build the distribution function is still a problem concerning the invariance

of the function f , (see Debbasch et al. [2001] for more details on the subject). It is important

to write the number of particles inside an infinitesimal element of phase space. Let us define the

elementary volume on the spatial hypersurface Σt around a point x ∈Σt ,

δ3Vt ,x =
{

x ∈Σt | ∀i ∈ [1,2,3] xi (x) ∈
[

xi ; xi +d xi
]}

⊂Σt , (3.26)

and an infinitesimal part of the hyperboloid of four-speed around the speed u ∈Ωt ,x ,

δ3
Ωt ,x,u =

{

u ∈Ωt ,x | ∀i ∈ [1,2,3] ui (u) ∈
[

ui ;ui +dui
]}

⊂Ω . (3.27)

Finally, we note δ6σt ,x,u = δ3Vt ,x ×δ3Ωu ⊂µ. To get the number of particles inside δ6σt ,x,u we

need to start from the integral, Eq.3.22, but only on the infinitesimal elements of the hypersurface

δ6σt ,x,u , using δ6σ = − g
hu0

d 3xd 3u and dz
ds

·N = −hu0. After some calculations, we get,

δ6N
[

δ3Vt ,x ,δ3
Ωt ,x,u

]

=

∫

δ6σt ,x,u

f (M,u)
g u0

u0
d 3xd 3u . (3.28)

Another quantity, which is useful to introduce, is J the number four-current also call Feynman

current,

J =̂

∫

ui∈R3
f (M,u)u

p−g

u0
du1du2du3 . (3.29)

This quantity allows us to define in the rest frame the fluid particle number density and the

four speed associated to the fluid,






n0 =̂−
√

−J · J

ufl =̂
J

n0

(3.30)

3.1.5 Boltzmann’s equations system

Let us consider a system with different species. We note the distribution functions of charged

particles, for the positive, the negative and the neutral particles f+ : µ+ −→ R+, f− : µ− −→ R+
and fr : µr −→R+, respectively. These species are plunged in a curved spacetime and an electro-

magnetic field, such that the particles evolve following Eq.(3.18).

From Eq.(3.25), replacing d zµ̃/d s using Eq. (3.18), we treat separately Zµ̃, which stays on

the left hand side and Cµ̃, which contains the collision effect and is moving on the right hand

side. Using volume conservation in phase space Eq.(3.19), the left hand side can be simplified.

Thus the system of equations, which governs the different distribution functions becomes,







uµ ∂ f+
∂xµ

−Γ
i
νσuνuσ∂ f+

∂ui
+ q

mc
Fi
νuν∂ f+

∂ui
= I+

uµ ∂ f−
∂xµ

−Γ
i
νσuνuσ∂ f−

∂ui
− qc

m
Fi
νuν∂ f−

∂ui
= I−

uµ ∂ fr

∂xµ
−Γ

i
νσuνuσ ∂ fr

∂ui
= Ir

. (3.31)

These equations are called Boltzmann’s equations system. It can be adapted for a more

general configuration of species mixing. On the right hand side we get some source terms due

to collision and creation or annihilation of pairs, which will be calculated in details in the next

section. The left hand side contains the effect of gravity and average electromagnetic Lorentz

force.
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3.1.6 Collision terms

Regarding the model develloped here, this section is the most important part of this chapter. In-

deed, the collision term is the groundwork of the calculations allowing us to link microphysics and

dynamical processes of the flow. Indeed, we see that these terms can take into account Compton

and inverse Compton processes. It can also take into account, how the creation and annihilation

of pairs play a role on the distribution functions of each species.

First, we see that elastic or unelastic particle collisions are characterized by a unit spatial vector

which characterizes a reflection symmetry. The set of collisions is described by making this vector

crossing the unity sphere of the sub-space where it belongs. Second, based on Chernikov [1963],

we see how to calculate these terms. A collision probability function needs to be introduced. This

function, related to the notion of effective cross-section, is not calculated here. It contains the

micro-physical characteristics of each process.

In order to consider collisions, we assume the following hypotheses,

• First, we consider only collisions with two particles.

• Second, we consider that the collision time (clean particle time) is infinitely short compared

to the characteristic time of motion created by mean fields. Thus collisions are considered

as punctual and instantaneous.

• Third, elastic collisions concern collisions in which the species before and after the collision

are identical.

• Fourth, inelastic collisions concern collisions in which the species before and after the colli-

sion are not the same.

The second hypothesis on the punctuality of the collisions may be a problem for collisions

between charged particles. However, we assume that the density of the gas is sufficiently low to

ensure the validity of this assumption.

Elastic collisions

In the case of an elastic collision, at M ∈M where the collision occurs, the two particles of four-

momentum p and q before the collision become p′ and q′ after it. The conservation of momenum

during the collision implies that p+q = p′+q′. The elasticity implies that the deviation of four

momentum p−p′ and q−q′ is a spatial vector. Writing the conservation of the four momentum,

p−p′ = −(q−q′). It proves that the deviation vectors are aligned. We deduce the existence of a

vector n such as, {

p′ = p−2
(

p ·n
)

n

q′ = q−2
(

q ·n
)

n
(3.32)

Elasticity induces that n is proportional to a difference between the two four-momentum

of particles of the same mass. Thus n is a spatial vector, which is perpendicular to the total

momentum of the two particles.

{(

p+q
)

·n =
(

p′+q′) ·n = 0

n2 = 1
(3.33)

Eqs. (3.32) indicates that a collision is characterized by a reflexion symmetry with respect

to the hyperplane orthogonal to n in TM (M ). In the following we called this hyperplane n⊥.
This hyperplane is fully characterized by the spatial unit vector n orthogonal to p+q. Thus,

n describes the 2-sphere unit Sp+q⊥ ⊂ p+q⊥ ⊂ TM (M ) plunged in the sub-space orthogonal to

p+q. Normalizing the vector p+q we get the four speeds of the reference frame of center of
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mass, then n is a vector of the ”space”seen by an observer of the center of mass reference frame.

We describe all the possible elastic collisions for a given value of p+q. It means that, when n

scans the sphere Sp+q⊥ , Eqs.(3.32) give us all possible p ′ and q ′ values of an elastic collision.

The property of reflexion symmetry allows us to write,
{

p = p′−2
(

p′ ·n
)

n

q = q′−2
(

q′ ·n
)

n
(3.34)

We can remark that this transformation, described by a spatial unit vector n, is also valid for

collisions of particles, either massive or not.

 L
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p'+q'
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q

q'
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Figure 3.2 – Display of elastic collision of two massive particles, in the plane defined by the four-velocity in

the barycentric frame p+q and the vector n of the collision. The dotted lines correspond to some possible

real trajectory of the particles.

The Fig.3.2 displays the elastic collision of two massive particles. The dotted line corresponds

to some possible real possible trajectories. Nevertheless the assumption of punctual and instan-

taneous treatment of collision implies that the considered trajectory is the one which follows the

line along four-velocity vector.

Inelastic collisions

For an inelastic collision we need to proceed in two steps. Considering that the collision starts

with particles of proper masses mp and mq to produce particles of masses mp ′ and mq ′ . Like

before the four-momentum is conserved, so we get p+q = p′+q′. Let us suppose we get a couple

(p′
0,q′

0) resulting from the collision of the two four-momenta p′
0, corresponding to a mass of mp ′ ,

and q′
0, corresponding to a mass of mq ′ , all the couples (p′,q′) verify,

{

p′ = p′
0 −2

(

p′
0 ·n

)

n

q′ = q′
0 −2

(

q′
0 ·n

)

n
, (3.35)
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where the vector n follows the condition,
{(

p′+q′) ·n =
(

p′
0 +q′

0

)

·n = 0

n2 = 1
(3.36)

We look for an inelastic transformation (p,q →
unelastic

p′
0,q′

0), which combined to all elastic

transformations (p′
0,q′

0 →
elastic,n

p′,q′) describes all inelastic collisions. Indeed, the composition of

an inelastic collision (mp ,mq → m′
p ,m′

q) with an elastic collision Eq. (3.32) is another inelastic

collision (mp ,mq → m′
p ,m′

q).

Finally, we need to find the couple (p′
0,q′

0). The idea is to search for this couple in the plane

generated by (p,q). If we note Pp+q the operator of projection perpendicular to (p+q), this plan

is also generated by (p+q,Pp+q(p)) or (p+q,Pp+q(q)). Thus we can seek the scalars (α,β), such

that, {

p′
0 = α

(

p+q
)

+βPp+q(p)

q′
0 = (1−α)

(

p+q
)

+βPp+q(q)
(3.37)

To obtain the resulting masses (m′
p ,m′

q) from the initial masses (mp ,mq) before the collision,

we take the square of each equation, and get after some calculations,







α =
1

2

(

1+
m2

p ′ −m2
q ′

λ2

)

λ2 = −
(

p+q
)2

β2 =

[

−λ2 +
(

mp ′ −mq ′
)2

][

−λ2 +
(

mp ′ +mq ′
)2

]

[

−λ2 +
(

mp −mq

)2
][

−λ2 +
(

mp +mq

)2
]

. (3.38)

Using the fact that the scalar product of two four-velocities is less than −1, we deduce that

−λ2 +
(

mp +mq

)2 ≤ 0, using a second inequality we also get −λ2 +
(

mp −mq

)2 ≤ 0. These two

inequalities are also valid for mp ′ and mq ′ . Thus β2 exists because each term is negative, which

implies that the fraction in the last equation (3.38) is positive.

Because the tangent space is a flat space, the volume element associated to Sp+q⊥ is the

usual element of volume (sin2θdθdφ) of the sphere independently of the collision center in the

momentum frame p+q. The axis defining θ,φ is any couple orthogonal axis of the sphere Sp+q⊥ .

Decomposition of collision terms

The collision term of Boltzmann’s equations system Eq.(3.31) is the balance of particles of each

species, which leave and enter (in-out) some fluid volume in the phase space due to collision or pair

creation-annihilation. This term is calculated in Chernikov [1963] and Marle [1969a]. Each part

can be decomposed in different terms, which represent the collision between 2 different species,







I+ = I+++++ I+−+−+ I+r
+r + I2r

+−

I− = I−+−++ I−−−−+ I−r
−r + I2r

−+

Ir = Ir r
r r + Ir+

r++ Ir−
r−+ I2r

2r + I+−2r + I−+2r

(3.39)

Thus the term I+−+− represents the rate of elastic collision between electron and positron.

The terms I++++, I+−+−, I+r
+r , I−−−−, I−r

−r , I2r
2r constitute the elastic collision rates and I2r

+−, I+−2r the inelastic

ones. The terms I++++, I+−+−, I−−−− are the elastic collisions between electrons and positrons. If the

neutral species is photon, we may have radiative transfer, especially Compton and inverse-Compton

processes. The effect of those physical processes on the evolution of the distribution is determined

by I
−γ
−γ and I

+γ
+γ. The terms I2r

+− and I2r
−+) contain the effect of the creation of positrons and

electrons, respectively. Therefore I+−2r contains the effect of the annihilation of pairs on the
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neutral component. Chernikov [1963] was the first to derive explicitly these expressions assuming

collisions.

I+−+− (M,u) =

∫

q

me
∈Ω

∫

n∈Sp+q⊥

{

f+
(

u′) f−

(
q′

me

)

− f+ (u) f−

(
q

me

)}

A+−
+−

(

me u,q,n
)

sin2θndθndφn(3.40)

×
p−g

m2
e q0

d q1d q2d q3 (3.41)

The differential cross section terms A+−
+−

(

me u,q,n
)

are proportional to the probability of col-

lision characterized by the vector n between a positron of momentum me u and an electron of

momentum p. The other collision terms have the same form as in Eq.(3.41), except that the

differential cross section is different. The differential cross section terms must verify the following

properties,

• Akl
i j

is a positive function.

• It respects the symmetry Akl
i j

(

p,q,n
)

= Alk
i j

(

p,q,n
)

= Akl
j i

(

q,p,n
)

, which means that the prob-

ability of collisions (p,q →
n

p′,q′) is equal to the probability of the collision (p,q →
n

q′,p′)

and is also equal to the probability of (q,p →
n

p′,q′).

• There is an equal probability of the inverse process, Akl
i j

(

p,q,n
)

δ3q = Akl
i j

(

p′,q′,n′)δ3q ′.

These properties of symmetry are important for future developments. This differential cross

section term contains all the essential elements of physics of the collisions. In order to understand

the role of the creation of pairs, we need to calculate the I
2γ
+− and I+−2γ terms. The calculation

of these differential cross-sections involves the standard particle model and will not be discussed

here. You can find details in Berestetskii et al. [1982].

3.1.7 Maxwell’s equations

We show here how to properly integrate Maxwell’s equations in order to link the distribution

function to the electromagnetic field. Generally speaking, the evolution of the electro-magnetic

anti-symmetric tensor F is given by the Maxwell’s equations in Gaussian Unit (GU) that we can

write in its covariant form,







∇·F =
4π

c
j

∇·⋆F = 0

, (3.42)

where ⋆F is the Hodge dual Eq.(A.16). The source term is due to the circulation of charges in

spacetime. Indeed j is the charged four-current vector. About the current, two definitions appear,

the discrete one or the continuous one,







jD = q

∫
[

N+∑

i =1

δ4
(

M−M+,i (s)
) d x

µ

+,i

d s
(s)−

N−∑

j =1

δ4
(

M−M−, j (s)
) d x

µ

−, j

d s
(s)

]

d s = q

∫

ui∈R3
(R+ (M,u)−R− (M,u))u

p−g

u0
du1du2du

jC = q (J+− J−) = q

∫

ui∈R3

(

f+ (M,u)− f− (M,u)
)

u

p−g

u0
du1du2du3

(3.43)

The first expression of the current treats the source as a discrete function linked to the world-

line distribution function. In this case, the electromagnetic field solution of Maxwell’s equations

is the sum of the contribution of each particle. The problem of this solution is that it includes

all singularities of the field in the environment of particles. The second expression considers the
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source as a continuous field linked to the distribution function. Here, the solution of Maxwell’s

equations gives us a continuous average field. If we remember the discussion in the beginning of

Sec. 3.1.3, the electromagnetic field, which appears in the Boltzmann system is the averaged one.

Thus in the following, except if we mention it, the charge current refers to the continuous field.

Note that J is the four-current number also called Feynman’s current mentioned in Eq. (3.29).

3.1.8 GRMHD equations system and coupling terms between species

Compiling all informations introduced in this chapter, we are now building in this section the

equations of the positron-electron fluid motion according to the effects and the mechanism of

pair annihilation/creation and elastic interaction between species. To calculate the rate of ap-

parition of pairs, one needs to integrate the Boltzmann equation on all possible velocities. The

divergence of the energy momentum tensor of each species is given by the integration on the

velocity space Ω of the first order momentum equation of the Boltzmann system. The terms due

to the interactions (Compton, Inverse Compton, pair creation or annihilation) between photons

and electron-positron fluid is integrated in many astrophysical system studies concerning high en-

ergy phenomena. Fargion and Salis [1998] study the effect of elastic processes (Compton, Inverse

Compton) on the emission spectrum.

The use of this kind of term are really important in astrophysics. Especially for highly energetics

flow, GRB, AGN... Let mention the discussion about pairs creation rate in the environnement of

black hole magnetosphere for AGN jets. The work of (Levinson and Rieger [2011]) argue that in

the best condition for the accretion disk the pair formation rate via annihilation of photons could be

always too low to get the Goldreich-Julian density (for steady and ideal magneto-hydrodynamics)

of pairs. In region where injection is too low ideal MHD break down and a gap is formed and

Hirotani and Pu [2016] propose a model of steady gap. These models are subject to recent

study as the work of Ford et al. [2017] which study the condition in such solution to have

an efficient Blandford-Znajek. Nevertheless the work of Levinson and Segev [2017] argue that

solutions of these models exists only under restrictive conditions which could not apply to concrete

astrophysical system, they conclude that the assumption of steady flow could not hold in the

magnetosphere of the black hole. The study of such a solution needs a bi-fluid+radiative treatment

in order to include the terms of interaction between photons and electon-positron fluid, and

the effect of annihilation or creation processes, Compton/inverse Compton type processes, and

synchrotron emission. Birkl et al. [2007] and Zalamea and Beloborodov [2011] have examined

the pair production mechanism via neutrino source in the environnement of accreting black hole

magnetosphere.

Maxwell-Enskog transfer equation

Following Chernikov [1963] and Marle [1969a], to get the equation of motion of each component

of the fluid, it is useful to obtain what we call a transfer equation. We introduce the tensorial

observable determined by the state of the particles, ∀(k, l ) ∈N
2

t : µ = M ×Ω → T (M)k ⊗T ⋆ (M)l
(

xµ,ui
)

7→ t
(

xµ,ui
) , (3.44)

This observable can be the mass t = m, the momentum t = mu or the energy of the particles

measured by a specific observer t = mc2u ·v, where v is the four velocity of the observer. From

this tensorial observable, we can build its spacetime observable flux-density,

t̄
γ,α1,...,αk

β1,...,βl
=

∫

ui∈R3
uγt

α1,...,αk

β1,...,βl

(

xµ,ui
)

f
(

xµ,ui
)(−p−g

u0

)

d 3u , (3.45)

which is a (k+1, l ) usual tensor. The observable density per unit volume measured by a specific

observer is simply t̄
α1,...,αk

β1,...,βl
= t̄

γ,α1,...,αk

β1,...,βl
vγ, where v is the four velocity of the observer. Using
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Boltzmann’s equation Eq.(3.31), we can calculate the divergence of the observable flux-density,

1
p−g

∂

∂xµ

(p−g t̄
µα1,...,αk

β1,...,βl

)

=

∫

ui∈R3

−p−g

u0

{

I
(

xµ,ui
)

t
α1,...,αk

β1,...,βl

(

xµ,ui
)

+ f
(

xµ,ui
)

L̂
[

t
α1,...,αk

β1,...,βl

]}

d 3u .

(3.46)

This equation is the relativistic analogous of Maxwell-Enskog transfer equation. Details

of the demonstration are proposed in Appendix (C.3). This equation is valid for each species

of the different fluid components. The application of this equation on mass (or on unity) gives

the continuity equation of each component. For the momentum, it gives the conservation of the

energy-momentum tensor of each component of the fluid. The derivation of these equations is

the object of the next subsections.

Particle number conservation

If we take as tensorial observable the scalar function, which is 1 everywhere on the phase space,

the density flux associated with this observable is the quantity already introduced called 4-current

number Eq.(3.29). The application of the transfer equation gives the particle number conservation

of each species.







∇· J+ = q+ = kN

∇· J− = q− = kN

∇· Jγ = qγ = −2kN

. (3.47)

The source term is,

kN =

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥

{

fr

(
p′

me

)

fr

(
q′

me

)

− f+

(
p′

me

)

f−

(
q

me

)}

A2r
−+

(

p,q,n
)

sin2θndθndφn ×δ3p ×δ3q

(3.48)

In fact the symmetry of the differential cross section and the property of elastic collisions

Eq.(3.34) imply that each contribution from the elastic collision is null. This is developed in

details in Appendix (C.4). If we combine the electrons and the positrons together, we get the

fluid of pairs separately from the fluid of photons. The four current of the fluid of pairs is simply

the sum of the electron component and the positron component J = J−+ J+. Its divergence is,

∇· J = 2kN . (3.49)

This equation can be simply interpreted. The pair creation mechanism gives the amount of

loading or unloading of pairs. kN corresponds to the rate of pair creation in the fluid frame. Then

2kN corresponds to the rate of apparition of the particles, electrons or positron. Thus to estimate

this rate and to see how it affects the continuity equation, the fundamental quantities to estimate

are the differential cross sections of pairs creation A
2γ
−+

(

p,q,n
)

.

Conservation of momentum

If we take as tensorial observable the momentum of the particles, by definition, the momentum

flux density of each component corresponds to the fluid contribution of each fluid component to

the energy-momentum tensor,

TFL = mc2

∫

ui∈R3
δ3u

[

u⊗u f
(

xµ,ui
)]

. (3.50)

m is the mass of the particles of the considered component.
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Applying the transfer equation to each species, we get,

∇·TFL,++F

(
j+
c

, .

)

= k→e+

∇·TFL,−+F

(
j−
c

, .

)

= k→e−

∇·TFL,r = k→r

. (3.51)

The details of the proof are given in Appendix (C.5). j+ or j−, is the charge current due to

positrons or electrons, respectively. Each component may be decomposed into,

k→e+ = ke−→e+ +kr→e+ +k
2r⇋e++e−
→e+

k→e− = ke+→e− +kr→e− +k
2r⇋e++e−
→e−

k→r = ke+→r +ke−→r +k
2r⇋e++e−
→r

. (3.52)

It is possible to show that no force appears due to collisions between particles of the same

species (internal forces to the fluid component). For interactions between different species, the

explicit expression of the terms implies some equality between these terms. More fundamentally

this is a consequence of the action/reaction principle. The action of an electron on a positron is

the back reaction of the force of a positron on an electron ke−→e+ +ke+→e− = 0. It is the same for

elastic interactions between positrons or electrons and the neutral component kr→e+ +ke+→r = 0

(kr→e− +ke−→r = 0). The last interaction concerns the creation of pairs. We get k
2r⇋e+e−
→e+ +

k
2r⇋e+e−
→e− = −k

2r⇋e+e−
→r . The action-reaction between components implies that the total stress

energy tensor is conserved,

∇·
(

TFL,++TFL,−+TFL,r +TEM

)

= 0 . (3.53)

Indeed, we have used here the well know result that F
(

j, .
)

= ∇·TEM. Yet, the object of our

work is to study the effect on pair fluid of the pair injection mechanism. So as in the last section,

we need to consider the fluid of pairs. Introducing kElastic
r→e+e− = kr→e+ +kr→e− , the force of elastic

collisions between pairs and neutrals is k
2r⇋e++e−
→e+e− = k(2r⇋e++e−)→e+ +k(2r⇋e++e−)→e− . This is the

force on pairs due to the creation of pairs and TFL = TFL,++TFL,− is the energy momentum tensor

of pair plasma fluid. We get,

∇·TFL +F

(
j

c
, .

)

= kElastic
r→e+e− +k

2r⇋e+e−
→e+e− ⇐⇒ ∇·TMHD = kElastic

r→e+e− +k
2r⇋e+e−
→e+e− . (3.54)

where TMHD = TFL +TEM with for the electro-magnetic energy momentum tensor,

T
αβ

EM
=

1

4π

[

Fα
µFµβ−

FµνFµν

4
gαβ

]

. (3.55)

Thus there are two processes applying forces on pairs.

First, there is the elastic collision with neutrals, which is the force due to Compton/Inverse –

Compton effect on the fluid when the neutral component is composed of photons.

kElastic
r→e+e− =

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
p

[{

f+

(
p′

me

)

fr

(
q′

me

)

− f+

(
p′

me

)

fr

(
q

me

)}

A+r
+r

(

p,q,n
)

+
{

f−

(
p′

me

)

fr

(
q′

me

)

− f−

(
p′

me

)

fr

(
q

me

)}

A+r
+r

(

p,q,n
)
]

sin2θndθndφn ×δ3p ×δ3q

, (3.56)

Second, there is the force on the pairs by the creation/annihilation mechanism,

k
2r⇋e+e−
→e+e− =

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥

(

p+q
)
{

fr

(

p′) fr

(

q′)− f+

(
p

me

)

f−

(
q

me

)}

A2r
+−

(

p,q,n
)

sin2θndθndφn ×δ3p ×δ3q

, (3.57)
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3.1.9 H Theorem

Using for the i-th species t = −kB

[

ln
(

fi )
)

−1
]

in the equation of transfer Eq.(3.46), we get,

∇·si = −kB

∫

u j∈R3
δ3u ln

(

fi

(

xµ,ui
))

Ii

(

xµ,ui
)

(3.58)

Precisions on the derivation are given in Appendix C.6). The entropy flux density of i−th
species si is defined as,

si = −kB

∫

u j∈R3
δ3u u

[

ln
(

f
(

xµ,ui
))

−1
]

f
(

xµ,ui
)

(3.59)

Using the symmetry of the differential cross section and changing of variables in the collision

integral, the total enthalpy flux density s = s++s−+sr verifies,

∇·s = sc
++
+++ sc

−−
−−+ sc

2r
2r + sc

+−
+−+ sc

2r
+− , (3.60)

where,






sc
++
++ =

kB

4

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(
f+(p) f+(q)

f+(p′) f+(q′)

)
[

f+(p′) f+(q′)− f+(p) f+(q)
]

A++
++

(

p,q,n
)

δ2n ×δ3p ×δ3q

sc
−−
−− =

kB

4

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(
f−(p) f−(q)

f−(p′) f−(q′)

)
[

f−(p′) f−(q′)− f−(p) f−(q)
]

A−−
−−

(

p,q,n
)

δ2n ×δ3p ×δ3q

sc
−+
−+ =

kB

4

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(
f−(p) f+(q)

f−(p′) f+(q′)

)
[

f−(p′) f+(q′)− f−(p) f+(q)
]

A−+
−+

(

p,q,n
)

δ2n ×δ3p ×δ3q

sc
−+
r r =

kB

4

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(
fr (p) fr (q)

f−(p′) f+(q′)

)
[

fr (p′) fr (q′)− f−(p) f+(q)
]

Ar r
−+

(

p,q,n
)

δ2n ×δ3p ×δ3q

(3.61)

Because the distribution function and the differential cross section are positive functions and

also because the function x −→ ln x (x −1) is positive for all positive reals, we deduce that all

terms are positive terms. We get the so-called H theorem, which is equivalent to the second

principle of thermodynamics,

∇·s ≥ 0 (3.62)

3.1.10 Notion of thermodynamics equilibrium

We assume that the positron component and the electron component are in thermodynamical

equilibrium if we have sc
++
++ = 0 and sc

−−
−− = 0, respectively. The positron and electron are in equi-

librium means sc
+−
+− = 0. The neutral component and the positron (electron) gas are in equilibrium

only if s+r
+r = 0 (s−r

−r = 0, respectively). The pair creation-annihilation transformation is in thermo-

dynamical equilibrium if sc
2r
+− = 0. The thermodynamical equilibrium implies that the distribution

function is a Maxwell distribution.

If we impose thermodynamical equilibrium between massive species of index i + j ⇋ k + l , it

is possible to prove (see Appendix C.7) that,

i + j⇋ k + l

in equilibrium
⇔







∀M(xµ) ∈M ∃T ∈R and u f l ∈TM (M )

∃ai , a j , ak , al ∈R such that ai a j = ak al

}

wich depends of the

position on spacetime

fi

(

xµ,ui
)

= ai

(

xµ
)

exp
(

βi u f l ·u
)

f j

(

xµ,ui
)

= a j

(

xµ
)

exp
(

β j u f l ·u
)

fk

(

xµ,ui
)

= ak

(

xµ
)

exp
(

βk u f l ·u
)

fl

(

xµ,ui
)

= al

(

xµ
)

exp
(

βl u f l ·u
)

,

(3.63)

where βi =
mi c2

kBT
for massive particles. This factor defines the temperature of the equilibrium.

The four vector u f l is the four velocity of the fluid, thus it is a unit time vector. The scalars
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ai , a j , ak , al are linked to the number of particles per unit volume in the fluid referential frame for

each species.
n

a
=
∂Z

∂β
⇒ Z

(

β
)

= −
∫

ui∈R3
δ3u exp

[

βu f l ·u
]

(3.64)

For photons, this expression is not convenient because it does not follow Planck’s law for a

black body. Thus, to treat properly the gas of photons, an analysis based on quantum mechanics

is required.

3.2 Pair plasma gas in thermodynamical equilibrium

To have an idea of the behavior of the pair plasma, we look at the consequences of the gas

equilibrium. We derive an expression of the Feynman current, the energy-momentum tensor and

the entropy flux density. This gives us a way to get an expression of the pairs production rate and

of the recoiling forces due to pair production.

3.2.1 Synge-Jüttner distribution function

First of all, we consider that the gas of pairs is in thermodynamical equilibrium, which implies

that each of its component is in equilibrium. Thus the distribution function is,







f+
(

xµ,ui
)

= n+(xµ)
exp

[

β+u f l ·u
]

∂Z

∂β

(

β+
)

f−
(

xµ,ui
)

= n−(xµ)
exp

[

β−u f l ·u
]

∂Z

∂β

(

β−
)

, (3.65)

where β+ =
m+c2

kBT
and β− = m−c2

kb T
, n+ and n− is the density in the fluid rest frame, of four-speed

u f l . The unique temperature T expresses that the two components are in equilibrium together.

Using adapted orthonormal basis in tangent spacetime Eq.(3.10) gives,

Z
(

β
)

= −
4πK1

(

β
)

β
= −

∫

ui∈R3
δ3u exp

[

βu f l ·u
]

. (3.66)

(Kn)n∈N is a modified Bessel function of the second kind, which significant properties are

described in Appendix.(A.5). In this notation, the number four current is,

J+ = n+u f l

J− = n−u f l

}

⇒
ρ0u f l = m+J++m−J−

where ρ0 = m+n++m−n−
. (3.67)

We introduce here the mass flux density ρ0u f l of the two fluid components.

3.2.2 Energy momentum tensor

Using the definition, Eq.3.50, and the expression of the distribution function Eq.(3.65) and intro-

ducing b = βu f l , we find,






T
αβ

+, f l
= −m+c2n+







∂
∂bα

+

(

∂Z

∂b
β
+

)

∂Z

∂β+







T
αβ

−, f l
= −m+c2n−






∂
∂bα

−

(
∂Z

∂b
β
−

)

∂Z

∂β−






, (3.68)
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Using Eqs.(C.17,C.18) and Eq. (A.12), we get,

T+, f l = n+m+c2

[
K3

(

β+
)

K2

(

β+
)u f l ⊗u f l +

1

β+
g

]

T−, f l = n−m−c2

[
K3

(

β−
)

K2

(

β−
)u f l ⊗u f l +

1

β−
g

]







⇒

T f l ,−+ = ρ0ξc2u f l ⊗u f l +Pg

where ξ =
m+n+

K3(β+)
K2(β+)

+m−n−
K3(β−)
K2(β−)

m+n++m−n−
and P = (n++n−)kBT = nkBT

(3.69)

Then we interpreted ξ as the adimensionate specific enthalpy of the pairs plasma fluid. Then

the internal energy at equilibrium of positron (electron) component is 1 + e+(β+)

c2 =
K3(β+)
K2(β+)

− 1
β+

(1+ e−(β−)

c2 =
K3(β−)
K2(β−)

− 1
β−
). P is the pressure of the pair fluid.

3.2.3 Specific entropy

For the entropy flux density, a quick calculation using the same method as for the energy momen-

tum tensor leads to,

s+− = s+J++ s−J−

= (n+s++n−s−)u f l = nsu f l

where







s+ = kB

[

β+
K3

(

β+
)

K2

(

β+
) + ln

(
4πK2

(

β+
)

n+β+

)]

s− = kB

[

β−
K3

(

β−
)

K2

(

β−
) + ln

(
4πK2

(

β−
)

n−β−

)] . (3.70)

If there are no third species, there cannot be creation of pairs then kN = 0 and thus ∇·nu f l = 0.

In this case, the H-theorem Eq.(3.62) becomes ∇u f l
s ≥ 0, which means that the specific entropy

should increase along the fluid world line.

3.2.4 First principle

If we have a fluid particle of a single gas component in thermodynamical equilibrium, Eqs. (3.70,

3.69) lead to the link between the differential forms,

dξ =
dP

ρ0c2
+ T

mc2
d s (3.71)

This parallel evolution between these quantities is true for a gas in thermodynamical equilib-

rium. Indeed, the temperature is properly defined only for such a gas.

3.2.5 Specific internal energy

The specific energy is the energy per unit of mass in the fluid frame. The specific internal energy

corresponds to the specific energy of the fluid, where one removes the rest mass energy. To build

the density flux of the internal energy, we need to use Eq.(3.45) choosing t = mc2(−u f l ·u−1). From

there we can easily show that the specific energy of each species is linked to the fluid referential

component of the energy-momentum tensor of the species via n+m+c2
(

1+ e+
c2

)

= T+, f l

(

u f l ,u f l

)

,







e+
c2

= e
(

β+
)

=
K1

(

β+
)

K2

(

β+
) + 3

β+
−1

e−
c2

= e
(

β−
)

=
K1

(

β−
)

K2

(

β−
) + 3

β−
−1

⇒ e =
n+m+e++n−m−e−

n+m++n−m−
= ξ−1− P

ρ0c2
. (3.72)

This equation, which links the specific internal energy with the temperature, is called the

(Equation of state (EOS)). This EOS (e = e
(

β
)

) is valid for gas in thermodynamical equilibrium

and for relativistic and non-relativistic temperature regimes. This form of EOS was first derived

by Synge [1957]. Thus we call this equation of states the Synge EOS.
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special modified Bessel function. Mignone and McKinney [2007] investigated the difference on

numerical simulations between different Γ-law equations of state ( e
c2 = 1

Γ−1

1
β for non-relativistic

and ultra-relativistic Γ polytropic index) and the Taub-Matthews’ equation of state for adiabatic

flows, using the PLUTO code.

3.2.7 How the mechanism of pair creation acts on the dynamics?

To understand how the mechanism of pair creation acts on the dynamics, an interesting sub

case to explore consists on studying a gas composed of three species (electrons, positrons and

neutrinos), in which all kind elastic collision is in thermodynamical equilibrium. That is to say

all elastic collision between particles of a singles species e+e+⇋ e+e+, e−e−⇋ e−e−, νν⇋ νν,

ν̄ν̄⇋ ν̄ν̄, but also all elastic collision between two different species e+e−⇋ e+e−, e+ν⇋ e+ν,
e−ν⇋ e−ν are supposed to be in thermodynamics equilibrium. Then the distribution function of

all species is equals to a Maxwell distribution function with the same temperature and the same

fluid four velocity,






fe+(xµ,u) = ae+(xµ)exp
(

βe ufl ·u
)

fe−(xµ,u) = ae−(xµ)exp
(

βe ufl ·u
)

fν(xµ,u) = aν(xµ)exp
(

βνufl ·u
)

fν̄(xµ,u) = aν̄(xµ)exp
(

βνufl ·u
)

(3.77)

with βe =
me c2

kBT
and βν = νc2

kBT
. Nevertheless we do not make assumption of equilibrium for inelastic

reaction νν̄⇋ e+e−, then a priori we do not have ae+ae− 6= aνaν̄. In this case, we are able to

calculate the direction and the evolution of the amplitude of the creation rate and the forces due to

the creation/annihilation of pairs νν̄⇋ e+e−. Then the number of particles creation/annihilation

rate kN and the force k
2ν⇋e+e−
→e+e− due to the creation/annihilation mechanism are given by







kN =
[

aνaν̄−ae+ae−

]

F
2ν⇋e+e−
→e+e−

(

β
)

k
2ν⇋e+e−
→e+e− = −

[

aνaν̄−ae+ae−

] ∂F
2r⇋e+e−
→e+e−

∂β

(

β
)

uFL

where F
2ν⇋e+e−
→e+e− (T) =

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n
A2ν
+−

(

p,q,n
)

exp

[
β

me
uFL ·

(

p+q
)
]

sin2θndθndφn ×δ3p ×δ3q

,

(3.78)

where β =
me c2

kBT
and F

2ν⇋e+e−
→e+e−

(

β
)

is a positive and decreasing scalar function of β. Then the

pair creation rate increases with temperature. The function F
2ν⇋e+e−
→e+e−

(

β
)

is characteristic of the

differential cross section of this mechanism. The creation/annihilation rate is a function of the

sign [aνaν̄−a+a−]. If aνaν̄ ≥ a+a−, the pair creation rate is bigger than the annihilation rate

and if aνaν̄ ≤ a+a−, pairs annihilation rate is bigger than creation rate. The equilibrium of this

mechanism is reach when,

nνnν̄

n+n−

∣
∣
∣
∣
eq

=

(
K2

(

βν
)

K2

(

β
)

me

mν

)2

, (3.79)

where βν = mνc2

kBT
. Because of the very low mass of the neutrinos, this equilibrium constant means

that the process is efficient for a very high density of neutrinos in comparison to the density of

pairs. In fact, due to modified Bessel fonction property we have nνnν̄/ne+ne− −→ (me /mν) ∼
(1/4.8×10−3)6 ∼ 7.3×1013 for highly relativistic temperature. The equilibrium fraction Fig.(3.5)

decrease with the temperature which means that this is more easy to produce pairs for relativistic

temperature. In this case the pair production rate is positive and the four-force exerted on the

pair fluid is oriented in the direction of the four velocity of the fluid. In fact the neutrinos, which

are the source of pairs, transfer their momentum to the pair fluid. The momentum of neutrino

fluid is oriented along u f l . It is the same for the forces.

In a more general case, let us consider, that neutrinos are in thermodynamic equilibrium. And

the pairs are in thermodynamic equilibrium, without imposing balance of elastic collisions between
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to write the mass flux density flux P and the energy momentum tensor T of the fluid as,

{

T = ρ0ξc2u⊗u+q⊗u+u⊗q+Pg

P = ρ0u

⇓
{

∇·T = 0

∇·P = 0

where

ξ = 1+ e

c2
+ P

ρ0c2
with

de = −Pd
1

ρ0
+Td s

q = −κT2
(

g+u⊗u
)

·
[

∇T+ 1

T
a

]

,

(3.80)

where a = ∇uu and s are the specific entropies. The constant κ is the scalar conductivity of

the fluid. Marle [1969b], gives a value of this conductivity as a function of the temperature T, the

rest frame mass density ρ0 and the relaxation time of the distribution function. The expression

of q is the simplest expression leading in any case to an increase of the entropy.

3.3.2 Isotropic non-equilibrium distribution function

In our model, we consider a plasma with no heat flux. Here the ”internal”energy and the pressure

contain some additional terms for which the nature is not explored here. However, it should be

noted that these terms could incorporate effects due to turbulence or the installation of stationary

MHD waves in the plasma.

In general, we can build a distribution function for the two-component fluid, (m++m−) f+− =

m+ f++m− f−. Indeed f allows us to easily define the mass 4-current of the fluid, noting m =

m++m−). Using equations similar to Eqs. (3.30) and (3.50), we obtain,







ρ0ufl = m

∫

u∈Ω
δ3u u f (M,u)

TFL = mc2

∫

ui∈R3
δ3u

[

u⊗u f
(

xµ,u
)]

. (3.81)

We assume that the distribution function is out of equilibrium. This kind of hypothesis

is justified for non-collisional plasmas. We also assume that in the frame of the fluid, which

is unambiguously defined as soon as there is a distribution function, the velocity in the fluid

reference frame and we have γ (V/c) =
(

1−V2/c2
)−1/2

). Using these notations, the isotropy of the

distribution function in the fluid reference frame is mathematically written as f (xµ,u) = f (xµ,V).

This assumption is verified for Synge’s distribution function. This is a reasonable assumption

even if the anisotropy could exist due to the magnetic field or due to the particular direction of

curvature (Riemman tensor) in spacetime. Using this assumption, the mass flux and the energy

momentum tensor of the multi-component fluid can be put in the form,

{

P = ρ0ufl

T = ρ0ξc2ufl ⊗ufl +Pg
, (3.82)

where we have,

ρ0 = m

∫

u∈Ω
δ3uγ f (M,V)

ξ = 1+ e

c2
+ P

ρ0c2
with 1+ e

c2
=

∫

u∈Ωδ3uγ2 f (M,V)
∫

u∈Ωδ3uγ f (M,V)

P =
m

3

∫

u∈Ω
δ3uγ2V2 f (M,V) =

4πm

3

∫

V∈R
dVV4γ2 f (M,V)

. (3.83)

Let us consider the difference between our distribution function f and the Synge function

feq(βeff,n0,ufl,u) for any temperature 1
βeff

= Θeff =
kBTeff

mc2 , but with the same density and the same
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fluid four speed. We note f = feq +δ f . In this case we have different relations,

ρ0 = m

∫

u∈Ω
δ3uγ

(

feq

(

βeff,n0,ufl,u
)

+δ f (M,V)
)

= ρ0 +m

∫

u∈Ω
δ3uγδ f (M,V) ⇒

∫

u∈Ω
δ3uγδ f (M,V) = δρ0 = 0

P =
m

3

∫

u∈Ω
δ3uγ2V2

(

feq

(

βeff,n0,ufl,u
)

+δ f (M,V)
)

= Peff +δP with Θ=̂
P

ρ0c2
=Θeff +δΘ

and Θeff =
1

βeff
=

kBTeff

mc2
also 1+ e

c2
= 1+

eeq +δe

c2
with

δe

c2
=

∫

u∈Ωδ3uγ2δ f (M,V)
∫

u∈Ωδ3uγ f (M,V)

,

(3.84)

The temperature βeff can be chosen in order to contain the whole pressure P = Peff, then

Θ = Θeff. And this will be the case of our first analysis. Then the deviation from the Synge

gas only appears as a supplement of internal energy. In the following, we call this choice pure

additional internal energy out of thermodynamic equilibrium. The characteristic function

eeq of the Synge gas Eq.(3.72) follows the first principle of thermodynamics,

deeq = −Peffd
1

ρ0
+Td seq (3.85)

Where seq is given in Eq.(3.70). You have Θeff =
Peff

ρ0c2 =
kBTeff

mc2 , which is valid with the definition

using the Synge-Jüttner distribution. Few lines of derivation give the well-know result called Joule’s

law, eeq = eeq (Θeff). In fact we interpret eeq and Peff (or Θeff) as equilibrium internal energy of

effective thermal temperature. The δe and δP (or δΘ) are modeling the effects of turbulence or

MHD waves on the flow. Recombining the first principle Eq.(3.85) with the projection along the

flow of momentum-energy conservation Eq.(3.54), and using ideality of the flow (F (u, . ) = 0), we

obtain,

−T∇us = ∇uδe +δP∇u

(
1

ρ0

)

+ ufl ·k+ξc2km

ρ0c2
(3.86)

with km = kN(m++m−) and k = kElastic
r→e+e−+k

2r⇋e+e−
→e+e− . We see that these additional pressure and

additional internal energy can heat the flow, but also act for the loading of pairs.

Polytropic extra-internal energy

Consider a fluid with a given Joule’s law eK = eK (T). If we make the extra assumption of no

extra-pressure δP = 0, having a polytropic law with constant index Γ, which links the pressure and

the rest mass density P ∝ ρΓ0 , we find that,

d
δe

c2
=

T

c2
d s =

Γ−Γeff(T)

(Γeff(T)−1)(Γ−1)
d

P

ρ0c2
(3.87)

with an effective polytropic index define by deeq = 1

Γeff(T)−1
d

kBT
m

= c2

Γeff(T)−1
d P

ρ0c2 . The gas has

an adiabatic evolution only if Γ = Γeff(T) (Γ-law equation of state). It is not expected for a gas

where the temperature present strong variations. A mono-atomic polytropic gas may have an adi-

abatic evolution only in both the non-relativistic (and Γ = 5/3) and the ultra-relativistics (Γ = 4/3)

limits.

Other ways can be explored for retrieving the pressure in function of density rest mass for

a relativistic temperature. By example for a Taub-Matthews EOS, Meliani et al. [2004] calcu-

lated the pressure P = P(ρ0) (eq.15 in their paper) for a mono-atomic gas and the assumption of

polytropic internal energy (in our notation e
c2

(

2+ e
c2

)

∝ ρΓ−1
0 with a constant value of Γ).
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3.3.3 Use of relativistic κ-distribution function

The distribution function of plasma with highly energetic particles, for example in planetary mag-

netospheres, usually have the characteristics of a pronounced high energy tail. One way to model

distribution functions with high energy tail is to use κ-distribution functions. The κ-distribution

functions were introduce in the domain of astrophysics by Chateau and Meyer-Vernet [1991] but

also more precisely to model the solar wind Scudder [1992]. They are also used in planetary

environments, see Meyer-Vernet [2001]. Even if there is some difficulties in the normalization,

extension of the κ-function to relativistic temperatures was proposed by Xiao [2006]. The main

idea of the κ-distribution function, is to have a family of distribution function s
(

fκ
)

κ∈[3,+∞] char-

acterized by a pseudo-temperature βκ, a four-speed of the fluid ufl and a density in the rest frame

ρ0, such that if κ → +∞ the distribution function reaches the Synge-Jüttner one. We follow

Xiao [2006] without the anisotropy for the dependance in velocity of the relativistic κ-distribution

function. From the useful expression of volume element Eq.(3.10) and Eq.(3.84) for the value of

the normalization function, we get

fκ
(

βκ,n0,ufl,u
)

=
n0

zκ
(

βκ
)

1
(

1+ βκ
κ (ufl ·u+1)

)κ+1

with zκ
(

βκ
)

= 4π

∫

Ψ∈R+
dΨ

sinh2
ΨcoshΨ

(

1+ βκ
κ (coshΨ−1)

)κ+1

(3.88)

The normalization function, zκ
(

βκ
)

is different from the normalization function proposed by

Xiao [2006] in their paper (eq.25). Indeed, the definition of the fluid rest frame in relativistic

statistical physics is linked to the notion of Feynmann’s four-current Eq.(3.30), which is the first

moment of the four-speed. For classical temperatures (non-relativistic velocity of particles in fluid

rest frame) u ≈
(

ufl + V
c

)

, then u ·ufl ≈ −1 which justifies the classical normalization. Yet, for

relativistic temperatures, we need to choose n0 =
∫

δ3uγ f and not n0 =
∫

δ3u f , which justifies

the expression in Eq.(3.88). Fundamentally the difference comes from the fact that the number

density of particles n is not a frame independent quantity, because of the volume contraction.

Indeed, the number density measured by an observer of four speed v is n = −v · J. Then the defi-

nition of Feynmann’s four-current replaces the classical definition of normalization.

Then, from Eq. (3.84), using a gas with pure additional internal energy out of thermodynam-

ical equilibrium, we can calculate the extra energy δeκ as a function of Θeff =Θ = P
ρ0c2 . This extra

energy reaches zero, where κ→+∞. This is logical because the distribution function reaches the

Synge-Jüttner one. If κ→ 3, and for fixed value of βκ the internal energy reaches ∞, nevertheless

the effective temperature Θeff = P/ρ0c2 =Θeff(κ,βκ) also reaches infinity. Then the equilibrium en-

ergy for effective temperature eeq (Θeff) →+∞ reaches infinity. And we have an undifferentiated

limit. Nevertheless numerical calculation seems indicate that this extra energy reaches δe
c2 →+1.

Thus for each given value of Θeff and 0 ≤ δeκ/c2 ≤ 1, we have an adapted value of κ.
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This chapter describes the general results concerning Magneto-Hydrodynamic (MHD) with

equations including loading terms in curved spacetime, the General Relativistic Magneto-Hydrodynamic

(GRMHD). Indeed to take into account the effect of the creation/annihilation of pairs on a MHD

flow, we saw on the last chapter Ch.(3), that it is possible to modify in adding some source

terms in the continuity equation Eq.(3.49) and in the conservation of energy momentum equation

Eq.(3.54). We also gave an explicit value of these source terms as a function of the different

differential cross sections of interaction Eq.(3.48, 3.56, 3.78). In the following we seek to ex-

tract general results on flow regardless of the form and values of the source terms even if they

are included as an unknown functions. These general results form the theoretical basis for the

construction of the MHD flow model close to a Kerr black hole. The construction of this model

is explained in the following chapter.

The effect of pair creation mechanism or Compton/inverse Compton mechanism is studied in

the dynamics of magnetized astrophysical flows. Globus and Levinson [2013] built an inflow/out-

flow model for a radial geometry of the flow and Pu et al. [2015] for a parabolic geometry. In

their work Globus and Levinson [2014] implement a split monopole model of flows incorporate

realistic and volumic plasma injection around Kerr black hole. The recent works of Levinson and

Segev [2017] and Ford et al. [2017] study the steady gap solution for black hole magnetosphere

including the rate of pair creation and the role of Compton/Inverse Compton forces.

First, we derive the 3+1 form of the MHD equations in any spacetime framework before

writing these equations in Kerr geometry. We continue with the search of the motion integrals of

General Relativistic Axi-symmetric Stationary Ideal Magneto-Hydrodynamic (GRASIMHD) flow,

which are the main assumptions of the flow described by the solution of our model. Then we

discuss briefly about the Grad-Shafranov approach of this problem. Finally, we calculate the quan-

tities such as the mass, angular momentum and the energy exchanged at the level of the event

horizon between the Kerr black hole and the MHD fields.

4.1 3+1 Decomposition of GRMHD

The goal of this section is to use the main results from Ch.(2) to perform a 3+1 decomposition

of the covariant expression of magneto-hydrodynamics. We consider a foliated spacetime (M =
⋃

t∈R
Σt ,g) with a space sub-manifold Σt . We choose a coordinate system adapted to this foliation.

Our spacetime is filled with an electromagnetic field and an injected fluid.

4.1.1 Covariant form

As we mentioned before, the GRMHD equations can be derivated in their covariant form from a

statistical approach. The electromagnetic tensor evolves with the covariant Maxwell’s system of

equations in Gaussian Unit (GU) Eq.(3.42), that we write here,







∇·F =
4π

c
j

∇·⋆F = 0

(4.1)

Note that the creation of plasma does not perturb the usual Maxwell’s equations. We suppose

that the plasma pair has an infinite conductivity such that the electromagnetic field adapts itself

continuoulsy in order to always cancel the electric field in the fluid frame. This condition is called

ideality condition.

F (u, . ) = 0 (4.2)
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V is the velocity measured by the FIDO. We call it FIDO velocity. After some calculations

we get,

γ = −n ·u =
1

√

1− V2

c2

(4.6)

The definition of the shift of coordinates Eq.(2.16) implies that dℓ = dx +βd t , where dx

corresponds to the coordinate variation of the fluid element. Thus we can introduce W = dx
d t

the

velocity in terms of the variation of the coordinates, that we call coordinate velocity. Using the

lapse function Eq.(2.14), the coordinate velocity is link to the FIDO velocity via

hV = W+β (4.7)

Thus, using Eq.(2.15) we can write,

u = γ

(

n+ V

c

)

=
γ

hc
(∂t +Wc) (4.8)

These different definitions of the velocities are important for the physical understanding of the

following section.

4.1.3 3+1 Decomposition of Maxwell’s equations

The electric (magnetic) field measured by the FIDO is E = F ( . ,n) (B = ⋆F (n, . ), respectively) by

definition of the electromagnetic tensor. Let us introduce the 2-form G = F−n∧E, which is

identically null along n. Then the information of G on T (M ), is entirely determined by the

value of G on n⊥ = T (Σ). G |n⊥ is a 2-form on a 3 dimensional space. Because n⊥ is a three

dimensional space, then G |n⊥ has at least one real eigenvalue. However, G |n⊥ is antisymmetric

thus the real eigenvalue is null, which is equivalent to say that there is a non null vector B in

the kernel of G |n⊥ . Then, as before, the information of G |n⊥ is equivalent to the information

of G |(Rn⊕RB)⊥ . Thus since G |(Rn⊕RB)⊥ is a 2-form of dimension 2 on a space of dimension 2,

G |(Rn⊕RB)⊥ is proportional to the Levi-Civita (determinant) form on this space. If one chooses B

properly, then G |(Rn⊕RB)⊥=2 ǫ ( . , . ) =4 ǫ (n,B . , . ). Thus we have,
{

F = n∧E+4 ǫ (n,B, . , . )

⋆F = −n∧E+4 ǫ (n,E, . , . )
. (4.9)

As a matter of fact, the 4-speed, the source term of the Maxwell’s equations, the four-current

charge, can be decomposed as,

j = ρe cn+ J (4.10)

where ρe is the charge density per unit volume measured by the FIDO and J the charge current

measured by the FIDO. Thus for an elementary surface dS ∈T (Σ), in the FIDO, one measures a

charge δ3Q = J·dSdτ, which crosses the surface during its proper time dτ. After some calculations

, the details are given in Appendix (D.1.1), we get,

D ·B = 0

D× (hE) = hKE−
(

1

c

∂

∂t
−Lβ

)

B

D ·E = 4πρe

D× (hB) =
4πh

c
J−hKE+

(
1

c

∂

∂t
−Lβ

)

E

(4.11)

This system corresponds to Maxwell’s equations in 3+1 form expressed in GU. The addi-

tional term proportional to the Lie derivative of the electric or the magnetic field along the shift

is the term, which compensates the coordinates shift. Indeed, 1
c
∂
∂t

−Lβ = Lm. Thus this term

is some kind of time coordinate derivative in the FIDO frame. Also remark the presence of the

lapse function in the rotational equation. This system is reduced to the usual one when the mass

and the angular momentum of the black hole reach zero.

The ideality condition became,

E+ V×B

c
= 0 (4.12)
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4.1.4 The 3+1 form of continuity equation

For the continuity equation, we get,

∂ρ0γ

∂t
− cβ ·Dρ0γ−ρ0cγK+D ·

(

ρ0γhV
)

= hckm (4.13)

Details of the calculations are given in Appendix (D.1.2). In comparison to the non-relativistic

expression, the first thing to remark is that we replace the rest frame density by the FIDO density

ρ0γ. The velocity term is the FIDO velocity, measured in the time-coordinate hV. The term

cβ ·Dρ0γ compensates the effect of the shift of coordinates in order to get a time coordinate

derivative but in the FIDO frame. The term −ρ0cγK compensate the effect of expansion of

volume seen by the FIDO’s (indeed K = −∇·n).

4.1.5 Spatial part of stress energy tensor conservation

To get the details of the derivation see Appendix.(D.1.3).

ρ0γc

h
LmγξV+ρ0γ (V ·D)γξV = −DP−ρ0γ

2ξc2D lnh +p (k)−γξkmcV+ρe E+ J×B

c
(4.14)

Note that in this expression the term LmγξV is calculated for the linear form γξVα. Because

of the property of Lie derivative Eq.(B.8), this term is included in T (Σt ). This term also contains

the frame dragging forces, that we express in more details in the Kerr geometry. First of all in

comparison to the classical model, we remark that in the term of ”acceleration”(left-hand side of

the equation), the accelerated quantity is not the velocity of the fluid but γξV. This implies that a

fluid with more specific enthalpy or with FIDO velocity closest to c, is more difficult to accelerate.

We also observe the usual gradient of pressure −DP, and the gravitational forces −ρ0γ
2ξc2D lnh.

We also have the electrical forces ρe E and the Lorentz force J×B
c
. The term p (k)−γξkmcV, where

p is the projector normal to n Eq.(2.2) is the recoiling forces due to the loading of plasma.

4.1.6 Evolution of internal energy along the flow

Using Eq.(4.12), the projection of Eq.(4.4) along the four speed gives,

∇uP = ρ0c2∇uξ+u ·k+ξc2km (4.15)

As in Sec.(3.3.2), we note that the loaded term can heat the flow.

4.1.7 Axisymmetric GRMHD in Kerr metric

We know that that, in Kerr metric the FIDO observer associated to Boyer-Lindquist coordinates

has a motion with no angular momentum, which justifies the denomination that we use in the

denomination Zero Angular Momentum Observer (ZAMO). Using the result of Sec.(2.4), we are

able to quickly obtain the system,






D ·B = 0 Maxwell−Flux

D ·E = 4πρe Maxwell−Gauss

D× (hE) = −1

c

∂

∂t
B+

(

B ·D
ω

c

)

̟ǫφ Maxwell−Faraday

D× (hB) =
4πh

c
J+ 1

c

∂

∂t
E−

(

E ·D
ω

c

)

̟ǫφ Maxwell−Ampere

E+ V×B

c
= 0 Ideality

∂ρ0γ

∂t
+D ·

(

ρ0γhV
)

= hckm Continuity

ρ0γ

h

∂γξV

∂t
+ρ0γ (V ·D)γξV = −DP−ρ0γ

2ξc2

[

D lnh + ̟ωVφ̂

hc2
D lnω

]

+ρe E+ J×B

c
+p (k)−γξkmcV Euler

γ

c

(

∂t +Vp ·D
)

P = ρ0cγ
(

∂t +Vp ·D
)

ξ+u ·k+ξc2km First principle along the flow

(4.16)
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In the Maxwell’s system of equations the shift of coordinate add ssome terms which take into

account the gradient of shift pulsation Dω along field (magnetic for Maxwell-Faraday, electric field

for Maxwell-Ampere). This differential rotation is the differentiation of the toroidal coordinate

of the Zero Angular Momentum Observer (ZAMO). This term is due to the nature of the Lie

derivative of vector field. By axisymmetry the variation of the electric field along the shift is null,

but the variation of the shift along the electric field is non-null. Such kind of explanation applies

to Maxwell-Ampere.

In the decomposition of the term proportional to LmγξV of Euler equation, we get a term

from the differential rotation of the coordinate system. We call this term the frame-dragging

force −ρ0γ
2ξc2 ̟ωVφ̂

hc2 D lnω. The frame-dragging effect can act as a repulsive (attractive) force

as a function of the sign of toroidal velocity. This term is repulsive for Vφ̂ ≥ 0 and attractive

for Vφ̂ ≤ 0. A quick comparison of gravity forces leads to a non-negligible frame dragging force

for relativistic toroidal speed and for radius below r
rH

≈ 3a sinθ

1+
p

1−a2
. Thus this force will play a non-

negligible role especially for inflows with an extreme spin a ≈ 0.8−1, and should not be neglected

in the construction of the model. The frame dragging force may be interpret as a Coriolis forces

coming from the relative rotation.

4.2 General results on General Relativistic Axi-symmetric Station-
ary Ideal Magneto-Hydrodynamic (GRASIMHD) in Kerr ge-

ometry

The aim of this section is to derive the general results on GRASIMHD in Kerr geometry. We use

here the convention introduced in Sec.(2.4.1). First we discuss briefly about the coupled system

of equations of GRASIMHD in Kerr geometry. Then we will derive the motion-integral.

4.2.1 Expression of GRASIMHD

Apply stationarity on ideal, axisymmetry GRMHD in Kerr metric means removing all derivative

∂t terms in Eq.(4.16). We quickly obtain,







D ·Bp = 0 Maxwell−Flux

D ·E = 4πρe Maxwell−Gauss

D× (hE) =
(

Bp ·D
ω

c

)

̟ǫφ Maxwell−Faraday

D× (hB) =
4πh

c
J−

(

E ·D
ω

c

)

̟ǫφ Maxwell−Ampere

E+ V×B

c
= 0 Ideality D ·

(

ρ0γhVp

)

= hckm Continuity

ρ0γ (V ·D)γξV = −DP−ρ0γ
2ξc2

[

D lnh + ̟ωVφ̂

hc2
D lnω

]

+ρe E+ J×B

c
+p (k)−γξkmcV Euler

Vp ·DP = ρ0c2Vp ·Dξ+ c
u ·k+ξc2km

γ
First principle along the flow

(4.17)

4.2.2 Motion integrals

The GRASIMHD equations system can be partially integrated to get several field/streamline inte-

grals (Beskin [2010]). Motion integrals are important functions of GRASIMHD flows. Physically

these integrals concern the general properties of the flow and some of them express ”extensive”

quantities. We shall also see later on that, in the case of a plasma considered as a ideal gas which

reaches thermodynamic equilibrium and without loading of material, these motion integrals can be

written as combination of each other. So we will choose one of these integrals to be the ”master
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potential” and then express all the others integrals in function of it. Knowing the dependence

of the motion integrals with the ”master potential”, its ”master potential” value and its spatial

derivative on the critical surface are sufficient to completely solve the equations of GRASIMHD.

Magnetic Flux

First of all the Maxwell-Flux equation Eq.(4.17) coupled with axisymmetry, implies the existence

of a potential vector A for the poloidal magnetic field Bp = D×(A). Let us decompose the potential

vector A=̂Ap + A
̟ǫφ, using the expression of the rotational differential operator Eq.(2.41), D×Ap

is a toroidal field, thus D×Ap = 0. So using Eq.(B.30) but also Eq.(2.41) to prove that D× ǫφ
̟ = 0

we finally obtain,

Bp = D×
(

A

̟
ǫφ

)

=
DA×ǫφ

̟
, (4.18)

Using the theorem of Kelvin-Stokes Eq.(B.33) on a circle C (r,θ) = {M ∈Σ | r (M) = r and θ(M) = θ},

and calling S an axisymmetric surface such that C = ∂S , we obtain,
Ï

S
B ·dS =

Ï

S
Bp ·dS =

∫

C
A ·dℓ =

∫

A ·eφdφ =

∫2π

0

A

̟
ǫφ̟ ·ǫφdφ = 2πA , (4.19)

where the passage of the first to the second equality is justified by the axisymmetry of S . For

the second to the third equality we used the Kelvin-Stokes theorem Eq.(B.33). Then A is the

magnetic flux inside the circle C (r,θ). Because of Eq.(4.19), the axi-symmetry and the symmetry

θ↔ π−θ, the magnetic flux function is a symmetric and π-periodic function of θ, which cancels

out on the axis. Then we can decompose the magnetic flux,

A =
∞∑

n=1

an (r )sin2n θ . (4.20)

Current

The current J is the electric current, seen by the ZAMO. Then if we took an elementary surface dS

plunged in Σ, J·dSdτ = δ3Q is the amount of charges that the ZAMO sees crossing the elementary

surface dS during the ZAMO proper time dτ. Using the lapse function to link this proper time to

the universal time coordinate Eq.(2.14), we obtain hJ·dSd t = δ3Q. This justifies that the charges,

which cross the C circle during a step d t of coordinate time are,

I =
dQ

d t
=

Ï

S
hJ ·dS . (4.21)

Using Maxwell-Ampere Eq.(4.17) and the theorem of Kelvin-Stokes Eq.(B.33) leads to,

I =
c

4π

Ï

S
D× (hB) ·dS =

c

4π

∫

C
hBφ̟̂dφ =

hBφ̟̂c

2
, (4.22)

It allows us to express the magnetic field as a function of the magnetic flux A and the current

intensity I,

B =
DA×ǫφ

̟
+ 2I

h̟c
ǫφ . (4.23)

Isorotation law & Mass flux

Let us write the Maxwell-Faraday equation Eq.(4.17). Using Eq.(4.18), the permutativity property

of the mixed product given by Eq.(B.27) and the relation which gives the rotational of scalar times

a vector Eq.(B.30), we are able to write
(

Bp ·D
ω

c

)

̟ǫφ = D×
(
ω
c

DA
)

. This implies D×
(

hE− ω
c

DA
)

=

0. Then there exists a scalar field, the electric potential Φ, such that

hE =
ω

c
DA−DΦ . (4.24)
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Then there is no toroidal electric field. Introducing the family of surface TA = {M ∈Σ | A(M) = A}

that we call flux tubes. These surfaces are axisymmetric. Then Eq.(4.23) of the magnetic field

shows that B is tangent to these surfaces, B ·DA = 0. With the ideality condition Eq.(4.17), and

the nonexistence of toroidal electric field imply that V×B · ǫφ = 0. Using the permutativity of

mixed product Eq.(B.27) and Eq.(4.18), we obtain V ·DA = 0, which is equivalent to say that V

is tangent to the flux tube. Then the field line of V and B are included on the flux tube TA.

Using Eq.(4.24) and multiplying the ideality condition given in Eq.(4.17) by ×DA, we prove that

DΦ×DA ∝ DA×(B×V) = B (V ·DA)−B (V ·DA) = 0. Then DΦ ∥ DA, which is equivalent to say that

Φ =Φ(A) (See Appendix.A.1)). Then introducing the isorotation function Ω (A) = c dΦ
d A

, we get,

E = −Ω−ω

hc
DA with Ω (A) =̂c

dΦ

d A
. (4.25)

Reminding that V and B are tangent to the flux tube TA = {M ∈Σ | A(M) = A}, the poloidal

velocity is proportional to the magnetic field. It exists a function ΨA such that,

ΨABp = 4πρ0γhVp ⇒ Bp ·DΨA = 4πhckm . (4.26)

The function ΨA is linked to the mass flux function. As for the current of charge ρ0γV is the

current of mass measured by the ZAMO. Then δ3m = ρ0γV ·dSdτ is the mass which crosses dS

measured by the ZAMO during a ZAMO proper time dτ. Then for a coordinate lapse of time d t

we have δ3m = ρ0hγV ·dSd t . It implies,

Ṁ =

Ï

S
ρ0hγVp ·dS =

Ï

S

ΨA

4π

DA×ǫφ

̟
·dS , (4.27)

To finish the calculation, let us introduce the curvilinear poloidal coordinate along a flux tube

ℓ(R,θ). Then, except for a particular case or a particular point, (A,ℓ,φ) is a coordinate system.

Because ℓ is a curvilinear length, we have || DA || ∂ℓ = DA× ǫφ. This system of coordinates is

adapted to the case we are studying. Using this coordinate system we write Eq.(4.26) getting the

different equalities,

Bp ·DΨA = Bp
∂ΨA

∂ℓ

∣
∣
∣
∣

A=cst

⇒ ΨA (A,ℓ) =ΨA (A,0)+
∫ℓ

0

4πhckm

|| Bp ||

∣
∣
∣
∣

A=cst

dℓ

⇒Ψ (A,ℓ) =̂

∫A

0
ΨA (A,ℓ) |ℓ=cst d A =

∫A

0
ΨA (A,0)d A+

∫A

0

∫ℓ

0

4πhckm

|| Bp ||
dℓd A

⇒ΨADA = DΨ−
(∫A

0

4πhckm

|| Bp ||

∣
∣
∣
∣
ℓ=cst

d A

)

Dℓ

(4.28)

In Eq.(4.27), we are free to choose S as long as it is axisymmetric and its boundaries are C .

If we choose S (r,θ) = {M ∈Σ | ℓ = ℓ (r,θ) and A ≤ A(r,θ)}. Then let us replace the last equality

of Eq.(4.28) in Eq.(4.27). The second term proportional to Dℓ disappears in the integral, because

the choice of S implies dS ∝ Dℓ and then (Dℓ×ǫφ) ·dS = 0. Using it for all functions f such as,
D f ×ǫφ

̟ = D×
(

f
̟ǫφ

)

similarly to the current function and applying the theorem of Kelvin-Stokes

Eq.(B.33), we get,

Ṁ =
Ψ

2
=

1

2

[
∫A

0
ΨA (A,0)d A+

∫A

0

∫ℓ

0

4πhckm

|| Bp ||
dℓd A

]

dṀ

d A
d A =

1

2

[

ΨA (A,0)+
∫ℓ

0

4πhckm

|| Bp ||

∣
∣
∣
∣

A=cst

dℓ

]

d A

(4.29)

The factor 2, is well adapted because Ṁ is the mass flux for one hemisphere. The total mass

flux is 2Ṁ. The second term in the right hand side of the equation represents the mass flux
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between two flux tubes, TA and TA+d A. We see here that the mass flux is composed of the

mass-flux at the base of the flow, plus the mass flux injected in the system by the loading term.

The mass flux is conserved for non loaded flow (km = 0), and in this case ΨA =ΨA (A).

After injection in the ideality condition of the expression of the electric field Eq.(4.25) and

the expression of poloidal velocity Eq.(4.27), we obtain the Isorotation frequency as a function of

toroidal velocity and magnetic field.

Ω = ω+ h

̟

[

Vφ̂− ΨABφ̂

4πρ0hγ

]

⇒ x =
̟ (Ω−ω)

hc
=

Vφ̂

c
− ΨABφ̂

4πρ0hγc
=

Vφ̂

c
−

Vp

c

Bφ̂

Bp
(4.30)

Here we introduce the physical quantity x, the cylindrical radius in unit of the light cylinder

radius. The light cylinder surface is defined for x2 = 1 where x = Vφ̂

c
− Vp

c
Bφ̂

Bp
. When the flow crosses

the light cylinder with x ≥ 1, the toroidal magnetic field must be negative and sufficiently strong

because toroidal velocity stays lower than the speed of light. One of the two following conditions

must be fulfilled, either we have | Bφ̂ |≫ Bp or Vp ≫| Vφ̂ | or both. Outside this surface, the

flow does not necessarily have a relativistic rotational velocity, but it is sufficient to have a large

magnetic screw pitch | Bφ̂ |≫ Bp and quite relativistic poloidal velocity. The expression of Ω allows

us to express a link between the velocity field V and the magnetic field B,

V

c
=

ΨA

4πρ0hγc
B+xǫφ (4.31)

This expression allows us to interpret x as the difference of rotation between magnetic and

velocity field lines.

Specific Angular momentum

We recall that ξ = ∂φ is the Killing vector of axisymmetry. Following the work of Lasota et al.

[2014], we introduce and calculate the Noether angular momentum Flux,

M=̂T (ξ, . ) ⇒ ∇·M = k ·ξ (4.32)

where T = TFL +TEM Eq.(3.54, 3.55). The advantage to work with the Noether flux instead of

the flux measured by the ZAMO observer is that this flux respects some conservation equations.

Using the axisymmetry and the stationarity of the flow, the conservation equation Eq.(4.32) can

be written as,

D ·
(

hMp

)

= hk ·ξ (4.33)

Then using Eqs.(3.55, 3.82) for the energy momentum tensor, and for electromagnetic tensor

the 3+1 decomposition Eq.(4.9), the 3+1 decomposition of four velocity Eq.(4.5), and the def-

inition of the mass flux per unit of magnetic flux Eq.(4.26), we obtain for the poloidal Noether

Angular momentum flux,

hMp = ρ0hγLVp =
ΨAL

4π
Bp with L=̟̂

(

γξVφ̂− hBφ̂

ΨA

)

(4.34)

We define here the function L, which is the total specific angular momentum. Indeed Mp

is the Angular momentum Noether flux. If ρ0γhVp is the mass flux, we can consider L as a

specific angular momentum. This total specific angular momentum is composed of the specific

angular momentum of the fluid and of the specific angular momentum of the electro-magnetic

field. ΨAL is the angular momentum flux per unit of magnetic flux. The evolution along the flow

of the angular momentum flux per unit of magnetic flux is calculated using the conservation of

61



CHAPTER 4. MAGNETO-HYDRODYNAMICS IN CURVED SPACETIME

the Noether Angular momentum flux Eq.(4.33). Combine the expression of this flux Eq.(4.34)

and the Maxwell-Flux equation Eq.(4.17), we get,

Bp ·D (ΨAL) = 4πhk ·ξ (4.35)

Then as for the mass flux, we interpret ΨAL as the angular momentum flux per unit of magnetic

flux. We derive a result for the angular momentum flux equivalent to Eq.(4.29) for the mass flux,

d J̇tot

d A
=ΨAL =ΨAL(A,ℓ = 0)+

∫ℓ

0

4πhk ·ξ
|| Bp ||

∣
∣
∣
∣

A=cst

dℓ (4.36)

Then the angular momentum flux between two flux tubes at some altitude is composed of the

angular momentum flux at the base of the tube plus the angular momentum flux brought by the

loading term 4πhk ·ξ. The angular momentum flux per unit of magnetic flux is also conserved

along the tube of magnetic flux for flow without plasma injection km = k = 0.

Specific Total Energy , Bernoulli Integrals

Following the same logic as for the angular momentum, we can introduce the Noether energy

flux. Indeed, let us remind that η = 1
c
∂t is the Killing vector of stationarity. Then we can define

and calculate the Noether energy flux,

P=̂−T
(

η, .
)

⇒ ∇·P = −k ·η ⇒ D ·
(

hPp

)

= −hk ·η (4.37)

where the last implication comes from the stationarity and axisymmetry assumptions. If

the stress-energy tensor satisfies what we call the dominant energy condition. Which can be

formulated as follows ∀x ∈ C+(M ) a future oriented vector −T(x, .) is a future oriented vector.

Then everywhere outside the ergosphere, P is a future oriented vector. Now using the different

equations Eqs.(3.55, 3.82, 4.9, 4.5, 4.26, 2.33, 2.15, 4.25, 4.18) we obtain,

hPp = ρ0γhE Vp =
ΨAE

4πc
Bp with E =̂hγξc2 +γξ̟ωVφ̂− h̟Ω

ΨA
Bφ̂ (4.38)

We define here the function E , which is the total specific energy. Indeed Pp is the covariant

Noether energy flux. Eq.(4.37) allows us to interpret hPp as the ZAMO Noether energy flux.

Then if ρ0γhVp is the mass flux, we can consider E as some kind of total Noether specific energy.

This total Noether specific energy is composed of the specific energy of the fluid and the specific

energy of the electro-magnetic field. The specific energy of the fluid contains the gravitational

potential, the kinetics energy, the enthalpy energy and the frame dragging energy. ΨAE is the

total Noether energy flux per unit of magnetic flux. The evolution along the flow of the Noether

energy flux per unit of magnetic flux is calculated using the conservation of the Noether Angular

momentum Flux Eq.(4.37), the expression of this flux with E Eq.(4.38) and the Maxwell-Flux

equation Eq.(4.17),

Bp ·DΨAE = −4πhck ·η (4.39)

As before for the mass flux and for the angular momentum flux, we can derive an equivalent

result to Eq.(4.29) for this energy flux.

d Ėtot

d A
=ΨAE =ΨAE (A,ℓ = 0)−

∫ℓ

0

4πhck ·η
|| Bp ||

∣
∣
∣
∣

A=cst

dℓ (4.40)

ΨAE is the Noether energy flux per unit of magnetic flux. The Noether energy flux between two

flux tubes is composed of the Noether energy flux at the base of the tube plus the Noether energy

flux brought by the loading term 4πhk·ξ. The Noether energy flux per unit of magnetic flux is also
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conserved along the tube of magnetic flux for non-loaded flow. The definition of Noether energy

flux is practical for calculation because this quantity is attached to some conservation relation

Eq.(4.37), but this flux does not correspond to any energy flux measured by an observer except

at infinity. In particular it is the case in the ergoregion where the nature of η is not time like and

so is not even proportional to some four velocity. Indeed the energy-flux measured by an observer

of four-speed v is −T (v, . ). Thus it will be interesting to introduce the energy flux measured by

the ZAMO as −T (n, . ). Then calculating its poloidal part, we obtain ΨA

4πhc (E −Lω)Bp. Thus we

can interpret E−Lω
h

as the specific energy measured in the ZAMO frame,

E −Lω

h
= γξc2 − ̟ (Ω−ω)

ΨA
Bφ̂ (4.41)

Alfvénic Mach Number

One of the fundamental function of magnetized flow is called the Alfvén Mach number. This

number is the ratio of the poloidal velocity with the velocity of Alfvén waves. We use, in the rest

of the document, the poloidal Mach number given by,

M2
Alf=̂h2

V2
p

V2
A,p

=
ξΨ2

A

4πρ0
. (4.42)

Following Breitmoser and Camenzind [2000] we introduce here for practical reasons the lapse

function in the definition. Indeed hVp is the velocity of fluid measured by the ZAMO in term

of coordinate time hVp = dM
d t

, where dM is measured in the ZAMO frame. We define here the

Alfvénic poloidal velocity by,

V2
A,p =

B2
p

4πρ0ξγ2
(4.43)

Expression of the enthalpy and the toroidal fields

Using this definition of the Mach number MAlf, Eq.(4.42), the system of first integrals including the

isorotation frequency Ω Eq.(4.30), the specific angular momentum L, Eq.(4.34) and the specific

energy E , Eq.(4.38), can be inversed to express some important quantities of the flow,







− 2I(Ω−ω)

ΨAc
= −h̟ (Ω−ω)Bφ̂

ΨA
= (E −Lω)

h2
(

x2 −x2
MR

)

M2
Alf

−h2
(

1−x2
) = (E −Lω)

NI

D
,

hγξ
Vφ̂

c
=

(E −Lω)

c2x

M2
Alf

x2
MR

− (1−x2
MR

)h2x2

M2
Alf

−h2
(

1−x2
) =

(E −Lω)

c2x

NV

D
,

γhξc2 = (E −Lω)
M2

Alf
−h2(1−x2

MR
)

M2
Alf

−h2
(

1−x2
) = (E −Lω)

NE

D
,

(4.44)

where, we used the following definition,

x2
MR =

L(Ω−ω)

E −Lω
. (4.45)

x2
MR

measures the fraction of magnetic rotator energy L(Ω−ω) divided by the specific energy in

the ZAMO frame. This new parameter xMR, conversely to the previous one xA defined in Meliani

et al. [2006], is not any more a constant along a field line, since ω is not an integral of the motion.

These quantities have the same denominator, which makes appear a singular surface.

ΣA=̂
{

M ∈Σ |D = M2
Alf −h2

(

1−x2
)

= 0
}

(4.46)
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We call this surface the Alfvén surface. Therefore all quantities need to be regular at the

Alfvén surface crossing. The conditions of regularity of the quantities Bφ̂, hγξVφ̂

c
and γhξ imply

that the numerator of the equations also cancel out each other. Furthermore, the numerator of

the current I and the numerator of hγξVφ̂

c
are linear functions of the denominator D and the

numerator of hγξ. Indeed NI = D −NE and NV =
(

M2
Alf

h2 +x2
)

NE − M2
Alf

h2 D, the regularity of hγξ

implies the regularity of the two others. Then the condition of regularity implies that for each

point on the Alfvén surface,

M ∈ΣA ⇒
{

D = M2
Alf −h2

(

1−x2
)

= 0

NE = M2
Alf −h2(1−x2

MR) = 0
. (4.47)

4.2.3 The volumic poloidal forces

We present here different ways to decompose and re-organize the forces, which act on the GRMHD

flow. First of all, we see the decomposition of the forces, which is used to draw the forces applying

on the fluid in the solution of the model. This decomposition is really adapted for a dynamical

analysis of the flow. Then we give a mathematically ”simple”decomposition, which is the basis of

the Grad-Shafranov approach of the problem.

Decomposition used in the model

Les us start from the Euler equation. The variation of angular momentum along a field line,

Eq.(4.35), is equivalent to the toroidal component of the Euler equation. Putting the advection

term on the forces side in order to analyze the dynamics from the fluid frame point of view, we

get,

F A +F G +F LT +F P +F E +F M +F L = 0 (4.48)

where the F i term are the poloidal forces. We have,

F A = −ρ0γ (V ·D)γξV |p , Advection force

F G = −ρ0ξγ
2c2D lnh , Gravitational force

F LT = −ρ0ξγ
2 ̟ωVφ̂

h
D lnω , Lense−Thirring force

F E = ρe E =
D ·E

4π
E , Electric force

F M =
J×B

c
=

[D× (hB)]×B

4πh
+ E ·Dω

4πch
DA , Magnetic force

F M = −DP , Pressure force

F L = p (k)−γξkmcV , Loading force

(4.49)

where we directly used Maxwell-Gauss an Maxwell-Ampere equations to replace the charge density

and the current of charges measured by the ZAMO. The loading force is composed by a force

due to the interaction with the source (Creation/Annihilation + Compton/Inverse Compton) p (k)

and a force due to the change of volumic mass of the fluid γξkmcV. The study of forces will be

restricted to the analysis of poloidal forces. The poloidal advection may be decomposed in one

term coming from the poloidal velocity and one term coming from the toroidal velocity,

F A = −ρ0γ (V ·D)γξV = F Ap
+F Aφ

⇒







F Aφ
= ρ0ξγ

2Vφ̂
2

D ln̟ Centrifugal forces

F Ap
= −ρ0γ

(

Vp ·D
)

γξVp Poloidal velocity advection force

(4.50)

The term F Aφ
is simply the centrifugal force. The term coming from the poloidal velocity

advection force can also be decomposed. Indeed using Leibniz rule on the derivation of ξ×γVp,

we also decompose the poloidal velocity advection force into two components,
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F Ap
= −ρ0γ

(

Vp ·D
)

γξVp = F ξ+F AP ⇒







F ξ = γ2
V2

p

c2
F P∥+γ

(

u ·k+ξc2km

) Vp

c
enthalpy force

F Ap
= −ρ0ξγ

(

Vp ·D
)

γVp Poloidal acceleration force

(4.51)

where we note F P∥ = −
(

e∥ ·DP
)

e∥, with e∥ = Bp/Bp is the unit spatial vector parallel to the flow in

the poloidal plane. The first term, that we call enthalpy force, is due to the variation of enthalpy

along line. This term can be written as a function of the pressure force along the line using the

projection of first principle along the flow. The second term is simply the poloidal acceleration

which is the acceleration for a motion in poloidal plane. This term can be traditionally decom-

posed in its part along the line (pure acceleration), and a ”tension” term due to the curvature

of the poloidal field line. But we shall not use this decomposition in the presentation of the results.

The second force to be decomposed is the poloidal magnetic force. Separating the magnetic

field into its poloidal and toroidal parts, we get,

F M =

[

D×
(

hBp

)]

×Bp

4πh
+

[

D×
(

hBφ̂ǫφ

)]

×Bφ̂ǫφ

4πh
+

Ep ·Dω

4πch
DA = F M,Bp

+F M,Bφ̂ +F M,ω
(4.52)

Knowing the expression of the curl operator, Eq.(2.41), the mixed terms are both either zero

or along ǫφ. Now using the Leibniz operation Eq.(B.30) on the gradient of a scalar product, we

decompose the vector product of a field with the curl operator of the same field. Thus for the

poloidal magnetic force,

F M,Bp
=

1

4πh2

[

h
(

Bp ·D
)

hBp −D
h2B2

p

2

]

=
1

4πh2

[

h2B2
p

(

e∥ ·D
)

e∥−
{

D
h2B2

p

2
−

(

e∥ ·D
h2B2

p

2

)}] ⇒







F M,T,Bp
=

B2
p

4π

e⊥
Rp

F M,P,Bp
= − 1

8πh2
D⊥h2B2

p

(4.53)

The curvature radius appears using the usual relation
(

e∥ ·D
)

e∥ =
e⊥
Rp

. The first term is called

the magnetic poloidal tension. This force acts on the flow and pushes the poloidal fieldlines to

straighten up, i.e. to reduce their curvature 1
Rp ”

or in an equivalent way to flatten them, i.e. to

increase their radius of curvature Rp. This force is proportional to the curvature of the line and

its orientation is directed towards the inside of the field line. The second term is the poloidal

pressure. The orthogonal operator is defined by D⊥ f =̂
(

e⊥ ·D f
)

e⊥. Then this force is orthogonal

to the poloidal fieldline. This force pushes to distribute the poloidal magnetic pressure, so it

tends to open the lines when there is an ”over-density”of magnetic fieldlines (which is equivalent

to a magnetic field locally relatively strong), and to close them when there is an under-density

(which is equivalent to a magnetic field locally relatively weak). For the toroidal magnetic force,

we obtain,

F M,Bφ̂ =
1

4πh2

[

hBφ̂
(

ǫφ ·D
)

hBφ̂ǫφ−D
h2Bφ̂

2

2

]

= −Bφ̂
2

4π
D ln̟− 1

8πh2
Dh2Bφ̂

2

⇒







F M,T,Bφ̂ = −Bφ̂
2

4π
D ln̟

F M,P,Bφ̂ = − 1

8πh2
Dh2Bφ̂

2

(4.54)

In the toroidal decomposition, we use the axisymmetry and the expression of the advection

term Eq.(2.42) to show that
(

ǫφ ·D
)

ǫφ = −D ln̟. The first term is called toroidal magnetic

magnetic tension. Its effect is to collimate the magnetic tube flux when Bφ̂ is strong. This force is

decreasing when the toroidal field decreases. The second term is the toroidal magnetic pressure.
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Decomposition-reorganization, prelude for Grad-Shafranov

The derivation of the Grad-Shafranov equation is relatively difficult. To prepare and avoid fastid-

ious development, it is useful to present a way to decompose forces adapted to this issue. Let us

start with the advection forces. The centrifugal force keeps the same expression as in Eq.(4.50),

but we do not proceed to the same decomposition as in Eq.(4.51) for the poloidal velocity ad-

vection force. Indeed we try here to decompose-recompose the maximum of force terms in order

to make the transversal terms appear. A clever derivation presented in (An.D.2.1) leads to the

decomposition,

F A = F Ap1 +F Ap2 +F Aφ̂
+ξγckmVp with







4πF Ap11 = − 1

2h2M2
Alf

D

(

M4
Alf

DA2

̟2

)

4πF Ap12 =
M2

Alf
DA2

̟2h2
D lnh

4πF Ap2 =

[

D ·
(

M2
Alf

DA

h̟2

)]

DA

h

4πF Aφ̂
=
Ψ

2
A (E −Lω)2

M2
Alf

c2h2

(
NV

xD

)2

D ln̟

(4.55)

The term proportional to kmVp is simplified by the second term of the advection velocity

forces. A similar calculation presented in Appendix.(D.2.1) leads for the magnetic force,

F M = F Mφ̂
+F Mp

+F M,ω with







4πF Mφ̂
= − 2

h2c2̟2
DI2

4πF Mp
=

[

D ·
(

hDA

̟2

)]
DA

h

4πF M,ω = − (Ω−ω)

h2c2
(DA ·Dω)DA

(4.56)

Then for the electrical force (see details of calculation in Appendix.(D.2.1)

4πF E =

[

D ·
(

hx2DA

̟2

)

−Ω−ω

hc2

dΩ

d A

]
DA

h
−4πF M,ω (4.57)

For the gravity force we get,

4πF G = −
Ψ

2
A (E −Lω)2

M2
Alf

c2h2

(
NE

D

)2

D lnh (4.58)

And the Lense-thirring force,

4πF LT = −
Ψ

2
A (E −Lω)2̟ω

M2
Alf

c3h3x

(
NE NV

D2

)

D lnω (4.59)

Then it is useful to write the energy integrals Eq.(4.44), using the expression of the Lorentz

factor, γ Eq.(4.6). Expressing 1/γ2, as a function of poloidal and toroidal velocities, and multi-

plying both side of equation per h2γ2ξ2 combined with Eq.(4.44) and Eq.(4.18, 4.26), we obtain,

−
M4

Alf
|| DA ||2

̟2
=Ψ

2
Ah2ξ2c2 +

Ψ
2
A (E −Lω)2

c2

N 2
V −x2N 2

E

x2D2
(4.60)

This equation is sometimes called the wind equation. It gives the evolution of the Alfvénic

Mach number with the first integrals, magnetic flux and enthalpy in the flow. This equation is

not a differential equation in M2
Alf
. This is the primitive of Euler-equation along the flow. So

this equation is a first order term in Alfenic Mach number. These decomposition and the use of
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equation Eq.(4.60) allow us to make some simplifications, which bring in the recomposition of

the forces to the poloidal plane equation,

[

D ·
(
DDA

h̟2

)]
DA

h
− 1

2h2M2
Alf

D

(

M4
Alf

DA2

̟2

)

− 2

h2c2̟2
DI2 −4πDP−Ω−ω

h2c2

dΩ

d A
DA+4πkp

−4πρ0ξc2

(

1+
(

γVφ̂

c

)2)

D lnh −
Ψ

2
A (E −Lω)2̟ω

M2
Alf

c3h3x

(
NE NV

D2

)

D lnω+
Ψ

2
A (E −Lω)2

M2
Alf

c2h2

(
NV

xD

)2

D ln̟ = 0

(4.61)

The first term is a second differential non-linear order term in the magnetic flux. The presence

of the D inside of the derivation shows again the importance of this term for the property and

the regime of the flow. Indeed the first term can be interpreted as the term which opens or closes

the flux tube (some kind of global transversal inertia of the tube). Eq.(4.60) must be used to

calculate and decompose the second term. The third term is coming from the effect of the toroidal

magnetic field. The fifth term is linked to the effect of electrical field on the tube geometry. The

seventh term is composed by the gravitational terms and some term from advection. We also

use Eq.(4.60) to obtain the term in parenthesis. The two last terms are the Lense-thirring and

centrifugal forces.

4.2.4 Grad-Shafranov approach

The Grad-Shafranov approach consists to use all given first integrals in order to resume the study of

GRASIMHD magnetized flow in a simultaneous resolution of the motion along the flow Eq.(4.60)

and a resolution of the motion orthogonally to the flow from Eq.(4.61). These equations gives

the topology of the poloidal flow.

This approach can be done only for magnetized flows which satisfy specific properties. Grad-

Shafranov approach concern ideal gaz in thermodynamics equilibrium, no heating, and no ideal

conduction. This kind of approach was introduced in the case of force free magnetized gases

by Grad and Rubin [1958] and Shafranov [1966], which worked on plasmas in Tokamak. This

approach was imported in the domain of astrophysical flows by Okamoto [1974, 1975] and Heine-

mann and Olbert [1978]. The derivation in the case of Schwarzchild metric was done by Mobarry

and Lovelace [1986]. For Kerr metric, the equation was obtained by the work of Nitta et al.

[1991] and Beskin and Par’ev [1993]. This is the approach we expose here. The more general

Grad-Shafranov equation concerns the case of a fluid in any axisymmetric and stationary space-

time. The first to obtain such an equation were Ioka and Sasaki [2003]. Let us also mention the

fully covariant derivation done by Gourgoulhon et al. [2011]. This approach may also be used for

analytical work on magnetospheres in the free-force context as it has been done by Nathanail and

Contopoulos [2014].

Transverse equation for a plasma out of equilibrium and with loaded terms

We need to find an equation which is characteristic to the transversal evolution of the flow.

Started from Eq.(4.61), we need to work on the non-transversal term (not ∝ DA). The second

term of Eq.(4.61) is proportional to the gradient of a quantity expressed in Eq.(4.60). The third

term of Eq.(4.61) is the gradient of I2 expressed in Eq.(4.44). These two quantities inside the

gradient of the first end the third term of Eq.(4.61) are function of M2
Alf

,ξ,h,̟,ω,ΨA,Ω,ΨAL and

ΨAE . Then we decompose these terms (see the details in Appendix.D.2.2) and reorganize them

with the other terms.
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Finally we get the transverse equation out of equilibrium and with the injection terms km ,k,

1

h

[

D ·
(
DDA

h̟2

)]

−
[

ΨAξ̟

hc

ΨA (E −Lω)

M2
Alf

NI

xD
+Ω−ω

h2c2
DA2

]

dΩ

d A
+ ΨAξ

2c2

M2
Alf

DΨA ·DA

DA2

+ ΨA (E −Lω)

cM2
Alf
̟

[
̟ω

hc

NE

D
+ NV

xD

]
DΨAL ·DA

DA2
+ ΨA (E −Lω)

M2
Alf

h2

NE

D

DΨAE ·DA

DA2
+ 4π

DA2

{(

ρ0ξc2Dξ−DP+kp

)

·DA
}

(4.62)

Critical surface of Grad Shafranov formulation

To achieve and complete the Grad-Shafranov formulation of GRASIMHD, we need to do additional

assumptions. Choose a case without loading term (km = k = 0) and with a plasma which reaches

everywhere its thermodynamical equilibrium. Let us remove also the heating terms. In this case

several simplifications appear. First of all, first integrals are now constants of motion along the

flow, and thus, are function of the magnetic flux ΨA = ΨA(A), L = L(A) and E = E (A). The plasma

is in thermodynamical equilibrium, thus we can use the first principle Eq.(3.71). This principle

associated with the last equation of Eq.(4.17) implies that the specific entropy is also a constant

of motion,

Vp ·Ds = 0 ⇒ s = s(A) (4.63)

Thus the entropy is a function of magnetic flux A. There is an adiabatic evolution along field

line. The transverse equation Eq.(4.62) can be simplified and we get,

1

h

[

D ·
(
DDA

h̟2

)]

−
[

ΨAξ̟

hc

ΨA (E −Lω)

M2
Alf

NI

xD
+Ω−ω

h2c2
DA2

]

dΩ

d A
+ ΨAξ

2c2

M2
Alf

dΨA

d A

+ ΨA (E −Lω)

cM2
Alf
̟

[
̟ω

hc

NE

D
+ NV

xD

]
dΨAL

d A
+ ΨA (E −Lω)

M2
Alf

h2

NE

D

dΨAE

d A
+4π

Θ

kB

d s

d A

. (4.64)

The thermodynamic equilibrium implies that the main thermodynamical quantities of the

plasma are those of Synge-Jüttner’s gas Sec.(3.2). And these quantities obey to the first principle

Eq.(3.71). Using that Synge-Jüttner’s gas is an ideal gas ( P
ρ0c2 = Θ = kBT

mc2 ) and the first principle,

we prove (Joule’s law) that ξ = ξ(T). Then the first principle can be written as,

ρ0c2dξ = ξ
c2

s

c2

(

dρ0c2 + Θ

kB
d s

)

with
c2

s

c2
=

1

ξ

∂P

∂ρ0c2

∣
∣
∣
∣

s=Cst

=
ξ̇Θ

ξ
(

ξ̇−1
) , (4.65)

where ξ̇ =
dξ

dΘ
. We can use Eqs.(A.13, A.12) to calculate the sound speed. The last equation

implies that ξ = ξ(s,T). Let us differentiate the Alfvén Mach number Eq.(4.42) and replace the

term proportional to dρc2 with Eq.(4.65). We obtain,

dξ

ξ
=

c2
s /c2

1− c2
s /c2

(

dΨ2
A

Ψ
2
A

−
dM2

Alf

M2
Alf

+ Θ

kB
d s

)

. (4.66)

Thus the specific dimensionless enthalpy ξ = ξ(s,M2
Alf

,Ψ2
A) = ξ(A,M2

Alf
). With the same kind

of arguments, we can also write Θ = Θ(A,M2
Alf

). Then Eq.(4.64, 4.60) are sufficient to solve the

GRASIMHD system. The nature of the transverse equation is determined by the coefficients of the

highest degree in magnetic flux derivatives. The transverse equation is a second order differential

equation in the magnetic flux. Then the next step is to get away the dependence in the gradient

of M2
Alf

in the first term of Eq.(4.64). The gradient of Alfvén Mach number DM2
Alf

contain the

second order derivative of magnetic flux, and appears in the following equation,

1

h

[

D ·
(
DDA

h̟2

)]

=
D

h2̟2

[

∆A+
DA ·DM2

Alf

D

]

+ ... (4.67)
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Where the ..., means all the terms which do not have a second order spatial derivative term

in magnetic flux. To calculate the second term, let us use Eq.(4.60) to express explicitly DA2

as a function of M2
Alf

,ξ,h,̟,ω,ΨA,Ω,ΨAL and ΨAE . We write the gradient of this relation, using

Eq.(4.66) to avoid the term in Dξ,

(DA ·D)DA =
DSF

D
DM2

Alf +DhDh2 +D̟D̟2 +DωDω

+DΨA
DΨA +DΨALDΨAL+DΨAE DΨAE +Ds Ds ,

(4.68)

were,

DSF = −DA2

M2
Alf

[

D− h2Bφ̂
2

B2
p

− c2D

γ2V2
p

c2
s /c2

1− c2
s /c2

]

= − DA2

γ2V4
p

[

γ2V4
p −V2

p

(

γ2
s c2

s +γ2(V2
A −V2

E)
)

+γ2
s V2

s

(

V2
A,p −V2

E

)]

(4.69)

The details of the calculation of DSF term are given in Appendix.(D.2.2). Following Mobarry

and Lovelace [1986], we introduce V2
A = V2

A,p
+V2

A,φ the Alfvén velocity, where V2
A,φ = V2

A,p
Bφ̂

2

B2
p
is the

toroidal Alfvén velocity. We also introduce γ2
s = 1

1−c2
s /c2 and the Alfvén-like velocity V2

E = x2V2
A,p

.

Using Eq.(4.43), it is simpler to introduce U2
A = γ2(V2

A −V2
E) = B2−E2

4πρ0ξc2 , and U2
A,p

=
B2

p−E2

4πρ0ξc2 , including

U2
s = γ2

s c2
s . We get,

DSF = − DA2

γ4V4
p

[

γ4V4
p −γ2V2

p

(

U2
s +U2

A

)

+U2
s U2

A,p

]

(4.70)

The roots of this polynomial equation Eq.(4.70) define the slow and fast magneto-sonic ve-

locities.






γ2V2
SM =

(

U2
s +U2

A −
√

(U2
s +U2

A
)2 −4U2

s U2
A,p

)

/2 Slow−Magneto−Sonic

γ2V2
FM =

(

U2
s +U2

A +
√

(U2
s +U2

A
)2 −4U2

s U2
A,p

)

/2 Fast−Magneto−Sonic
(4.71)

Using Eq.(4.68) to calculate the second order term derivative term of magnetic flux we get,

1

h

[

D ·
(
DDA

h̟2

)]

=
D

h2̟2

[

∆A+ DA · {(DA ·D)DA}

DSF

]

+ ...

=
1

h2
r

(

1+ DAr̂ 2

DSF

)

∂
2A

∂r 2
+ 1

hr hθ

2DAr̂ DAθ̂

DSF

∂
2A

∂θ∂r
+ 1

h2
θ



1+ DAθ̂
2

DSF




∂

2A

∂θ2
+ ... .

(4.72)

Then we see that the slow-magneto-sonic and fast-magneto-sonic are singular points of this

equation. Nevertheless this analysis do not leads to conclude to the fact that these singular surface

are equivalent to the fast-magnetosonic separatrix surface which is linked to causal connections

of the flow. Indeed Bogovalov [1994] shows that in addition to DSF there is an additional singular

surface called modified fast-magnetosonic surface, which corresponds to the fast-magnetosonic

separatrix surface. The determinant of Eq.(4.72) is given as,

∆GS =
4
(

U2
s +U2

A

)

h2
r h2

θ

[
γ2V2

p −U2
c

γ4V4
p −γ2V2

p

(

U2
s +U2

A

)

+U2
s U2

A,p

]

, (4.73)

where we introduce the cusp-velocity U2
c = U2

s U2
A,p

/
(

U2
s +U2

A

)

. The region is hyperbolic for

∆GS ≥ 0 and elliptic for ∆GS ≤ 0. Then for γ2V2
p ≤ max(U2

SM,U2
c ) you are in an elliptic regime, for

γ2V2
p ≥ max(U2

FM,U2
c ) you are in an hyperbolic region.

Following Beskin and Par’ev [1993], we notice that when we move toward the horizon, the

first integrals need to be continuous, then from Eq.(4.22) we have Bφ̂ ∼ 1/h associated to the
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relation Eq.(4.34). It implies that γξVφ remains finite. Thus Eq.(4.38) involves that γξ ∼ 1/h

near the black hole. The proper density ρ0, the pressure P, the specific dimensionnless enthalpy

ξ have a meaning in the fluid reference-frame. They must remain continuous as they cross the

black hole horizon and we need to have γVp −→∞. Then the flow is super-fast magneto sonic,

near the horizon. It implies that any disturbance can move up along the flow from a given surface,

the super-fast magnetosonic surface.

It is also interresting to note, that on the horizon, the electric field is directed only towards θ

and the poloidal magnetic field is aligned with the radial vector. Using the fact that the mass flux

also remains finite, the Alfvén Mach number also needs to remain finite. Combining Eq.(4.60)

with Eqs.(4.44, 4.25) and the expression of gradient, leads to hEθ̂ = hBφ̂ on the black hole horizon.

4.3 Flux on the horizon of event for a Kerr black hole

Since the work of Penrose and Floyd [1971], we know that a rotating black hole could exchange

its rotational energy with its environment. Blandford and Znajek [1977] generalize the idea of

Penrose by studying the interaction between a Kerr hole with an electro-magnetic field. Extraction

processes became a potential source of energy (even there is no general agreement) to explain the

phenomenal power of relativistic jets ejected from stellar massive black holes of binary systems or

an accreting super massive black holes. Lasota et al. [2014] generalization allows us to consider

a most general interactions and especially the case of a full GRASIMHD.

The Blandford&Znajek mechanism is still subject to much debates and discussions. We

mention here the discussion induced by the discovery of Meisner effect related to the vacuum

electro-dynamics around a Kerr black hole. Indeed, the discussion appears since Wald [1974]

calculated the exact solution of Maxwell’s equations vacuum for a magnetic field which tends to

be uniform and aligned with its rotation axis at infinity. He observed a decrease followed by a

total disappearing of the magnetic flux, which crosses the black hole when the spin reaches its

maximum value. Bicak and Janis [1985] remark the same kind of phenomena for axi-symetric

steady state vacuum solutions. Nevertheless the development of GRMHD simulation do not show

this phenomena. Komissarov and McKinney [2007] explain that this phenomena hold for vacuum

electrodynamics but not for GRMHD. Indeed they show that, for a sufficiently high conduction

medium around the black hole, especially for ideal plasma, this phenomena does not appear.

Let us introduce (M ,g) a spacetime with two Killing vectors, one for stationarity, η, the other

for axisymmetry, ξ. We do the extra-assumption that our spacetime is circular (Se definition in

Appendix.(A.7)). It is the presence of an ergoregion (a region in contact with the horizon of the

black hole where η is space-like) which is the essential property allowing the extraction of the

rotational energy from the rotating black hole.

In this section we briefly summary the basis of Penrose’s process and the notion of ergosphere

in this process. Then we detail the general conditions for energy extraction from black holes.

Finally we apply this to the interaction between a Kerr black hole and the GRASIMHD fields.

4.3.1 Penrose process

The Penrose process was theorized by Penrose and Floyd [1971] to extract rotational energy from

a rotating black hole. The process is quite simple. A test-particle (1) coming from infinity enters

in the ergoregion then splits (event P ∈M ) into two particles. One of the pieces (2) escapes from

the black hole, the other (⋆) fall into the horizon without getting out. The motion of each of
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these particles (test particles) is a geodesic motion. The conservation of impulsion during the

splitting implies that on the P splitting event, in the tangent space TP(M ), we have,

m1u1 = m2u2 +m⋆u⋆ (4.74)

The property of killing vector implies that for a geodesic motion of four speed u we have

∇u(u ·η) = 0. Then if we note L the geodesic considered world line, we have u ·η |L = Cst . If we

note L1, L2 and L⋆ the world lines of the test particles (1), (2) and (⋆). The world line L1 starts

from infinity and reaches the point P. Therefore L2 starts from P and reaches the infinity. Then

m1c2u1 ·η |L1
= m1c2u1 ·η |P= m1c2u1 ·η |∞= m1c2u1 ·n |∞= −E1 and m2c2u2 ·η |L2

= m2c2u2 ·η |P=

m2c2u2 ·η |∞= m2c2u2 ·n |∞= −E2. Relation Eq.(4.74) implies that the difference of energy is

E2 −E1 = m⋆c2u⋆ ·η |L⋆ . The world line L⋆ is included inside the ergoregion. On this line, η is

a space-like four vector and it is possible for some configuration to extract energy from the black

hole. In order to extract energy we simply need to have −∆EH = E2 −E1 = m⋆c2u⋆ ·η |L⋆≥ 0.

Note that if the (⋆) particle leaves the ergoregion in a part of its world line then the extraction

is not possible. Indeed outside of the ergoregion η is time like and future oriented like the four

speed, which implies η ·u⋆ ≤ 0.

We also have an other killing vector ξ associated to axi-symmetry. Then, for a geodesic motion,

we have J = mcu·ξ |L = Cst . We could interpret J as the angular momentum of the geodesic motion.

Thus for the variation of the black hole angular momentum, we have −∆JH = J2−J1 = −m⋆cξ·u⋆.
For circular spacetime we show that we can choose a system of coordinates adapted to circularity.

The ZAMO four speed is given by Eq.(A.19). The energy measured by the ZAMO observer is

always positive. Then −m⋆c2u⋆ ·n ≥ 0 on the world line L⋆. This condition implies,

ωH ∆JH ≤∆EH . (4.75)

where ωH is the maximal value of the function ω. This maximum value is reached on the horizon.

The last relation implies that, during a Penrose process, negative angular momentum absorption

is a necessary condition to have extraction of rotational energy.

4.3.2 General calculus of the extraction for any stress-energy tensor field

This subsection is strongly inspired from the work of Lasota et al. [2014]. As before, let us consider

an axi-symmetric (ξ =∂t ) and stationary (η =∂φ) spacetime (M ,g), which contains a black-hole.

So there is an horizon H which is a null hypersurface. The coordinate system is chosen to avoid

any singularity on the horizon. We use a foliation M =
⋃

t∈R
Σt . We call St = H ∩Σt , which is a

two dimensional closed surface into the three dimensional Σt manifold. Note s the normal to St

considered as an hypersurface of Σ. Let us introduce ℓ defined on H to be the normal vector to

H . Because H is a null hypersurface, ℓ is a null vector and ℓ ∈T (H ). Let us choose to normalize

ℓ such that its 3+1 decomposition is ℓ = hcn+b, with b ∈ T (Σ). Then ∀v ∈ T (St ) ⊂ T (H )

ℓ ·v = 0, we also have ∀v ∈ T (St ) ⊂ T (Σ) n ·v = 0. This implies that ∀v ∈ T (St ) b ·v = 0 then

b ∈S⊔ and b ∈T (Σ), and ℓ = hc (n+s). We introduce k = 1
2hc (n−s), which is a null vector normal

to St verifying k ·ℓ = −1. Then we could use Eqs.(2.4, 2.5) to calculate the projection on H and

the induced metric on H .
{

v −→ v+ (ℓ ·v)k Orthogonal projector on H

q = g+k⊗ℓ+ℓ⊗k = g+n⊗n−s⊗s Induced metric on H
(4.76)

We note that the degenerate metric q on H is also identically equal to the induced metric

on St . It is possible to show (rigidity theorem) that the tangent ℓ to the horizon H vector field

can be decomposed as,

ℓ∝η+ ω

c
ξ , (4.77)
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with ω
c

= −ξ·η
ξ·ξ constant on H . We consider a stress-energy tensor field T that fills the environment

of the black hole horizon. We suppose that this tensor obeys to a minimal physical condition, the

null energy condition, at the event horizon,

T (ℓ,ℓ) |H ≥ 0 (4.78)

This condition is the weakest version of the weak energy condition, which requires that

the density of energy measured by any observer is always positive. This condition replace, in the

general case, the role taken by the ZAMO observer n in the Penrose process to get an equivalent

version of Eq.(4.75).

Let us introduce the Noether angular momentum flux Eq.(4.32) and energy flux Eq.(4.37).

At present, we do not suppose that these two fluxes obey to any symmetry property. We also

took the case with no loading term k = 0. Then we took any volume of spacetime Vt ⊂Σ which

is in contact with the horizon. Thus the boundary is composed of ∂Vt =∆St ∪σext where ∆St is

a part of St and σext is a two dimensional sub-manifold, which is restricted to be outside of the

horizon. Then we introduce U =
⋃

t∈[t ,t+∆t ] Vt . Thus we have ∂U = Vt+d t ∪Vt ∪
(
⋃

t∈[t ,t+∆t ]∆St

)

∪
(
⋃

t∈[t ,t+∆t ]σext

)

. Let us integrate Eq.(4.32) and Eq.(4.37) on U and applying the Stokes theorem

Eq.(A.11) using Eq.(A.9), we obtain,

{

Et+∆t −Et +∆
2Eext −∆

2EH = 0

Jt+∆t − Jt +∆
2Jext −∆

2JH = 0
, (4.79)

where 





Et =

∫

Vt

(P ·n)
p
γdx1dx3dx3

∆
2Eext =

∫t+∆t

t

(∫

σext

hP ·dS

)

cdt

∆
2EH = −

∫t+∆t

t

(∫

∆St

P ·ℓd 2q

)

cdt

. (4.80)

Similar expressions are valid for the angular momentum replacing M instead of P. The details

of this calculus are given in Appendix.(D.3). (x1, x2, x3) is a coordinate system of Σ, dS is the

surface vector of Σext and d 2q is the surface element of St . We interpret ∆2EH as an energy

flux flowing out of the hole, using the fact that far from the horizon of the black hole the Noether

energy flux P is also the energy flux measured by the ZAMO. Assuming stationarity, we have

Et = Et+∆t and Jt = Jt+∆t . The surface σext is chosen as the surface build by the flow of hP which

starts from the line ∂∆St . Supposing that the line flow of P started from ∂∆St reaches infinity,

as in Fig.(4.2).

Then we have,

∆
2EH =∆

2Eext =

∫

σ∞
hP ·dSc∆t (4.81)

The surface σ∞ can be chosen as far as we want. We interpret the integrals in Eq.(4.81) as

an energy flux which crosses σ∞ during ∆t . It allows us to interpret ∆2EH as the flux of energy

which crosses the part of horizon ∆St during the period of time d t . The same kind of analysis

and work could be done for angular momentum flux. In a similar way, we prove that ∆
2JH is

the flux of angular momentum, which crosses the horizon of the black hole during the amount of

time d t .

Let us take the null energy condition, Eq.(4.78), we immediately find,

ωH ∆
2JH ≤∆

2EH (4.82)
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magnetic flux tube that we stop at a certain radius rext. Thus the expression of Eq.(4.81) and its

analogous with the angular momentum and mass flux become,







∆
2MH

∆t

∣
∣
∣
∣
MHD

= −ΨA (A,rext)d A

d 2JH

d t

∣
∣
∣
∣
MHD

= −ΨAL(A,rext)d A

d 2EH

d t

∣
∣
∣
∣
MHD

= −ΨAE (A,rext)d A

(4.85)

We calculate here the contribution of GRASIMHD field between A and A+d A to the evolution

of the black hole. In fact Carter [2010] showed (Chapter 8 of Carter [2010]) that only the two

last equations of Eq.(4.85), contribute to the evolution of the black hole parameters. He cor-

rectly deduced that the mass parameter of the black hole is linked to the Noether energy flux and

the angular momentum parameter to the Noether angular momentum flux. The first equation

is linked to the conservation of the number of particles. A Kerr black hole is characterized by

two parameters its mass and its angular momentum. The way the black hole evolves with the

exchange of particles allows us to introduce the chemical potential of the black hole, its entropy

and some effective temperature. To know the total evolution of the black hole we need to add

the contribution of the source term. In the following we make the assumption, that this source

term becomes null in the environment of the horizon, i.e. for a radius rH ≤ rext ≤ rk . Then the

evolution of the hole is entirely determined by the value of ΨA, ΨAL and ΨAE for radius in the

range rH ≤ rext ≤ rk .

Thus, we get three time scales, which correspond to the evolution of the black hole parameter.

About the energy, it is useful to decompose the energy flux in its different physical contributions,

ΦE =ΨAE =ΨAγξhc2

(

1+ ̟ωVφ̂

hc2

)

−h̟ΩBφ̂ =ΦFL +ΦEM (4.86)

The first term is the fluid energy flux ΦFL and corresponds to the Noether energy flux. the

Noether Poynting flux ΦEM corresponds to electromagnetic energy flux. Note that the perfect

fluid contribution ΦFL can be written as,

ΦFL = −ΨAξc2
(

u ·η
)

(4.87)

Eqs.(4.85) are valid, for each value of rext > rH and also valid in the limit of rext → rH . So it

is useful to calculate this decomposition on the black hole horizon,







ΦM

∣
∣
H = −

M2
Alf

∣
∣
H

M2
Alf

∣
∣
H

+̟2
H

(Ω−ωH )2/c2
(ΨALωH −ΨAE )

ΦLT

∣
∣
H =ΨALωh +

̟2
H
ωH (Ω−ωH )/c2

M2
Alf

∣
∣
H

+̟2
H

(Ω−ωH )2/c2
(ΨALωH −ΨAE )

ΦEM

∣
∣
H =

̟2
H
Ω(ωH −Ω)/c2

M2
Alf

∣
∣
H

+̟2
H

(Ω−ωH )2/c2
(ΨALωH −ΨAE )

(4.88)

We claim that the electromagnetic extraction process is active when ΦEM > 0. Fluide energy

flux can be decomposed, in the internal energy flow ΦM and the Lense-Thirring flux ΦLT. Lense-

Thirring flux sign depends on the sign of Vφ̂. We claim that the ideal fluid extraction process is

active when ΦPF = ΦM +ΦLT > 0. The definition of a black hole implies that sufficiently close the

horizon the mass flux becomes negative ΨA ≤ 0. The null energy condition at the event horizon is

equivalent to,

ΨAE ≤ΨALωH (4.89)
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There is a generalized extraction between A and A+d A, if 0 ≤ΨAE ≤ΨALωH . The Eq.(4.88)

combined with the null energy condition Eq.(4.89) implie that the electromagnetic extraction

process is active if 0 ≤Ω ≤ωH . The null energy condition Eq.(4.89) associated with Eq.(4.88)

imply that the internal energy flow inside the horizon of black hole. This energy flux increases the

mass of the black hole.

Eq.(4.87) implies that for an inflow (ΨA ≤ 0) outside of the ergosphere (reminding that outside

of the ergosphere η is a timelike vector thus η·u ≥ 0) we have ΦPF ≤ 0. Thus in the hydrodynamical

case (ΦEM = 0, ΦE = ΦFL = Cst along a poloidal fieldline flow), to get active fluide extraction

process we need to have the pairs creation inside of the ergosphere. Indeed, let us consider a

magnetic flux line A = cst. This line starts from the horizon r = rH and crosses the ergosphere

radius r = rerg(A) and the point where we start to produce pairs r = rk (A) Fig.(4.3). In the

hydrodynamical case, for r ≤ rk , we have ΦM(A,rH ≤ r ≤ rk (A)) = Cst, then if rerg(A) ≤ rk (A) we

know it for rerg(A) ≤ r ≤ rk (A). Then we have ΦM(rH (A)) = ΦM (r (A)) ≤ 0. See Fig.(4.3). This is

equivalent to the Penrose process for splitting particles inside the ergosphere. In the MHD case,

you can have extraction via a process of fluid extraction and have pairs creation only outside of the

ergosphere because we can have exchange between the ideal fluid energy flux and the Poynting

flux. Thus, in this case, the Poynting flux increases as we move outward of the ergosphere while

the perfect fluid flux became positive inside the ergosphere, being negative outside the ergosphere.

Then it seems less restrictive to have a global extraction in the GRASIMHD case than in the pure

hydrodynamical one.

rerg (A)

St

A = Cst

Ergosphere

rH (A)

rk (A)

Figure 4.3 – Representation of flow line configuration with stagnation radius outside of the ergosphere. For

a pure fluid interaction, because rerg(A) ≤ rk (A) no extraction can be achieved. The ergosphere and the
horizon are represented for a maximally rotating black hole respectively in green and red. The black line

represents a poloidal field line.

Using eqs.(4.26, 4.35, 4.39), if we consider a line which starts at some point on the horizon
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and reaches infinity, then we get,







Ψ
out
A (A) = −d 2MH

d td A
(θH (A))+

∫∞

rH

4πchkm

Br̂

∣
∣
∣
∣

A=Cst

dr

(ΨAL)out (A) = −d 2JH

d td A
(θH (A))+

∫∞

rH

4πhξ ·k

Br̂

∣
∣
∣
∣

A=Cst

dr

(ΨAE )out (A) = −d 2EH

d td A
(θH (A))−

∫∞

rH

4πchη ·k

Br̂

∣
∣
∣
∣

A=Cst

dr

(4.90)

This can be simply interpreted. The energy and the angular momentum following this line is

composed of the angular momentum and the energy fluxes of the black hole plus the contribution of

the loading term (pair creation mechanism, by example photons in the mechanism γ+γ⇋ e++e−).
One of the issue to understand the power of magnetized jets launched from a supermassive black

hole is to quantify both terms.

4.4 Conclusion

Using the 3+1 method, we saw how the loading terms (km and k) change the general equation

of GRASIMHD Eq.(4.17). Maxwell’s equations stay identical. Then the usual electromagnetic

integrals, the magnetic flux, and the isorotation remain the same as usual. They are function of

each others. Nevertheless the source term acts as a load of mass-flux, Eq.(4.26), of angular mo-

mentum flux, Eq.(4.35), and of energy flux, Eq.(4.39). The material source of the pair transfer,

its number, its angular momentum and its energy to the GRASIMHD fields.

We also see different way to decompose/recompose the forces which appear in Euler equation.

This decomposition-recomposition help us to understand the role of each forces in the flow, or

to obtain the Grad-Shafranov equation. The analysis of this equation allows us to determine

the singular surface of GRASIMHD, linked to some regime of the flow velocity. It introduces 3

specific velocities for which the system is singular, the slow-magneto-sonic velocity, the Alfvén

velocity, the fast-magneto-sonic velocity. These velocities also correspond to the velocity of wave

propagation in the GRMHD fields.

The last part gives us the different exchanges of flux between the GRASIMHD field and the

black hole, and then the evolution of the black hole parameters. The extraction of energy may

concern different processes; it could be dominated by electromagnetic processes or by an ideal

fluid process. This analysis also gives the interesting result, that for a line which links the horizon

of the hole to the infinity, the angular momentum flux (the energy flux) at infinity is composed

of the angular momentum (respectively energy) extracted from the hole, plus the contribution

brought by the loading term (e.g. the source of pair, for pair creation/annihilation mechanism).

Then the goal is to quantify these two terms. This can be done solving the GRASIMHD equations

from the black hole horizon to infinity. This is the object of the following chapter.
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CHAPTER 5. MERIDIONAL SELF-SIMILAR MODEL

The model we propose is an extension in Kerr geometry of previous meridional self-similar

models for ideal axi-symmetric and stationary MHD flows. It generalizes and solves the difficulty

of the treatment of the light cylinder effect compared to previous models from Meliani et al.

[2006a] and Globus et al. [2014]. Indeed, this effect appears in a Special Relativity (SR) treat-

ment of Axi-symmetric Stationary Ideal Magneto-Hydrodynamic (ASIMHD) and is modified by a

General Relativity (GR) treatment. When a fluid element crosses the light cylinder, the isorota-

tional ”velocity”measured by the Zero Angular Momentum Observer (ZAMO) reaches the speed

of light. The light cylinder is also the surface where the electric field is equal in magnitude to the

magnetic poloidal field. The isorotational ”velocity”does not correspond to a fluid velocity but to

the rotational velocity associated with the electric potential per unit of magnetic flux (isorotation

Ferraro’s law).

There is no physical problem for a fluid line to cross this surface. This effect of the light

cylinder leads to a change for the critical Alfvénic surface. Thus including this effect in the model

makes incompatible the assumptions of a radial Mach Alfvénic number and a spherical Alfvénic

critical surface. This contradiction was previously solved by choosing to construct an analytical

solution in area where the light cylinder effect is negligible. In order to take into account this

effect, one of the two above assumptions has to be released. We choose to keep the sphericity of

the critical surface while we let Mach number to follow a given form. This new formulation results

in a model that can describe the flow in areas where the light cylinder effect is not negligible,

particularly outside the light cylinder. As in the previous self-similar model the fast-magnetosonic

surface could coincide with the Alfvénic surface.

In the second section of this chapter, we present the construction of our meridional self-similar

model published in Chantry et al. [2018]. Parts which are extracted from the publication are in-

dicated by a grey band in the left margin. Note that in the article the notation ∇ is reserved for

the covariant derivative on the space surface of the Kerr metric foliation proposed in sec.2.4.1.

Thus ∇ corresponds to the Kerr geometry analogous to the flat gradient. Then, in the third

section, we present with some details the derivation of the equations, especially the expression

and the decomposition of each force component. Finally in the fourth section we present the way

to obtain and discuss the differential equation system of the model.

5.1 Construction of the meridional self-similar model

We choose to use our article Chantry et al. [2018] published in the A&A newspaper to present

the model. The following will therefore be the first three sections of the article

5.1.1 Steady axisymmetric relativistic MHD outflows

Kerr metric

The first step in building self-similar solutions in relativistic flows is to define the metric.

In fact the central massive black hole dominates the gravitational field in the near regions

and determines completely the metric field. Thus, in Kerr metric, the geodesics are defined

as follows.

d s2 = −
(

1− rsr

ρ2

)

c2d t 2 − 2rsr ca

ρ2
sin2θd t dφ+ ρ2

∆
dr 2 +ρ2dθ2 +Σ

2

ρ2
sin2θdφ2 .(5.1)
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We have the usual notations of the elements,

∆ = r 2 +a2 − rsr , (5.2)

ρ2 = r 2 +a2 cos2θ , (5.3)

Σ
2 = (r 2 +a2)2 −a2

∆sin2θ , (5.4)

where a =
J

M c
and rs =

2GM

c2
.

We note that J is the angular momentum of the massive central object, M is its mass,

h is the lapse function, ω is the angular velocity of zero angular momentum observers

(ZAMO) and we use a for the length-scale related to the angular momentum of the black

hole (Kerr scale). We can define the dimensionless spin of the black hole aH in units of the

gravitational radius rs/2 such that, aH = 2a/rs . Furthermore, β is the shift vector.

The lapse function h, the angular velocity ω of zero angular momentum observers

(ZAMO) and the shift vector coordinates can be written as,

h =

(

1− rsr

ρ2
+βφβφ

)1/2

=
ρ

Σ

p
∆ , (5.5)

ω =
acrsr

Σ
2

, βφ = −ω

c
̟2 , βφ = −ω

c
, (5.6)

with ̟ =
Σ

ρ
sinθ. The corresponding line elements for the Kerr metric are given in Ap-

pendix.A of Chantry et al. [2018].

Maxwell’s equations

The next step is to define the electromagnetic field in this metric. Using covariant deriva-

tives, we can write Maxwell’s equations in Kerr space, assuming stationarity and axisym-

metry,

∇·E = 4πρe , (5.7)

∇·B = 0, (5.8)

∇× (hE) =
(

B ·∇ω

c

)

̟ǫφ , (5.9)

∇× (hB) =
4πh

c
J−

(

E ·∇ω

c

)

̟ǫφ , (5.10)

where (~ǫi )i =1...3 is the space orthonormal basis. We note that all quantities in the above

equations are given in the ZAMO frame. We can split all vector fields in a poloidal compo-

nent in the meridional plane and a toroidal one along the azimuthal direction. The poloidal

magnetic field ~Bp can be expressed in terms of the magnetic flux function A,

Bp = ∇×
(

A

̟
ǫφ

)

, (5.11)

and using Faraday’s law, we get the electric field,

∇×
(

hE− ω

c
∇A

)

= 0. (5.12)

We can introduce the electric potential, Φ, but the electric field ~E is not directly proportional

to the gradient of the electric potential,

hE =
ω

c
∇A−∇Φ . (5.13)
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The condition of ideal MHD for infinite electrical conductivity leads to

E+ V×B

c
= 0. (5.14)

We note that ∇ is the covariant derivative on a space hypersurface; see Appendix.B of

Chantry et al. [2018] for the expression of its coordinates.

Equations of motion

In the Kerr metric, the 3+1 formalism gives the equation for mass conservation, the Euler

equation, and the energy conservation, respectively,

∇· (ρ0γhV) = 0, (5.15)

ρ0γ (V ·∇)
(

γξV
)

+ρ0ξγ
2

[

c2∇ lnh + ̟ωVφ̂

h
∇ lnω

]

+∇P = ρe E+ J×B

c
, (5.16)

γ2ρ0ξc

[

V ·∇ ln(γξh)+ ω̟Vφ̂

hc2
V ·∇ lnω

]

=
J ·E

c
. (5.17)

Here Vφ̂ is the toroidal component of the bulk flow speed as seen by the ZAMO. The factor

γ is the bulk Lorentz factor, ρ0 is the mass density, and ξc2 the specific enthalpy measured

in the comoving frame of the outflow, that contains kinetic enthalpy of perfect relativistic

gas ξK and some heating term Q/c2.

ξ = ξK + Q

c2
. (5.18)

For the kinetic enthalpy we use the Taub-Matthews approximation of ideal fluid equation

of state; for more details see Taub [1948], Meliani et al. [2004] and Mignone et al. [2005].

ξK =
5

2

(
P

ρ0c2

)

+

√

1+
(

3P

2ρ0c2

)2

. (5.19)

The energy conservation has been derived in the frame of the ZAMO and equivalently

the first law of thermodynamics can be obtained by projecting the conservation of the

energy-momentum tensor along the fluid 4-velocity but in the comoving frame. Assum-

ing infinite conductivity, the contribution of the electromagnetic field is null and only the

thermal energy affects the variation of the enthalpy of the fluid, giving,

ρ0

(

~Vp ·∇
)

(ξc2) =
(

~Vp ·∇
)

P . (5.20)

Constants of motion

Under the assumptions of steadiness and axisymmetry, the magnetohydrodynamic equations

in general relativity can be partially integrated to yield several field/streamline constants

(Beskin 2010). We already deduced those constants including the magnetic field with the

same formalism in Cayatte et al. [2014]. Here we present the derivation of the equations,

following the notations of Tsinganos 1982, in order to compare with previous self-similar

models, for example, Meliani et al. [2006b] and give the choice of the first integrals.

Steady and axisymmetric flows are characterized by a function A that defines the ge-

ometry of the magnetic flux surfaces. In the poloidal plane, field lines are lines of constant
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magnetic flux A and first integrals will be functions of A, among which the mass flux Ψ.

The poloidal velocity can be expressed in terms of Ψ,

4πρ0γhVp = ∇×
(
Ψ

̟
ǫφ

)

. (5.21)

The frozen-in condition for ideal MHD flows, gives, in the toroidal direction, combined with

Eq. (5.11),

4πρ0γhVp =ΨABp ,

where ΨA ≡ dΨ/dA is the magnetic to mass flux ratio.

The poloidal components of the law of flux freezing (Eq. 5.14) give in turn the iso-

rotation law,

Ω−ω =
hVφ̂

̟
− ΨABφ̂

4πρ0γ̟
, (5.22)

where Ω(A) ≡ cdΦ/dA, which is the isorotation frequency, constant along each magnetic

flux tube.

By integrating the Euler equation in the toroidal direction, we get the conservation of

the angular momentum flux L(A),

L = ̟

(

γξVφ̂− hBφ̂

ΨA

)

. (5.23)

The last equation to integrate is the energy conservation. In other words, we may take

the Euler equation projected along the time axis of the 3+1 decomposition, and integrate

it under the hypothesis of steadiness,

E −Lω = γξhc2 − h̟(Ω−ω)

ΨA
Bφ̂ . (5.24)

Toroidal fields

Using the three last integrals of motion, we may express the toroidal components of the

velocity and the magnetic fields and the enthalpy density as functions of these first integrals

and the poloidal components. Using the standard procedure of inversion we get

̟
hBφ̂

ΨA
=

L
[

h2c2 +̟2ω(Ω−ω)
]

−E̟2(Ω−ω)
(

M2
Alf

−h2
)

c2 +̟2(Ω−ω)2
, (5.25)

̟γξVφ̂ =
M2

Alf
Lc2 − (E −LΩ)̟2(Ω−ω)

(

M2
Alf

−h2
)

c2 +̟2(Ω−ω)2
, (5.26)

γhξ =
M2

Alf
(E −Lω)−h2(E −LΩ)

(

M2
Alf

−h2
)

c2 +̟2(Ω−ω)2
, (5.27)

where we have defined the poloidal Alfvén Mach number,

M2
Alf = h2 Vp

2

V2
Alf

=
4πh2ρ0ξγ

2Vp
2

Bp
2

=
ξΨA

2

4πρ0
. (5.28)

This definition of the poloidal Alfvén Mach number is consistent with the definition

used by Meliani et al. [2006b] and includes the lapse function. This is also the definition

taken by Breitmoser and Camenzind [2000] because the velocity, hVp, calculated with the

universal time is continuous across the event horizon.
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The numerator and denominator of Eq. (5.25) are zero at the Alfvén transition surface,

if the following two equations are satisfied,

M2
Alf

∣
∣
a

= h2
a

[

1−
̟2

a(Ω−ωa)2

h2
ac2

]

, (5.29)

̟2
a(Ω−ωa)2

h2
ac2

=
L(Ω−ωa)

(E −Lωa)
. (5.30)

The denominators of Eqs. (5.26) and (5.27) are identical to the one of Eq. (5.25) and there

numerators are a linear combination of Eqs. (5.29) and(5.30). Hence, the numerators and

the denominators of Eqs. (5.26) and (5.27) are also zero at the Alfvén transition surface.

We can reformulate the above equations by changing variables. We rescale the cylindri-

cal radius with ch/(Ω−ω) leading to the dimensionless cylindrical radius x and introduce

the parameter xMR,

x =
̟(Ω−ω)

hc
, x2

MR
=

L(Ω−ω)

(E −Lω)
. (5.31)

Hence we can write,

Bφ̂ =
−(E −Lω)ΨA

cx

x2 −x2
MR

M2
Alf

−h2
(

1−x2
) , (5.32)

hγξ
Vφ̂

c
=

(E −Lω)

c2x

M2
Alf

x2
MR

− (1−x2
MR

)h2x2

M2
Alf

−h2
(

1−x2
) , (5.33)

γhξ =
(E −Lω)

c2

M2
Alf

−h2(1−x2
MR

)

M2
Alf

−h2
(

1−x2
) . (5.34)

The second condition, Eq. (5.30), at the Alfvén transition surface becomes, keeping

the first one unchanged,

x2
∣
∣
a = x2

MR

∣
∣
a . (5.35)

In Kerr metric, the parameter x2
MR

is an extension of x2
A
defined by Meliani et al. [2006b].

It measures the amount of energy carried by the electromagnetic field. This is the energy

flux of the magnetic rotator (MR) divided by the total energy flux of the outflow in the

co-rotating frame, E −Lω. This new parameter xMR, conversely to the previous xA, is not

any more constant along a field line, since ω is not an integral of the motion.

5.1.2 Model equations

Angular expansion

The MHD equations and the metric constitute a coupled set of highly nonlinear equations

that cannot be solved analytically. The approach followed so far for Newtonian flows has

been to look for solutions with separable variables in the frame of self-similarity. However,

this technic cannot be applied in the frame of general relativity due to the complexity of

the metric even for the simpler cases of a Schwarzschild or a Kerr metric. Instead, we may

model the jet close to its symmetry axis, that is, to describe the spine jet, by expanding all

variables with sinθ to second order.

Along the polar axis where ̟ and θ go to zero, we may define the spherical Alfvén

radius to be the distance r⋆ from the center where the Alfvén transition surface condition,

M2
Alf,„=0

= h2
⋆, applies. The subscript ⋆ denotes the value of a physical quantity at the Alfvén
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transition surface, along the polar axis. We shall use this location to write all our quantities

in dimensionless form. Thus, the dimensionless spherical radius is

R =
r

r⋆
. (5.36)

At R = 1, the velocity is V⋆, the magnetic field B⋆, the density ρ⋆, the enthalpy ξ⋆ and

the lapse function h⋆. Because of the Alfvén transition along the polar axis, we have,

B2
⋆ = 4πγ⋆

2ρ⋆ξ⋆V⋆
2 . (5.37)

Thus the dimensionless magnetic flux function α is defined as,

α =
2

r⋆2B⋆
A. (5.38)

Moreover we can expand to the second order the metric of the system in dimensionless

form using the characteristic dimensions of the system defined in the previous Section. This

introduces the two following new parameters,

µ =
rs

r⋆
, l =

a

r⋆
=

J

M cr⋆
⇒ 2a

r⋆
=

2l

µ
, (5.39)

which are respectively the Schwarzschild radius in units of the Alfvén radius and the dimen-

sionless black hole spin.

Another dimensionless parameter is needed to describe the gravitational potential, as in

the classical model. This parameter ν represents the escape speed at the Alfvén point along

the polar axis in units of V⋆. Then, the value of V⋆ is fixed by the following condition,

ν =
Vesc,⋆

V⋆
=

√

2GM

r⋆V2
⋆

⇒ V2
⋆ =

µ

ν2
c2 . (5.40)

Thus, to second order in sinθ the ZAMO angular velocity and the lapse function are

written as,

ω =
lcµR

r⋆(R2 + l 2)2

(

1+ l 2hz
2

R2 + l 2
sin2θ

)

(5.41)

h =

√

1− µR

R2 + l 2

(

1− µl 2R

2(R2 + l 2)2
sin2θ

)

. (5.42)

In order to simplify our notation, we define the lapse function along the polar axis,

hz (R) = h(R,θ = 0) =

√

1− µR

R2 + l 2
, (5.43)

and the polar shift of the metric,

ωz (R) = ω(R,θ = 0) =
l cµR

r⋆(R2 + l 2)2
. (5.44)

See sec. 2.4.1 (Appendix A in the paper) for details.

It will be useful to introduce the dimensionless polar shift function (see also Eq. 5.59),

ωz (R) =
ωz r⋆

V⋆h⋆
=

l
p
µνR

h⋆(R2 + l 2)2
. (5.45)
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We also expand the magnetic flux function to second order in sinθ. The magnetic flux

is an even function which is zero along the polar axis due to axisymmetry and because

of the symmetry around the equatorial plane. Thus all odd orders are zero and the first

nonvanishing even order is the second order in colatitude. If we keep the lowest order in

the expansion we get

α(R,θ) = f (R)sin2θ , (5.46)

where f is the inverse of the classical expansion factor for solar coronal holes (see Tsinganos

and Sauty 1992). This expansion, similarly to the classical self similar model of Sauty and

Tsinganos [1994], is equivalent to a hypothesis of separation of the variables in the magnetic

flux function.

Thus from Eq. (5.50), the cylindrical radius can also be seen as an expansion in the

magnetic flux. This is physically more meaningful as the magnetic flux is constant on

a given mass flux tube. Moreover, several free integrals depend solely on this magnetic

flux.We define the dimensionless cylindrical radius G in units of the polar Alfvén radius as,

G(R) =

√

R2 + l 2

f (R)
. (5.47)

The cylindrical radius can be written in the various following forms,

̟2 = r 2
⋆(R2 + l 2)sin2θ = r⋆

2G2α = G2̟2
a . (5.48)

We can also write the metric as an expansion in α (see also Appendix 2.4.1 (Appendix

A in the paper)),

ω =
lcµR

r⋆(R2 + l 2)2

(

1+ l 2hz
2G2

(R2 + l 2)2
α

)

, (5.49)

h =

√

1− µR

R2 + l 2

(

1− µl 2RG2

2(R2 + l 2)3
α

)

. (5.50)

Of course we can always reverse our point of view and go back to the expansion in θ. This

would be the case if we wanted to use the steady analytical solution as initial conditions

for numerical simulations.

We can parametrize the geometry of the flux tubes with the logarithm derivative of f

denoted F,

F =
dln f

dlnR
= 2

(
R2

R2 + l 2
− dlnG

dlnR

)

. (5.51)

The angle χ of the magnetic poloidal field line with the radial direction (see Sauty et al.

1999) is given in our metric by,

tanχ =

√

R2 + l 2 −µR

2R
Ftanθ . (5.52)

Choice of the Alfvén surface and pressure

We can expand all physical quantities to the first order in α. Thus the Alfvén number is

given by,

MAlf = M(R)(1+M1(R)α) . (5.53)

Contrary to previous self-similar models, the Alfvén number cannot be spherically symmetric

because of the presence of the cylindrical radius in units of the ”light cylinder” x, in the

numerator and the denominator of Eqs. (5.32),(5.33), and (5.34). This is induced by the

regularity conditions, Eqs (5.29) and (5.30), and the sphericity of the Alfvén surface. The
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surface x = 1 is the so-called outer ”light cylinder”. Of course this surface may not be exactly

cylindrical if x depends also on α, which may be the case for instance close to the black

hole where ω has a strong dependence on α or if Ω is not constant with α. Therefore, this

is rather a light surface, but for the sake of simplicity we refer to it as a ”light cylinder” in

the rest of the text.

Similarly, the pressure can be expanded to first order,

P(R,α) = P0 +
γ⋆

2ρ0⋆ξ⋆V⋆
2

2
Π(R)(1+K(R)α) , (5.54)

where P0 is a constant.

In order to simplify and as a first step, we assume for both equations that the radial

dependence of the nonpolar component of the Alfvén number and the pressure are simply

constant, M1(R) = m1 = cst, K(R) = κ = cst. Thus,

MAlf = M(R)(1+m1α) . (5.55)

We note that we have m1 = 0 in previous models; see Meliani et al. [2006b] and Globus

et al. [2014].

Choice of the free integrals

Free integrals are also expanded to the first order in the magnetic flux. The mass to

magnetic flux ratio is similar to the one in the classical case, expanded as,

ΨA
2(α) =

4πρ0⋆h2
⋆

ξ⋆
(1+δα) . (5.56)

where δ is a free parameter describing the deviations from spherical symmetry of the ratio

number density/enthalpy as in Meliani et al. [2006b] and not of the density itself, conversely

to Sauty and Tsinganos [1994].

The total angular momentum loss flux density is given by

~J = γρ0Lh~Vp =
LΨA

4π
~Bp . (5.57)

Thus it is natural to expand the quantity LΨA rather than L itself. LΨA is also the poloidal

current density along the polar axis and writes as

LΨA = λh⋆B⋆r⋆α . (5.58)

The isorotation law can be expanded to first order as well as the total energy,

Ω =Ω⋆(1+w1α) , (5.59)

and

E = E⋆(1+e1α) , (5.60)

where we see from Eq. (5.24) that E⋆ = h⋆γ⋆ξ⋆c2.

Although we have some freedom with the choice of w1 and e1, we could choose e1 = 0

and w1 = −δ/2 to restrict ourselves to the values of the previous models, in particular in

Schwarzschild metric; see Meliani et al. [2006b] and Meliani et al. [2010]. In fact, the

isorotation function Ω does not need to be expanded beyond the zeroth-order term because

Ω always appears multiplied by another quantity as in (Ω−ω)̟ or LΩ. Thus, the value
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of w1 is free and does not affect the solution. Conversely, the value of e1 affects the

whole dynamics and we shall study the effects of its variation in a future publication. We

already discussed the fact that taking a weak dependence of Ω on α has the advantage of

minimizing the variation of the ”light cylinder” near the base of the jet. Thus for the sake

of simplicity, we shall study here the case where e1 = 0 and w1 = 0.

Constraints on the Alfvén Mach number, the isorotation law, and the angular

momentum flux

The value of m1 is, in fact, determined by the prescription to cross the Alfvén transition

surface. In order for the denominator in Eqs.5.25, 5.26, and 5.27 to vanish at the Alfvénic

transition, the two following relations given in Eqs.5.29 and 5.30 must be fulfilled. They

can be expanded to first order. For the first regularity condition we get,

MAlf|a = h⋆(1+m1α) with m1 = −µ

2

(
λ2

ν2
+ l 2

(1+ l 2)3

)

. (5.61)

The first term in the right part of Eq.5.61 is due to the ”light cylinder”, and the second one

to the nonsphericity of the gravitational field in Kerr metric. m1 is negligible whenever the

rotational speed λV⋆ is sub-relativistic and either the µ parameter or the angular momentum

of the black hole are negligible too. Since m1 < 0, there is a limiting field line where we

have MAlf = 0 since the magnetic flux increases going out from the polar axis.

To apply the second regularity condition we use the numerator of Eq. 5.25 and we get

to the first order in α,

Ω⋆−ω⋆ =
λV⋆h⋆

r⋆
. (5.62)

Thus we can write

̟(Ω−ω) = G(R)
p
αλV⋆h⋆Λ(R) , (5.63)

where,

Λ(R) =

[

1+
p
µνl

λh∗

(
1

(1+ l 2)2
− R

(R2 + l 2)2

)]

. (5.64)

The regularity conditions on the Alfvén surface fixes the value of m1. Thus the critical

Alfvén surface is a sphere, as in previous meridional self-similar models. We warn, however,

that the Alfvén transition surface is a generalized or modified Alfvén surface as it takes

into account the modification by the ”light cylinder” .

Simultaneously, surfaces of constant Poloidal Alfvén Mach Number, MAlf =const. (see

Eq.(5.55))are not spherical surfaces, conversely to the one defined by Meliani et al. [2006b].

Two effects modify it; first the ”light cylinder”effect, which was neglected in Meliani et al.

[2006b] and Globus et al. [2014], and second the frame-dragging effect (Lense-Thirring).

Expansion of the velocity and magnetic fields

The model is obtained using an expansion to the second order for sinθ in the Euler equation.

Due to axisymmetry, first-order terms are zero along r and φ while the antisymmetry along

θ gives the zeroth and second orders as null along the colatitude.
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Then, for the poloidal velocity field, this gives

V r̂ =
V⋆M2

h2
⋆G2

{

1+ sin2θ

[
1

2

(
l 2h2

z

R2 + l 2
−1

)

+ R2 + l 2

G2

(
λ2µ

ν2

(
Λ

2NB

D
+ ωz

λ

)

−e1 −
δ

2
+2m1

)]}

Vθ̂ = −V⋆hz M2
p

R2 + l 2F

2h2
⋆RG2

sinθ. (5.65)

And for the poloidal magnetic field, we get

Br̂ =
B⋆

G2

[

1+ 1

2
(

l 2h2
z

R2 + l 2
−1)sin2θ

]

(5.66)

Bθ̂ = −B⋆hz F
p

R2 + l 2

2G2R
sinθ . (5.67)

Now from Eqs.(5.25) and (5.26), we can calculate to the first order in sinθ the toroidal

components of fields

Vφ̂ = −λV⋆hzΛNV

h⋆G2D

√

R2 + l 2 sinθ, (5.68)

Bφ̂ = −λB⋆h⋆ΛNB

p
R2 + l 2

hz DG2
sinθ , (5.69)

where the functions NV , NB , and D have been generalized,

NV =
M2

h2
∗Λ

−G2 (5.70)

NB =
h2

z

h2
∗Λ

−G2 (5.71)

D =
h2

z −M2

h2
∗

. (5.72)

Expansion of the enthalpy, densities, and electric field

We used Eq. (5.27) to deduce the enthalpy,

γhξc2 = γ⋆h⋆ξ⋆c2

[

1+α

(

e1 −
λ2µ

ν2

(
Λ

2NB

D
+ ωz

λ

))]

, (5.73)

and the mass density is given by

γ2ρ0ξ = γ2
⋆ρ0⋆ξ⋆

h4
⋆

h2
z M2

[

1+ sinθ2

{
µl 2R

(R2 + l 2)2

+R2 + l 2

G2

(

2e1 −2m1 +δ− 2λ2µ

ν2

(
Λ

2NB

D
+ ωz

λ

))}]

. (5.74)

In GRMHD, we also need the expressions of the electric field and the charge density.

The electric field is a second-order term for the radial component and a first-order term for
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the θ-component,

Er̂ = −λV⋆h⋆B⋆

2c

(R2 + l 2)FΛ

RG2
sin2θ (5.75)

Eθ̂ = −λV⋆h⋆B⋆

c

Λ
p

R2 + l 2

hz G2
sinθ . (5.76)

Using Maxwell-Gauss Eq. 5.7, we calculate the charge density from the divergence of the

above electric field, to zeroth order only,

ρe = −λV⋆B⋆h⋆

2πr⋆c

Λ

hz G2
. (5.77)

With all these quantities we are able to expand the Euler equation. The radial component

is expanded to the second order and the colatitude component to the first order. From the

expansion of poloidal components in the Euler equation (Eq. 5.16) and using Eq. (5.51),

we can reverse the system to get the equations of the model (see sec. 5.3 for details

(Appendix C in the paper)).

”Light cylinder”

The rescaling value ch/(Ω−ω) for the cylindrical radius used in Eqs. (5.32 - 5.34) has been

defined by Meliani et al. [2006b] as the ”light cylinder”. It is a surface of revolution ΣLC

where,

x2 =
̟2(Ω−ω)2

h2c2
= 1. (5.78)

On the ”light cylinder”, the electric field | E | is equal to the poloidal component of the

magnetic field | Bp |. In the present publication, ΣLC designed the external ”light cylinder”,

that is, x = +1, though, strictly speaking, this is not a cylinder as explained earlier, but a

surface of revolution. This external ”light cylinder” is outside the Alfvén surface since the

denominator of Eqs. (5.32 - 5.34) is equal to M2
Al f

on the ”light cylinder”, is negative before

crossing the Alfvén transition surface, and is positive after crossing it. At large distance

in the jet, the lapse function h goes to unity and Ω−ω tends to Ω, which is assumed

constant in our model. Thus, ΣLC is located on a constant cylindrical radius along the z

axis, becoming a real cylinder.

From the iso-rotation law, we get,

Vφ̂

c
= x + ΨABφ̂

4πρ0γhc
= x +

Vp

c

Bφ̂

Bp
. (5.79)

As in special relativity, the second term of Eq. 5.79 cannot be neglected in the vicinity

of the ”light cylinder”. The sign of Bφ̂ is such that Vφ̂ always remains less than the speed of

light (Vlahakis 2015). Moreover after crossing the ”light cylinder”one of the two following

conditions must be fulfilled. Either, we have | Bφ̂ |≫ Bp or Vp ≫ Vφ̂, or both.

The term x was neglected in the equation of the previous relativistic meridional-self-

similar models, Globus et al. [2014]; Meliani et al. [2006b]. Hence, these models could not

produce jets crossing the ”light cylinder”. Conversely, in this model this quantity is taken

into account. We assume an expansion in sin(θ) of this quantity.

Contrary to the two previous models we can choose the dependence of the isorotation

frequency with the magnetic flux (see discussion on Eq. 5.59) and this choice will not

affect the solution. Thus, if Ω does not depend strongly on the magnetic flux A, even at
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the base of the jet, the ratio h/(Ω−ω) will be nearly constant. The reason for this is that

̟ is larger than the Alfvén radius, which is at least a few times the Schwarzschild radius.

As a consequence, the departure of ΣLC from a real cylinder is unnoticeable.

Domain of validity

The equations of the model are the result of an inversion of the expanded conservation

equations. Therefore, it will be useful to quantify the relative error of the expansion we

made in order to properly analyze our results and to obtain the domain of validity of these

results. To have an idea of the domain of validity, we quantify the rest in the expansion of

the momentum equation, for each force Fi (R,sinθ),

Fi (R,sinθ) = Fi
0(R)+Fi

1(R)sinθ+Fi
2(R)sin2θ+Ri (R,sinθ)sin3θ , (5.80)

where F is one of the following forces, gravitational, centrifugal, inertial, electric or magnetic

pressure, and so on. We define a new function in order to map the relative error,

Ri (R,sinθ) ∼
θ→0

gi (R) . (5.81)

For example, in the case of the electric force, in Schwarzschild metric, we get, assuming

solid rotation (w1 = 0),

| REl (R,sinθ) |=
B2
⋆

4πr⋆

λ2h2
⋆µ

ν2

R

h2
z G4

(
F2h2

z

2
+

Fh2
z

2
−3+ dF

dR

)

×

√

1+ sin2θ

(
F2h2

z

4
−1

)

. (5.82)

The relative error on the electric force which tends to zero in the asymptotic regime of

cylindrical jets is defined as

err =
| REl (R,sinθ)sin3θ |

| FEl (R,sinθ) |
. (5.83)

Even at the base of the jet this error can be reduced, as can be seen in Fig. 5.1 for the

solution in Kerr metric presented in Sect. 7.2 when the co-latitude is less than 30 degrees.

To get an estimate of the error in the expanded forces, we should add all relative error terms

or take the largest one. This gives an estimate of the domain of validity of the solutions

for a given set of parameters. We postpone the full error analysis for a future paper.

The magnetic collimation efficiency, ǫ

By writing the first law of thermodynamics in the frame of the fluid along streamlines of

an axisymmetric flow, we can construct a constant of the motion, as in the classical case.

The first law of thermodynamics reduces to the adiabatic law if the heating is included in

some effective enthalpy (see Eq. 5.20). Thus (ξc2) is an effective specific enthalpy, like for

polytropic flows where the enthalpy also hides the heating (cf. Sauty and Tsinganos 1994)

but generalized for relativistic outflows (see Eq. 5.18).Using Eq. (5.28), we can rewrite the

first law of thermodynamics in the following form,

ξΨ2
Ac2 dξ

dR

∣
∣
∣
∣
α=cst

= 4πM2
Al f

dP

dR

∣
∣
∣
∣
α=cst

. (5.84)
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Finally the calculation leads to

ǫ =
M4

h2
z h4

∗G2(R2 + l 2)

[
h2

z F2(R2 + l 2)

4R2
− R2

(R2 + l 2)
(5.90)

− (κ−2m1)
(R2 + l 2)

G2

]

− ν2(2e1 −2m1 +δ−κ)R

h2
z (R2 + l 2)

− ν2l 2RG2

h2
z (R2 + l 2)3

+ 2λ2

h2
z

(
Λ

2NB

D
+ ωz

λ

)

+λ2

(
ΛNV

h∗GD

)2

.

This equation is similar to Eq. (71) in Meliani et al. [2006b] and can be interpreted the

same way. The parameter ǫ measures the efficiency of the magnetic rotator to collimate

the flow. At the outflow base, ǫ is the relative difference of the transverse variation of

internal energy that is simply the exchange of work done by the macroscopic forces. As

this is perpendicular to the flow axis, this means that ǫ really measures the transverse force

which collimates the flow and mainly its magnetic component.

We note that the quantity −2m1 appears twice in Eq. (5.90). First, it is associated

with κ, having a similar effect to the nonspherically symmetric pressure in the term which

is given as a factor of M4. Second, it is associated with 2e1 in the term corresponding to

the excess or the deficit of the gravitational energy not compensated by the thermal driving

at the base of the jet.

To conclude we can also derive the magnetic collimation efficiency in a different form;

after some calculations, we can write

ǫ = −
ν2h4

⋆

µγ2
z h2

z

∂

∂α
ln

(
P−P0

ρ0ξ

)∣
∣
∣
∣
α=0

(5.91)

= h2
⋆

ν2

µ

(

1− µ

ν2

) ξ2
z

ξ2
⋆

(
∂

∂α
ln(ρ0ξ)

∣
∣
∣
∣
α=0

−κ

)

.

This new relation brings a link between the total enthalpy on the axis and its logarith-

mic variation with α. In particular, the sign of ǫ seems to connect the balance between

logarithmic variation of total enthalpy per unit of volume and the meridional increase of

the pressure. The factor indicates that |ǫ| probably tends to decrease for solutions which

reach ultra-relativistic speed.

5.2 Expansion of the forces

To finish our model, we expand to second order in colatitude each forces of Eqs.(5.16). More

precisely we use the decomposition given in Sec.(4.2.3). We introduce the generic expansion of

each force,

F = −
B2
⋆

4πr⋆

[
1

2G2

(

X +θ2Y
)

ǫr +
p

X+
G4

Z θǫθ

]

+O
(

θ3
)

(5.92)

where X+ = R2 + l 2 and X− = R2 − l 2.

5.2.1 Magnetic Forces

Let us start with the magnetic forces. For the magnetic poloidal pressure, we get,







XM,P,Bp
= 0

YM,P,Bp
=

hz F

RG2

[
3h2

z F2X+
4R2

+h2
z F

(
µX−

4h2
z RX+

−1

)

− R2

X+
− 2µl 2R

X2
+

]

ZM,P,Bp
=

1

X+

[
3h2

z F2X+
4R2

+h2
z F

(
µX−

4h2
z RX+

−1

)

− R2

X+
− 2µl 2R

X2
+

]

(5.93)

93



CHAPTER 5. MERIDIONAL SELF-SIMILAR MODEL

For the magnetic toroidal pressure,







XM,P,Bφ
= 0

YM,P,Bφ
=

2λ2h2
⋆ΛNBX+

hz DG2

[

ΛNB

h2
⋆D2

dM2

dR
+ ΛNB

DR

(

F− R2

X+

)

+ G2

D

(p
µνl

λh⋆

l 2 −3R2

X3
+

+ Λ

R

(

F− 2R2

X+

))

− µΛNVX−
h2
⋆D2X2

+

]

ZM,P,Bφ
=
λ2h2

⋆Λ
2N2

B

h2
z D2

(5.94)

For magnetic poloidal tension,







XM,T,Bp
= 0

YM,T,Bp
= − hz F

RG2

[

−
h2

z X+
2R

dF

dR
+

h2
z F2X+
4R2

−
h2

z FX−
2R2

− µFX−
RX+

+ l 2

X+

]

ZM,T,Bp
=

1

X+

[
h2

z X+
2R

dF

dR
−

h2
z F2X+
4R2

+h2
z F

(
X−
2R2

+ µX−
4h2

z RX+

)

− l 2

X+

]

(5.95)

And finally, for the toroidal tension,







XM,T,Bφ
= 0

YM,T,Bφ
=

2λ2h2
⋆Λ

2N2
BR

hz D2G2

ZM,T,Bφ
=
λ2h2

⋆Λ
2N2

B

h2
z D2

(5.96)

For the global magnetic force, we obtain,







XM = 0

YM = − hz F

RG2

[

−
h2

z X+
2R

dF

dR
+1+ 2l 2µR

X2
+

− µFX−
2RX+

+
h2

z X+F(1−F)

2R2

]

+
2λ2h2

⋆ΛNBX+

hz DG2

[

ΛNB

h2
⋆D2

dM2

dR
+ ΛNBF

DR
+ G2

D

(p
µνl

λh⋆

l 2 −3R2

X3
+

+ Λ

R

(

F− 2R2

X+

))

− µΛNVX−
h2
⋆D2X2

+

]

ZM =
h2

z

2R

dF

dR
+

h2
z F(F−1)

2R2
+ µFX−

2RX2
+
+ 1

X+

(

1− 2µRl 2

X2
+

)

+
2λ2h2

⋆Λ
2N2

B

h2
z D2

(5.97)

5.2.2 Electrical Force

For the electrical force, we obtain,







XE = 0

YE = −2λ2µ

ν2

h2
⋆Λ

2FX+

hz RG2

ZE = −2λ2µ

ν2

h2
⋆Λ

2

h2
z

(5.98)
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5.2.3 Advection forces

The expand of poloidal advection force gives,







XAp
=

2

hz G2

dM2

dR
+ 2M2

hz G2R

(

F− 2R2

X+
− µRX−

2h2
z X2

+

)

YAp
= − 2

hz G2

(

1− 3l 2

2X+
− 2m1X+

G2

)
dM2

dR
− M2

h2
z RG2

[
F2h2

z

2
−F+ 2R2l 2

X2
+

+2

(

F− 2R2

X+
− µRX−

2h2
z X2

+

)(

1− 3l 2

2X+
− 2m1X+

G2

)]

ZAp
= − 1

2R

d(M2F)

dR
+ M2l 2

h2
z X2

+
− M2F(F−2)

4R2

(5.99)

For the centrifugal advection forces, we get,







XAφ
= 0

YAφ
= −

2λ2h2
⋆Λ

2N2
Vhz R

G2D2M2

ZAφ
= −

λ2h2
⋆Λ

2N2
V

M2D2

(5.100)

5.2.4 Gravitational Force

For the gravitational force, we obtain,







XG =
ν2h4

⋆G2X−

h3
z M2X2

+

YG =
ν2h4

⋆G2

h3
z M2X2

+

[
µl 2R

X2
+

+ X+
G2

{

2e1 −2m1 +δ− 2λ2µ

ν2

(
Λ

2NB

D
+ ωz

λ

)}

+ l 2

2X+

(

1+2h2
z

3R2 − l 2

X−

)]

ZG = −
ν2l 2h4

⋆RG4

h2
z M2X3

+
(5.101)

5.2.5 Lense-Thirring Force

For the Lense-Thirring force, we obtain,







XLT = 0

YLT =
2λlν

p
µΛNVh3

⋆

Dhz M2

(

3R2 − l 2
)

X2
+

ZLT = 0

(5.102)

5.2.6 Pressure Force

For the pressure force, we obtain,







XP = hz G2 dΠ

dR

YP =

(

κhz X++ l 2hz G2

2X+

)
dΠ

dR
+ κΠFhz X+

R

ZP = κΠG2

(5.103)
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5.3 Differential equation system

Let us add the different contributions of each force, we get at the end







X = XM +XE +XAp
+XAφ

+XG +XLT +XP

Y = YM +YE +YAp
+YAφ

+YG +YLT +YP

Z = ZM +ZE +ZAp
+ZAφ

+ZG +ZLT +ZP

(5.104)

Each function X = X (R), Y = Y (R) and Z = Z (R) is function of radius only. Then, because

of the unicity of the expansion we have X = 0, Y = 0 and Z = 0. Note that in the expression of

these three terms, we could put together the terms proportional to the derivative, we get,







X = X M2 dM2

dR
+X F dF

dR
+XΠdΠ

dR
+X 0

Y = Y M2 dM2

dR
+Y F dF

dR
+Y ΠdΠ

dR
+Y 0

Z = Z M2 dM2

dR
+Z F dF

dR
+ZΠdΠ

dR
+Z 0

(5.105)

Then we can write our system of first order differential equations in the form






X M2

X F XΠ

Y M2

Y F Y Π

Z M2

Z F ZΠ






d

dR





M2

F

Π



 = −





X 0

Y 0

Z 0



 (5.106)

The final ordinary differential equations of our model can be written as,

R
d

dR








M2

G2

F

Π








=












NM2

D(M2,G2,F,Π,R)

G2
(

2R2

R2+l 2 −F
)

NF
D(M2,G2,F,Π,R)

NΠ
D(M2,G2,F,Π,R)












, (5.107)

where,

D(m2,G2,F,R) =
h2
∗

R

[

−D

(

1+ (κ−2m1)
R2 + l 2

G2
− l 2

X+

)

+
λ2Λ

2N2
BX+

D2
+

h4
z F2X+

4h2
∗R2

]

, (5.108)

This function D is a possible singular point of our system Eqs.(5.107). D is not the 1-D

equivalent of the singular value obtain from Grad-Shafranov Eq.(4.69). This singular point seems

to be related (or close) to the modified slow-magneto-sonic transition as it as been inferred by

Tsinganos et al. [1996]. They gave more details and discussion about singular points of meridional

self-similar model. NF,NM2 are function of R,M2,G2,F,Π and the seven parameters introduced in

the model λ,κ,δ,ν, l ,µ,e1. Note that this system is of order one in the function which characterizes

the speed M2 and of second order in the function G2 which characterizes the geometry. The system

of Eq.(5.107) is a generalization including the light cylinder and the variation of the energy of

Bernoulli with magnetic flux around a rotating Kerr black hole of the work of, Meliani et al.

[2006b] near a Schwarzchild black hole and Globus et al. [2014] for Kerr blach hole and with a

light cylinder pushed toward infinity. With this generalized model we can recover solutions for a

Kerr black hole neglecting the light cylinder effect (m1 → 0) and variation of energy integral, effect

(e1 → 0) and the same for Schwarzschild case studied by Meliani et al. [2006b] (l ,m1,e1 → 0).

The terms NF and NM2 are given as,
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NF =
FM2

h2
∗

[

F

2
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2
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2
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And

NM2 =
M4

4h2
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+
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dΠ

dR
= − 2

h2
z G4

[
d

dR
M2 + M2

R

(

F− 2R2

R2 + l 2

)]

− 1

h4
z M2

R2 − l 2

(R2 + l 2)2

(

ν2h4
∗−

µM4

G4

)

, (5.111)
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We see that our system of Eqs.(5.107) has two singular points. One of them corresponds to

the cancellation of D (Alfvén point) and the other to the cancellation of D.

5.4 Conclusion

We have presented here a way, from the General Relativistic Axi-symmetric Stationary Ideal

Magneto-Hydrodynamic (GRASIMHD) system of partial differential equations, which allow to de-

rive a ordinary differential system of first order equations, Eq.(5.107), under certain assumptions.

This type of differential equations allows to compute solution faster than integrating directly the

GRASIMHD partial differential system.

This system of equations allow us to describe the GRASIMHD field in the proximity of the

Kerr black hole axis. This system is characterized by seven parameters λ,κ,δ,µ,ν, l ,e1. The first

one µ and l are link to the gravitational field and the Alfvén surface. The parameter µ is directly

the relative value of Schwarzschild radius (Mass of the black hole) with the Alfvén surface. The

second one is link to dimensionless spin parameter l = 2a/µ of the black hole. The next parameter

ν (once choose µ) fix the value of launched speed ν = c
p
µ/V⋆. This parameter is negative for

inflow and positive for outflow. The λ parameter is the dimensionless ratio of angular momentum

flux per unit of magnetic flux λ =
r⋆

2h⋆

ΨAL
A

. The next two ones δ and e1 are the logarithmic vari-

ation rate of mass flux δ = 2 d lnΨA

dα and Bernoulli energy e1 = 2 d lnE
dα with magnetic flux. The last

parameter κ is the variation of pressure with the magnetic flux, κ =
∂ lnP−P0

dα .

We shall see in the next chapter, Ch.(6), that an entire solution is characterized by these

seven parameters and the initial value of Π = Π⋆, that we could constrain for outflow solution

Sec.(6.3).

The model takes into account the second order term in latitude coming from the light cylinder

radius x. It implies a non spherical Mach Alfvén number, in order to keep the assumption of

spherical Alfvén surface.

For this model we generalize the expression of the magnetic collimation parameter ǫ Eq.(5.90).

This expression can be written, Eq.(5.92), in order to have a thermodynamical interpretation of

this quantity.
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CHAPTER 6. NUMERICAL INTEGRATION AND METHODS

6.1 Introduction

The goal of this section is to present the mathematical and numerical resolution of the system

Eq.(5.107). First of all, we present the main characteristics of the solutions for Eqs.(5.107) and the

numerical way used to obtain them. We also discuss the nature of singular points of Eq.(5.107)

and the numerical strategy used to cross them. Then we show how to use the last degree of

freedom for an outflow solution characterized by the seven parameters (λ,κ,δ,ν,µ, l ,e1) to obtain

solutions which obey to specific constraints at infinity. Finally, we explain how we seek solutions

with physical characteristics.

6.2 Resolution of the system

The system of Eqs.(5.107) has two singular points. The Alfvén point is found for D = 0, which

means that flow reaches the Alfvén speed, and the slow-magneto-sonic point for D = 0. We seek

the solutions of the system, which cross these singular points. First of all we present the general

architecture of the code. Then we dicuss the regularity condition required on the Alfvén point.

Finally we will see how we automatize the crossing of the slow-magneto-sonic point.

6.2.1 General architecture of code

To integrate the system of differential equations Eq.(5.107), I build a Fortran 90 code. The

architecture of the code is built around a main programm jet thetkerr . f90 which receives the

information via the file jet thetkerr . in. This file contains the parameters for integration, the

parameters of the solution and the type of solution we want to calculate. With these informations

the main program calls one of the six principal subroutines defined in dmin.f90 depending on the

solution type.

Jet_thetkerr.in Jet_thetkerr.f90 dmin.f90

Data

Data-Det

Post-traitement

(files).py

RK4.f90

fonction.f90

init.f90

Figure 6.1 – Schema of code architecture.

The first subroutine calculates an inflow solution, the second one an outflow solution. The

third and the fourth calculate respectevely a cylindrical or conical outflow solution in which we

minimize Π⋆ Sec.(6.3). The fifth subroutine calculates one hundred sub-afvenic branches for

different value of p, Sec.(6.2.3). This is useful when there is a problem in the automatic search

of the slow-magneto-sonic point crossing. The two last ones (one for inflow and one for outflow)

concern the evolution of a solution under constraints, see Sec.(6.4). These subroutine call a

Runge-Kutta of the order 4 integrator defined in RK4.f90. Eqs.(5.107) of the system we integrate

are defined in fonction . f90. One program init . f90 contains some important values such as the

precision of the number used in the rest of the program or the value of π. Once the calculus has

been done in the subroutine, the program writes the result in a file .dat in the directory Data−Det
or Data. Then a post treatment using different python.py codes allows us to calculate and to

draw the different graphics needed to understand and represent the solution.
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6.2.2 Regularity on the Alfvén point

The solution crosses the singular Alfvén point if the functions, which appear in Eqs.(5.107), re-

main continuous at the crossing of the singularity. The assumption on the sphericity of Alfvén

surface, implies that the Alfvén point is located for R = 1. The construction of the model, espe-

cially the definition and the assumption on the Alfvén surface, insures that M2 →
R→1

h2
⋆ and using

the definition of B⋆, we get G2 →
R→1

1.

The regularity condition of the system Eq.(5.32) implies that the ratio remains finite, NB

D
→

R→1
τ.

Then using Eqs.(5.70, 5.71, 5.72), we have NV

D
→

R→1
τ−1. It implies that NM2 remains regular at

the Alfvén radius R = 1. Using Eq.(5.111), it also implies that NΠ remains finite. It also implies

that the the slope p=̂ dM2

dR

∣
∣
∣
R=1

remains finite. F is defined everywhere, then dG2

dR

∣
∣
∣
R=1

= 2
1+l 2 −F⋆.

Thus, we can use l’Hôpital’s rule to link τ, p and F⋆.

τ =
NB

D

∣
∣
∣
∗

=

dNB

dR

∣
∣
∣
∗

dD

dR

∣
∣
∣
∗

=

h2
∗

(
2

1+ l 2
−F∗

)

− µ(1− l 2)

(1+ l 2)2
−

h∗l
p
µν

λ

l 2 −3

(1+ l 2)3

p − µ(1− l 2)

(1+ l 2)2

, (6.1)

About Alfvén radius, we still have the case of the singularity that appears in NF. Indeed,

near the Alfvén point we have NF ∼ P (τ,F⋆,Π⋆)

D
. In order, that the slope of the expansion factor

F remains finite, the condition required on the value of τ,F⋆,Π⋆ is P (τ,F⋆,Π⋆) = 0, which is

equivalent to NFD|⋆ = 0. Using some algebra, this condition leads to,

NFD|⋆ = 0 =⇒ F⋆p = 2Z 0
⋆ (6.2)

The definition of the slope of M2, p, implies also that D⋆ = pNM2,⋆. Nevertheless, this

equation is equivalent to a F⋆p = 2Z 0
⋆. Then, using some algebra on F⋆p = 2Z 0

⋆(τ,F⋆,Π⋆), and

removing the τ dependence using Eq.(6.2), the only condition needed for regularity on the Alfvén

point is,

A (p)F2
∗+B(p)F∗+C (p,Π∗) = 0, (6.3)

with

A (p) = λ2h4
∗+

h2
∗

4

(

p − µ(1− l 2)

(1+ l 2)2

)2

(6.4)

B(p) =

[

1

2

(
µ(1− l 2)

(1+ l 2)2
−p

)3

−2λ2h2
∗

(

p + 2

1+ l 2
− 2µ(1− l 2)

(1+ l 2)2
+

l
p
µνh∗
λ

3− l 2

(1+ l 2)3

)]

(6.5)

C (p,Π∗) = λ2

(

p +
2h2

∗
1+ l 2

− 2µ(1− l 2)

(1+ l 2)2
+

l
p
µνh∗
λ

3− l 2

(1+ l 2)3

)2

(6.6)

+
(

κΠ∗−
1

(1+ l 2)2
− 2λ2µ

ν2
−2λ2 − l 2(2µ+ν2)

(1+ l 2)3

)(

p − µ(1− l 2)

(1+ l 2)2

)2

. (6.7)

The equation Eq.(6.3) implies that for given values of p and Π⋆, we get the value of F⋆.

The two degrees of freedom on p and Π⋆, will allow later on for the crossing of the other critical

surfaces. The degree of freedom on the slopes of M2 implies that in the (R,M2) plan the Alfvén

point is a star point.

6.2.3 Crossing the slow-magneto-sonic point

To build the solution, we start the integration near the Alfven point. For outflows, we start the

integration in R = 1−dR. We know the value of M2,G2,F,Π on the Alfvén point as a function
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Alfvénic branch. Then, we merge the tables corresponding to the values of M2,G2,F,Π for the 3

regimes considered. We get a solution characterized by seven parameters (λ,κ,δ,ν,µ, l ,e1) and

Π⋆.

6.2.4 The equilibrium at infinity

We aim at determining the asymptotic region of the flow. We can study the forces equilibrium in

the asymptotic region, for solutions which are cylindrical or conical. This is equivalent to G ∼ R0

for cylindrical solutions and G ∼ R1 for conical solutions. We get a transverse equilibrium between

electrical, centrifugal, toroidal magnetic and pressure forces. The toroidal magnetic force plays

the role of a collimating force, while the electrical and the centrifugal ones are decollimating

forces. The pressure term increases the collimation (κΠ∞ ≥ 0 for over-pressurized jets) or decol-

limates the flow (κΠ∞ ≤ 0 for under pressurized jets). In most cases, the solutions of the model

are under-pressurized jets (in which the pressure is lower in the periphery at infinity). Then the

transverse force balance of the flow can be written as,

κΠ∞G2
∞

2λ2Λ
2
∞h2

⋆

=
µ

ν2
+ 1

D2
∞

(
NV

2
∞

2M2
∞

−NB
2
∞

)

(6.8)

The left hand-side is characteristic of a term due to transversal pressure. In the right hand

side, we have, first the term due to electrical forces, second the centrifugal forces, and eventually

the toroidal magnetic force. It seems there is an ambiguity for conical flows (G2 −→
R→∞

∞) in the

left-hand side of the previous equation. However we can show that for conical flows G2Π −→
R→∞

Cst.

In the conical case, the first term in parenthesis disappears for conical outflows. A second equation

is needed to solve the value (cylindrical) or the behavior (conical) of M2 and G2 at infinity. From

the value of ǫ Eq.(5.90), we get,

for cylindrical solutions
ǫ

2λ2
= −

M4
∞

h4
⋆G4

∞

(κ−2m1)

2λ2
+Λ

2
∞

(
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D

∣
∣
∣
∣
∞
+ NV

2

2h2
⋆G2

∞D2

∣
∣
∣
∣
∣
∞

)

for conical solutions
ǫ

2λ2
= − 1

2λ2h4
⋆

M4

G4

∣
∣
∣
∣
∞

(

(κ−2m1)+ G2

R2

∣
∣
∣
∣
∞

)

−Λ
2
∞h2

⋆

G2

M2

∣
∣
∣
∣
∞

(6.9)

The main difference of the analysis in comparison to the Schwarzschild case is the introduction

of the parameter m1, which takes into account the effect of the light cylinder and the spin of the

black hole. m1 becomes zero in the case of a light cylinder pushed towards infinity and for a non

rotating black hole. The second difference is the value Λ∞ = ΩKerr/ΩSchwarzschild which contains

the deviation due to the black hole spin, for keeping continuity at Alfvén surface.

6.3 Choice of Π⋆ for outflow solutions

An inflow or an outflow solution is characterized by the value of the parameters and the value

of Π⋆. A generalization of the parametric study presented in Sauty et al. [2002] allows us to

determine for outflows, a specific value ofΠ⋆,lim, which minimizes the oscillation of the velocity on

the axis. This specific value is determined and calculated numerically using two different processes

in function of the nature of the outflow. Indeed there are two kinds of outflow depending on the

limiting value of F when the radius reaches infinity.

6.3.1 Cylindrical Solutions

For the first kind of outflows, the geometry of the flow becomes asymptotically cylindrical (F −→
R→∞

2) at infinity. The solutions with constant values of λ, κ, δ, ν, ℓ, µ and e1 and different value of

Π⋆ are divided into two classes separated by a limiting value Π⋆,lim which is function of the rest
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energy exchange between an inflow solution and the rotational energy of a black hole, See Ch.(8).

It is also useful to match inflow and outflow solutions in order to obtain a physically satisfying

complete solution from the horizon of the black hole until the infinity, Sec.(8.4).

6.4.1 Search method

Let us consider the case, where we need to obtain a solution with a set of characteristics. Each

of these characteristics could be transformed in a real value that we will call in the following the

structural value. For example, for outflow solutions it could be the value of final velocity along the

axis, the stagnation radius, the opening angle in the case of conical flow, the value of isorotation

function, the spin of the hole etc... For inflow solutions we can use the stagnation radius, the

isorotation function, the spin of the black hole, the fluid velocity of fluid when it crosses the

horizon, the latitude value for the beginning of extraction but also different energy flux, etc...

In the following, we consider that we have jMax ( jMax ≤ 7 for outflows and jMax ≤ 8 for in-

flows) structural parameters. We will note them
(

f j

)

j =1,..., jMax
. For any set of parameters we can

obtain the structural parameters of the formula using some arithmetical operations applied to

the parameters and the solution functions. Thus all the structural parameters are a function of

the parameters of the solution. Thus for inflows we have f j = f j

(

λ,κ,δ,ν,ℓ,µ,e1,Π⋆

)

. We shall

see how to move through the parameter space in order to match the values of these structural

parameters.

A solution consists to use a Monte-Carlo program. Nevertheless the automatization of the

solution search using a great number of ”while” loops, but also the frequency to get unphysical

solutions, or no solution makes this kind of program painstaking to use. So we choose to use a

more robust approach, which allows to learn about the evolution of structural parameters with

solution parameters during the process of searching.

We do the hypothesis that, except in certain areas of the parameter space, the structural

parameter functions must be differentiable according to the solution parameters. Thus knowing

the order of evolution for these parameters we move step by step in the wanted direction.

In case of discontinuity, we try to quantify them in order to prevent the induced pathology.

To give an example, during the calculation of inflow solutions, there is some domain of parameter

space for which the solution does not cross the sub-alfvenic point. In this case, the value of p

needed to cross the slow-magneto-sonic point implies the lack of reals roots of the polynome of

Eq.(6.3). For this kind of solution either we cross the critical Alfvén point and not the slow point,

or we cross the critical slow point and not the critical Alfvén point. In all cases, this kind of solution

is not physically satisfying in our search. Nevertheless for any solution which does not have this

pathology, the value of the determinant of the polynomial Eq.(6.3) depending on plim gives an in-

dication of how far we are in the parameter space from the discontinuity. The boundary is defined

in the solution parameters space by Det(plim) = 0. So including this determinant in the scalar pa-

rameter gives us the possibility to move in the parameter space in order to avoid this discontinuity.

6.4.2 Gradient descent method

If these structural parameters are C 1 function of the solution parameters, it is possible to make

an expansion to the first order in the parameter variations. We note s =
(

λ,κ,δ,ν,ℓ,µ,e1,Π⋆

)

for

inflow solution and s =
(

λ,κ,δ,ν,ℓ,µ,e1

)

for outflow one the set of parameter. Then we have the

usual formula,

∀ j ∈ [1, jMax] f j (s+ds) = f j (s)+∇ f j (s) ·ds+O
(

||ds||2
)

(6.12)
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Let us suppose we have a solution such that the values of f2... f jmax
are satisfying and we need

to increase the value of f1. Then it is possible to move in the direction of the projection of

∇ f1 (s) orthogonally to the vectorial sub- parameter space generated by Span
(

∇ f2, ...,∇ f jMax

)

. We

note d = p jMax−1

(

∇ f1;∇ f2, ...,∇ f jMax

)

, where p jMax−1

(

. ;∇ f2, ...,∇ f jMax

)

the orthogonal projector to

Span
(

∇ f2, ...,∇ f jMax

)

. Then choosing ds = d sd we have,

f1 (s+ds) = f1 (s)+∇ f1 (s) ·ds+O
(

||ds||2
)

∀ j ∈ [2, jMax] f j (s+ds) = f j (s)+O
(

||ds||2
) (6.13)

Furthermore ∇ f1 (s) ·ds is positive for positive values of d s. Then, for a sufficiently small

positive value of d s we obtain f1 (s+ds) ≥ f1 (s). The last difficulty now consists in calculat-

ing the orthogonal projection d = p jMax−1

(

∇ f1;∇ f2, ...,∇ f jMax

)

. To calculate this projector we use

a recurrence reasoning, the demonstration by reccurence being presented in Appendix.(E). We

obtain,

p j−1

(

u1;u2, ...,u j

)

= p j−2

(

p1

(

u1;u j

)

;p1

(

u2;u j

)

, ...,p1

(

u j−1;u j

))

(6.14)

We have to build a code which calculates the gradient of the structural parameters. Thus

the recurrence formula allows us to calculate the direction where to move in order to obtain the

wished evolution of these structural parameters. To explain the interest of these calculations we

give here an example of a set of outflow solutions, using the tools exposed here. The structural

parameters taken into account here are the stagnation radius normalized by the black hole horizon

radius Rs/RH , the dimensionless black hole spin a = 2l/µ, the isorotation frequency per unit of

black hole pulsation Ω/ωH and the maximal Lorentz factor of the flow on the axis γ∞. We use

the tools built to calculate solutions with different stagnation radius and with the same spin, the

same isorotation frequency and the same maximal Lorentz factor of the flow on the axis. We

compute the parameter (up to a precision of 10−3) in the table,

λ κ δ ν µ e1 Π⋆,lim a Ω/ωH γ∞ Rs/RH

S1 1.171 0.291 1.319 0.600 0.184 -0.063 0.265 0.519 0.502 10.04 1.175

S2 1.170 0.286 1.325 0.613 0.187 -0.049 0.282 0.519 0.502 10.03 1.225

S3 1.169 0.280 1.333 0.627 0.190 -0.037 0.298 0.519 0.502 10.05 1.275

S4 1.169 0.274 1.336 0.641 0.193 -0.027 0.317 0.519 0.502 10.05 1.325

S5 1.170 0.269 1.341 0.655 0.196 -0.016 0.335 0.519 0.502 10.04 1.375

S6 1.173 0.265 1.345 0.668 0.198 -0.004 0.352 0.519 0.502 10.09 1.425

S7 1.177 0.260 1.349 0.681 0.200 0.009 0.370 0.519 0.502 10.05 1.475

S8 1.182 0.257 1.353 0.694 0.202 0.022 0.388 0.519 0.502 10.08 1.525

Table 6.1 – Set of parameters for 8 solutions calculated in order to get different values of stationary radius.

We keep constant the final Lorentz factor, isorotation and spin of the black hole.

We remove here the parameter ℓ because it is simply linked to the black hole spin and the

value of µ via a = 2ℓ/µ. We observe here the ability of the model to produce solutions with the

same values of spin parameter, isorotation and final velocity. It shows the independence of these

structural parameters in the considered area of parameter. Indeed, when a structural parameter

is function of others, it means that the generated gradient is not a free vector in the parameter

space. In some situations, we observe in part of the parameter space, a gradient ”close” to be

a linear combination of some other gradients. In this case it is sometimes difficult to move ef-

ficiently in the parameter space. Indeed, in this case, using the projection Eq.(6.13), implies to

use a direction close to orthogonality with the gradient of the structural parameter we want to

evolve keeping the others constant. The table Tab.(6.1) shows the evolution of the parameter

Rs/RH . Note that the evolution of the parameter is not linear when you move from S1 up to S8.

In particular, the parameter λ starts to decrease and then increases. This non linearity reveals
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solution and an inflow one.
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7.2.1 Solutions in a Kerr metric

In the following, we discuss four different solutions in a Kerr metric to illustrate the present

model. A more detailed parametric study is postponed to a following paper. For the

purposes of the present paper, we show three cylindrically collimated solutions with high

asymptotic Lorentz factor, typical of AGNs and GRBs. Those solutions cross the ”light

cylinder”and are sorted with increasing magnetic collimation efficiency parameter ǫ. We also

exhibit a conical solution crossing the ”light cylinder”with high Lorentz factor and strongly

negative ǫ, something that was not possible with the previous relativistic meridionally self-

similar solutions.

In order to get a Lorentz factor as high as possible in the asymptotic part of the col-

limated part of the jet, we know from the study of the classical solutions that among all

cylindrical solutions, the limiting solutions with the lowest value of Π⋆ reach the highest

terminal velocity. These solutions are the so called limiting solutions in Sauty et al. [2002].

As Π∞ is negative for the limiting solutions, we have to add a positive P0 value to the

pressure. Of course, it is always possible for those cylindrical solutions to have a higher

pressure P0, but by doing so it also increases the effective temperature, in particular in the

asymptotic part. For the same set of parameters, it is also possible to get cylindrical solu-

tions by increasing Π⋆. However, such solutions usually have a strong initial decollimation

associated with a peak in both the Lorentz factor and temperature, while the asymptotic jet

is decelerated to lower Lorentz factors and smaller radii, a result that we used to interpret

the FRI/FRII dichotomy [cf. Meliani et al. [2010]].

λ κ δ ν µ l

K1 1.0 0.2 2.3 0.9 0.1 0.05

K2 1.0 0.2 1.35 0.46223 0.1 0.05

K3 1.2 0.005 2.3 0.42 0.08 0.024

K4 0.0143 1.451 3.14 0.8 0.41 0.15

Table 7.1 – Set of parameters used for the four selected solutions in the Kerr metric. K1 is the solution

displayed in Figs. 7.3, 7.4, and 7.5 (blue line). Solution K2 is displayed in Figs. 7.5 (red line) and 7.6,

while solution K3 is displayed in Figs. 7.11 and 7.12. Finally, solution K4 is shown in Figs. 7.13 and 7.14.

ǫ m1 Π⋆,l i m r0/rs

K1 -1.76 -0.062 0.826 5.72

K2 -0.04 -0.234 0.216 1.57

K3 0.55 -0.326 0.189 2.55

K4 -5.84 -0.004 0.255 1.39

Table 7.2 – Output parameters for the four solutions in the Kerr metric. Those parameters result from the

integration of the equations.

Solutions K1 and K2 have been obtained for maximally rotating black holes, that is, aH

close to 1 (a ≃ rs/2). In solution K4 the value of aH has been fixed to 0.73 (a = 0.73rs/2).

We do not expect all black holes to be maximally rotating. For example, in M87, the

dimensionless spin should be above 0.65 (i.e., a > 0.65rs/2), (Li et al. 2009) but not too

close to one. Other examples can be found and for K3 we will use the value aH = 0.6

(a = 0.6rs/2) adopted in Mertens et al. [2016] for M87.
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The significant contribution of the transverse pressure gradient also explains these strong

oscillations in the flow, as is also shown in the classical solutions. The parameters of this

solution are displayed in the first row K1 of Table 1 and the output values of m1 and ǫ

in Table 2. We note that m1 = −0.062 is a relatively small value, which clearly indicates

that the Alfvén surface is almost spherically symmetric in this case. As a consequence, the

light cylinder is relatively far from the jet axis. Most of the central field lines (see the inner

5 to 7 central red lines in Fig. 7.4) remain within the ”light cylinder”, which means that

despite the important role of the magnetic field in the collimation, the jet is pressure or

enthalpy driven in the relativistic case. However, unlike in the classical solutions, the electric

field is the dominant decollimating force for the lines that cross the ”light cylinder”. This

decollimation and expansion after the Alfvén surface is associated with a strong pressure

gradient yielding a strong acceleration of the jet in the super-Alfvénic regime. More details

on this will be given in the following solution. The pressure gradient is the gas pressure

gradient close to the axis but assisted by the toroidal magnetic pressure outside the ”light

cylinder”. This is similar to superfast flows in radially self-similar models for disk winds (see

Vlahakis and Königl 2003a and Vlahakis and Königl 2003b). Moreover, in the relativistic

regime the inertia increases faster when the flow is accelerated such that the collimation

from the magnetic field is delayed to larger distances.

In Fig. 7.4 we see that the expansion after the Alfvén surface is strong and leads to a

late acceleration of the flow. After the large expansion, the jet recollimates smoothly and

consequently decelerates slightly because of the compression.

In Fig. 7.3, we clearly see that there is a strong azimuthal magnetic field, although the

scale of the Figure tends to exaggerate this phenomenon.

The Lorentz factor γ of this solution reaches a relatively small value around 3.7, typical

of less powerful AGN jets like some of the FRI radio-galaxies.

A highly relativistic collimated solution with oscillations (K2)

The solution K2 is collimated and has an extremely high Lorentz factor, which may be

typical of GRBs. This K2 model corresponds to the values of the parameters given in the

second line of Table 1, that is, λ = 1.0, κ = 0.2, δ = 1.35, ν = 0.46223, ℓ = 0.5, µ = 0.1, e1 = 0 and

the second line of Table 2 for the output parameters, m1 = −0.234 and ǫ = −0.04.

For this model, the outflow starts very close to the black hole horizon at r0 = 1.57rs ,

(see Fig. 7.6), and thus at the base of the jet the effects of general relativity play an

important role. The final velocity is highly relativistic, as is shown in Fig. 7.5.

The parameter ν of the K2 solution is accurately adjusted (to the fifth digit), so as

to obtain a rather high Lorentz factor (larger than 100). This proves the versatility of

the model which handles any magnitude of Lorentz factors. In order to obtain such high

Lorentz factors, we must carefully tune the parameter directly linked to gravitation, ν, as

mentioned above. The same parameter is also responsible for the thermal acceleration in

the classical model (Sauty and Tsinganos 1994).

In Figs. 7.7 and 7.8 we plot the forces along and perpendicular to a field line defined

by α = 0.01αlim where αlim is the dimensionless magnetic flux between the inner jet and an

external accretion disk wind.

The strong decollimation associated with the slow acceleration enhances the electric

force as in the previous solution K1. This can be seen in Fig. 7.8. However due to the

higher rotation here, more field lines cross the light cylinder, which is very close to the axis,

such that the decollimation from the electric field is much stronger in this solution.

The feedback of this strong electric field is to further increase the decollimation beyond

the Alfvén surface at large distances. Again, the large expansion increases the pressure and

enthalpy gradient as seen in Fig. 7.7. Thus, the pressure force increases, resulting in a very
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As seen in Fig. 7.18, the collimation of the jet increases with | aH | which is consistent

with the increase of ǫ. We note also that the base of the jet becomes slightly closer to the

black hole horizon as | aH | increases.
Globally we see that the total geometry of the solution, and in particular the expansion

of the jet radius, is extremely sensitive to the black hole speed.

The magnetic flux and power of the jets

Intuitively, by physical arguments of magnetic flux conservation, it is expected that magnetic

fields not only play a dominant role in collimating large-scale AGN jets, but also critically

affect the origin of the jets in accretion disks of black hole systems, which are accordingly

termed magnetically arrested disks (Narayan et al. 2003). Indeed, theoretical modeling

concludes that magnetic fields at the base of AGN jets are related to the corresponding

accretion rate (Tchekhovskoy and McKinney 2012). Zamaninasab et al. [2014] reported

that the measured magnetic flux of the jet and the accretion disk luminosity are tightly cor-

related over several orders of magnitude for a sample of many radio-loud AGN, concluding

thus that the jet-launching region is threaded by a dynamically important magnetic field.

The magnetic fields of AGN can be measured either by the effect of a frequency-dependent

shift of the VLBI core position (known as the core-shift effect), or by Faraday rotation

(e.g., Mart́ı-Vidal et al. 2015, who reported magnetic fields of at least tens of Gauss on

scales of the order of several light days - 0.01 parsecs - from the black hole). Furthermore,

magnetohydrodynamic simulations in the frame of general relativity allow us to calculate

the saturation or equilibrium value for the poloidal magnetic flux ΦBH threading the black

hole (McKinney 2005, Tchekhovskoy et al. 2011, McKinney et al. 2012).

In Zamaninasab et al. [2014] this poloidal flux ΦBH is calculated as a function of the

mass-accretion rate Ṁ as,

ΦBH ≃ 50

√

Ṁc
(rs

2

)2
. (7.4)

We consider that since such a strong magnetic flux can thread the black hole, we can

use this formula to link our value of poloidal magnetic field at the Alfvén point B⋆ with the

mass-accretion rate Ṁ. In our model the magnetic flux from each hemisphere is given by

ΦBH = π̟2
aB⋆ = πr 2

⋆B⋆αlim. Then, the magnitude of the magnetic field is calculated from

the expression

B⋆ ≃ 25rs

√

Ṁc

πr 2
⋆αlim

= 25µ
Ṁ1/2c1/2

πr⋆αlim
. (7.5)

In order to compare the jet power for the K2 and K3 solutions with the one obtained

by general relativistic magnetohydrodynamic simulations, we calculate this power in terms

of the parameters of our model. Similarly to the way we deduced the angular momentum

flux density in Eqs. (5.57) and (5.58), we may calculate the jet+counterjet power by

substituting ΨA from Eq. (5.56) and E = E⋆(1+ e1α) with E⋆ from Eq. (5.60), and with

the help of Eq. (5.40), we obtain, in terms of the constants of our model,

Pjet =

∫Alim

0
ΨAE d A

=
νh2

⋆c

2
p
µ

(B⋆r⋆)2

∫αlim

0
(1+e1α)

p
1+δαdα . (7.6)
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Hence, we finally get

Pjet ≃ 625
νµ3/2h2

⋆

2π2α2
lim

Ṁc2

∫αlim

0
(1+e1α)

p
1+δαdα . (7.7)

Therefore, for the efficiency ηjet ≡ Pjet/Ṁc2 for our K2 model we obtain a value ηjet ≃
0.52, while for our K3 model we obtain ηjet ≃ 0.40. On the other hand, McKinney [2005] de-

termined self-consistently the jet power in Blandford-Znajek numerical models and deduced

an efficiency ηjet between 0.01 and 0.1 for ultra-relativistic Poynting-dominated jets with

aH larger than 0.8. Later, Tchekhovskoy et al. [2011] and McKinney et al. [2012] increased

the magnetic flux which can be pushed near the black hole leading to magnetically arrested

accretion and obtained values of the net flow efficiency larger than 1 for rapidly spinning

black holes with aH larger than 0.9. Their models that develop a highly non-axisymmetric

magnetically choked accretion flow, initially have the poloidal component of the magnetic

field dominant and the wind has an efficiency always smaller than that of the jet. We note

that the net flow efficiency for the jet is equal to (Pjet − ṀHc2)/[ṀHc2]t where ṀH is the

black hole mass-accretion rate and [ṀHc2]t is the time-averaged value of accretion power.

This black hole mass-accretion rate could be smaller than the mass-accretion rate measured

by Zamaninasab et al. [2014]. In fact, they deduced the accretion power by dividing the

bolometric luminosity with a radiative efficiency of 0.4. Larger values of the inflow rates

Ṁin,i and Ṁin,o have been obtained by McKinney et al. [2012] at radii 5rs and 25rs , respec-

tively.Zdziarski et al. [2015] found also that the jet power moderately exceeds the accretion

power Ṁc2 for blazars estimating the magnetic flux from the radio-jet core-shift effect and

the self-absorbed flux evaluation. However, there is a large scatter around the mean value

for blazars ηjet ≃ 1.3 and the jet power for radio galaxies is smaller, especially for M87.

Therefore, our estimations of jet power from our K2 and K3 solutions with mass loading

could perfectly match that for less-efficient blazars and radio galaxies. Moreover, they do

not overly depend on the spin parameter aH, since αlim keeps a value slightly smaller than

1 when the spin parameter varies for the K3-type solutions, even for retrograde black holes.

At this point, we prefer to postpone a further discussion of the jet power, until we

have completed our study, which also includes inflow solutions and leads to a spin-energy

extraction or addition from the black hole.

7.2.2 Summary and Conclusions

As was pointed already in 1957 by Parker (see also Parker 1963), for the driving of the solar

wind and similar enthalpy-driven astrophysical outflows, some energy/momentum addition

is required. The original isothermal and polytropic models with a heat conduction, have

shown that effectively energy and/or momentum are necessary for producing supersonic/su-

perAlfvénic outflows at large distances, to also meet the respective causality requirements.

Quasi-radial wind-type astrophysical outflows with shock transitions (Habbal and Tsinganos

1983) have been applied to explain the appearance of emission knots in galactic (Silvestro

et al. 1987) and extragalactic objects (Ferrari et al. 1984, Ferrari et al. 1986), also in the

framework of special relativity (Ferrari et al. 1985).

When deviations of the outflow geometry from radial expansion exist and the problem

is fully two-dimensional, these outflows can be collimated in the form of jets (Sauty and

Tsinganos 1994) mainly by magnetic fields with a suitable external gas pressure distribution.

Along these lines, in Vlahakis and Tsinganos [1998], the original Parker model was extended

to include general MHD effects, in the context of meridional self-similarity. The present

paper takes the extra step of using the framework of a Kerr metric to explore analogous
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enthalpy- or generalized pressure-driven outflows from the environment of a rotating black

hole.

Specifically, in this paper we present an exact MHD solution for an outflow in a Kerr

metric, constructed by using the assumption of self similarity and the mechanism for driving

the outflow which is developed in Sauty and Tsinganos [1994]. Additionally, the model

is based on a first-order expansion of the governing general relativistic equations in the

magnetic flux function around the symmetry axis of the system. It yields four nonlinear and

coupled differential equations as a function of the radius, for the Alfvén number, the gas

pressure, the expansion function and the radius of the jet. The model depends on seven

parameters. Two of them are the meridional increase of the gas pressure and the mass to

magnetic flux ratio, κ and δ, respectively. There is also the meridional increase of the total

energy with the magnetic flux function, e1, the poloidal current density flowing along the

system axis, λ, the escape speed in units of the Alfvén speed, ν, the Schwarzschild radius in

units of the Alfvén radius, µ, and the dimensionless black hole spin l . In addition to those

seven parameters, we have to adjust the pressure at the Alfvénic transition. We chose to

adjust it such as to minimize the oscillations of the magnitude of the flow speed along the

axis and taking the limiting solution. We also fix the magnetic field at the Alfvén transition,

B⋆, and a uniform pressure constant P0 to ensure a zero external heating at infinity along

the axis where the Lorentz factor is maximum.

The model takes into account the light cylinder effects and the meridional increase of

the Alfvén number with the magnetic flux function, m1. This parameter is deduced from

the regularity conditions at the Alfvén transition surface.

The classical energetic criterion for the transition from conical winds to cylindrical jets

is generalized in general relativity and it amounts to say that if the total available energy

along a nonpolar streamline exceeds the corresponding energy along the axis, then the

outflow collimates in a jet.

In the framework of a Kerr metric, we illustrate the model with four different enthalpy-

driven solutions wherein the contribution of the Poynting flux is rather small. The first

three solutions are cylindrically collimated, while the fourth represents a conical outflow

at infinity. The flow collimation is induced by electromagnetic forces. In all four models,

relativistic speeds are obtained, while in one of them the Lorentz factor γ obtains ultra-

relativistic values. A preliminary application of one of our Kerr solutions (K3) was explored

to model the spine jet in M87, yielding encouraging results. A more complete modeling

for the M87 jet including an external disk-wind component will be explored in another study.

Our analytical solutions of the full general relativistic MHD equations in a Kerr metric

may contribute to a better understanding of relativistic AGN jets and are complementary

to sophisticated numerical simulations of such jets (e.g., McKinney 2005, Tchekhovskoy

et al. 2011, McKinney et al. 2012). In both the analytical and the numerical approach, the

outflows are electromagnetically confined. However, while in the above numerical simula-

tions the outflow is driven electromagnetically (e.g., via the Blandford-Znajek mechanism),

in the present analytical solutions the outflow from the hot corona surrounding the black

hole is enthalpy- or generalized pressure-driven (e.g., via the Sauty-Tsinganos mechanism).

Nevertheless, it is interesting to note that the jet powers for the two representative ana-

lytical solutions we present in this paper are similar to those determined by the numerical

simulations.

The present model can also serve to construct an inflow solution, in order to link

it with an outflow solution and the physical creation of leptonic pairs to determine the

energy balance of the black hole, via a generalized Penrose process as compared to the

Blandford-Znajek mechanism. This undertaking is in progress and will be presented in

another publication.
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velocity. The implicit assumption in Eq.(7.9) saying that the model pressure has is of thermal

origin can also be discussed. The thermal pressure entering in Eq.(7.9) could be a fraction of

the total pressure P, which allows to accelerate the flow. It would decrease the thermal Θ values

in Eq.(7.10) and thus increase the value of the proton fraction. Furthermore, the temperature

presents variations inside the jet, which are the same order of the observed brightness tempera-

ture. Thus there is good reasons to think that the fraction of the species could also evolve across

the jet. This species evolution could allow a continuity between a spine jet which matter source

is the pair creation and a disk wind. On Fig.(7.27, 7.28) the temperature decreases from the axis

up to the border of the jet.

7.5.2 Cooling time scale

In the previous subsection we see that if the brightness temperature is a good estimation for the

effective temperature, then the leptonic fraction yl ∼ 1 which means that the medium is mostly

composed of highly temperature electron positron pair. In such environment the leptons loss their

energy via Syncrotron and Inverse Compton emission. In the fluid reference frame, the mean

value of energy for an electron (positron) is me c2 < γ>= me (c2+e) (where e is the specific energy

mention in Eq.(3.84)). This single electron (positron) in presence of a magnetic field or radiation

radiated away a power estimated to,

Pr =
4

3
σTc < γ2β2 > u (7.11)

where σT ≃ 6.65×1025cm2 is the Thomson cross section, and u could be the magnetic field energy

density uB = B2/8π for synchrotron emission or radiation energy density ur for Inverse Compton

emission. Then the typical time scale such that the electron loss its internal energy is,

τr ≃
3me c

4σTu

< γ>
< γ2β2 >

≃ 3me c

4σTu

1

< γ>
=

3me c

4σTu (ξ−Θ)
(7.12)

We will call this time scale as typical cooling time scale. Indeed the electrons loss their internal

energy. We can compare this cooling time scale with the dynamical time scale of cooling due to

transfer between internal energy and Kinetic energy. This time scale could be define as,

1

τd
≃ hV ·D lne ≃ c

rs

µ3/2

ν

h2
z

h2
⋆

M2

G2

d lne

dR
(7.13)

From bolometric luminosity L we are able to estimate radiation energy density,

ur =
L

4πr 2
s c

µ2

Rc
(7.14)

For the bolometric luminosity we will use the value for M87 L = 2,7×1042erg.s−1 mention by Prieto

et al. [2016]. For the magnetic energy density we get

uB =
B2

10rs

8π

G4(10Rs)

G4(R)
(7.15)

where we use the value at ten Schwarzschild radius B10rs
≃ 1−15G of M87 supermassive black hole

mention in Kino et al. [2014]. Combining the different previous equation we are able to calculate

the ratio of the different time scale,






τc

τd
=

3πme c3rs

σTL

h2
z

h2

⋆

M2

G2
de/c2

dR

ν
p
µ

(

1+ e
c2

)
e
c2

τs

τd
=

6πme c2

σTrsB2
10rr

µ3/2

ν

h2
z

h2

⋆

G2M2

G4(10Rs )
de/c2

dR
(

1+ e
c2

)
e
c2

(7.16)
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is similar to an increase in the transverse pressure gradient. It increases the collimation, which

results in a lower terminal velocity. Other modifications due to the introduction of this deviation

include an effect of the increased gravity force, which results in a stronger initial acceleration.

The outflow solutions can be divided into two main categories, cylindrical and conical solu-

tions. For cylindrical solution, collimation may be insured by transverse pressure gradient , e.g.

K1 or by toroidal magnetic field e.g. K2 and K3. On the axis, all solutions are accelerated by

the total enthalpy, which contains the gas enthalpy for the effective temperature P/ρ0 plus an

extra-internal energy. It seems difficult with this model to increase the role of the electromagnetic

forces for the gas acceleration out of the axis. However, the solutions were not obtained taking

this goal into account. The Poynting flux of K2 can reach 20% of the total energy flux at the

edge of the jet. High Lorentz factors can be obtained at the infinity γK3 ∼ 5.5 or γK2 ∼ 100 by

adapting the solution parameters.

We obtained a solution K3 for modeling the extragalactic jet of M87. It has Lorentz factors,

a width and a launching base of the jet close to those evaluated by Mertens et al. [2016].

The plot the magnetization map of the solution, and we see that even if the model is an

expand near the axis where magnetization is zero, the magnetization can grow quickly and reach

non negligible value especially at the base of the flow and for collimated solution. We also observe

a transfer from Poynting to Kinetic energy on the non axial field line, even if ithe gas is mainly

pressure driven.

We also studied the role of the new parameters introduced in this model, namely the spin of

the black hole l and the variation e1 of the energy integral E with the magnetic flux α.

• About the l parameter, it is not obvious that the different parameters of the model depend

on the l parameter. Thus, from this parametric study on l , no single structural parameter

appears, which is only a function of l/µ (or strongly dependent on l/µ) allowing an indi-

rect measurement of the spin of the central black holes through the measurable physical

characteristics of the jet. Nevertheless, by fixing all the other parameters, it seems that the

increase of the black hole spin leads to an increase of the magnetic collimation parameter

for collimated jets. For conical jets, this increase is produced regardless of the direction of

rotation of the black hole. The maximal value of the Lorentz factor decreases with l .

• Concerning e1, this parameter allows to distribute the energy flow in the jet. If it is positive

then the energy available for the flow increases as one moves away from the axis. Thus

the stratification of the velocity in the jet decreases less fast for positive values of e1 and

faster for negative values of e1. The final velocity of the flow increases with e1 while the

collimation decreases with the increase of e1. It plays a role similar to δ.

The efficiency of cylindrical jets is calculated admitting the scaling relation between magnetic

flux and accretion rate given in Zamaninasab et al. [2014]. We obtain an efficiency of ηjet ≃ 0.52

for K2 and ηjet ≃ 0.40 for K3.

The comparison between the effective temperature Θ = P/ρ0c2 of the solutions and the bright-

ness temperature observed by Homan et al. [2006] leads to conclude that the matter in the hottest

jet zone is composed mostly of leptons rather than baryons. However our analysis is limited by

the interpretation of the effective temperature. Indeed, it depends if the temperature includes

supplementary amounts to the thermal temperature. The baryon proportion should a priori in-

crease as one moves away from the axis of the jet.
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Such high temperature potentially increase the synchrotron and the Compton emission. We

estimated the typical cooling time of these process we compare these cooling time with a dynam-

ical cooling time. We observe a potentially strong influence on dynamics of Compton emission

particularly at large distance, when the synchrotron emission need to be taken account at the

base of the flow. Conical solution are less dynamically influence by synchrotron at large distance.

Others model need to be construct to taken these process account in order to get physically

relevant description of such flow.

The internal energy supplement δe/c2 of the solution K2 is too large for a κ-distribution func-

tion. For K3 only part of the jet can be interpreted as having a κ-distribution function. This does

not mean that the internal energy supplement cannot be explained by means of a velocity dis-

tribution out of thermal equilibrium. Yet this out-of-equilibrium distribution cannot be explained

only by a κ-distribution function.
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8.1 Introduction

The study of magnetized flows around massive rotating black holes is an extremely active research

domain. Considering, the strong gravitational field, the reservoir of rotational energy of the black

hole and the presence of an accretion disks may induce high energy phenomena as creation of pair

mechanism, Compton and Inverse/Compton. These mechanisms need to be included in the Gen-

eral Relativistic Magneto-Hydrodynamic (GRMHD) the dynamical treatment of the flow. Indeed

the X-rays and γ-ray emission could be explained taking into account Compton/ Inverse Compton

scattering and pair formation mechanismes inside the jet dynamics Blandford and Levinson [1995];

Levinson and Blandford [1995].

The rotational energy extraction of the black hole leads to a lot of investigations. In this re-

search on the extraction of rotational energy by the Poynting flux, the final calculation of Blandford

and Znajek [1977] assumes an expansion, in the force-free assumption, with the black hole spin,

from a solution where the magnetic flux is radial or parabolic. Nathanail and Contopoulos [2014]

obtain solutions of the force-free Grad-Shafranov equation for black hole magnetosphere. They

explore three kind of solutions, with high value of spin, where the infinite geometry of poloidal

magnetic flux field lines is one of a split-monopole, the paraboloidal and vertical. They use a

method which allows them to cross smoothly the two light cylinders (critical surfaces of the free-

force problem), for the two configuration where the lines cross these surfaces. They also conclude

as Komissarov and McKinney [2007] that no Meissner effect will ever occur in force-free magne-

tosphere. About Blanford-Znajek extraction process, they insist on the role for studying magnetic

flux accumulation on black-hole horizon. To explore a wider set of configurations as different

geometries and to include matter density, it is useful to solve the equations of GRMHD up to

the black hole horizon in order to calculate the energy and angular momentum flux exchange

with the black hole. Takahashi et al. [1990] and Hirotani et al. [1992] started to include full

Magneto-Hydrodynamic (MHD) analysis for calculation of energy fluxes on the horizon. Globus

and Levinson [2013, 2014] explored the role of the amount of pairs (and their energy) in the energy

exchange with the black hole. Their solutions are calculated in the radial geometry without force

free assumption. They obtained a decrease of the energy flux extracted from the black hole with

the increase of created pairs. They obtained also limiting mass flux flowing into the black hole for

getting an active extraction process. In the first paper Globus and Levinson [2013], the loading

of the flow is done at stationarity surface. In the second paper Globus and Levinson [2014] build

a model with a volumic loading of mass and energy adapted to neutrino annihilation in Gamma

Ray Burst (GRB). Pu et al. [2015] built magnetized solutions by matching the inflow and the

outflow solutions in a parabolic geometry. Nevertheless, they imposed a continuity for the current

distribution I at the stagnation radius, where pairs are created. Thus there is no Poynting flux

creation by the injection in the flow. This is not be the case here in this chapter; it could be an

extra-assumption. Broderick and Tchekhovskoy [2015] argued about the region close to the stag-

nation surface as a natural site of formation and acceleration of pairs. More and more simulations

McKinney [2005a,b] explored the role of the loading of pairs in the behavior of astrophysical flows.

The purpose of this chapter is to present some properties of inflows from the self-similar model

presented in Ch.(5). We also explore the variety of possible exchanges between these inflows and

the black hole. Then we talk about the geometry we obtain for these inflows. Finally, we pro-

pose different solutions matching the inflow with the outflow where we evaluate the source terms

required to produce this matching. We also study the different surface currents produced by

different source terms.
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8.2 Inflow model

The model of meridional self-similar General Relativistic Axi-symmetric Stationary Ideal Magneto-

Hydrodynamic (GRASIMHD) flows develloped in Ch.(5) can be used to produce inflow solutions.

We present here the main properties of the inflow solutions. Then we present three kind of

inflows characterized by the type of exchange they have with the black hole. Finally, we discuss

the geometry of the inflowsolutions.

8.2.1 Properties of inflow solutions

Following the construction of the model, we can notice that the modelisation of ΨA Eq.(5.56)

could be written without loss of generality, using Eq.(5.37) and Eq.(5.40),

ΨA(α) =
B⋆h2

⋆cν

h⋆ξ⋆γ⋆c2pµ

p
1+δα (8.1)

Indeed for infalling material flowing into the system at the ⋆ point V⋆ ≤ 0 then ν≤ 0 and ΨA ≤ 0,

which is equivalent to say that material is falling. Thus inflow solutions need to be searched in

the range of parameter where ν≤ 0. The whole thread of model development can be followed as

for the construction of the outflow. Then the system of equation, Eqs.(5.107) with ν≤ 0, is also

valid to build Inflow solutions. Using Eq.(4.29), this equation taken at the zero-th order allows us

to find a relation, similar to the one presented in McKinney [2005]; Tchekhovskoy and McKinney

[2012]; Tchekhovskoy et al. [2011], or McKinney et al. [2012]. It is also experimentally presented

by Zamaninasab et al. [2014]. They link the accretion mass rate falling into the black hole with

the magnetic flux crossing the black hole horizon.

From our model, we find,

Φ
2
BH ≈

p
µξ⋆γ⋆

(

1+
√

1−
(

2l
µ

)2
)

|ν|h⋆G2
H

Ṁinfc
(rs

2

)2
(8.2)

where the infall mass rate Ṁinf is calculated with Eq.(4.29) and we neglect the source term along

the infall fieldlines (km = 0). The magnetic flux of the black hole is simply the value of magnetic

flux on equator horizon, ΦBH=̂A(r = rH ,π/2). It should be emphasized that here the mass rate

Ṁinf is the one of the produced pairs falling on the black hole horizon and not the accretion mass

rate. The value of the proportionality factor between ΦBH and
√

Ṁinfc
( rs

2

)2
is a function of the

parameters of the model. If we can constrain by the observations this proportionality factor we

can deduce the value of ξ⋆. In a first step we could take the value of this factor equals to 50

as in the work of Zamaninasab et al. [2014]. The Eq.(8.2) could concern only a fraction of the

accreted mass since we do not take into account the matter accreted by the black hole in the

equatorial plane.

Note that for l = 0, the system of equations, Eqs.(5.107), is invariant by the transformation

ν ↔ −ν. This property implies that the GRMHD system around a Schwarzschild black hole is

unchanged under the transformation V ↔ −V, which is not the case for a rotating black hole.

Indeed the rotation and the induced Lense-thirring forces break the symmetry of the system. In

the Kerr case, the GRASIMHD system, Eqs.(4.17), is invariant under these transformations,
{

V ↔−V

a ↔−a
=⇒

{

ν↔−ν
l ↔−l

or
{

Vp ↔−Vp =⇒
{

ν↔−ν
λ↔−λ

, (8.3)

It explains why in all case the transformation keeping the absolute value of all parameters ν↔−ν
needs to be accompanied with the transformation ν ↔ −ν and λl ↔ −λl . Indeed, the Lense-

Thirring force is proportionnal to ωVφ̂. Using Eq.(4.44), the first expansion term in α of ωVφ̂
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(which is of the order required to build the model) is proportional to ΨALω/ΨA ∝ λl
ν . The Noether

energy flux of solution is,

ΨAE =
h2
⋆B⋆νc
p
µ

p
1+δα (1+e1α) (8.4)

Then for an inflow solution (ν ≤ 0), the energy flux is flowing into the black hole along the

axis. The only possibility to have some energy extraction from the black hole, is to have negative

values of the e1 parameter and sufficient magnetic flux which crosses the black hole horizon.

The null energy condition Eq.(4.89) implies that for finding solutions which extract energy

from rotational energy of the black hole, we need to have the angular momentum extracted from

the black hole. Then we need to seek solution with λ ≥ 0. The first integrals Eq.(8.4) and

Eq.(5.58) insure that the zero energy condition ΨAE ≤ΨALωH is automatically satisfied on the

axis. However for e1 ≤ 0 exists an α value for which the zero energy condition no longer holds.

We shall focus on solutions where the zero energy condition is satisfied everywhere into the horizon.

The equation Eq.(5.68) implies that toroidal velocity is null on the horizon. Equivalently

Eq.(5.69) implies that the toroidal magnetic field becomes infinite on the horizon. Nevertheless,

the charge current I, which is an invariant quantity remains finite on the horizon.

In inflow solutions, the critical points of the system are crossed when R decreases from the

stagnation surface up to the horizon. On the horizon the Lorentz factor of fluid measured by

Zero Angular Momentum Observer (ZAMO) becomes infinite to avoid the divergence of effective

enthalpy ξ. Going upstream, the field lines reach the Alfvén point then the slow-magnetic point

and finally the point of stagnation.

We need to analyze now how, our differential system of equations reacts when the integration

point gets closer and closer to the horizon. Indeed using the Boyer-Lindquist coordinates system it

is possible to meet some discontinuity arriving from the coordinate singularity on this hypersurface.

The horizon surface is defined for the radius RH =
µ
2

(

1+
√

1−
(

2l
µ

))

. Note that just outside of the

horizon for R = RH +dR, we have X+ ∼
R→RH

µRH +2RH dR and h2
z ∼

R→RH

2
µ

p
1−a2

1+
p

1−a2
dR. First of all,

note that ǫ being constant, Eq.(5.90), is equivalent to,

ǫ ∼
R→RH

1

h2
z

[

− M4

G2h4
⋆X+

(

1+ (κ−2m1)
X+
G2

− l 2

X+

)

− ν2

µ

(

2e1 −2m1 +δ−κ
)

− ν2l 2G2

µ3R2
H

+2λ2

(
Λ

2NB

D
+ ω̄z

λ

)]

+λ2

(
ΛNV

h⋆GD

)2

.

(8.5)

Since ǫ is constant, it implies that there is a constant ǫ′ such that,

− M4

G2h4
⋆X+

(

1+ (κ−2m1)
X+
G2

− l 2

X+

)

− ν2

µ

(

2e1 −2m1 +δ−κ
)

− ν2l 2G2

µ3R2
H

+2λ2

(
Λ

2NB

D
+ ω̄z

λ

)

∼
R→RH

ǫ′h2
z

(8.6)

To see if our system Eqs.(5.107) contains a singularity when the solution approaches to the

black hole horizon. We need to verify the continuity of NM2 and NF near the horizon. Using

Eq.(5.110), and grouping terms proportional to 1/h2
z we get,

NM2 = RH
dM2

dR
DH ∼

R→RH

µh4
⋆DRG2

2h2
z X+M2

[

− M4

G2h4
⋆X+

(

1+ (κ−2m1)
X+
G2

− l 2

X+

)

− ν2

µ

(

2e1 −2m1 +δ−κ
)

−ν2l 2G2

µ3R2
H

+2λ2

(
Λ

2NB

D
+ ω̄z

λ

)]

+RM2

(8.7)
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The first term is proportional to the term of Eq.(8.6), then

NM2 ∼
R→RH

µh4
⋆DRG2ǫ′

2X+M2
+RM2 (8.8)

Thus NM2 is continuous. D given in Eq.(5.108), remains continuous on the horizon. Then dM2

dR

remains continuous when we approach to the black hole horizon. Nevertheless NF ∼
R→RH

Cst/h2
z

is not continuous when we reach the horizon. Some dependance implies that F ∼
R→RH

ln(R−RH ),

then the opening angle factor in Eq.(5.52) hz F ∼
R→RH

p
R−RH ln(R−RH ) −→ 0

R→RH

. The field line

enters radially into the black hole horizon, and we have Bθ̂ = Vθ̂ = 0 on the horizon. The function

G2 ∼
R→RH

G2
H

has a limit on the horizon. Let us have a look to the differential equation Eq.(5.111).

The function representing the pressure Π can be smoothier on the black hole horizon, only if the

velocity on the axis reaches c in the ZAMO frame at the horizon. To keep finite enthalpy ξ on

the horizon, the convergence of this velocity has to be such as 1−β2
ax ∼

R→RH

h2
z . Thus for a finite

value of enthalpy at the horizon, the factor ν2h4
⋆−

µM4

G4 ∼
R→RH

h2
z , and the derivative dΠ

dR
∼

R→RH

1
h2

z
.

Then the pressure function Π evolves with a logarithmic dependance Π ∼
R→RH

ln(R−RH ). The

parameters shall be adapted to obtain such a solution. The property of Eqs.(5.107) allows to inte-

grate as close as we want of the horizon. The solution can get as close as we ask from the horizon.

An another way to avoid the horizon ”singularity”without changing fundamentally the model

is to change coordinates. Keeping the time coordinate, for example using ζ(R) such that dζ = dR
h4

z
.

It may help us to transform and smooth the system of Eqs.(5.107).

8.2.2 Energetic exchange on the black hole horizon

We present now three solutions, for which the exchange of energy of the black hole differs in the

nature of energetic flux decomposition Eqs.(4.88). First solution is a solution in which there is no

extraction. The exchange is dominated by ΦM, the matter falling everywhere on the black hole.

The second contains some zone with out flowing of Noether energy (extraction). This extraction

is dominated by the Lense-Thirring energy flux ΦLT. The last presented solution gets also some

zone where the Noether energy flux flows out of the horizon, but is dominated by the Poynting

flux ΦEM.

I1 : A solution dominated with negative energy flux on the horizon

First, we look at a physically solution. This means that the stress-energy tensor respects the null

energy condition everywhere. We also ask a positive value of the isorotation function. We find

the following set of parameters for solution I1,

λ κ δ ν ℓ µ Π⋆ e1

I1 0.036 0.468 0.075 -1.79 0.12 0.442 1.4 -0.21

Table 8.1 – Parameter values (with 10−3 accuracy) for solution I1

First of all, we present the evolution along the inflow of the four radial function M2,G2,F,Π

which characterize the solution.

On Fig.(8.2) note that, as expected, the expansion factor hz F reaches 0 on the black hole

horizon. This confirms that the poloidal field lines are radial when they enter the horizon. The

stagnation radius is around 3.17RH . The flux tube in Fig.(8.1), is in expansion (R → G2 is
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Figure 8.1 – Value of the flux tube radius function
G2 as function of the radius for the solution I1
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Figure 8.2 – Plot of the expansion factor function

hz F as a function of the radius for the solution I1
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Figure 8.3 – Plot of the Alfvén polar Mach num-

ber M2 as a function of the radius for the solution

I1

1.0 1.5 2.0 2.5 3.0

R/RH

6

4

2

0

2

4

6

8

10
Π
(R
)

Figure 8.4 – Plot of the polar Mach number Π
as function of the radius for the solution I1

increasing with) in the whole flow. Near the horizon the expansion factor varies between 0 and

0,2, which corresponds, Eq.(5.52), to positive opening angles. The expansion is weaker than

the radial expansion of the tube. For R ≥ 1.6RH the expansion factor becomes negative. The

expansion of the tube is stronger than the radial expansion. This strong expansion leads to the

formation of a magnetosphere.

The Alfvénic Mach number M2, see Fig.(8.3), is 0 on the axis for the stagnation radius and

starts to increase, following the flow (R ց). Then at R ∼ 2.5RH it decreases to reach a finite

value on the horizon. The evolution of M2 and G2 is such that the velocity of the plasma reaches

almost the speed of light (γ ∼ 20) on the axis when it enters the horizon. See Fig.(8.4). From

the horizon going upstream (R ր) along the axis, the pressure Π decreases. The pressure slows

down the accelerating of the flow. Then from R ∼ 1.25RH the pressure increases. The pressure is

driving and accelerates the flow. Finally for R ∼ 2.75RH , the pressure decreases again.

Now let us analyze the role of the different forces in the flow. As for the dynamical analysis of

the Outflow Sec.(7.2), we project the forces parallel (longitudinal forces) or orthogonally (trans-

verse forces) to the flow. We choose the projection vector aligned with the flow. So a longitudinal

force accelerating the flow is positive in the following graphs. For transverse forces, we choose

as projection vector the unit vector perpendicular to the flow tube directed inside it. Thus any

transverse forces pushing the matter towards the axis (collimation) is positive in the following
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Figure 8.5 – Longitudinal Forces on a poloidal

field line plotted in orange in Fig.(8.25) for the

solution I1
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Figure 8.6 – Transversal Forces on a poloidal field

line represented in orange in Fig.(8.25) for solu-

tion I1

graphs.

We see in Fig.(8.5) the evolution of the different forces on a field line. Positive values cor-

respond to forces which accelerate the flow falling down into the horizon. The force driving the

fall is mainly gravity, not surprisingly. There is also the pressure forces in the phase where the Π

function decreases. The decrease of the pressure is probably due to the acceleration in the fall.

The toroidal magnetic tension is also a driving force as the flow tubes are tightened. Surprisingly

the toroidal magnetic pressure, mainly a braking force in the flow, becomes at some radius a

driving force. Indeed the variation of the effective toroidal magnetic pressure, i.e. hBφ̂, starts to

decrease around 1.25RH . This decrease is probably due to the change of the opening angle factor

which becomes weaker than the radial expansion in this region.

The main force that slows down the gas is its own inertia. Lense-Thirring forces is one order

lower close the black hole. Weaker, in the middle of the flow, the magnetic forces start acting

against the fall, mainly because of the toroidal pressure. Then there is a decreasing of the toroidal

pressure hBφ̂ along the flow. This decrease involves a change in the regime of the magnetic forces

that opposes the acceleration of the flow. It becomes a driving force close to the black hole.

We see on Fig.(8.6) the evolution of the different transversal forces along a given field line.

In the transverse equilibrium, the main force opening the tube is the force of gravity, when the

flaring of the lines is greater than radial. The second forces opening the tube is the electric force,

mainly in the environment of the horizon, where it becomes the main force. The electrical force

is cancelled at the radius where the isorotation frequency is equal to that of the coordinate shift.

The cancellation of the electric field also leads to the cancellation of the charge density measured

by the ZAMO. This property of the electric field motivates some work on the gap solutions (

Levinson and Segev [2017] and Ford et al. [2017]). Indeed as discussed in the introduction of

Sec.(3.1.8), a gap region could exist since the pairs production rate is not strong enough to obtain

the Goldreich-Julian density. This density is the one obtained by the electric field for an ideal

conductor medium. Then the ideal conductivity assumption couldn’t be kept in this region and we

obtain an electric field component parallel to the flow. This kind of situation could occur where

the Goldreich-Julian density is cancelled and this surface is called the null surface. The electric

field cancellation in our model is equivalent to this null surface. Levinson and Segev [2017] showed

that the existence of this gap couldn’t stay steady. The poloidal magnetic tension acts as a force

bringing the poloidal field lines back to their radial situation, so this force opens the tube when it

widens faster than a radial tube and vice versa. Centrifugal force is, as usual, a force that pushes

to open the tube where infall occurs.

The force pushing the inflow towards the axis of rotation is mainly the strength of the toroidal

magnetic field. Then comes the poloidal advection force in the part of the flow where the tube
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opening rate is faster than the radial tube opening rate (flaring tubes). The transverse pressure

force changes sign. Indeed, while at the top of the flow, close to the stagnation point, the

pressure is lower on the axis, it pushes the material into the axis. The drop and then the change

of sign from Π eventually reverses this situation. The pressure becomes greater on the axis and

contributes to the opening of the tubes close to the black hole.
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Figure 8.7 – Plot of the perfect fluid ΦPF, the

electro-magnetic ΦEM and the total flux ΦT nor-
malized energy fluxes by unit of magnetic flux on

the black hole horizon as a function of the latitude

angle θ for solution I1. All the flux are normalized

by the total flux on the polar axis Φ(A)
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Figure 8.8 – Plot of the inertial ΦM, Lense-
Thirring ΦLT, electro-magnetic ΦEM and the total

flux ΦT normalized energy fluxes by unit of mag-

netic flux on the black hole horizon as a function

of the latitude angle θ for solution I1. All the flux

are normalized by the total flux on the polar axis
Φ(A)
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In Fig. (8.7), we see that the energy fluxes of this solution on the horizon of the black hole

are dominated by the matter. In comparison, the Poynting flux remains extremely low. This is

not surprising considering that this flow has an isorotation of Ω ∼ 6.2%ωH . The flow also falls

into the black hole in the direction of its rotation axis, so the Lense-Thirring flux is also negative.

This type of solution, therefore, gives energy to the black hole. The mass of the black hole grows.

Nevertheless, λ≥ 0 so the black hole gives angular momentum to the MHD field, its own angular

momentum decreases Eq.(4.85). We are in a configuration such that anywhere on the horizon

ΨAE ≤ 0 ≤ΨALωH .

I2 : A solution dominated by fluid type extraction

From the solution I1, we search, using the tools developed in Sec.(6.4) to move in the parameter

space, to obtain a solution with Vφ̂ positive on the equator of the horizon. We also seek an energy

flux dominated by ΦLT, while keeping the null energy condition. We have obtained the following

parameter set for solution I2,

λ κ δ ν ℓ µ Π⋆ e1

I2 0.392 1.341 0.355 -1.562 0.17 0.807 0.859 -0.349

Table 8.2 – Parmameter values (with 10−3 accuracy) for solution I2

The stagnation point of this inflow is closer to the horizon R ≈ 1.503RH . We see in Fig.(8.9),

as for the solution I1, the cylindrical section of the flow tubes G2 is growing monotonously as we

move upstream (R ր). Nevertheless, Fig.(8.10) unlike I1 this solution, does not have a region
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in the black hole environment where the opening angle factor hz F is positive. This implies that

everywhere in the flow, the expansion of the tubes is faster than the radial expansion.

The Figs.(8.11, 8.12) for the Alfvénic Mach number on the axis M2 and the pressure factor

Π have quite similar evolution as for the solution I1.
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Figure 8.9 – Value of the flux tube radius function

G2 as function of the radius for the solution I2
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Figure 8.10 – Plot of the expansion factor func-

tion hz F as a function of the radius for the solu-

tion I2
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Figure 8.11 – Plot of the Alfvén polar Mach num-
ber M2 as a function of the radius for the solution

I2
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Figure 8.12 – Plot of the polar Mach number Π

as function of the radius for the solution I2

About flow dynamics, let us first examine the forces along the flow, see Fig. (8.13). These

are quite similar to those of the solution I1, but it is interesting to note the change in sign of

the toroidal velocity along the flow. Cayatte et al. [2014] gave a criterion of counter rotation

in GRASIMHD outflows, that can be extended to inflow solutions. This reversal of the toroidal

velocity cancels the centrifugal force and is associated with a reversal of the frame dragging force.

Remember that this graph concerns the longitudinal forces along the lines, shown in orange in

Fig. (8.26).

The transverse forces are very different due to the very fast expansion in this I2 solution of

the flow tubes. Indeed, such an opening angle factor hz F maintains the gravitational force as a

force contributing to the opening of the tubes. The electric force does not cancel out, in fact,

this flow is so close to the black hole that the isorotation frequency is constantly lower than the

pulsation of coordinate shift. In this case, the cancellation of the electric field must be above the

stagnation point. The pressure changes sign twice due to the faster increase of Π at the entry into
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the horizon Fig.(8.12). Since the tube opening rate is constantly faster than the radial opening,

the poloidal magnetic tension does not change sign and contributes to the opening of the tubes.
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Figure 8.13 – Longitudinal Forces on a poloidal

field line plotted in orange in Fig.(8.26) for the

solution I2
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Figure 8.14 – Transversal Forces on a poloidal

field line represented in orange in Fig.(8.26) for

solution I2

Concerning the distribution of energy flux between the fluid and the electromagnetic fields on

the horizon of the black hole, see Fig. (8.15), the solution is, as before, clearly dominated by the

flux of the fluid. Indeed, the isorotation is relatively low, Ω = 9.6%ωH . Nevertheless, we note that

the flux ΦPF changes sign around π/3. The decomposition of the flux ΦPF = ΦM +ΦLT Fig.(8.16)

shows that the Lense-Thirring flux changes sign and becomes quite dominant near the equator.
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Figure 8.15 – Plot of the perfect fluid ΦPF and

the electro-magnetic ΦEM and the total flux ΦT
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This kind of solution is therefore dominated by the Lense-Thirring flux ΦLT near the equator

plane. It respects the zero energy condition everywhere. Nevertheless, it should not be forgotten

that the model is the result of a two-order expansion in latitude close to the axis. So the solution is

restricted to small angles among the axis. Nevertheless, it seem possible under specific conditions

that the inflow into the black hole activates the Penrose process.
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I3 : A solution dominated by Poynting type extraction

The goal to find the last inflow solution is to increase the extraction of Poynting flux. We move

in the parameter space by increasing Ω/ωH while keeping the angle of the extraction nearly

constant, but also by keeping the zero energy condition. We also tried to keep the stagnation

radius as high as possible during this parametric exploration. Indeed, the stagnation radius tends

to decrease sharply as we increase Ω/ωH . In practice, other constraints need to be added, but

this is a purely technical issue that we will not discuss here. Finally, the set of parameters for

solution I3 is,

λ κ δ ν ℓ µ Π⋆ e1

I3 0.388 5.898 0.259 -1.443 0.25 0.978 0.275 -0.555

Table 8.3 – Parmameter values (with 10−3 accuracy) for solution I3

The main functions which characterize the solution I3 are represented in Fig.(8.17, 8.18, 8.19,

8.20). They have the same kind of evolution as the one for the solution I2. The stagnation radius

is really close to the black hole, Rst ≈ 1.175RH horizon. Thus, the expansion angle factor is lower

(hz F reaches −2.5) than for the solution I2. Then the poloidal fieldlines open themselves faster.

Also note that the pressure function Π stays positive. It implies that the pressure remains a force

which pushes the material towards the axis, everywhere in the flow.
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Figure 8.17 – Value of the flux tube radius func-
tion G2 as function of the radius for the solution

I3

1.00 1.02 1.04 1.06 1.08 1.10 1.12 1.14 1.16

R/RH

2.5

2.0

1.5

1.0

0.5

0.0

h
z
F

Figure 8.18 – Plot of the expansion factor func-
tion hz F as a function of the radius for the solu-

tion I3

We look at the evolution of the longitudinal equilibrium of the forces along the field lines,

Fig.(8.21). As for the previous solutions, gravity is the main force accelerating the flow. We

can see that unlike the previous flow, the pressure at the top of the flow is already a force

that accelerates the flow. Then the pressure variation reverses from the middle of the fall and

counteracts the acceleration of the flow towards the horizon. As for I2, we observe a change in

the sign of the toroidal velocity.

Regarding the transverse forces Fig.(8.22), we have a situation where the opening forces of the

tubes are dominated, as in the other solutions, by the gravity and the electric force. Conversely

the forces pushing the mater on the axis are dominated by the poloidal advection and the pressure,

which is not the case for the solution I2 and I3.

By obtaining I3, where Ω≈ 0.5ωH , we increase the values of the Poynting flux Eq.(4.88) with

respect to isorotation. We can continue to improve this value by working on the Mach number

values on the horizon, or increasing αBH. We obtain, Fig.(8.23), a solution where the Poynting
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ber M2 as a function of the radius for the solution

I3
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solution I3
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Figure 8.22 – Transversal Forces on a poloidal

field line represented in orange in Fig.(8.27) for

solution I3

flux exceeds the matter flux for latitudes on the horizon around π/4−π/3. The material flux

increases on the upper hand over the poles and the on equator at the horizon.

The decomposition of the perfect fluide flux Fig. (8.24) shows that, in this solution the

Lense-Thirring flux is absolutely not negligible. And it remains as in solution I2 dominating at

the equator while it is the internal energy flux that dominates on the poles.

We see that our model is able to produce solutions where the Poynting flux becomes the main

component of the energy exchanges with the black hole. The rotational energy of this solution,

can feed energy to the GRMHD fields via either the Lense-Thirring flux (Solution I2), or via the

Poynting flux (Solution I3). This supply of energy flux can be turned into another type of energy

flux along the flow.

8.2.3 Geometry of inflow solutions

During our description of the three inflow solutions characterized by a different types of energy

exchange with the black hole, we have shown that the flow geometry is related to the the dynamical

behavior.

It seems that in our model, all inflow solutions are characterized by a high expansion rate

of the magnetic flux tubes, hz F ≤ 2, between the black hole horizon and the stagnation radius.
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Figure 8.27 – Geometry of poloidal

field line of solution I3

Nevertheless regarding the geometry, we can put aside the solution I1 where the region close to

the horizon has a slower flux tube expansion than the radial expansion hz F ≥ 0. And on the other

hand for the solutions I2 and I3, in any position in the flow the opening of the tubes is faster

than the radial expansion, hz F ≤ 0.

In the case of solution I1, we see that the change in the tube opening regime results in a

change in the role of gravity, as we increase or decrease the cross-sectional area of the flow tubes.

The force of gravity is mainly radial Eq.(5.101), although the non radial gravity ZG due to the

rotation of the black hole pushes the tubes to open. Gravity tends to align the flow with the direc-

tion of its field, a = D lnh, which is the case for our tube at the horizon since hz F|H = 0. When the

flow is pushed outwards by the other transverse forces, it pushes the tubes inwards and vice versa.

Gravity tends to stabilize the geometry. While the electric force is still trying to push the tubes

out, the toroidal magnetic forces have the opposite action. They always push the tubes inwards.

From a dynamical point of view, the essential change between inflow I1, on the one hand, and in-

flows I2 and I3, on the other hand seems to be the absence of the cancellation of the electric field.

It implies for solution I2 and I3 a reinforcement of the work of the forces pushing the flow tubes

towards the outside which could explain the differences of the hz F regime between the two groups.

From a kinetic point of view, the positivity of hz F near the horizon for solution I1 implies the
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formation of a torus represented in red (8.25) on the field line. The material inside the torus is

trapped or accreted. Nevertheless, it should not be forgotten that the results of this model are

questionable at high latitudes near the equatorial plane. Especially when the quantification of the

stationarity brought by the expansion in latitude is not done. Indeed, for all solutions, the lines

connecting the equator to the horizon can only be physically explained by an accretion from the

disk or by a source term in the equatorial plane. In figures Figs.(8.26, 8.27) the red line represents

the last line that could be fed by the plasma from the stagnation point. The mater inside the

red field line of this inflowing ”magnetosphere” may be matter coming from an accretion disk

surronding the black hole in the equatorial plane.

8.3 Conditions for matching inflow/ouflow

Now, we build a ”complete”solutions, including both the inflow (falling flow) and the outflow from

the system (spine jet). Such solutions are very interesting because some lines of the magnetic field

possibly connect the horizon from the black hole to infinity. Thus the energy exchanges between

the black hole and the GRMHD fields can explain a fraction of the energy transported in these

lines to infinity.

The easiest way, to build a ”complete” solution is to match an inflow solution with an out-

flow solution in the frame of our model. These solutions have the same stagnation radius. We

therefore consider two solutions of the model built from the GRASIMHD, without sources in their

flow except on the stagnation radius. The matching between these two solutions is only possible

with the presence of a source term at the interface. We calculate here the minimum necessary

conditions allowing the matching between these solutions.

8.3.1 The continuity relation and the surface current

In order to describe the MHD field, from the horizon to infinity we need to use a matter source.

Indeed this means that the loading terms kn and k are null except at the stagnation radius of

the solution. In fact, the shape of these loading terms are adapted to the mechanism of pair

creation/annihilation from neutral particles. The way they are included in the basic equations,

Eq. (4.17) does not directly disturb Maxwell’s equations. The electro-magnetic field is only due

to the charge four-current. Nevertheless the loading term on this thin layer, acting directly on

others fields can be at the origin of surface charge four current of our gas in the layer which will

imply some continuity-discontinuity of the electromagnetic fields.

First let us consider some thin layer at stagnation radius r ∈
[

rsta −∆r
2

;rsta +∆r
2

]

where load-

ing term km ,k aren’t null. The Maxwell equations without source (Maxwell-Flux) and (Maxwell-

Faraday) ensures the continuity of the magnetic flux, Eq.(4.18), and the continuity of the isoro-

tation function, Eqs.(4.24, 4.17,), along each magnetic field line,

{

Bp ·DA = 0

Bp ·DΩ = 0
⇒

∆r→0

{

Aout (Rexo,θ) = Ain (Rexo,θ)

Ωout (Rexo,θ) =Ωin (Rexo,θ)
(8.9)

The surface current is included in the stagnation sphere. Then using Maxwell-Ampere equa-

tion, it implies that the magnetic field component Br̂ normal to the layer (here a sphere) needs

to be continuous, and that,

∂θAout (Rexo,θ) = ∂θAin (Rexo,θ) (8.10)

Thus, using Maxwell-Gauss, the meridional electric field Eθ̂ is also continuous across the

layer surface with loading terms. We may have discontinuity of ∂r A at the sheet layer. This
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discontinuity is source of toroidal surface flux current J
φ̂
σ and surface density of charge σe . From

some integration of Maxwell-Gauss and Maxwell-Ampere Eq.(4.17), we get,







−Ω−ω

hhr c
(∂r Aout (Rexo,θ)−∂r Ain (Rexo,θ)) = 4πσe

1

̟hr
(∂r Aout (Rexo,θ)−∂r Ain (Rexo,θ)) =

4π

c
J
φ̂
σ

(8.11)

where the surface current is generally defined by Jk̂
σ = lim

∆r→0

∫rsta+∆r /2

rsta−∆r /2
Jk̂ dr , with k = θ or φ. Note

that σe c = −J
φ̂
σx.

Using the inversion of first integrals, Eqs.(4.44), the toroidal magnetic field is also linked to the

charge current, Eq.(4.22) which crosses the surface inside the circle Cr,θ = {M ∈Σ | θ(M) = θ,r (M) = r }.

In the axi-symmetric and stationarity assumption, the toroidal magnetic field contains information

on the poloidal Poynting flux Πp = −h̟ΩBφ̂

hc
Bp = −2IΩ

hc
Bp .

This current function, which is also proportional to the Poynting flux, ΦEM = −2ΩI is not

constant along the line,

2I = −ΨAL



1−
M2

Alf
+ ̟2Ω

(

Ω−ω
)

c2

M2
Alf

−h2
(

1−x2
)



−ΨAE

̟2
(

Ω−ω
)

c2

M2
Alf

−h2
(

1−x2
) (8.12)

Eqs.(4.26, 4.35, 4.39) imply the discontinuity of ΨA, ΨAL and ΨAE on the sheet layer. Thus

looking at Eq.(8.12), we also get some discontinuity for the current function I. Which is equiva-

lent to some discontinuity of Bφ̂. Then we also have a discontinuity of the Poynting flux, which

implies the presence of a meridional Jθ̂σ surface current.

An apparent paradox appears because charges seem to accumulate somewhere on the sheet

layer due to the existence of a non null Jθ̂σ. Looking at the following sketch on Fig.(8.28) of the iso

contours of current intensity I in the poloidal plane, we see that in reality there is no accumulation

of charges.

In our model ∆r → 0 and we get a discontinuity of the current intensity, which implies a

discontinuity of hJr̂ . This is linked to the variation with θ of the surface current Jθ̂σ. After

some calculations, using the equation of charge conservation, we obtain for the radial current

discontinuity at each latitude,

hJr̂
in (Rsta) = hJr̂

out (Rsta)+
1

Σsinθ

∂

∂θ

(

ρsinθJθ̂σ

)

(8.13)

Keeping fixed the black hole mass and the angular momentum values for both flows and the

stagnation radius, we finally obtain,







r⋆,inRin,sta = r⋆,outRout,sta

r⋆,inµin = r⋆,outµout

}

Rin,sta

µin
=

Rout,sta

µout

ℓin

µin
=
ℓout

µout

(8.14)

To summarize all the conditions we get for matching an inflow to an outflow in term of the
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Figure 8.28 – Sketch representing the current intensity isocontour I in the layer of ∆r thickness. Blue lines

are iso contour of I. Red lines represent the boundary of the thin layer. The dotted red line is the surface

of stagnation.

parameters of the model presented in Ch.(5). We get,







Rsta,in

µin
=

Rsta,out

µout

ℓin

µin
=
ℓout

µout

B⋆,in fin

(

Rsta,in

)

µ2
in

=
B⋆,out fout

(

Rsta,out

)

µ2
out

linµ
2
in

(

1+ℓ
2
in

)2
+
λinµ

3/2
in

h⋆,in

νin
=

loutµ
2
out

(

1+ℓ
2
out

)2
+
λoutµ

3/2
outh⋆,out

νout

(8.15)

8.3.2 Energetic balance at stagnation radius

The mass, angular momentum and energy exchanges with the Kerr black hole on the horizon are

explicitly given by the equations Eqs.(4.85). In order to describe the MHD fields from the black

hole horizon up to the infinity, we build two types of flows, calculated from our semi-analytical

model. A matching between the inflow and outflow solutions has to be done, taken into account

the loading terms. Thus the loading term of plasma pairs, km , and the recoiling force on pairs

fluid k is proportional to a Dirac distribution function,

km = km,sta (θ)δ (r − rsta) , (8.16)

k = ksta (θ)δ (r − rsta) . (8.17)
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The integration at the stagnation radius of Eqs.(4.26,4.35,4.39) gives the variation of mass,

angular momentum and energy fluxes at the stagnation radius. We get,

Ψ
out
A (A) =Ψ

in
A (A)+

4πch

Br̂
km,sta (θsta (A)) , (8.18)

(ΨAL)out (A) = (ΨAL)in (A)+
4πh

Br̂
ξ ·ksta (θsta (A)) , (8.19)

(ΨAE )out (A) = (ΨAE )in (A)−
4πch

Br̂
η ·ksta (θsta (A)) . (8.20)

In the outflow, the mass flux is positive, whereas in the inflow, it is negative. Applying the

first condition to Eq.(8.18) implies that for each colatitude 4πch
Br̂ km,sta (θ (A)) ≥

(

−Ψin
A (A)

)

. It means

that the rate of pair creation needs to be sufficient to reverse the mass flux and allows to produce

inflow and outflow.

These fluxes are conserved in the inflow. Let us consider a magnetic flux line, which crosses

the horizon of the hole, using Eqs.(4.85). It is interesting to link these fluxes to the exchange of

these quantities with the black hole:

Ψ
out
A (A) = −d 2MH

d td A
(θH (A))+

4πch

Br̂
km,sta (θsta (A)) , (8.21)

(ΨAL)out (A) = −d 2JH

d td A
(θH (A))+

4πh

Br̂
ξ ·ksta (θsta (A)) , (8.22)

(ΨAE )out (A) = −d 2EH

d td A
(θH (A))−

4πch

Br̂
η ·ksta (θsta (A)) . (8.23)

Thus for a line which cross the black hole horizon the flux at infinity is constituted of the flux

given by the black hole and the flux given by the source terms. For creating leptonic pairs via

photon annihilation, the photons which are transformed in pairs transfer to the pair fluid their

energy and their angular momentum.

8.4 Inflow/ouflow solutions

We now use the minimal condition of matching Eqs.(8.15) to find for each of the inflows, a

corresponding outflow. This one is not unique. We call ”matching” the combination of these

two flows. This ”matching” allows to describe the fields from the horizon of the black hole to

infinity. Eqs.(8.18, 8.23), allow to calculate the contribution of the source term in function of

mass creation rate, angular momentum and energy to match the two flows. Then we compare

these rates with the exchange of the same quantities associated between the fields MHD and the

Kerr black hole. We also examine the surface density and the current surface, Eqs.(8.11, 8.13),

at the stagnation radius.

8.4.1 Parameters and main characteristics of matched outflow solution

In what follows, we refer to the ”matched”solutions as M1, M2 or M3. They contain one of the

inflows I1, I2 or I3 presented above and a corresponding outflow O1, O2 or O3 presenting the

minimal conditions of matching Eqs.(8.15). We start by giving the parameters of the different

outflow solutions,

The minimal conditions of matching Eqs.(8.15) are almost satisfied using the tools developed

in Sec.(6.4).

The minimal condition of matching Eqs.(8.15) are tuned to precision of 10−3 Tab.(8.5). For a

given inflow solution the outflow solution, satisfies the minimal conditions of matching. With the

minimization of Π⋆ Sec. (6.3), an outflow solution is characterized by 7 parameters. Thus, since

the minimal conditions of matching, Eqs.(8.15), impose 3 effectives conditions on the outflow so-

lution parameters, all outflow solutions corresponding to a given inflow must be a sub-variety of di-

mension 7−3 = 4 in the outflow parameter space. The set of solutions (Inflow+Outflow+Minimum
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λ κ δ ν ℓ µ e1

O1 0,985 0,230 1,328 0,386 1,016.10−2 3,758.10−2 6,892.10−3

O2 0,998 0,280 1,296 0,234 6,502.10−3 3,012.10−2 6,892.10−3

O3 1.171 0.291 1.319 0.600 4,767.10−2 0.184 -6,268.10−2

Table 8.4 – Set of parameter of matched outflow solution

a Ω/ωH Rsta/RH γmax,axe ξ⋆
M1 I1 0,5429 6,2167,10−2 3,1777 15 253

O1 0,5410 6,2047.10−2 3,1771 1,47 1.42

M2 I2 0,4316 9,6912.10−2 1,5031 11 136

O2 0,4316 9,6912.10−2 1,5031 4 1,5

M3 I3 0,5189 0.5022 1,1755 12 162

O3 0,5189 0.5022 1,1750 10 7,8

Table 8.5 – Values for minimal conditions of matching function for each inflow solution

conditions of continuity) is therefore characterized by a variety of dimension 4+8 = 12. This im-

plies a large variety of solutions.

Some interesting subsets can be searched by imposing other conditions of continuity. For

example, we can, as Pu et al. [2015], impose the continuity of the Poynting flux. This is equivalent

to the continuity of the current and thus at the absence of poloidal surface current j θσ Eq.(8.13,

8.12) on the stagnation surface. One can also impose the C 1 continuity of the magnetic flux

which implies the absence of any toroidal surface current and charge density, Eq.(8.11), on the

stagnation surface.Finally, other types of requirements such as the final Lorentz factor value can be

used as a constraint. The value of ξ⋆,in is calculated in order to have in Eq.(8.2) the proportionality

factor equals to 50 as in Zamaninasab et al. [2014]. The value of ξ⋆,out is chosen as in Sec.(7.2).
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Figure 8.29 – Celerity on the axis
γβ for the M1 matched solution

in green the inflow part and in red

the outflow part
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Figure 8.30 – Celerity on the axis
γβ for the M2 matched solution

in green the inflow part and in red

the outflow part
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Figure 8.31 – Celerity on the axis
γβ for the M3 matched solution

in green the inflow part and in red

the outflow part

Start by briefly presenting the curve Figs.(8.29, 8.30, 8.30). We plot the celerity γβ on the

axis of the three matching M1, M2 and M3. In green we plot the curve corresponding to the

inflow and in red the curve corresponding to the outflow. We see that the outflow of the matching

solutions M2 and M3 reaches relatively high Lorentz factor values γ∼ 4−10,
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mentioned in Gebhardt et al. [2011] and for the same object a magnetic field ≈ 5±4G Kino et al.

[2014] at 10rs . It corresponds well to the magnetic field of the outflow at some smaller radius.

Then we get B⋆,out using B⋆,out/G2(10rs) ≈ 1G. Using Eq.(8.15) we can get B⋆,in from B⋆,out,

then we obtain:

B2
⋆,in

r 2
s /c (g.s−1) B2

⋆,in
r 3

s (g.cm2.s−2) B2
⋆,in

r 2
s c (erg.s−1)

M1 1.09×1024 6.39×1049 9.84×1044

M2 2.17×1026 1.24×1052 1.91×1047

M3 1.62×1025 9.47×1050 1.45×1046

Table 8.6 – Value of the dimensionnless parameters for a black hole of MH = 6,6×109M⊙ and B⋆,out = 1G

Try to estimate realistic total mass injection rate of M87. Using the calculation of pairs

creation/annihilation total cross section presented in Svensson [1982] with mildly relativistic speed

βm ∼ 1/
p

2, we get σγγ ∼ 1.56×10−25cm2. Then the volume injection rate is ≃σγγcn2
γ. The typical

size of material injection from photon is some Schwarzschild radius. The highly energetic photon

are originate from the disk, then a model of disk emission is needed to estimate the photon density

in the environment of the black hole. In his work, Levinson and Rieger [2011] estimate sufficiently

energetic photon able to produce pairs emitted by the disk and its Radiative inefficient accretion

flow (RIAF). They use cooling function for electron-ion and electron-electron bremsstrahlung from

Narayan and Yi [1995] and choosing typically middly relativistic temperature for electron they are

able to estimate the energy flux escaping from the accretion flow and the disk. Then using typical

scale of the disk they are able to determine sufficiently energetic photon density in the system,

nγ ≃ 7×1011(rs/r )2 ln(r /rs)ṁM9 where ṁ is the the accretion rate is measured in units of the

Eddington rate. Di Matteo et al. [2003] mention a value of ṁ ≃ 6×10−4. Compiling these result

we are able to estimate mass injection rate for M87 system.

Ṁth,M87 ≃ 2,3×1026 ln

(
r

rs

)(rs

r

)

ṁ4M9g .s−1 (8.24)

Because of the factor ṁ4, for ṁ ≤ ṁlim, the scale value of injected mass from model Tab.(8.6)

could be bigger than a realistic value estimated by Eq.(8.24). Nevertheless these value depend

of the choose of ξ⋆in and ξ⋆out which as been chosen with a discutable method. Secondly even

considering the solution only on the non-connected to equatorial plane field line the effective

injection reduce the injection of models solution, using M9 ≃ 6,6± 0.4 and keeping the value

adopted for ξ⋆ we get a limiting value of ṁlim ≃ 9.10−2 for M1, ṁlim ≃ 2.10−1 for M2 and

ṁlim ≃ 1,5.10−1 for M3, these value are still some order of magnitude more than those mentioned

in Di Matteo et al. [2003] for M87. It is a typical problem also meet with force free model where

Goldreich-Julian value of electric density is biggest than the density allowed by mass injection.

Hirotani and Pu [2016] try to solves this difficulty introducing steady state gap solution of MHD.

Nevertheless Levinson and Segev [2017] argue that such kind of models could not apply to concrete

astrophysical system and propose to break down steady state assumption. In our case, we still

can adapt the value of ξ⋆.

The power values for M1 and M2 are quite high in comparison with the value ≈ 1044erg.s−1

mentioned in Prieto et al. [2016] for M87 jets. Nevertheless to obtain the final value of the jet

power of modelized jet you need to multiply these powers, with the integrals on the solide angle

of the sphere of curves presented below in Figs.(8.40, 8.41). Furthermore, these solutions were

not obtained in order to match with some observational constraints but just to present the ability

of the model. Nevertheless, VLT/SINFONI imaging spectroscopy Nesvadba et al. [2017] mention

stronger jet powers for different sources.

First we plot the mass fluxes. On the left Fig.(8.38), shows the accreted mass by the black

hole and on the right Fig.(8.39) shows the mass rate from the loading terms, for the matching

solution M1. It appears that the accreted mass rate is two orders of magnitude lower than the
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Figure 8.38 – Mass flux by unit of solid angle ab-

sorbed by the black hole for the matching solution
M1
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Figure 8.39 – Normalized material apparition rate

by unit of solid angle for the matching solution
M1
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Figure 8.40 – Noether energy and angular mo-

mentum flux by unit of solid angle absorbed by

the black hole for the matching solution M1
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Figure 8.41 – Noether energy and angular mo-

mentum flux from loading terms by unit of solid

angle for the matching solution M1

mass rate created. The created mass rate depends of the choice of the value ξ⋆ for the inflow

and the outflow.

The flux and angular momentum are more interesting. We plot in Fig.(8.40), the flux of

energy (red) and angular momentum (blue) at the horizon of the black hole. The black hole

absorbs the energy of the field, but transmits angular momentum to the flow. In Fig.(8.41), we

plot the same flux from the loading terms. The loading terms bring more energy than the black

hole absorbs; it also brings an additional angular momentum to the flow, which is quite of the

same order than the angular momentum given by the black hole. Because of the general opening

of the inflow magnetic field lines, all the available flux on the horizon does not reach the stagna-

tion surface. M1 solution is dominated by the loading term of mass flux compared to mass flux

on the horizon. But the energy and angular momentum fluxes of pairs have the same orders of

magnitude between the amount extracted from the hole and the amount bring by the loading term.

For M2 solution, we have,

We have in Figs.(8.42, 8.43) the accreted mass rate (left) and the mass rate produced by
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Figure 8.42 – Mass flux by unit of solid angles ab-

sorbed by the black hole for the matching solution
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Figure 8.43 – Normalized material apparition rate

by unit of solid angles for the matching solution
M2
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Figure 8.44 – Noether energy and angular mo-

mentum flux by unit of solid angles absorbed by

the black hole for the matching solution M2
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Figure 8.45 – Noether energy and angular mo-

mentum flux from loading terms by unit of solid

angles for the matching solution M2

the loading terms (right). As before, we have a solution where most of the mass created by the

loading term is found in the outgoing flow, with a bit less than two orders of magnitude difference

between the 2 mass fluxes.

For the energy and angular momentum in Figs.(8.44, 8.45), it should be noted first that the

loading terms bring a negative angular momentum to the flow. Nevertheless, this contribution

is negligible compared to the angular momentum provided by the black hole. The energy fluxes

have the same order of magnitude. It does not seem strange that the absolute value of energy

flux of the loading term is lower on the axis the one that absorbed by the black hole. This is

due to the high expansion rate of the field lines. In fact, the energy flux by unit of solid angle of

the inflow is diluted with the opening of the tubes, increasing the solid angle between two flux

tubes. As before, M2 is dominated by loading terms because of the mass flux, but the energy

and angular momentum flux of pairs have quite same orders of magnitude.

For M3 solution, we have, the same quantities plotted in Figs.(8.46
”
8.47, 8.48, 8.49)

The accreted mass rates (left) and the one produced by the loading terms (right). The mass
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Figure 8.46 – Mass flux by unit of solid angles ab-

sorbed by the black hole for the matching solution
M3
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Figure 8.47 – Normalized material apparition rate

by unit of solid angles for the matching solution
M3

−π/2 −π/3 −π/6 0 π/6 π/3 π/2
0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

Ψ
A
L

d
A

d
S

a

/
B

2
,i
n
r

3 s

Angular-momentum bring by black hole rotationnal energy dJ̇
dSA

/ B 2
,inr

3
s

0.05

0.04

0.03

0.02

0.01

0.00

0.01

Ψ
A
E

d
A

d
S

/
B

2
,i
n
r

2 s
c

Noether energy flux bring by black hole rotationnal energy dĖ
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Figure 8.48 – Noether energy and angular mo-

mentum flux by unit of solid angles absorbed by

the black hole for the matching solution M3
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Figure 8.49 – Noether energy and angular mo-

mentum flux from loading terms by unit of solid

angles for the matching solution M3

flow is again dominated by the loading terms (with 2 orders of magnitude difference).

The energy and the angular momentum of the solution M3, are plotted in Figs.(8.48, 8.49).

We observe that the energy provided by the loading term is greater than the one provided by

the black hole. The black hole loss of angular momentum is higher (one order of magnitude

difference) than the one provided by the loading terms.

8.4.4 Surface current

Using Eqs.(8.11, 8.13), we are able to draw for our matched solutions the value of charge surface

density, and the value of poloidal surface current.

The first result is the change in the sign of the surface density. Indeed, the Eq. (8.11) shows

that the sign of surface density current depends on (Ω−ω)
(

Fsta,out −Fsta,in

)

. Thus since the can-

cellation of Ω−ω occurs in the inflow for the M1 solution and in the ouflow for M2 and M3, and

we have Fsta,out ≤ Fsta,in for M1 and M2, and the opposite for M3. Indeed the sign change of σe
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Figure 8.50 – Surface density and

current of charge for M1 solution
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Figure 8.51 – Surface density and

current of charge for M2 solution
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Figure 8.52 – Surface density and

current of charge for M3 solution

between M1 and M2 is explained by the change in the sign difference of Ω−ω on the stagnation

surface of the two matching solution. The second sign change between M2 and M3 is explained

by the sign change of Fsta,out −Fsta,in between the two solutions.

The current values are generally negative in the axis environment for inflow or outflow. Nev-

ertheless, for the 3 solutions M1, M2 and M3, the surface charge current is in the opposite

direction ǫθ. This further reduces the current values at the outflow level. (See in Figs.8.28)

8.5 Conclusion

In this chapter we have just explored the main properties of the inflows of our meridional self-

similar model.

First of all, we shown that the model verifies, a scaling law between the magnetic flux through

the black hole horizon and the infall mass rate. This equivalent to the scaling law observed in the

simulations of McKinney [2005] or Tchekhovskoy et al. [2011] and experimentally by Zamaninasab

et al. [2014], excepte the used the mass infall rate. The magnetic flux through the black hole

horizon is proportional to the square root of the accretion rate. We also verified the ability of the

model equations to be integrated up to the black hole horizon.

In our model, we have also shown with 3 inflow solutions, that different energy exchanges

with the rotating black hole can occur. Three main categories are presented in Sec.(8.2). The

first solution shows a dominating material energy flux everywhere on the horizon and then no

extraction. The second solution where the Lense-Thirring flux dominates above a given angle

allowing an extraction for some flux tubes. Finally in the third solution, the Poynting flux could

become the most important flux, also allowing the extraction of the energy from the black hole.

This variability in the behavior of energy fluxes is interesting, but it seems possible to obtain so-

lutions with less open poloidal lines and flow tubes starting extraction closer to the black hole axis.

About geometry of field line, the resulting inflow solution has a magnetosphere. This means

that expansion factor of flus tube is mostly negative. Nevertheless solution I1 is different because

in this solution the flux tube have positive expansion factor nearest to the black hole horizon.

For all these inflow, the principal driving force is mostly gravity, the magnetic tension could also

participate to the acceleration. The slowing down force is principally the inertial forces, but pres-

sure and toroidal magnetic pressure could also play a role. The solution I2 and I3 present a

change of rotational speed along the flow. The fluid first turns in the opposite direction of the

black hole, then changes direction as it approaches the horizon. This being the case for field

lines sufficiently close to the axis, this change of direction is not done for lines of sufficiently high
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magnetic flux, which allows the Penrose process to be triggered for these lines. The pressure and

the toroidal magnetic are the mainly force wich push matter toward the axis, therefore electric

force and gravity are the main force pushing it on the equatorial plane.

Then we introduced the minimum conditions to make the matching between an inflow and

an outflow minimally physically acceptable. This allows us to search and find 3 outflow solutions

O1, O2 and O3 matching the I1, I2 and solution I3. We finally discussed the main physical

properties of the 3 matching solutions. Although there are still degrees of freedom regarding the

construction of the outflow, most energy fluxes are dominated by the energy flux of the loading

terms. Comparing our result to those of Globus and Levinson [2013, 2014] it seems that our

loading terms are bigger than the upper limit of pairs production allowing for extracting energy

from the black hole.
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CHAPTER 9. CONCLUSION

9.1 Conclusion

The underlying motivation for this work is the study of the infall and ejection mechanism of mag-

netized flows from the environment near the super massive black holes of Active Galaxy Nuclei

(AGN). On the one hand, we focus mainly on the launching, acceleration and collimation of extra-

galactic jets. On the other hand, we study the interaction of pair inflow with the central black hole

and in particular the possibility for the black hole to provide energy to the Magneto-Hydrodynamic

(MHD) field. Finally, we try to combine these two types of flows in order to describe in a rel-

atively consistant way the flow in the environment of the rotation axis from the horizon of the

black hole to infinity. The power involved in these phenomena makes them a real challenge for

our community. Nevertheless, in addition to the pure astronomical and astrophysical interests in

measuring and understanding the objects and material formation outside our atmosphere. The

study of these flows presents an obvious interest for high-energy physics and theoretical research

on strong field gravitation. These objects are real laboratories for using and testing these theories.

It is also relevant to the behavior and understanding of black holes. In addition, the study of these

phenomena contains an interest for studying the composition of intergalactic medium in which

AGN are immersed O’Sullivan et al. [2011].

In this goal we have constructed a meridional self-similar model, presented in Ch.(4, 5), of

the General Relativistic Axi-symmetric Stationary Ideal Magneto-Hydrodynamic (GRASIMHD) in

Kerr metric. This model integrates the effects of the light cylinder, neglected until now in previous

models of this type. These solutions describe the flow in the environment of the symmetry axis.

The MHD equations in the Kerr geometry were formulated using the tools of 3+1 formalism

presented in Ch.(2). First, we did not take into account, in the construction of the model, the

possible source terms that could come from, or take into account phenomena such as the pair

production or the material injection in field lines at the base of the jet by the turbulent flow of

the corona around the central object. The solutions of the model are calculated from the solution

of an ordinary differential system of four equations. This system itself is characterized by seven

parameters. Among these parameters, four of them λ,κ,δ,e1 are related to the variation of the

first integrals or pressure with the magnetic flux. The next two µ, l , are characteristic of the

gravitational field and the position of the Alfvén surface. The last parameter ν is linked to the

launching velocity. The parameter e1 is an additional parameter taking into account the variation

of the Bernoulli integral with the magnetic flux. The effects of the light cylinder were integrated in

the model by assuming a non-spherical Alfvénic Mach number. The new dependence of this quan-

tity with the magnetic flux is determined by the regularity conditions at the Alfvén surface. We

have also generalized the expression of the magnetic collimation efficiency integral ǫ characteristic

of the differential system for the self-similar models. We have also proposed a new expression,

allowing it to be linked to the balance between (a) logaritmic variation with the magnetic flux

of the effective enthalpy per unit volume and (b) logaritmic variation with the magnetic flux of

the pressure. The integration of the differential system was performed using an RK4 algorithm

presented in Ch.(6). We have also developed within the code the possibility to automatically find

the solutions of these equations crossing all the singular points (Sec.6.2.3) or choosing the most

appropriate pressure value at the Alfvén point (Sec.6.3). A dedicated subroutine that allows us

to continuously exploring the parameter space under certain constraints (Sec.6.4).

We started by using the model to produce outflow solutions. As in previous meridional self-

similar models, the model contains two large classes of outflows according to the regime reached

at some distance from the black hole. Indeed, the geometry of the poloidal field lines tends to

those of a radial or cylindrical geometry at infinity. This says nothing about the geometry of the

lines at the base or inside the flow, for which the behavior mays vary according to the solutions.

As presented in Ch.(7), our solutions results in a wide variety of flow velocities on the polar axis.

Close to the axis, all our solutions are enthalpy driven. Collimation is mainly ensured by the
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toroidal magnetic field. By taking into account or not the Alfvénic Mach number dependency

with magnetic flux, we are able to calculate solutions that takes into account the light cylinder

radius effect x. When we include the effect of the light cylinder, we observed an increase in the

final collimation, but also a decrease in the final velocity of the jet. We explored the effect of the

l parameter by varying it, and thus the rotation of the black hole, keeping the other parameters

constant, and exploring all possible rotation values. This study was done around a parameter

set of a cylindrical solution and around a parameter set of a conical solution and it seems to

show that conical solutions are more collimated to infinity when the absolute value of rotation

increases, while the collimation of cylindrical solutions to infinity increases with l . We also did

the same type of analysis around a cylindrical solution for the e1 parameter. The increase of e1

corresponds to more energy to be distributed in the poloidal field-lines flow outside of the axis.

Thus the transverse stratification of velocities shows a decrease for higher values of e1. Collima-

tion decreases with e1 increases. We can link the effect of e1 on the solutions to the effect of δ.

Using a scaling law from numerical simulations of McKinney [2005]; Tchekhovskoy and McKinney

[2012]; Tchekhovskoy et al. [2011], or McKinney et al. [2012] but also comparing to observations

(Zamaninasab et al. [2014]), we were also able to calculate, the efficiency of our jets. We measure

by calculating the fraction of rest mass power accretion which leaves the central system with the

part of the of the rest mass energy power of the accretion. We obtain efficiency values similar

to those of the simulations. The magnetization define by the ratio of Poynting flux with internal

energy flux is null by construction on the axis, but could reach 0.2−0.4 on region quite close from

the axis. The magnetization decrease with distance on a field line, it imply that even if this effect

is quite small, their is an acceleration due to the toroidal magnetic field. Assuming that our fluid

contains leptons and baryons with the same effective temperature and fluid velocity, the effective

pressure accelerating our flow can be interpreted as the sum of the pressure of the leptons and

those of the baryons. This allows, by comparing the effective temperature of a solution with the

brightness temperature from the observations (Homan et al. [2006]), to calculate the leptonic and

baryonic fractions inside the jet. This analysis seems to indicate a leptonic composition at the

core of the jet that decreases in favor of the baryonic fraction as we move away from the axis. The

effective temperature require to accelerate the flow in the models allow us to estimate the ratio

between typical cooling time due to Compton, synchrotron process and dynamical cooling time.

We see that is we interpret this effective temperature as thermal temperature the synchrotron

process need to be taken account at the base of the jet and the Compton process qui everywhere

in the jet. We have also tried to quantify, using the κ-relativistic distribution function (Sec.3.3.3),

the deviation from the thermodynamical equilibrium required to produce the additional internal

energy necessary for the enthalpy driven acceleration of our solutions. This analysis can be satis-

factory for some solutions. For our solutions, the deviation from the thermodynamic equilibrium

increases at the base of the flow.

The outflow solutions of the model are able to describe the flow outside a stagnation radius.

We call this sphere the stagnation surface. In order to know if the energy contained in the mag-

netic field lines of the outflow comes from the disk or from the black hole, we have solved the

MHD equations up to the horizon of the black hole. How to use the model to calculate flow

solutions entering the black hole horizon is presented in Ch.(8). Indeed, although suffering from

a discontinuity on the horizon due to the choice of coordinates, we showed, (Sec.8.2.1), that the

equations of the model could be integrated upstream to the horizon. We also mentioned that

the inflow model obeys the same type of scaling law as the one extracted from the numerical

simulations of McKinney et al. [2012] and Tchekhovskoy et al. [2011] and those confirmed by

Zamaninasab et al. [2014]. This scaling law connects the magnetic flux passing through the hori-

zon and the infalling mass rate (not the accretion mass rate as in the previous mentioned work)

as a function of the model parameters. We have started to calculate different inflow solutions

(Sec.8.2). The dynamical analysis shows that at the base of the inflow, close to the stagnation ra-

dius, the pressure pushes the flow away from the equator to fall into the horizon. The acceleration
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of the flow is dominated by gravity forces. We also observed in some of these flows a cancellation

of the electrical force when the isorotation frequency Ω is equal to the frequency of the shift of the

coordinates ω. This cancellation of the electric field has motivated various studies such as those of

Levinson and Segev [2017] and Ford et al. [2017] concerning an electric gap. This property occurs

relatively close to the black hole and may be above or below the stagnation radius. In Sec.(4.3),

we detailed the calculations of the different energy fluxes at the black hole horizon. The different

fields outside the horizon can benefit from the rotational energy of the black hole in two ways

that can be combined in the case of the MHD, through the Poynting flux (Blandford-Znajek) or

through the Lense-Thirring flux (Penrose). Using the numerical tools presented in Sec.(6.4), to

cleverly explore our parameter space, we were able to find three solutions exposing with different

compositions of the energy exchange with the black hole. All the calculated solutions slowed down

the rotation of the black hole. The first solution was such that the black hole absorbed positive

energy. In the second solution, for high latitude values we obtain lines with negative energies, the

extraction process being dominated by the Lense-Thirring flux. The last solution also has negative

energy lines dominated by the Poynting flux. In all three solutions, the Poynting flux comes out

of the black hole.

Without source term, the mass flow remains constant over a field line of poloidal magnetic

fields. It is therefore necessary to use the equations of the MHD with source terms, (Eqs.4.3,

4.4) to develop inflow/outflow solutions. The equation shape was calculated in case this filling

was done using the pair creation mechanism in Sec.(3.1.8) with explicit expression of the source

terms. This analysis can also be used to calculate the force of Compton and Inverse Compton

effects on the fluid. The effects of these source terms on the first integrals of the GRASIMHD

is studied in particular in Sec.(4.2.2). Nevertheless, the solutions of our model did not include

these terms in their development, so we follow a similar approach to the one presented in Globus

and Levinson [2013] and especially in Pu et al. [2015]. It consists to apply the minimal matching

condition between an inflow solution and an outflow solution. A thin layer at the stagnation radius

includes the necessary source terms to the two solutions. Electrical current and charge density

are derived from the matching condition in Sec.(8.3.1). The minimum conditions of continuity

at the stagnation radius do not fully constrain the outflow. We have calculated three outflow

solutions which can match the inflow solutions presented previously using an injection of mass

term. We calculated the solution of the MHD equations with poloidal field-lines connecting the

black hole to infinity. We are able to calculate, for the lines reaching infinity, the source of the

energy whether it comes from the source terms or from the black hole energy extraction. In

our solutions, most of the mass loaded by source terms goes in the outflow. Nevertheless, we

observe that the typical values of the energy fluxes and angular momentum fluxes are within one

order variation between black hole and loading term contributions. We also discussed the values

obtained for charge density and electric current per unit area.

9.2 Prospects

Indeed, it is necessary to explore in more details the different mechanisms which can explain the

origin of the additional energy in the model solutions. This work was initiated by proposing an ex-

planation based on a gas that would not be in thermodynamical equilibrium. The high energy tail

of relativistic κ-distribution functions are not sufficient to explain the effective internal energy of

some model solutions. Indeed, it is necessary to explore in more details the different mechanisms

that can explain the origin of the additional energy of the model solutions. Other distribution

functions could probably solve this problem. Nevertheless the processes leading to the formation of

such distribution functions must also be explained (turbulence, magnetic reconnection, electrical

gap...). Various explorations must also be pursued, such as questioning the energy of a radiative

component, turbulence or the presence of MHD waves in the flow. It would also be interesting
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to develop an emission model, or even a semi-analytical MHD model associated with a simplified

radiative component. Indeed, an optically thick assumption for the gas (even if it is not the case

for jets) could allow a mathematical treatment of the radiation in terms of additional pressure

and internal energy for plasma. This treatment is really important to take account properly the

effect on the flow dynamics of Compton and Synchrotron emission.

For matched solutions, we will search to obtain some where the extraction process is even more

efficient. Indeed we need to adjust our parameters to decrease the spherical deviation −e1αH for

the Bernoulli energy, in order to increase the accreted magnetic flux. Doing that we will increase

the energy release by the black hole. Finally, it would be useful to build a model that includes a

more realistic injection term than the one included here. Other processes such as the Compton

and Inverse Compton process could also be included. We also want to build a code to automatize

the search for matching solutions presented in Sec.(8.4). We also need to investigate deeper

on the role of electric field cancellation when the isorotation frequency is included in the range

0 ≤Ω≤ωH . We want to explore the implication of the position of this cancellation relatively to

the stagnation surface.

It will also be crucial to test, using simulations, the stability of these solutions resulting from

a latitudinal expansion of the Euler equations. First, we plan to work on the stability of our

flows away from the source using the PLUTO code. Finally, it will be interesting to carry out

some simulations with the AMR-VAC code, combining the two components of the flow, the spine

jet using this model and the disk wind using a radial self-similar solution in order to study their

interaction.

Finally, the model being the result of a expansion of Euler equations, we still have to calculate

and quantify more precisely the non stationarity deviation of the model solutions. It would also be

very interesting to search for exact self-similar models in Kerr metric. This type of work requires

an accurate modeling of the MHD functions in order to obtain a successful variable separation.
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Appendix A

Algebra

A.1 Parallel gradient

Took two n-variable function, A and Φ and for each point of the space their exist a scalar λ such

that DΦ = λ(M)DA. Noting (xi )i =1..n the system of coordinate, if A is not constant then we do not

loss generality saying that (A(x1, ...xn), x2, ..., xn) is also a coordinate system (changing of privilegied

coordinate if we need). Then noting Φ̃(A, x2, ..., xn) = Φ(x1, x2, ..., xn), we can differentiate this

equation after few calculation and use of the main property we get,
(
∂Φ̃

∂A
−λ(M)

)

d A+ ∂Φ̃

∂xk
d xk = 0 (A.1)

This imply that Φ = Φ̃(A, x2, ..., xn) = Φ̃(A).

A.2 Covariant derivative usual property

Γ
α
βγ =

1

2
gασ

(

∂αgβσ+∂βgσα−∂σgαβ

)

(A.2)

Γ
µ
µα = ∂α ln

p−g (A.3)

This implies a common expression of the divergence vector,

∇·v =
1

p−g

∂

∂xµ

(p−g vµ
)

(A.4)

Rα
βγδ = ∂γΓ

α
βδ−∂δΓ

α
βγ+Γ

α
γλΓ

λ
βδ−Γ

α
δλΓ

λ
βγ (A.5)

A.3 Lie derivative

The Lie derivative of a field vector v along a field vector u expresses as,

Luv =
[

uµ
∂µvν− vµ

∂µuν
]

eν (A.6)

For a form ω = ωµdxµ,

Luω =
(

uµ
∂µωα+ωσ∂αuσ

)

dxα (A.7)

Instead of the partial derivative ∂, we can use any connection without torsion as ∇. Indeed,

for any tensor we get,

LuT
α1...αk

β1...βl
= uµ∇µT

α1...αk

β1...βl
−

k∑

i =1

T
α1...

i
︷︸︸︷
σ ...αk

β1...βl
∇σuαi +

l∑

i =1

T
α1...αk

β1... σ
︸︷︷︸

i

...βl
∇βi

uσ (A.8)
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A.7 Circular spacetime

Let introduce (M ,g) an axi-symmetric (ξ) and stationnary (η) four dimensionnal space-time. Then

Carter [1970] show that no generality is lost considering that these Killing vector commute. This

property imply that the curve parameter of these two Killing vector can be chosen as coordinate,

then we have ξ = ∂φ and cη = ∂t . For each point P ∈ M , noting ΠP = Span
(

η,ξ
)

⊂ TP (M ) the

two plan subset of tangant space. Then we can decompose our tangent space,

TP(M ) =Π

⊥⊕
Π

⊥ (A.17)

If there is a family P t ,φ ⊂ M of two dimensional sub-manifold, which cover our spacetime
⋃

t ,φP t ,φ = M such that ∀P ∈M we have TP

(

P t (P),φ(P)

)

=Π
⊥. Then we say that M is a circular

space-time. In this case η,ξ are perpendicular to the poloidal sub manifold P t ,φ ⊂M . According

to Frobenius theorem the necessary and sufficient conditions to be circular are.

Cη=̂⋆
(

η∧ξ∧dη
)

= 0

Cξ=̂⋆
(

η∧ξ∧dξ
)

= 0
(A.18)

Introducing a coordinate (r,θ) system for the familly of poloidal sub-manifold. Then the natural

basis associated to these coordinate (∂r ,∂θ) are tangent to the poloidal sub-manifold. Which

imply, using (eq.A.17) ∂t ·∂r = ∂t ·∂θ = ∂φ ·∂r = ∂φ ·∂θ = 0. Using the fact that the coordinate

r,θ,φ are adapted to the 3+1 decomposition, then the vector normal n is also perpendicular to

∂r ,∂θ,∂φ, we can proove that the shift vector is only directed along ξ, then we have

hn = η+ ω

c
ξ with

ω

c
= −η ·ξ

ξ2
(A.19)

The metrics took the form,

ds2 = −h2c2dt 2 +̟2
(

dφ−ωdt
)2 +h2

r dr 2 +2h2
r,θdr dθ+h2

θdθ2 (A.20)

Where the function h2, ̟2, ω, h2
r , h2

r,θ
and h2

θ
are only function of r,θ because of stationarity

and axi-symmetry.
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Appendix B

Chapter 1 - 3+1 Methods

B.1 3+1 Decomposition of Einstein equations

Using the main tools of the 3+1 formalism, we propose here to detail the main steps to develop the

chrono-geometric point of view of general relativity. As in Sec. (2.3) assume that the spacetime,

M , can be foliated with a spatial hyper-surface Σt of orthogonal unit vector n.

Gauss and Codazzi relation

To get a chrono-geometric point of view on relativity, we need to be able to make a 3+1 de-

composition of Einstein Equations. It means we need to be able to express all 3+1 components

of the Ricci tensor, as presented here 2.2.1 for the energy-momentum tensor. First, let us begin

with the Codazzi relations. We start projecting along n of Riemann tensor. To do so, we use the

definition of Riemann tensor on the normal vector,

(

∇α∇β−∇β∇α

)

nγ = Riem
γ

µαβ
nµ , (B.1)

Projecting this relation, we get,

p
µ
αpν

βp
γ
ρ

(

∇µ∇ν−∇ν∇µ

)

nρ = p
µ
αpν

βp
γ
ρRiem

ρ
σµνnσ , (B.2)

To go further, remark that,

p
µ
αpν

βp
γ
ρ∇µ∇νnρ = −p

µ
αpν

βp
γ
ρ∇µ

[

K
ρ
ν+aρnν

]

= −p
µ
αpν

βp
γ
ρ

[

∇µK
ρ
ν+∇µaρnν+aρ∇µnν

]

= p
µ
αpν

βp
γ
ρ

[

−∇µK
ρ
ν+aρ

(

Kνµ+aνnµ

)]

= −DαK
γ

β
+aγKαβ

Because of the symmetry of the extrinsic curvature, we get the Codazzi-Mainardi relation,

p
µ
αpν

βp
γ
ρRiem

ρ
σµνnσ = DβK

γ
α−DαK

γ

β
. (B.3)

To get the component of the Ricci tensor, contract this relation. Using the anti-symmetry of

the Riemann tensor we get,

pν
βRσνnσ = DβK−DµK

µ

β
. (B.4)

Which is the contracted Codazzi relation. It gives the mixed component of the Ricci tensor.

Now, we find a way to get the spatial component. Let us start from the first term of the intrinsic
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curvature definition (eq.2.8),

Dα

(

Dβvγ
)

= p
µ
αpν

βp
γ
ρ∇µ

(

Dνvρ
)

= p
µ
αpν

βp
γ
ρ∇µ

(

pσ
νp

ρ

λ
∇σvλ

)

= p
µ
αpν

βp
γ
ρ

[

∇σvλ
{

p
ρ

λ

(

(∇µnν)nσ+nν(∇µnσ)
)

+pσ
ν

(

(∇µnρ)nλ+ (∇µnλ)nρ
)}

+pσ
νp

ρ

λ
∇µ∇σvλ

]

= p
µ
αpν

βp
γ

λ
(∇µnν)nσ∇σvλ−p

µ
αpσ

β p
γ
ρ(∇µnρ)vλ∇σnλ+p

µ
αpσ

β p
γ

λ
∇µ∇σvλ

= −p
µ
αpν

βp
γ

λ
Kνµnσ∇σvλ−p

µ
αpσ

β p
γ
ρK

ρ
µKλσvλ+p

µ
αpσ

β p
γ

λ
∇µ∇σvλ

= −p
γ

λ
nσ(∇σvλ)Kβα−K

γ
αKλβvλ+p

µ
αpσ

β p
γ

λ
∇µ∇σvλ ,

Which writes,
ΣR

γ

µαβ
vµ = (K

γ

β
Kµα−K

γ
αKµα)vµ+p

ρ
αpσ

β p
γ

λ
Rλ
µρσvµ ,

Because it is valid for each v ∈T (M ), we obtain,

p
µ
αpν

βp
γ
ρpσ

δ Riem
ρ
σµν =Σ Riem

γ

µαβ
+

(

K
γ
αKδβ−K

γ

β
Kαδ

)

. (B.5)

This is the equation called gauss relation. It can be interesting to calculate the contraction

to show up the Ricci tensor,

p
µ
αpν

β

(

Rµν+nλnρRiemµρλν

)

=Σ Rαβ+KKαβ−KαµK
µ

β
. (B.6)

This is the contracted gauss relation. Contract again to express the scalar curvature,

R+2R(n,n) =Σ R+K2 −KµνKµν . (B.7)

Indeed, using the symmetry of the Riemann tensor, we can show that nλnρpµνRiemµρλν =

R(n,n). This equation is called the scalar Gauss relation. It is a remarkable theorem because

it links the intrinsic curvature ΣR to the extrinsic curvature K2 −KµνKµν and of the curvature of

the manifold which contains the sub-manifold.

B.1.1 Lie derivative along m

There are some other important results to present in order to get the 3+1 decomposition of

Einstein equations. First of all, let show that for for each vector field, ∀v ∈ T (Σt ), we have

Lmv ∈T (Σt ). There is a geometrical demonstration coming from the definition of Lie’s derivative.

Instead, we prefer to present here an analytical method using Eq. (A.6),

Lmv ·n = mµ(∂µvν)nν− vµ(∂µmν)nν

= mµvν
∂µ(h∂νt )− vµ(∂µhnν)nν

= −mµ(∂µ lnh) v ·n
︸︷︷︸

0

+hmµvν
∂µ∂νt + vµ

∂µh +hvµ(∂µn) ·n
︸ ︷︷ ︸

0

= hmµvν
∂ν∂µt + vµ

∂µh

= −hmµvν
∂ν

nµ

h
+ vµ

∂µh

= −hvν nµ
∂νnµ

︸ ︷︷ ︸

0

+h2vν
∂ν

1

h
+ vµ

∂µh = 0,

This property of Lie’s derivative along m can be extended to any kind of tensor T (Σt ), using

Eq.(A.8). We can calculate the Lie derivative along m of the projector pα
β

= gα
β
+nβnα

Lmpα
β = mµ∇µ

(

nαnµ

)

+p
µ

β
∇µmα+pα

µ∇βmµ

= mµ∇µ

(

nαnµ

)

+p
µ

β

[

hKα
β +Dαhnµ−nα∇µh

]

−pα
µ

[

hK
µ

β
+Dµhnβ−nµ∇βh

]

= Dαhnβ+nαDβh +hKα
β +0−nαDβh −hKα

β −Dαnβ+0 = 0,
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This implies that for any tensor tangent to the spatial hyper surface,

∀T ∈T (Σt ) ⇒ LmT ∈T (Σt) . (B.8)

We also need Lie’s derivation along m of the spatial metrics. A similar calculation gives,

Lmγαβ = −2hKαβ & Lmγαβ = 2hKαβ . (B.9)

In the following we need to calculate Lie’s derivative of the extrinsic curvature, using the

property B.8,

LmKαβ = p
µ
αpν

βLmKµν

= p
µ
αpν

β

[

mσ∇σKµν+Kσν∇µmσ+Kµσ∇νmσ
]

= p
µ
αpν

β

[

hnσ∇σKµν−2hKµσKσ
ν −KµσDσhnν−KνσDσhnµ

]

,

So we get,

LmKαβ = hp
µ
αpν

βnσ∇σKµν−2hKασKσ
β . (B.10)

B.1.2 3+1 Decomposition of Ricci tensor

The decomposion of the Ricci tensor is the basis of the 3+1 decomposition of Einstein’s equations.

In sec.B.1 we start establishing some useful relations to decompose the Ricci tensor. From

contracted Gauss relation (eq.B.6), in order to calculate the spatial part of the Ricci tensor we

need to express the mixed Riemman tensor p
µ
αpν

β
nλnρR

ρ

µλν
in term of the 3+1 quantities.

pν
βpµαnσRiem

µ
ρνσnρ = pν

βpµαnσ (∇ν∇σ−∇σ∇ν)nµ

= pν
βpµαnσ

[

∇ν

{

−K
µ
σ−Dµ lnhnσ

}

+∇σ

{

K
µ
ν +Dµ lnhnν

}]

= pν
βpµαnσ

[

∇σK
µ
σ−∇νK

µ
σ+∇σ

(

Dµ lnh
)

nν+Dµ lnh∇σnν−∇ν

(

Dµ lnh
)

nσ−Dµ lnh∇νnσ

]

= pν
βpµαnσ∇σK

µ
σ−pν

βpµαK
µ
σ

(

Kσ
ν +Dσ lnhnν

)

+pν
βpµαDµ lnhaν+pν

βpµα∇ν

(

Dµ lnh
)

= pν
βpµαnσ∇σK

µ
σ−KασKσ

β +
DβDαh

h
,

Using Eq. (B.10), we end up with,

pν
βpµαnσRiem

µ
ρνσnρ =

1

h
LmKαβ+

DβDαh

h
+KασKσ

β , (B.11)

So, using the contracted Gauss relation (eq.B.6) and Eq. (B.11), we are able to express the

spatial component of the Ricci tensor, called Ricci equation,

p⋆R = − 1

h
LmK− DDh

h
+ΣR+KK−2K ·K . (B.12)

The mixed component of the Ricci tensor is given by the contracted Codazzi relation (eq.B.4),

that we write in a different form,

R
(

p(.),n
)

= DK−D ·K . (B.13)

Take the spatial trace of Eq. (B.12), using also Eq. (B.9) to get the temporal part,

γσλp
µ
σpν

λRµν = −γµν

h
LmKµν−

D2h

h
+ΣRσλγ

σλ+Kσλγ
σλ−2KµνKµν

γµνRµν = − 1

h
LmK+

Kµν

h
Lmγµν− D2h

h
+ΣR+K2 −2KµνKµν

R+R (n,n) = − 1

h
LmK+2KµνKµν− D2h

h
+ΣR+K2 −2KµνKµν ,
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Thus we have,

R+R (n,n) = − 1

h
LmK− D2h

h
+ΣR+K2 , (B.14)

Which combined with (eq.B.7) gives,

R (n,n) =
1

h
LmK+ D2h

h
+KµνKµν . (B.15)

B.1.3 Decomposition of Stress-Energy tensor

In order to decompose Einstein’s equations, the second step is to decompose the stress-energy

tensor. Let introduce the energy density measured by the Zero Angular Momentum Observer

(ZAMO).

E = T (n,n) (B.16)

In a similar way we can introduce the momentum density flux measured by the ZAMO,

p = −T
(

n,p (.)
)

(B.17)

Finally, the spatial part, which can be interpreted as a stress tensor measured by ZAMO, is,

S = −T
(

p (.) ,p (.)
)

(B.18)

The introduction of these quantities allows us to decompose the stress energy tensor with

respect to the ZAMO observer,

T = En⊗n+n⊗p+p⊗n+S (B.19)

This relation is fully general and can satisfy different kind of physical situations. Indeed, one

just need to add the different kind of stress-energy tensors which compose the different physical

components of the studied problem. Thus the trace of the stress-energy tensor is

T = S −E (B.20)

B.1.4 Decomposition of Einstein equations

After the work done before the decomposition of Einstein equation will be easy. Indeed from

Einstein equation:

R− 1

2
Rg =

8πG

c4
T or R =

8πG

c4

(

T− 1

2
Tg

)

(B.21)

we can easily took the full spatial projection of the second way of writing the Einstein

equation (eq.B.21), of these equations, using (eq.B.12) for the geometric left hand side, and

(eq.B.20&B.18) for the physical right hand side. We obtain:

LmK = −D2h +h

{

ΣR+KK−2K ·K+ 8πG

c4

(

(S −E)γ−2S
)
}

. (B.22)

Where each term belongs to TP (Σt ). We called this equation full spatial projection of

Einstein equation. It gives you the time evolution of the second fundamental form. For the full

temporal projection, using the first way of writing the Einstein equation (eq.B.21), after replace

the left-hand side in using the contracted Gauss relation (eq.B.7) and for the left hand side

the definition of energy density (eq.B.16) and the calculus of the trace of stress-energy tensor

(eq.B.20), we obtain,

ΣR+K2 −KµνKµν =
16πG

c4
E . (B.23)
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This equation is also called the Hamiltonian constraint. It represented the link between the

sum of intrisic and extrinsic scalar curvature and the density of energy of stress-tensor. Finally

let’s calculate the mixed projection. Using the first way of writing the Einstein equation (eq.B.21),

after for the left hand side using the mixed projection of Ricci tensor (eq.B.13) and the definition

of the momentum density flux (eq.B.17), we finally obtain:

D ·K−DK =
8πG

c4
p . (B.24)

That we called mixed projection of Einstein equation. The Einstein equation is equiva-

lent to the system of equation (eqs.B.22 &B.24 &B.23). The full spatial projection of Einstein

equation (eq.B.22) is a symetric and second tensorial order equations of TP (Σt ), so it contains 6

scalars equations. For the mixed projection (eq.B.24) of Einstein equation it is a vectorial equation

of TPΣt so it gives 3 scalars equations. And finally the Hamiltonian constrain (eq.B.23) gives one

equation. So finally we get the 10 usual scalar Einstein equations. In fact the system is a second

order system in term of the space-time metrics }. Adding the equation (eq.B.9), and re-ordering

terms, we get a second order partial differential system ruling the evolution of (γ,K,h,β), with

the two constrain equation (eq.B.24&B.23).

The system constitutes by (eqs.B.9 &B.22 &B.24 &B.23) only imply quantity’s define in

T (Σ) and their time derivative thus it implies that we can consider only a manifold Σt which

evolves during time, this is the chronogeometrics point of view on general relativity developed by

Wheeler [1964]. The considered system do not contain any time derivative of the lapse function

of shift vector, they are not dynamical variable. Which is not surprising if we remember us that

they are function of the choice of the slicing (or temporal coordinate). In fact the gauge freedom

for the system of coordinate in general relativity implies that we can impose a condition on the

shift vector and the lapse function without change the physical solution. After integrating the

equation an thus the knowledge of a volume of the spacetime we always can coming back to a

different system of coordinate. The choose of the constraint need to be done in order to avoid

singularity on coordinate.

B.2 General definition, property and composition of spatial oper-

ators

Using the definition of spatial covariant derivative D we are able, to construct the usual operators.

The gradient is simply the application of spatial covariant derivative on a scalar function Φ. The

co-variant component are the same but we need to be careful about the contra-variant one:
{

DiΨ = ∂iΨ

Di
Ψ = ∂

i
Ψ+nµ

∂µΨni
(B.25)

The expression (eq.A.4) is also valid for space manifold, where the determinant of the metric

is the determinant of spatial induced metrics. The link between spatial and space-time divergence

is already calculate in (eq.2.23). Using the definition (eq.B.31) we are able to introduce the curl

product,

A×B =3 ǫk
i j Ai B j ek (B.26)

Introduce also the property of permutativity of mixed product, wich came from permutativity

of Levi-Civita tensor,

(A×B) ·C = (C×A) ·B (B.27)

And thus, the curl operator:

D×V = ⋆DV =3 ǫi
j

k
∂i (V j )~ek (B.28)
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We also introduce the non symmetric advection operator,

(A ·D)B = AαDαBβ
~eβ

For the Laplacian operator,
∆Ψ = D · (DΨ)

∆Ψ = D (D ·A)
(B.29)

These definition allow us to calculate some product based on Leibniz rule,

D · (αA) = αD · (A)+Dα ·A

D× (αA) = αD× (A)+Dα×A

D (A ·B) = (A ·D)B+ (B ·D)A+A× (D×B)+B× (D×A)

D× (A×B) = (B ·D)A− (A ·D)B+ (D ·B)A− (D ·A)B

D · (A×B) = −A · (D×B)+B · (D×A)

Dαβ = βDα+αDβ

(B.30)

B.3 Integration on hypersurfaces

As in 2.1 used a three dimensional plunged sub-manifold Σ, and note n his normal vector field.

Then the induced Levi-Civita tensor on this hyper surface is

3ǫ =4 ǫ (n, . , . , . ) (B.31)

Apply the Stocks theorem on the Hodge dual of a one form ω on a 3-dimensional subset

V ⊂Σ, we have Ñ

V
d (⋆ω) =

Ï

∂V
⋆ω

Using (eq.A.9) and (eq.A.14) we obtain,

Ñ

V
D ·ω3ǫ =

Ï

∂V
ω ·3 ǫ

This is the Green-Ostrogradskii theorem, often written in the form:

Ñ

V
D ·BdV =

Ï

S
B ·dS (B.32)

Took an hypersurface S of Σ, then S is a 2-dimensionnal manifold. We can apply the Stocks

theorem for a one form ω and using the definition of curl operator (eq.B.28) and the fact that

the composition of Hodge dual is identity, we get,
∫

∂S
ω =

Ï

S
dω

=

Ï

S
∂αωβdxβ∧dxα

=

Ï

S
⋆ (D×ω)

=

Ï

S
(D×ω) ·3 ǫ

This is the Kelvin-Stokes theorem, often written in the form:

Ï

S
(D×A) ·dS =

∫

C
A ·dℓ (B.33)
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Chapter 2 - Magneto-Hydrodynamics
in curved spacetime

C.1 Conservation of volume form of phase space

Find here the detail of calculus which lead to the conservation of the volume form of space phase

along geodesic movement (eq.3.20), for the a and b term we get:

a =
∂uµ

∂xµ
=
∂u0

∂x0

=− 1

2u0

∂gµν

∂x0
uµuν

b =uµ

[
∂ ln g

∂xµ
− 1

u0

∂u0

∂xµ

]

=2uµ
Γ
λ
λµ−

∂g0ν

∂xµ

uµuν

u0
+ g00

2u2
0

∂gσν

∂xµ
uσuνuµ

(C.1)

For c and d term we get:

c =Γi
µνuµuν ∂

∂ui
lnu0 =

uµuν

u2
0

Γ
i
µν

(

g0i u0 − g00ui

)

=
uµuν

u2
0

[

Γ
i
µν

(

g0i u0 − g00ui

)

+Γ
0
µν

(

g00u0 − g00u0

)]

=
uµuν

u2
0

Γ
λ
µν

(

g0λu0 − g00uλ

)

=
uµuν

u2
0

(

2
∂gνσ

∂xµ
− ∂gνν

∂xσ

)
(

δσ0 u0 − g00uσ
)

=
uµuν

u2
0

∂g0ν

∂xµ
+ uµuν

2u0

∂gµν

∂x0
− g00uµuνuσ

2u2
0

∂gσν

∂xµ

d =Γi
µν

∂

∂ui

(

uµuν
)

= −2Γi
µνuµ∂uν

∂ui

=−2

(

Γ
i
0µuµ∂u0

∂ui
+Γ

i
kµuµ∂uk

∂ui

)

=2Γi
0µuµ ui

u0
−2Γi

iµuµ

=2
uµ

u0

(

Γ
0
0µu0 +Γ

i
0µui

)

−2Γλ
λµuµ

=2
uµ

u0
Γ
λ
0µuλ−2Γλ

λµuµ

=2
uµuν

u0

∂gµν

∂x0
−2Γλ

λµuµ

(C.2)

About the movement due to electro-magnetism forces, using the relation (eq.3.5) and the

anti-symmetry of electro-magnetic tensor, the t term gives:

t =Fi
µ

∂

∂ui

(
uµ

u0

)

=Fi
µ

[

−uµ

u0

∂u0

∂ui
+ ∂uµ

∂ui

]

=−
Fi

µuµ

u2
0

(

g0i u0 − g00ui

)

+Fi
k
∂uk

∂ui
−Fi

0
∂u0

∂ui

=−
Fν

µuµ

u2
0

(

g0νu0 − g00uν

)

+Fi
i −Fi

0
ui

u0

=−
F0

µuµ

u0
+

g00Fµνuµuν

u2
0

++Fi
i −Fi

0
ui

u0
= 0

(C.3)
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C.2 Flux of Feynmann four current of phase space

Took one particle denote ⋆, wich are plunged into our space-time manifold and obeys to (eq.3.18)

so, get a trajectory in space phase: z
µ̃
⋆ : s → z⋆(s)µ̃ ∈ µ. Using one spatial hyper-surface Σt0

of

our foliation, we note σt = Σt ×Ω a foliation of the space phase. Using the fact that N = n⊗0 is

normal to σt and that N · dz
ds

= −hu0 = −h dx0

ds
and the fact that elematary volume element of σt is

δ6σ =
g

hu0
dx1dx2dx3du1du2du3, if particles aren’t being created or annihilated we can write:

1 =

∫

σt0

δ(3)
(

xi −xi
⋆(s(t0))

)

δ(3)
(

u j −u
j
⋆(s(t0))

)

dx1dx2dx3du1du2du3

=

∫

σt0

δ(3)
(

xi −xi
⋆ (s(t0))

)

δ(3)
(

u j −u
j
⋆ (s(t0))

)[∫

t∈R
δ

(

x0 −x0
⋆ (s(t0))

)

dx0

]

dx1dx2dx3du1du2du3

=

∫

σt0

∫

t∈R
δ(3)

(

xi −xi
⋆

(

s(x0)
))

δ(3)
(

u j −u
j
⋆

(

s(x0)
))

δ
(

x0 −x0
⋆ (s(t0))

)

dx0 dx1dx2dx3du1du2du3

=

∫

σt0

∫

t∈R
δ(3)

(

xi −xi
⋆

(

s(x0)
))

δ(3)
(

u j −u
j
⋆

(

s(x0)
))

δ
(

x0 −x0
⋆ (s(t0))

) dx0

ds
dsdx1dx2dx3du1du2du3

=

∫

σt0

[∫

s∈R
δ(7)

(

zµ̃− z
µ̃
⋆ (s)

) dx0

ds
ds

]

dx1dx2dx3du1du2du3

=

∫

σt0

[∫

s∈R
δ(7)

(

zµ̃− z
µ̃
⋆ (s)

) 1

h

(

N · dz

ds

)

ds

]

dx1dx2dx3du1du2du3

=

∫

σt0

∫

s∈R

u0

g
δ(7)

(

zµ̃− z
µ̃
⋆ (s)

)

ds
dz

ds
·N

g

hu0
dx1dx2dx3du1du2du3

=

∫

σt0

[(∫

s∈R
δ(7)
µ

(

zµ̃− z λ̃
⋆ (s)

)

ds

)
dz

ds

]

·Nδ6σ

(C.4)

C.3 Equation of transfer

Consider U ⊂ M any subsets of spacetime. Note W = U ×Ω ⊂ µ a subset of space phase, let

calculate the integrals,

I =
∫

W L̂
[

f
(

M,ui
)

t
α1,...,αi

β1,...,β j
(M,u)

]
g

u0
d 4xd 3u (C.5)

=
∫

∂W f
(

M,ui
)

t
α1,...,αi

β1,...,β j
(M,u)Zµ̃Nµ̃δ

6σ

Indeed the Liouville operator is the composition of th multiplication by the speed in space

phase with the divergence in this space phase. The border of the considered pieces of space phase

can be decomposed ∂W = ∂U ×Ω+U ×∂Ω. Noticed that f
(

M,ui
)

t
α1,...,αi

β1,...,β j
(M,u)Zµ̃δ6σ

−→
ui → ∂Ω 0.

Remark that if we note nT (∂U )⊥ the normal unit vector of ∂U then N = nn⊗0T T (∂W )⊥ is

the normal unit vector of ∂W . So we get,

I =

∫

∂U

∫

Ω
f
(

M,ui
)

t
α1,...,αi

β1,...,β j
(M,u)uµnµδ

6σ

Further more δ6σ = δ3xδ3u where δ3x is the volume element of ∂U and δ3u is the volume

element of Ω. So using the definition of (eq.3.45), we get:

I =
∫

∂U

[∫

Ω f
(

M,ui
)

t
α1,...,αi

β1,...,β j
(M,u)uµδ3u

]

nµδ
3x

=
∫

∂U t̄
µα1,...,αi

β1,...,β j
nµδ

3x

=
∫

U
1p−g

∂
∂xµ

(p−g t̄
µα1,...,αi

β1,...,β j

)p−g d 4x (C.6)
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Restart from (eq.C.5), cause Liouville operator is order 1 linear differential operator and so

respect the Leibniz rule. Using (eq.3.31), we get,

I =

∫

W

{

I (M,u) t
α1,...,αi

β1,...,β j
(M,u)+ f (M,u)L̂

[

t
α1,...,αi

β1,...,β j

]} g

u0
d 4xd 3u (C.7)

Because it is true for each subset U of spacetime, it achieve the demonstration.

C.4 Particles number conservation

From the transfer equation (eq.3.46) apply to t = 1, immediately gives,

∇· J =

∫

ui∈R3

−p−g

u0

{

I (M,u)+ f (M,u)L̂ [1]
}

d 3u (C.8)

However L̂ [1] = 0, so all that remains is calculated the contribution of all the collisions. Note

k, l = −,+,γ, we get for elastic collision,

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥

{

fk

(
p′

me

)

fl

(
q′

me

)

− fk

(
p′

me

)

fl

(
q

me

)}

Akl
kl

(

p,q,n
)

δ2n ×δ3p ×δ3q

=

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
fk

(
p′

me

)

fl

(
q′

me

)

Akl
kl

(

p,q,n
)

δ2n ×δ3p ×δ3q

−
∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
fk

(
p′

me

)

fl

(
q

me

)

Akl
kl

(

p,q,n
)

δ2n ×δ3p ×δ3q

=

∫

p′
me

∈Ω

∫

q′
me

∈Ω

∫

n′∈Sp+q⊥
fk

(
p′

me

)

fl

(
q′

me

)

Akl
kl

(

p′,q′,n′)δ2n′×δ3p ′×δ3q ′

−
∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
fk

(
p′

me

)

fl

(
q

me

)

Akl
kl

(

p,q,n
)

δ2n ×δ3p ×δ3q

= 0

Where we used between the second and the third line the fact that the symmetry wich

correspond to elastic collision (eq.3.34) conserve the volum. We also used the property of equality

of differential section of inverse collision Akl
kl

(

p′,q′,n′) = Akl
kl

(

p,q,n
)

. Thus the only term wich

brings creation of number of particles is the term due to inelastic collision due to creation or

annihilation of pairs.

C.5 Conservation of impulsion

Use the transfer equation with t = mc2u, we get,

1
p−g

∂

∂xµ

(p−g Tµα
)

=

∫

ui∈R3
δ3u

{

I
(

xµ,ui
)

mc2uα
(

xµ,ui
)

+ f
(

xµ,ui
)

L̂
[

mc2uα
]}

, (C.9)

First of all let concentrate our effort to the Liouville operators of the second term in left hand
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side,

L̂
[

uα
]

=

1
︷ ︸︸ ︷

−Γi
νσuνuσ

∂uα

∂ui
+

2
︷ ︸︸ ︷

q

m
Fi
νuν∂uα

∂ui
⇒ ∂uα

∂ui
= − 1

u0

(
∂u0

∂ui
δα0 +

∂u j

∂ui
δαj

)

= − 1

u0

(

uiδ
α
0 −u0δ

α
i

)

1 =
Γ

i
νσuνuσ

u0

(

uiδ
α
0 −u0δ

α
i

)

=
uνuσ

u0

(

Γ
µ
νσuµδ

α
0 −Γ

0
νσu0δ

α
0 −Γ

i
νσu0δ

α
i

)

=
uνuσ

u0

(

Γ
µ
νσuµδ

α
0 −Γ

µ
νσu0δ

α
µ

)

= −Γα
νσuνuσ+

δα0
u0

uλuνuσ
∂νgλσ

︸ ︷︷ ︸

=0

= −Γα
νσuνuσ

2 =
q

m
Fi
νuν∂uα

∂ui
= − q

m
Fi
ν

uν

u0

(

uiδ
α
0 −u0δ

α
i

)

= − q

m

uν

u0

(

Fi
νuiδ

α
0 −Fi

νu0δ
α
i

)

= − q

m

uν

u0

(

F
µ
νuµδ

α
0 −F

µ
νu0δ

α
µ

)

=
q

m
Fα
νuν

Thus we finally get,

∇µTµα+Fα
µ jµ = mc2

∫

ui∈R3
δ3u

{

I
(

xµ,ui
)

uα
(

xµ,ui
)}

, (C.10)

The term due to collision is composed of each kind of collision between each species of the

gas. But for collision between particles of one species, using symmetry of the general expression

and the differential cross section to do some change of variable we are able to rewrite,
∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
p

{

fk

(
p′

me

)

fk

(
q′

me

)

− fk

(
p′

me

)

fk

(
q

me

)}

Akk
kk

(

p,q,n
)

δ2n ×δ3p ×δ3q

=
1

4

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥

(

p+q−p′−q′)
{

fk

(
p′

me

)

fk

(
q′

me

)

− fk

(
p′

me

)

fk

(
q

me

)}

Akk
kk

(

p,q,n
)

δ2n ×δ3p ×δ3q = 0

(C.11)

Thus the only forces due to collision for the k−th species is due to its unelastic collision or

collision with others species.

C.6 H-theorem

To established properly the H theorem the first step consisted as before to calculus the second

term of right hand side of transfer equation. In this case using the Boltzmann system (eq.3.31)

we get,

L̂

[

ln

(
fi

e

)]

=
L̂

[

fi

]

fi

(

xµ,ui
) =

Ii

(

xµ,ui
)

fi

(

xµ,ui
) (C.12)

From there we easily get (eq.3.58). Now for the sum of term due to, we used the same kind

of calculation trick,

∑

i , j ,k,l

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(

fi (p)
)
{

fi

(
p′

me

)

f j

(
q′

me

)

− fk

(
p′

me

)

fl

(
q

me

)}

Akl
i j

(

p,q,n
)

δ2n ×δ3p ×δ3q

=
1

2

[

∑

i , j ,k,l

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(

fi (p)
)
{

fi

(
p′

me

)

f j

(
q′

me

)

− fk

(
p′

me

)

fl

(
q

me

)}

Akl
i j

(

p,q,n
)

δ2n ×δ3p ×δ3q

+
∑

i , j ,k,l

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(

fi (q)
)
{

fi

(
q′

me

)

f j

(
p′

me

)

− fk

(
q′

me

)

fl

(
p

me

)}

Akl
i j

(

p,q,n
)

δ2n ×δ3p ×δ3q

]

=
1

2

∑

i , j ,k,l

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(

fi (p) f j (q)
)
{

fi

(
p′

me

)

f j

(
q′

me

)

− fk

(
p′

me

)

fl

(
q

me

)}

Akl
i j

(

p,q,n
)

δ2n ×δ3p ×δ3q

=
1

4

∑

i , j ,k,l

∫

p

me
∈Ω

∫

q

me
∈Ω

∫

n∈Sp+q⊥
ln

(
fi (p) f j (q)

fk (p′) fl (q′)

){

fi

(
p′

me

)

f j

(
q′

me

)

− fk

(
p′

me

)

fl

(
q

me

)}

Akl
i j

(

p,q,n
)

δ2n ×δ3p ×δ3q

(C.13)
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Between the first and the second equality we exchange p ↔ q on the second integral term. For

the next line we exchange the index on species i ↔ j and k ↔ l . For the next line we re-separate

in two our expression and make the following change of variables on the second term p ↔ p′ and
q ↔ q′, after that a new change of index i ↔ k and j ↔ l , using symetry of differential cross

section we obtain the last line.

C.7 Notion of thermodynamics equilibrium

We will demonstrate the shape of the distribution function to the thermodynamic equilibrium Eq.

(3.63). Let us consider a gas composed of a kind of particle, in thermodynamic equilibrium. That

is to say,

sc =
kB

4

∫

p

m
∈Ω

∫

q

m
∈Ω

∫

n∈Sp+q⊥
f (p′) f (q′) ln

(
f (p) f (q)

f (p′) f (q′)

)[

1− f (p) f (q)

f (p′) f (q′)

]

A
(

p,q,n
)

= 0δ2n×δ3p×δ3q

(C.14)

However, x −→ ln(x) (1−x) is strictly positive on R++,⋆. In addition, p −→ f
(

p
)

and
(

p,q,n
)

−→
A

(

p,q,n
)

are also positive. So sc = 0 implies that ∀
(

p,q,p′,q′) ∈ mΩ such that p+q = p′+q we

have,

f (p) f (q) = f (p′) f (q′) (C.15)

We admit that this property is also valid for ∀
(

p,q,p′,q′) ∈T (M ), see Marle [1969] to have

more details. Let’s introduce F = ln
(

f (p)
f (0)

)

. It is then easy to show that F is checking,

∀
(

p,q
)

F
(

p+q
)

= ln

(
f
(

p+q
)

f (0)

)

= ln

(
f
(

p+q
)

f (0)

f (0)2

)

= ln

(
f
(

p
)

f
(

q
)

f (0)2

)

= F
(

p
)

+F
(

q
)

(C.16)

Which is sufficient adding the continuity of f to the fact that F is a linear form which imply

that there exist λ such that F(p) = λ ·p. Then we have f (p) = f ((0))exp
(

λ ·p
)

. We finally prove

that λ is a future time oriented vector, using the definition of number four current. Indeed the

number four-current Eq.(3.29) by definition is a future oriented vector. Then using calculation

Eq.(3.67), you easily prove that λ = βufl. Which achieve the demonstration. The case of a gas

with several species can be reduced to the case of a gas with one species.

C.8 Energy momentum tensor

Z = Z(bµ) = Z(β) = Z(
√

−b2) ⇒ ∂Z

∂bα
=
∂Z

∂β

∂
p
−b2

∂bα
= −∂Z

∂β

bα

β
(C.17)

∂

∂bβ

(
∂Z

∂bα

)

=
∂

∂β

(
1

β

∂Z

∂β

)

β
bαbβ

β
− 1

β

∂Z

∂β
gαβ (C.18)
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Appendix D

Magneto-Hydrodynamics in curved
spacetime

D.1 3+1 Decomposition of GRMHD

D.1.1 3+1 Decomposition of Maxwell equation

Using (eq.4.1&4.9) for the divergence of the exterior product,

∇· (n∧B)α = ∇µ

(

nαBµ−Bαnµ
)

= −
[

nµ∇µBν−Bµ∇µnα−nα∇µBµ−KBα
]

= −
[

1

h

(

mµ∇µBν−Bµ∇µmα+Bµnα∇µh
)

−nαDµBµ−nαBµ∇µ lnh −KBα

]

= − 1

h
(LmB)α+ (D ·B)nα+KBα

⇒ ∇· (n∧B) = − 1

h
LmB+ (D ·B)n+KB

(D.1)

Where we used between the second and the third line the definition of m the normal evolution

vector (eq.2.13), but also the trace of extrinsic curvature. For the third line we also used the link

between the divergence (eq.2.23) and the Lie derivative expression of a vector field (eq.A.6). For

the second divergence we have

∇· (ǫ (n,E, . , . ))α = ∇µ

[
4ǫρσνµnρEσ

]

=4 ǫρσνµ
[

nρ∇µEσ+Eσ∇µnρ

]

=4 ǫρσνµ
[

nρ∇µEσ−Eσ

(

Kµρ+nµDµ lnh
)]

=4 ǫρσνµ
[

nρ∇µEσ−EσnµDµ lnh
]

=3 ǫσνµ
[

∂µEσ−Eσ∂µ lnh
]

=
1

h

3

ǫσνµ∂µ(hEσ)

⇒ ∇· (ǫ (n,E, . , . )) =
1

h
D× (hE)

(D.2)

D.1.2 The 3+1 form of Continuity equation

∇·
(

ρ0u
)

= ∇·
(

ρ0γn
)

+ 1

c
∇·

(

ρ0γV
)

= ∇nρ0γ−ρ0γK+
D ·

(

ρ0γhV
)

hc

(D.3)
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D.1.3 Spatial part of stress energy tensor conservation

For the divergence of the fluid stress-energy tensor,

∇µ

(

ρ0ξc2uµuα

)

= ξkmc2uα+ρ0c2uµ∇µ (ξuα)

= ξkmc2uα+ρ0c2uµ∇µ

(

ξγnα

)

+ρ0c2γ

(

nµ+ Vµ

c

)

∇µ

(
γξVα

c

)

= ξkmc2uα+ρ0c2uµ∇µ

(

ξγ
)

nα−ρ0ξγc2uµ
(

Kµα+Dα lnhnµ

)

+ ρ0cγ

h

[

mµ∇µ

(

γξVα

)

+γξVµ∇αmµ−γξVµ∇αmµ
]

+ρ0γVµ
[

Dµ

(

γξVα

)

+KµνVνnα

]

= ξkmc2uα+
[

∇n lnγξ+ 1

c
∇V lnhγξ+ 1

c2
K (V,V)

]

nα+ρ0γ
2ξc2Dα lnh + ρ0γc

h

(

LmγξV
)

α+ρ0γ (V ·D)γξVα

(D.4)

Where we used a lot of time (eq.2.10), but also the definition of lie derivative of a 1-form

(eq.A.7) and the continuity equation (eq.4.3)

This can be rewrote

∇·
(

ρ0ξc2u⊗u
)

= ξkmc2u+ρξγ2c2

[

∇n lnγξ+ 1

c
∇V lnhγξ+ 1

c2
K (V,V)

]

n+ρ0γ
2ξc2D lnh+ρ0γc

h
LmγξV+ρ0γ (V ·D)γξV

(D.5)

The pressure term gives immediately

∇·
(

Pg
)

= ∇P (D.6)

The electro-magnetic term

F

(
j

c
, .

)

= −ρe E− J×B

c
− J ·E

c
n (D.7)

D.2 General results on GRASIMHD in Kerr geometry

D.2.1 The volumic poloidal forces

Decomposition-reorganization: prelude for Graad-Shafranov

For the poloidal advection using the link between poloidal magnetic fied and poloidal speed

(eq.4.26) and the definition of Alfvenic Mach number (eq.4.42) we quickly obtain

F Ap
= −ρ0γ (V ·D)γξV |p

= − ΨA

4πh

(

Bp ·D
) ξΨA

4πρ0h
Bp

= − 1

4πM2
A

(

M2
ABp

h
·D

)

M2
ABp

h
+ξγckmVp

(D.8)

The second term is destroyed with the second term of the loading forces. Le continue our

work with the second term. Using the composition operation (eq.B.30) with the gradient of a

scalar product:

− 1

M2
A

(

M2
ABp

h
·D

)

M2
ABp

h
= − 1

M2
A

[

D

(
M4

AB2
p

2h2

)

−
M2

A

h
Bp ×

{

D×
(

M2
ABp

h

)}]

= 4π
[

F Ap 1 +F Ap 2

]

(D.9)
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For calculation of F Ap 2, let use the composition (eq.B.30) for a curl of a vectorial product.

We obtain,

F Ap 2 = − 1

h

[

D×
{

M2
ADA

h
×
ǫφ

̟

}]

×Bp

= − 1

h

[(
ǫφ

̟
·D

)
M2

ADA

h
−

(

M2
ADA

h
·D

)

ǫφ

̟
+
✟

✟
✟
✟
✟

{

D ·
(
ǫφ

̟

)}
M2

ADA

h
−

{

D ·
(

M2
ADA

h

)}

ǫφ

̟

]

×Bp

= − 1

h

[

1

̟

(
ǫφ

̟
·D ln̟

)

ǫφ−
(

M2
ADA

h
·D

1

̟

)

ǫφ−
{

D ·
(

M2
ADA

h

)}

ǫφ

̟

]

×
DA×ǫφ

̟

=
1

h

[

1

̟2
D ·

(

M2
ADA

h

)

+
M2

ADA

h
·D

1

̟2

]

ǫφ×
(

DA×ǫφ
)

=

[

D ·
(

M2
ADA

h̟2

)]

DA

h

(D.10)

The third term at the second line is null because of axisymmetry. For the first and the second

term of this second line use the expression mixed advection (eq.2.43), a lot of term are simplify

because
M2

ADA

h
is poloidal and

ǫφ
̟ is a toroidal field.

D.2.2 Grad-Shafranov approach

Introducing f1

(

M2
A,ξ,h2,̟2,ω,ΨA,ΨAL,ΨAE ,Ω

)

and f2

(

M2
A,ξ,h2,̟2,ω,ΨA,ΨAL,ΨAE ,Ω

)

,

f1 =Ψ
2
Ah2ξ2c2 +

[
ΨA(E −Lω)

c

]2 N 2
V −x2N 2

E

x2D2

f2 =

[
ΨA(E −Lω)

c

]2 ̟2c2N 2
I

4h2x2D2

(D.11)

F = − 1

2h2M2
A

D

(

M4
ADA2

̟2

)

− 2

h2c2̟2
DI2 =

1

2h2M2
A

D f1 −
2

h2c2̟2
f 2

=

[

1

2h2M2
A

∂ f1

∂M2
A

− 2

h2c2̟2

∂ f2

∂M2
A

]

DM2
A +

[

1

2h2M2
A

∂ f1

∂ξ
− 2

h2c2̟2

∂ f2

∂ξ

]

Dξ+
[

1

2h2M2
A

∂ f1

∂h2
− 2

h2c2̟2

∂ f2

∂h2

]

Dh2

+
[

1

2h2M2
A

∂ f1

∂̟2
− 2

h2c2̟2

∂ f2

∂̟2

]

D̟2 +
[

1

2h2M2
A

∂ f1

∂ω
− 2

h2c2ω

∂ f2

∂ω

]

Dω+
[

1

2h2M2
A

∂ f1

∂ΨA
− 2

h2c2̟2

∂ f2

∂ΨA

]

DΨA

+
[

1

2h2M2
A

∂ f1

∂ΨAL
− 2

h2c2̟2

∂ f2

∂ΨAL

]

DΨAL+
[

1

2h2M2
A

∂ f1

∂ΨAE
− 2

h2c2̟2

∂ f2

∂ΨAE

]

DΨAE

+
[

1

2h2M2
A

∂ f1

∂Ω
− 2

h2c2ω

∂ f2

∂Ω

]

dΩ

d A
DA

=

[

∂

∂M2
A

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)

+ f1

2h2M2
A

]

DM2
A +

[

1

2h2M2
A

∂ f1

∂ξ

]

Dξ+ 1

h2

∂

∂h2

[

h2

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)]

Dh2

+
[

∂

∂̟2

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)

− 2 f2

h2c2̟2

]

D̟2 +
[

∂

∂ω

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)]

Dω+ ∂

∂ΨA

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)

DΨA

+ ∂

∂ΨAL

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)

DΨAL+ ∂

∂ΨAE

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)

DΨAE + ∂

∂Ω

(

f1

2h2M2
A

− 2 f2

h2c2̟2

)

dΩ

d A
DA

(D.12)

So it is useful to do the calculus of the different term to remark that we can simplify the
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expression,

f1

2h2M2
A

− 2 f2

h2c2̟2
=
Ψ

2
Aξ

2c2

2M2
A

+
[
ΨA(E −Lω)

c

]2 N0

2h2M2
A

x2D
= g1 + g2 with N0 =

[

M2
A

(

x4
MR −x2

)

+h2x2
(

1−x2
MR

)2
]

(D.13)

In the last equality of (eq.D.12), a fastidious calculs imply that the first term (∝ DM2
A) is

identically null. The second term is equal to 4πρ0ξc2Dξ and will be recombine with the pressure.

In the same kind of calculs as the first term, the third term of the last equality of (eq.D.12) is

exactly the opposite term of the term ∝ D lnh in (eq.4.61). The same simplification happens for

the two following term, they are simplify with the term ∝ D ln̟2 and ∝ D lnω in (eq.4.61).

Then using all the development the Euler equation becomes,
[

D ·
(
DDA

h̟2

)]
DA

h
+

[
∂g2

∂Ω
−Ω−ω

h2c2
DA2

]
dΩ

d A
DA+

[

4π
(

ρ0ξc2Dξ−DP+kp

)

+ ∂g1

∂ΨA
DΨA +

∂g2

∂ΨAL
DΨAL+ ∂g2

∂ΨAE
DΨAE

]

= 0

(D.14)

The calculus of the term derivative of g1 and g2 leads to,

∂g2

∂Ω
=

4πρ0

ΨA

2I

c

∂g1

∂ΨA
=

4πρ0ξc2

ΨA

∂g2

∂ΨAL
=

4πρ0γ

ΨA̟

[

Vφ̂+ ̟ω

h

]
∂g2

∂ΨAE
= −4πρ0γ

ΨAh

(D.15)

Indeed decompose 4π
(

ρ0ξc2Dξ−DP−kp

)

in a part along and a part transversal to the flow.

It allows us to use the last equation of (eq.4.17) to replace term along the flow with something

with the loading term. The rest of the term could also be simplify using the 3+1 decomposition

of four-speed (eq.4.5), and the 3+1 decomposition of time killing vector ξ (eq.2.36).

4π
(

ρ0ξc2Dξ−DP−kp

)

=
4π

DA2

{(

ρ0ξc2Dξ−DP
)

·DA
}

DA− 4πc

γV2
p

[

u ·k+ξc2km

]

Vp +4πkp

=
4π

DA2

{(

ρ0ξc2Dξ−DP+kp

)

·DA
}

DA− 4πc

γV2
p

[
γ

h

{

η ·k+ h

̟c

(

Vφ̂+ ̟ω

h

)}

ξ ·k+ξc2km

]

Vp

(D.16)

These term will be combine with the term ∝ DΨA, ∝ DΨAL and ∝ DΨAE in (eq.D.12). Indeed

decompose these gradient term in their component along the flow and their component normal

to the flow and using (eqs.4.26&4.35&4.39). We are able to reorganize, recombine the term in

parenthesis in (eq.D.14), we obtain,
[

4π
(

ρ0ξc2Dξ−DP+kp

)

+ ∂g1

∂ΨA
DΨA +

∂g2

∂ΨAL
DΨAL+ ∂g2

∂ΨAE
DΨAE

]

=
4π

DA2

{(

ρ0ξc2Dξ−DP+kp

)

·DA
}

DA+ 4πρ0ξc2

ΨA

DΨA ·DA

DA2
DA+ 4πρ0γ

ΨA̟

[

Vφ̂+ ̟ω

h

] DΨAL ·DA

DA2
DA

+ 4πρ0γc2

ΨAh

DΨAE ·DA

DA2
DA

(D.17)

Let present the details which leads to (eqs.4.68&4.69), rewrote again Bernoulli,

|| DA ||2

2
= − 1

2M2
A

(

h2̟2
Ψ

2
Aξ

2c2 + K

D2

)

= −
F(M2

A,ξ,h,̟,ω,ΨA,Ω,ΨAL,ΨAE )

2
with K =

Ψ
2
A (E −Lω)2

c2

N 2
V −x2N 2

E

x2

(D.18)

Then, using (eq.4.65) we have,

−2(DA ·D)DA =

[

∂F

∂M2
A

− 2ξ2

M2
A

∂F

∂ξ2

c2
s /c2

1− c2
s /c2

]

DM2
A +

∂F

∂h2
Dh2 + ∂F

∂̟2
D̟2 + ∂F

∂ω
Dω+

[

∂F

∂Ψ
2
A

− 2ξ2

Ψ
2
A

∂F

∂ξ2

c2
s /c2

1− c2
s /c2

]

DΨ
2
A

+ ∂F

∂ΨAL
DΨAL+ ∂F

∂ΨAE
DΨAE

(D.19)
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Then we have

DSF = −D

2

[

∂F

∂M2
A

− 2ξ2

M2
A

∂F

∂ξ2

c2
s /c2

1− c2
s /c2

]

(D.20)

So let calculate ∂F

∂M2
A

,

∂F

∂M2
A

= − 2

M6
A

(

h2̟2
Ψ

2
Aξ

2c2 + K

D2

)

+ 1

M4
A

∂K/D∈

∂M2
A

= − 2F

M2
A

+
2Ψ2

A

c2M4
A
D4

[

D2
{

M2
A

(

L2h2c2 −̟2(E −Lω)2
)

+h2̟2 (E −Lω)
}

−D
{

M2
A

(

L2h2c2 −̟2(E −Lω)2
)

+h2̟2 (E

= − 2F

M2
A

+
2Ψ2

A

c2M4
A
D3

[

−h2(1−x2)M2
A

(

L2h2c2 −̟2(E −Lω)2
)

−̟2h4(1−x2) (E −Lω)2 −h2̟2 (E −LΩ)2 D
]

= − 2F

M2
A

−
2Ψ2

A (E −Lω)2 h4

M4
A
D3 (Ω−ω)2

[

(1−x2)M2
A

(

x4
MR −x2

)

+x2h2(1−x2)(1−x2
MR)2 +x2(1−x2

MR)2M2
A

−x2h2(1−x2
MR)2(1−x2)

]

= − 2F

M2
A

−
2Ψ2

A (E −Lω)2 h4

M2
A
D3 (Ω−ω)2

[

x2
MR −x2

]2

=
2DA2

M2
A

(

1− h2Bφ̂
2

DB2
p

)

(D.21)

For the last term 2ξ2

M2
A

∂F

∂ξ2

c2
s /c2

1−c2
s /c2 , we immediately get get

2ξ2

M2
A

∂F

∂ξ2

c2
s /c2

1− c2
s /c2

=
2DA2

M2
A

(

− c2

γ2V2
p

c2
s /c2

1− c2
s /c2

)

(D.22)

D.3 Flux on the horizon of event for a Kerr hole

Let demonstrate and precise the form of the integrals Eqs.(4.80). Start to integrate on U , the

conservation equation Eq.(4.37) (without loading term), using Stokes theorem we get,

∫

∂U
ǫ (P,dx1,dx2,dx3) (D.23)

Where if (x1, x2, x3) is a system of coordinate on ∂U , the vector dxi = d xi∂i . Then we

decompose ∂U = Vt+d t ∪Vt ∪
(
⋃

t∈[t ,t+∆t ]∆St

)

∪
(
⋃

t∈[t ,t+∆t ]σext

)

, which allow us to decompose

the integrals. Use a coordinate system on M , t ,u1,u2,u3 adapted to the 3+1 foliation, and note

(∂u,i ) the natural associated basis. Started with the easiest one,

∫

Vt+d t

ǫ
(

P,∂u,1,∂u,2,∂u,3

)

du1du2du3 = −
∫

Vt+d t

(P ·n)ǫ
(

n,∂u,1,∂u,2,∂u,3

)

du1du2du3

= −
∫

Vt+d t

(P ·n)ǫ
(

n,∂u,1,∂u,2,∂u,3

)

du1du2du3

= −
∫

Vt+d t

(P ·n)
p
γdu1du2du3

(D.24)

Continue with the integrals on
(
⋃

t∈[t ,t+∆t ]σext

)

. Suppose we get a system of coordinate x2, x3

on σext, such that t , x1, x2 is a system of coordinate on
(
⋃

t∈[t ,t+∆t ]σext

)

, then the natural basis

associated to this system of coordinate is η = ∂t , ∂x,2,∂x,3 ∈T (Σ). Took the normal s to σext is
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include inside T (Σ). This vector allow us to make a decomposition of P. Then we obtain,

∫

(
⋃

t∈[t ,t+∆t ]
σext

) ǫ
(

P,∂t ,∂x,2,∂x,3

)

cd td x2d x3 =

∫

(
⋃

t∈[t ,t+∆t ]
σext

) (P ·s)ǫ
(

s,n,∂x,2,∂x,3

)

hcd td x2d x3

=

∫

(
⋃

t∈[t ,t+∆t ]
σext

) (P ·s)d 2Shcd t&

=

∫t+∆t

t

(∫

σext

hP ·d2S

)

cd t

(D.25)

Where d 2S = ǫ
(

s,n,∂x,2,∂x,3

)

d x2d x3. Let finish with the integrals on the horizon of the black

hole,
(
⋃

t∈[t ,t+∆t ]∆St

)

= ∆H is a null hypersurface. Its normal vector is ℓ = η+ ωH

c
ξ, it is also

tengant to the horizon. As in Sec.(2.2.1), we can build the vector k in order to get the projector

Eq.(2.4). Introducing y1, y2 a coordinate system on St then,

∫

(
⋃

t∈[t ,t+∆t ]
∆St

) ǫ
(

P,∂t ,∂y,2,∂y,3

)

cd td y2d y3 = −
∫

(
⋃

t∈[t ,t+∆t ]
∆St

) (P ·ℓ)ǫ
(

k,∂t ,∂y,2,∂y,3

)

cd td y2d y3

= −
∫

(
⋃

t∈[t ,t+∆t ]
∆St

) (P ·ℓ)ǫ
(

k,ℓ,∂y,2,∂y,3

)

cd td y2d y3

= −
∫t+∆t

t

(∫

∆St

P ·ℓd 2q

)

cd t

(D.26)

Where d 2q = ǫ
(

k,ℓ,∂y,2,∂y,3

)

d y2d y3
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Appendix E

Resolution of the system and
numerical work

Let prove the property used in Subsec.(6.4.2). ∀u ∈R
N
⋆ using the definition of projector orthogonal

to u,
p1 ( . ;u) : R

N −→R
N

x −→ x− x·u
u2 u

(E.1)

Introduce the proposal, for N ≥ n ≥ 2

Pn :







∀ui∈[1;n] ∈R
N RN = Span

(

ui∈[1;n]

) ⊥
⊕ Span

(

ui∈[1;n]

)⊥

then
pn ( . ;u1, ....,un) : R

N −→R
N

x −→ pn−1

(

p1 (x;un) ;p1 (u1;un) , ....,p1 (un−1;un)
)

is the orthogonal projector adapted to the decomposition

(E.2)

Base case.The first step consist to prove P2. The calculation of p2 (x;u,v) gives,

p2 (x;u,v) = x− (x ·u)v2 − (u ·v)(x ·v)

u2v2 − (u ·v)2
u− (x ·v)u2 − (u ·v)(x ·u)

u2v2 − (u ·v)2
v (E.3)

Which easily allows us to prove that p2 (x;u,v) ∈ Span(u,v)⊥ and x−p2 (x;u,v) ∈ Span(u,v)

which prove that p2 ( . ;u,v) is the orthogonal projector associated to the orthogonal decomposi-

tion RN = Span(u,v)
⊥
⊕ Span(u,v)⊥.

Induction step. Let’s assume Pn−1 true, let’s try to prove Pn . Pn−1 is true, then∀x,

pn−1

(

p1 (x;un) ;p1 (u1;un) , ....,p1 (un−1;un)
)

∈ Span
((

p1 (ui ;un)
)

i∈[1;n−1]

)⊥
, then,

∀i ∈ [1;n −1] pn−1

(

p1 (x;un) ;p1 (u1;un) , ....,p1 (un−1;un)
)

·
(

ui −
ui ·un

u2
n

un

)

= 0 (E.4)

Pn−1 is true, then pn−1

(

p1 (x;un) ;p1 (u1;un) , ....,p1 (un−1;un)
)

−p1 (x;un) ∈ Span
((

p1 (ui ;un)
)

i∈[1;n−1]

)

which implies ∃ (λi )i∈[1;n−1] such that,







pn−1

(

p1 (x;un) ;p1 (u1;un) , ....,p1 (un−1;un)
)

−p1 (x;un) =
n−1∑

i =1

λi p1 (ui ;un)

⇒ pn−1

(

p1 (x;un) ;p1 (u1;un) , ....,p1 (un−1;un)
)

·un = 0

(E.5)

It implies that ∀x, pn (x;u1, ....,un) ∈ Span
(

(ui )i∈[1;n]

)⊥
but also x−pn (x;u1, ....,un) ∈ Span

(

(ui )i∈[1;n]

)

,

which completes the demonstration. �
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Appendix F

List of acronyms

AGN Active Galaxy Nuclei. xvii, 2–4, 26, 38, 174

ASIMHD Axi-symmetric Stationary Ideal Magneto-Hydrodynamic. 80

EOS Equation of state. 43, 44, 48, 50

FIDO Fiducials Observers. xi, 9, 16–18, 27, 55–57

GR General Relativity. 80

GRASIMHD General Relativistic Axi-symmetric Stationary Ideal Magneto-Hydrodynamic. vii,

ix, 5, 53, 58, 59, 67, 68, 70, 73–76, 98, 147, 153, 158, 174, 176, 196

GRB Gamma Ray Burst. 1, 26, 38, 146

GRMHD General Relativistic Magneto-Hydrodynamic. vii, 3, 23, 25, 26, 38, 53–55, 57, 58, 64,

70, 76, 146, 147, 156, 158

GU Gaussian Unit. 37, 54, 56

MHD Magneto-Hydrodynamic. 2–5, 26, 38, 50, 54, 73, 146, 152, 160, 161, 165, 174–177

RIAF Radiative inefficient accretion flow. 165

SR Special Relativity. 80

SRMHD Special Relativistic Magneto-Hydrodynamic. 3

ZAMO Zero Angular Momentum Observer. 16, 20, 23, 58–64, 71, 72, 80, 148, 149, 151, 186
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