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Abstract

TITLE Polymorphic set-theoretic types for functional languages

KEYWORDS type systems, subtyping, type inference, gradual typing, non-
strict semantics

We study set-theoretic types: types that include union, intersection, and nega-
tion connectives. Set-theoretic types, coupled with a suitable subtyping rela-
tion, are useful to type several programming language constructs - including
conditional branching, pattern matching, and function overloading — very
precisely. We define subtyping following the semantic subtyping approach,
which interprets types as sets and defines subtyping as set inclusion. Our
set-theoretic types are polymorphic, that is, they contain type variables to
allow parametric polymorphism.

We extend previous work on set-theoretic types and semantic subtyping
by showing how to adapt them to new settings and apply them to type vari-
ous features of functional languages. More precisely, we integrate semantic
subtyping with three important language features.

In Part I we study implicitly typed languages with let-polymorphism and
type inference (previous work on semantic subtyping focused on explicitly
typed languages). We describe an implicitly typed A-calculus and a declarative
type system for which we prove soundness. We study type inference and prove
results of soundness and completeness. Then, we show how to make type
inference more precise when programs are partially annotated with types.

In Part II we study gradual typing. We describe a new approach to add
gradual typing to a static type system; the novelty is that we give a declarative
presentation of the type system, while previous work considered algorithmic
presentations. We first illustrate the approach on a Hindley-Milner type sys-
tem without subtyping. We describe declarative typing, compilation to a cast
language, and sound and complete type inference. Then, we add set-theoretic
types, defining a subtyping relation on set-theoretic gradual types, and we
describe sound type inference for the extended system.

In Part Il we consider non-strict semantics. The existing semantic subtyping
systems are designed for call-by-value languages and are unsound for non-
strict semantics. We adapt them to obtain soundness for call-by-need. To do so,
we introduce an explicit representation for divergence in the types, allowing
the type system to distinguish the expressions that are already evaluated from
those that are computations which might diverge.






Résume

TITRE Types ensemblistes polymorphes pour les langages fonctionnels

MOTs-CLEs systémes de types, sous-typage, inférence de types, typage
graduel, sémantiques non-strictes

Cette thése porte sur I'étude des types ensemblistes : des types qui contiennent
des connecteurs d’union, d’intersection et de négation. Les types ensemblistes
permettent de typer de maniére tres précise plusieurs constructions des lan-
gages de programmation (comme par exemple les branches conditionnelles,
le filtrage par motif et la surcharge des fonctions) lorsqu’ils sont utilisés avec
une notion appropriée de sous-typage. Pour définir celle-ci, nous utilisons
Papproche du sous-typage sémantique, dans laquelle les types sont interpré-
tés comme des ensembles, et ol le sous-typage est défini comme l'inclusion
ensembliste. Dans la plupart de cette thése, les types ensemblistes sont poly-
morphes, dans le sens ou ils contiennent des variables de type pour permettre
le polymorphisme paramétrique.

La thése étend les travaux précédents sur les types ensemblistes et le sous-
typage sémantique en montrant comment les adapter a de nouveaux contextes
et comment les utiliser pour typer plusieurs aspects des langages fonctionnels.
Elle se compose de trois parties.

La premiére partie porte sur une étude des langages typés de manieére
implicite avec polymorphisme du let et inférence de types (contrairement aux
travaux précédents sur le sous-typage sémantique qui étudiaient des langages
typés explicitement). Nous y décrivons un A-calcul typé implicitement avec
un systéme de types dont nous démontrons la correction. De méme, nous
y étudions l'inférence de types dont nous démontrons la correction et la
complétude. Enfin, nous montrons comment rendre I'inférence plus précise
quand les programmes sont partiellement annotés avec des types.

La deuxiéme partie décrit une nouvelle approche permettant d’étendre un
systeme de types statique avec du typage graduel; l'originalité venant du
fait que nous décrivons le systéme de types de facon déclarative, lorsque
les systémes existants proposent des descriptions algorithmiques. Nous illus-
trons cette approche en ajoutant le typage graduel a un systéme de types a
la Hindley-Milner sans sous-typage. Nous décrivons pour cela un systéme de
types déclaratif, un processus de compilation vers un langage avec vérifications
de type dynamiques (ou “casts”), et nous présentons un systeme d’inférence
de types correct et complet. Ensuite, nous y ajoutons les types ensemblistes,
en définissant une relation de sous-typage sur les types graduel ensemblistes,
puis en présentant un systéme d’inférence de types correct pour le systéme
étendu.



La troisiéme partie porte sur I’étude des sémantiques non-strictes. Les sys-
témes existants qui utilisent le sous-typage sémantique ont été développés
pour des langages avec appel par valeur et ne sont pas stirs pour des séman-
tiques non-strictes. Nous montrons ici comment les adapter pour garantir leur
slireté en appel par nécessité. Pour faire ¢a, nous introduisons dans les types
une représentation explicite de la divergence, afin que le systeme des types
puisse distinguer les expressions qui ne demandent pas d’évaluation de celles
qui la demandent et pourraient ainsi diverger.



Résumé substantiel

Cette thése porte sur I’étude des types ensemblistes avec sous-typage séman-
tique et de leur utilisation pour typer plusieurs aspects des langages de pro-
grammation fonctionnels. En particulier, nous considérons le typage implicite
et inférence des types, le polymorphisme du let, le typage graduel et les
sémantiques non-strictes.

Les types ensemblistes permettent de typer de maniére trés précise plusieurs
constructions des langages de programmation : par exemple, les branches
conditionnelles, le filtrage par motif et la surcharge des fonctions. Cependant,
pour utiliser ces types efficacement, il faut définir une notion appropriée
de sous-typage. Nous suivons I’approche du sous-typage sémantique : nous
définissons une interprétation [ - ]| des types comme des ensembles et nous
utilisons celle-ci pour définir le sous-typage entre les types comme I'inclusion
ensembliste de leurs interprétations. Dans la plupart de la thése, les types
ensemblistes sont polymorphes, dans le sens ou ils contiennent des variables
de type permettant le polymorphisme paramétrique.

Dans cette these, nous montrons comment étendre les travaux précédents
sur les types ensemblistes pour les adapter a de nouveaux contextes et langages.
Nous tdchons d’y montrer que le sous-typage sémantique est une approche
efficace pour définir le sous-typage dans les systémes considérés. En particulier,
nous montrons comment réutiliser directement certains des résultats existants
sur le sous-typage sémantique (notamment ceux qui concernent la procédure
de décision) dans différents contextes.

La thése se compose de trois parties.

Typage implicite et inférence de types

La premiére partie porte sur une étude des langages typés de maniére implicite
avec polymorphisme du let et inférence de types. Les travaux précédents sur
le sous-typage sémantique étudiaient des langages ou les fonctions étaient
annotées explicitement avec leurs types (Frisch, Castagna et Benzaken, 2008;
Castagna et al., 2014) et considéraient au plus I'inférence de types locale pour
I'instantiation des fonctions polymorphes (Castagna et al., 2015b).

Nous étudions un A-calcul étendu avec des constantes, des paires, une
construction de “typecase” (pour modéliser la sélection de type durant I'execu-
tion et le filtrage par motif), ainsi que des déclarations let.

Nous décrivons un systeme de types pour ce langage : un systéme a la
Hindley-Milner étendu avec les deux régles structurelles suivantes pour la
subsomption et pour 'introduction des types intersection.

I'te:t I'te:t; T'te:ty
[T<] —— ' <t [TA]
I'te:t I're:tj ALy




Le systéme est simple a décrire ; la difficulté est dans la preuve de correction
par rapport a la sémantique. A cause de la présence de la régle [T,] et des types
négation, pour que la réduction du sujet soit valable, nous devons étendre le
systéme avec une régle pour dériver des types négation pour les fonctions,
pour avoir, par exemple, F Ax.x: =(Int — Bool). Cette difficulté a déja été
résolue dans des travaux précédents (Frisch, Castagna et Benzaken, 2008),
mais ici elle demande une solution différente car les fonctions ne sont pas
annotées. Nous développons cette solution et la preuve de correction pour le
systeme étendu, qui implique aussi la correction pour le systéme original.
Ensuite, nous étudions I'inférence de types en définissant un algorithme
d’inférence de types fondé sur la génération et la résolution de contraintes.
Nous utilisons des contraintes similaires a celles de Pottier et Rémy (2005) ;
tandis que la résolution de contraintes réutilise I’algorithme de tallying de
Castagna et al. (2015b). Nous prouvons que I'inférence est correcte par rapport
au systeme de types, et compléte par rapport a la restriction du systéme sans
la régle [T,]. Nous ne comparons pas I'inférence directement au systéme de
types original, mais a un systéme différent — fondé sur les “régles de typage
reformulées” de Dolan et Mycroft (2017) — dont nous montrons 1’équivalence
avec le systéme original. Ce systéme différent gére la généralisation du let
d’une maniére qui est plus adaptée a la comparaison a I’algorithme d’inférence.
Ensuite, nous ajoutons des annotations de type au langage et nous mon-
trons comment l'inférence peut les utiliser pour calculer des types plus précis
(notamment, des types intersection pour les fonctions). Finalement, nous pré-
sentons comment éteindre le langage avec des fonctionnalités ultérieures : le
filtrage par motif, les variants polymorphes a la OCaml, et les enregistrements.

Typage graduel

La deuxiéme partie porte sur I’étude du typage graduel, une approche qui
permet de faire coexister dans un méme langage le typage statique et le ty-
page dynamique (Siek et Taha, 2006). On fait cela en introduisant un type
inconnu, noté ?, et en assouplissant le systéme de types pour que les expres-
sions de ce type ? soient utilisables dans tout contexte. Les programmes ne
sont donc controlés statiquement que en partie ; pour garantir la sireté de
Pexécution, il sont ensuite compilés vers un langage avec vérifications de
type dynamiques. Un résultat de correction garantit alors que 'exécution d’un
programme bien typé produit une valeur ou bien échoue dans I’évaluation
d’une des ces vérifications, mais ne peut pas échouer pour d’autres raisons.

Nos apports a I’étude du typage graduel sont la description d’une nouvelle
approche permettant d’ajouter le typage graduel a un systéme statique existant,
et le développement de cette approche pour des systémes aussi bien avec que
sans sous-typage.

D’abord, nous ajoutons le typage graduel a un systéeme a la Hindley-Milner
sans sous-typage. La nouveauté de notre approche est que nous définissons
le systéme de types graduel en ajoutant une seule régle au systéme statique :
une régle structurelle qui utilise la relation de précision déja connue dans la
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littérature sur le typage graduel. En revanche, les systemes existants pour le
typage graduel utilisent une notion de cohérence (consistency) qui ne peut pas
étre utilisée dans une regle structurelle car elle n’est pas transitive. La différence
entre notre systéme et ceux des travaux précédents est donc similaire a celle
entre les descriptions déclaratives (c’est-a-dire, avec des regles structurelles)
et algorithmiques (sans ces regles) des systémes avec sous-typage.

Nous définissons ensuite le langage avec vérifications de type dynamiques
et nous décrivons la compilation vers celui-ci : chaque utilisation de la regle
structurelle pour la précision correspond a l'insertion d’une vérification de
type dans le programme compilé. Nous décrivons 'inférence de types et nous
en démontrons la correction et la complétude. Nous montrons que, pour la
résolution des contraintes d’inférence, nous pouvons réutiliser I'unification
en traduisant les types graduels dans des types statiques (en remplagant les
occurrences de ? par des variables de type).

Nous ajoutons ensuite du sous-typage au systéme précédent. Ajouter le
sous-typage sémantique au systeme de types revient a ajouter une regle de
subsomption : cependant, cette régle doit utiliser une relation de sous-typage
sur les types graduels. Cette relation ne peut pas étre définie directement
en étendant l'interprétation ensembliste [ - | aux types graduels, car le type
dynamique ? ne peut pas étre interprété comme un ensemble. Pour palier a
ce probleme, nous traduisons les types graduels dans des types ensemblistes
polymorphes, cette fois aussi en remplagant les occurrences de ? par des va-
riables de type (en faisant attention a 'interaction de ? avec les types négation).
Nous étendons I'inférence de types au sous-typage et nous prouvons qu’elle
est correcte (mais pas compléte).

Le typage graduel est une technique essentielle pour ajouter une forme de
typage statique a des langages qui étaient auparavant typés dynamiquement.
Ce travail est donc un pas vers l'objectif de rendre les types ensemblistes avec
sous-typage sémantique un outil efficace pour typer ces langages.

Langages non-stricts

La troisiéme partie montre comment adapter les systémes avec types ensem-
blistes a des langages avec sémantiques non-strictes. Les systémes existants
qui utilisent le sous-typage sémantique ont été développés pour des langages
avec appel par valeur. Il ne sont pas stirs pour des sémantiques non-strictes, a
cause de la maniére dont le sous-typage traite le type minimum (noté 0). Ce
type correspond a I’ensemble vide des valeurs et il ne peut étre dérivé que pour
les expressions qui sont stirement divergentes. Certaines des équivalences
satisfaites par le sous-typage sémantique utilisant ce type ne sont pas appro-
priées pour les sémantiques non-strictes. Par exemple, les deux types 0 X Int
et 0 X Bool sont considérés équivalents : en effet, dans un langage avec appel
par valeur, aucun des deux ne contient une valeur (étant donné qu’il n’y a pas
de valeurs de type 0 et qu’une valeur dans un type produit est une paire de
valeurs). Dans un langage non-strict, on ne peut pas identifier ces deux types
parce qu’ils peuvent étre distingués : les projections des paires peuvent étre
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évaluées méme si une composante de la paire diverge.

Pour recouvrer la correction, nous ne changeons pas le sous-typage séman-
tique dans ses fondements car cela nous empécherait de réutiliser beaucoup
des résultats existants (notamment ceux qui concernent I’algorithme de dé-
cision du sous-typage). Par contre, nous ajoutons un nouveau type L pour
representer la divergence : ce type nous permet de distinguer au niveau des
types les expressions qui terminent de celles qui pourraient diverger. Nous
modifions les régles de typage pour prendre en compte la divergence, avec
une forte approximation : nous supposons que toute expression qui demande
une évaluation pourrait éventuellement diverger.

Nous décrivons ce systéme de types pour un A-calcul typé de maniére expli-
cite qui est assez proche au langage étudié par Frisch, Castagna et Benzaken
(2008), mais qui est évalué en appel par nécessité. La choix de 'appel par né-
cessité (au lieu de ’appel par nom) est motivé par la présence des types union,
qui exigeraient une régle complexe de disjunction de I'union pour garantir
la réduction du sujet (et qui, si on étendait le langage avec des constructions
non déterministes, feraient en fait échouer la réduction du sujet). Nous prou-
vons que le systeme de types obtenu est correct. La relation de sous-typage
maintient beaucoup des propriétés du sous-typage sémantique pour langages
stricts : en particulier, elle permet le méme usage des types intersection pour
typer les fonctions surchargées.
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1.1

Introduction

In this thesis, we study set-theoretic types: types that include union, intersec-
tion, and negation connectives. Set-theoretic types can be used to type several
language constructs — including conditional branching, pattern matching, and
function overloading - very precisely when coupled with a suitable subtyping
relation. We define subtyping following the semantic subtyping approach of
Frisch, Castagna, and Benzaken (2008).

Set-theoretic types and semantic subtyping have been adapted to various
settings and language features over time. In this thesis, we continue along this
path by showing how to use set-theoretic types to design type systems for
different functional languages: implicitly typed languages with type inference,
gradually typed languages, and non-strict languages.

Background and motivations

Much research on type systems for programming languages tries to devise
systems that are more accurate in characterizing the behaviour and properties
of programs, so that type checkers can recognize more kinds of errors while
rejecting fewer correct programs. Polymorphism is a major ingredient towards
this goal. In a polymorphic type system, expressions may have more than one
type; these types express how they behave in different contexts or describe
them more or less precisely. We often distinguish three forms of polymorphism,
as follows.

Parametric polymorphism: describing code that can act uniformly on any
type, using type variables that can be instantiated with any type (e.g.,
typing the identity function as Va. @ — «).

Ad-hoc polymorphism: allowing code that can act on more than one type,
possibly with different behaviour in each case, as in function overloading
(e.g., allowing “+” to have both types IntXInt — Int and Real X Real — Real,
corresponding to different implementations).

Subtype polymorphism: creating a hierarchy of more or less precise types
for the same code (e.g., typing 3 as both Int and Real, with Int < Real).

All three forms feature prominently in this thesis. Subtype polymorphism is
fundamental for set-theoretic types and is used throughout all of the thesis
except for Chapter 9. The systems of Parts I and II feature parametric poly-
morphism; we consider let-polymorphism in the style of ML — also called
prenex polymorphism — and not the first-class polymorphism of System F.
Intersection types and the typecase construct allow ad-hoc polymorphism in
the systems of Parts I and IIL
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Set-theoretic types

Set-theoretic types include union types t; V t,, intersection types t; A t, and
negation types —t. Intuitively:

o 11 V1, is the type of values that are either of type t; or of type t,;
« 1 Aty is the type of values that are both of type t; and of type t,;
« —t is the type of values that are not of type ¢.

We speak of polymorphic set-theoretic types when set-theoretic types include
type variables to allow prenex parametric polymorphism (as in Parts I and II).

These types allow us to type several features and idioms of programming
languages effectively. We illustrate this with some examples.

UNION TYPEs: The simplest use cases for union types include branching
constructs. In a language with union types, we can type precisely conditionals
that return results of different types: for instance, if e then 3 else true has type
IntV Bool (provided that e has type Bool). Without union types, it could have an
approximated type (e.g., a top type) or be ill-typed. Similarly, we can use union
types for structures like lists that mix different types: for instance, typing [1,
false, "string"] as List(Int V Bool V String).

This makes union types invaluable to design type systems for previously
untyped languages: witness for example their inclusion in Typed Racket (Tobin-
Hochstadt and Felleisen, 2008) and in TypeScript (Microsoft, 2018) and Flow
(Facebook, 2018), both of which extend JavaScript with static type checking.

FUNCTION OVERLOADING: We can use intersection types to assign more
than one type to an expression. This is particularly relevant for functions. For
example, the identity function can be typed as (Int — Int) A (Bool — Bool):
this means it has both types Int — Int and Bool — Bool, because it maps
integers to integers and Booleans to Booleans. This type describes uniform
behaviour over two different argument types, which can also be described using
parametric polymorphism. However, intersection types let us express ad-hoc
polymorphism if coupled with some mechanism that allows functions to test
the type of their argument. For example, the function Ax.x € Int ? (x +1) : =x
checks whether its argument x is an Int and returns the successor of x in that
case, its negation otherwise. The function can be applied to integers, returning
their successor, and to Booleans, returning their negation. This behaviour
can be described by the same type (Int — Int) A (Bool — Bool) but does not
correspond to parametric behaviour.

A function of type (t; — t]) A (t2 — t;) can be applied safely to any
argument of type t; V t;, since it is defined on both #; and t,. We know that
the result will always have type t] V t;. However, if we know the type of the
argument more precisely, we can predict the type of the result more precisely:
for example, if the argument is of type t;, then the result will be of type ¢;.

We have said that the type (Int — Int) A (Bool — Bool) can be assigned
to the identity function and expresses parametric behaviour. In this respect,
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we can see intersection types as a finitary form of parametric polymorphism;
however, they are not constrained to represent uniform behaviour, as our
other example illustrates. Conversely, we could see a polymorphic type (or
type scheme) Va. « — « as an infinite intersection (intuitively, A\ ;erype t = t,
where Type is the set of all types), but infinite intersections do not actually
exist in our types.

OCCURRENCE TYPING: Occurrence typing or flow typing (Tobin-Hochstadt
and Felleisen, 2010; Pearce, 2013; Chaudhuri et al., 2017) allows the type of a
variable to be made more precise in the branches of conditionals. For example,
if x is of type Int V Bool, then to type an expression x € Int ? e; : e, we can
assume that the occurrences of x in e; have type Int and those in e; have type
Bool, because the first branch will only be reached if x is an Int and the second
if it is not an Int (and is therefore a Bool). Intersection and negation types
are useful to describe this type discipline. If we test for the type Int as in our
example, then we can assign to x the type Int if the test succeeds and —Int if it
fails. Using intersections, we can add this information to what we had already,
so the type of x is (Int V Bool) A Int (which should be equal to Int) in the first
branch and (Int V Bool) A =Int (which should be equal to Bool) in the second
branch.

This method of refining types according to conditionals is important in
type systems for dynamic languages and in those that enforce null safety:
some examples include Ceylon (King, 2017), Flow, Kotlin (JetBrains, 2018),
Typed Racket, TypeScript, and Whiley (Pearce and Groves, 2013). In particular,
Ceylon relies on intersection types (King, 2017; Muehlboeck and Tate, 2018)
and Whiley on both intersection and negation types (Pearce, 2013).

ENCODING DISJOINT UNION TYPES: Disjoint union types (also known
as variant or sum types) are an important feature of functional programming
languages. They can be encoded using union types and product (or record,
or object) types. It is also useful to have singleton types, that is, types that
correspond to a single value: for example, two types true and false for the
respective constants, both subtypes of the Boolean type (which we can see as
the union true V false).
For instance, consider this example in Flow.!

type Success = { success: true, value: boolean }

type Failed = { success: false, error: string }
type Response = Success | Failed

function handleResponse(response: Response) {
if (response.success) { var value: boolean = response.value }
else { var error: string = response.error }

}

The type Response is the union (denoted by “|”) of two object types: both have
a Boolean field success, but the types state that success must be true for objects

1 From the documentation of Flow, available at https://flow.org/en/docs/types/unions.
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of type Success and false for objects of type Failure. An analogous type could be
declared in OCaml as type response = Success of bool | Failed of string. Occurrence
typing is used to distinguish the two cases, like pattern matching could do in
ML: if response.success is true, then response must be of type Success; if it is
false, response must be of type Failure.

TYPING PATTERN MATCHING: Pattern matching is widely used in func-
tional programming. However, using pattern matching in ML-like languages,
we can write functions that cannot be given an exact domain in the type
system. For instance, the OCaml code let f = function 0 — true | 1 — false defines
a function that can only be applied to the integers 0 and 1, but OCaml infers
the unsafe type int — bool (albeit with a warning that pattern matching is
not exhaustive). The precise domain cannot be expressed in OCaml. Using
set-theoretic types and singleton types, we can express it precisely as 0 V 1.
Intersection and negation types are also useful, as for occurrence typing, to
describe the types of variables in the patterns.

ENCODING BOUNDED POLYMORPHISM: Using union and intersection
types, we can encode bounded polymorphism as unbounded polymorphism.
For example, a type scheme with bounded polymorphism is V(a < t).a — a:
it describes functions that can be applied to arguments of any subtype of t and
that return a result of the same type as the argument. Using intersection types,
we can write Ya. (¢ A t) — (a A t), writing the bound on the occurrences of
the type variable and not on the quantifier. Analogously, we can use union
types to represent lower bounds: in general, a bound ¢’ < & <t on a type can
be eliminated by replacing every occurrence of « in the type with (a A t) V t'.

NEGATION TYPES: Assume that x has type Int V Bool; to type the typecase
X € Int ? e; : ey, we can assume that the occurrences of x in e; have type
(Int v Bool) A =iInt (which should be Bool). We express this using negation
types. To avoid introducing negation in types, instead, we could use a meta-
operation of type difference, written #; \ t,, such that (Int vV Bool) \ Int =
Bool. However, sometimes we would not be able to express the result of type
difference precisely: for example, a \ Int could not be expressed as a type.
Using negation types, instead, difference is just a shorthand for intersection
with the negation type: t; \ o t; A —ty. Consider for instance a function
Ax.x € Int ? (x +1) : x. It can act on arguments of any type, computing
the successor of integers and leaving other arguments unchanged. Using
intersection and difference types, plus parametric polymorphism, we can type
itasVa. (Int = Int) A(a\Int — a\ Int), which expresses its behaviour precisely.

Castagna et al. (2015b, app. A) present a compelling example of the use of
polymorphic set-theoretic types to type the function to insert a new node in a
red-black tree. The types enforce three out of the four invariants of red-black
trees,? requiring only the addition of type annotations to the code and no other

2 Specifically, that the root of the tree is black, that the leaves of the tree are black, and that

28



1.1.2

11 Background and motivations

change to a standard implementation (due to Okasaki, 1998). The type of the
balancing function is

Va, . (Unbalanced(a) — Rtree(a)) A (B\Unbalanced(ar) — f\Unbalanced(a))

and uses difference types like our example above: it maps unbalanced binary
trees (of elements of type «) to red-rooted balanced trees, and it leaves any
other argument unchanged.

Subtyping on set-theoretic types

We have given examples of the use of set-theoretic types, but up to now we have
glossed over exactly how a type checker should treat them. It is essential to
define a suitable notion of subtyping on these types. The informal description
we have given suggests that certain properties should hold. In particular, we
expect union and intersection types to satisfy commutative and distributive
properties. Moreover, we expect, for example,

(Int = Int) A (Bool — Bool) < (Int V Bool) — (Int V Bool)

to hold to have the typing of functions with typecases work as we sketched.
To model occurrence typing, we want (Int V Bool) A Int to be equivalent to Int
and (Int V Bool) A —Int to be equivalent to Bool.

Arguably, it is intuitive to view types and subtyping in terms of sets and set
inclusion, especially to describe set-theoretic types.> We can see a type as the
set of the values of that type in the language we consider. Then, we expect t;
to be a subtype of t, if every value of type t; is also of type f,, that is, if the set
of values denoted by t; is included in that denoted by #;. In this view, union
and intersection types correspond naturally to union and intersections of sets;
negation corresponds to complementation with respect to the set of all values.

However, most systems reason on subtyping using rules that are sound but
not complete with respect to this model: that is, they do not allow #; < t,
in some cases in which every value of type t; is in fact a value of type t,.
Incompleteness is not necessarily a problem, but it can result in unintuitive
behaviour. We show two examples below.

LACK OF DISTRIBUTIVITY: Consider this code in Flow.*

type A={a: number}
type B={kind: "b", b: number}
type C={kind: "c", c: number}

type T=(A&B)|(A&C)
function f (x: T) { return (x.kind ==="b") ?x.b : x.c }

no red node has a red child; the missing invariant is that every path from the root to a leaf
should contain the same number of black nodes.

3 For instance, this model is used to explain subtyping in the online documentation of Flow at
https://flow.org/en/docs/lang/subtypes.

4 Adapted from the StackOverflow question at https://stackoverflow.com/questions/44635326.
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The first three lines declare three object types; in B and C, "b" and "c" are the
singleton types of the corresponding strings. The type T is defined as the union
of two intersection types (Flow denotes intersection by “&”).

The function f is well typed: as in handleResponse before, occurrence typing
recognizes that x is of type A &B in the branch x.b and of type A &C in the
branch x.c. However, if we replace the definition of T to be type T=A&(B| C),
the code is rejected by the type checker of Flow. Occurrence typing does not
work because T is no longer explicitly a union type. Flow considers (A &B) |
(A&C) a subtype of A& (B|C): indeed, this can proven just by assuming that
unions and intersections are respectively joins and meets for subtyping. But
subtyping does not hold in the other direction, because Flow does not consider
distributivity.

UNION AND PRODUCT TYPES: Apart from distributivity laws, we could
also expect interaction between union and intersection types and various
type constructors. Consider product types; we might expect the two types
(t1 X t) V (1 X t) and (#; V t5) X t to be equivalent: intuitively, both of them
describe the pairs whose first component is either in # or in ¢, and whose
second component is in t. But this reasoning is not always reflected in the
behaviour of type checkers.

For example, consider this code in Typed Racket (similar examples can be
written in Flow or TypeScript).

(define-type U-of-Pair (U (Pair Integer Boolean) (Pair String Boolean)))
(define-type Pair-of-U (Pair (U Integer String) Boolean))

(define f (lambda ([x : U-of-Pair]) x))
(define x (ann (cons 3 #f) Pair-of-U))
(fx)

We define two type abbreviations. In Typed Racket, U denotes a union type
and Pair a product type, so U-of-Pair is (Integer X Boolean) V (String X Boolean),
and Pair-of-U is (Integer V String) X Boolean. The two types are not considered
equivalent. To show it, we define a function f whose domain is U-of-Pair (for
simplicity, we take the identity function) and try to apply it to an argument x
of type Pair-of-U; to define x, we use an explicit type annotation (ann) to mark
the pair (cons 3 #f) as having type Pair-of-U. The application is rejected. If we
exchange the two type annotations, instead, it is accepted: the type checker
considers U-of-Pair a subtype of Pair-of-U, but not the reverse.

Semantic subtyping

To define subtyping for set-theoretic types, we use the semantic subtyping
approach, following Frisch, Castagna, and Benzaken (2008) and later work.
We give a detailed introduction to this approach in Chapter 2. In brief, using
semantic subtyping means that we interpret types as sets and define subtyping
as set inclusion. Therefore, we take the intuitive view of subtyping that we
have discussed and use it as the actual definition of subtyping, except that, as
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we will explain, we cannot interpret types directly as sets of values, but we
must find an alternative interpretation that induces the subtyping relation we
want.

An advantage of semantic subtyping is that the interpretation of types serves
as a simple specification of the behaviour of a subtyping algorithm derived
from it. Properties such as distributivity of intersections over unions and the
equivalence of product types above can be verified easily on the interpretation
that we will describe. If the interpretation and the language match well enough,
subtyping can be complete with respect to the intuitive interpretation of types
as sets of values. While we will not have such a result in this work, we will
have some partial results of this kind. For instance, in the system of Part I we
will prove that the values in a type t; V t; are exactly those either in #; or in #,,
provided that ¢; and £, are ground (i.e., without type variables).

Semantic subtyping was first developed for domain-specific languages for
XML processing with the work on XDuce by Hosoya and Pierce (2003). It has
been extended to consider higher-order functions (Benzaken, Castagna, and
Frisch, 2003; Frisch, Castagna, and Benzaken, 2008) and parametric polymorph-
ism (Castagna and Xu, 2011; Gesbert, Geneves, and Layaida, 2011; Castagna
et al., 2014, 2015b). This approach has also been used in different settings in-
cluding object-oriented languages (Dardha, Gorla, and Varacca, 2013; Ancona
and Corradi, 2016), XML and NoSQL query languages (Benzaken et al., 2013;
Castagna et al., 2015a), and process calculi (Castagna, De Nicola, and Varacca,
2008). However, its interaction with many other language features remains
unexplored.

Overview and contributions

In this thesis we study how to use set-theoretic types with semantic subtyping
to type different features of functional programming languages. Specifically,
we consider implicit typing and type inference, let-polymorphism, gradual
typing, and non-strict semantics.

We argue that set-theoretic types allow us to obtain rich type systems for
these different settings and language features. We also argue that semantic
subtyping is an effective approach to define subtyping in such systems. In
particular, in all this work we show that we can reuse directly many of the
previous results on semantic subtyping — notably, the algorithms to decide
subtyping and to solve subtyping constraints — even in these different settings;
however, we will also point out adaptations that should be made in order
to continue this work and improve on its results. While we do not prove
that subtyping is complete with respect to an interpretation of types as sets
of values, using semantic subtyping we still obtain an expressive subtyping
relation which satisfies the properties we need to obtain the type discipline
that we have sketched.

The thesis is organized in three parts in which we consider different language
features. We introduce each of these in the next three subsections.
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Implicit typing and type inference

In Part I we study how to use polymorphic set-theoretic types for implicitly
typed languages with let-polymorphism and type inference. In contrast, pre-
vious work on semantic subtyping studied languages where functions are
explicitly annotated with their type (Frisch, Castagna, and Benzaken, 2008;
Castagna et al.,, 2014) and considered at most local type inference to infer the
instantiations of polymorphic functions (Castagna et al., 2015b).

The language we study is a call-by-value A-calculus with constants, pairs,
a typecase construct (to model runtime type dispatch and pattern matching),
and let binders.

We describe a type system for this language: a standard Hindley-Milner
system extended with the following structural rules for subsumption and
intersection introduction.

T're:t I'te:t T'te:t

[T<] —— ' <t [TA]
I're:t I're:t;j AN by

The system is straightforward to describe. However, the proof of soundness
with respect to the semantics is challenging because of the presence of [T,]
and of negation types. To ensure subject reduction, we must extend the system
with a rule to derive negation types for functions, in order, for example, to
have F Ax. x: =(Int — Bool). This difficulty is already solved for previous work
(Frisch, Castagna, and Benzaken, 2008), but here it is more challenging and
requires a different solution because functions are not annotated. We develop
this solution and the proof of soundness for the extended system; this implies
soundness also for the simpler system without that rule.

We then study type inference, defining a type inference algorithm based on
constraint generation and solving. The constraints we use are similar to those
of Pottier and Rémy (2005); constraint solving reuses the tallying algorithm
of Castagna et al. (2015b). We prove that inference is sound with respect to
the type system and complete with respect to the restriction of the system
without the rule [T,]. We do not relate inference to the original type system
directly, but to a different one - closely based on the “reformulated typing
rules” of Dolan and Mycroft (2017) — which we show to be equivalent to the
original. This different system handles generalization for let in a way that is
more convenient to relate to the inference algorithm.

Then, we add type annotations to the language and show how inference
can use them to compute more precise types (notably, intersection types for
functions). Finally, we outline how to extend the language with additional
features: pattern matching, OCaml-style polymorphic variants, and records.

Gradual typing
Part II studies gradual typing, an approach that allows static and dynamic

typing to coexist in the same language (Siek and Taha, 2006). This is achieved
by introducing an unknown type, written “?”, and by relaxing the type system
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allowing expressions of type ? to be used in any context. Therefore, programs
are type checked statically only in part; to ensure safe execution, they are
compiled to a cast language with runtime type tests. Soundness ensures that
well-typed programs produce a value, diverge, or fail because of such tests,
but cannot go wrong otherwise.

Our contributions are the description of a new approach to make a static
type system gradual and its development for type systems both without and
with subtyping.

We first add gradual typing to a standard Hindley-Milner type system. The
novelty is that we define a gradual type system by adding a single rule to the
static system: a subsumption-like structural rule using the precision relation
from gradual typing literature. In contrast, the existing systems for gradual
typing rely on the consistency relation, which cannot be used in a structural
rule because it is not transitive: therefore, they embed checks for consistency
in several rules. The difference between our system and the existing ones thus
mirrors that between declarative (i.e., with structural rules) and algorithmic
(without them) type systems with subtyping. We define a cast language with a
standard semantics and describe compilation to it: each use of the structural
rule for precision corresponds to the insertion of a cast in the compiled program.
We describe type inference for the system and prove it sound and complete.
We show that, for constraint solving, we can use unification by translating
gradual types to static types, changing occurrences of ? to type variables.

Then, we add subtyping. Adding semantic subtyping to the type system
amounts to adding a subsumption rule, but this rule must use a subtyping
relation on gradual types. This cannot be defined directly by extending the
interpretation [[-] to gradual types: the dynamic type ? cannot be given a
set-theoretic interpretation. Rather, we translate gradual types to polymorphic
set-theoretic types, again by changing occurrences of the dynamic type ? to
type variables (some care is needed for negation). We extend type inference to
subtyping and prove it sound (but not complete).

Gradual typing has emerged as an essential technique to add static typing
to previously untyped languages. Therefore, this work is a step towards mak-
ing set-theoretic types with semantic subtyping a viable tool to type such
languages.

Non-strict languages

In Part III we show how to adapt set-theoretic type systems for non-strict
languages. The existing type systems using semantic subtyping are designed
for call-by-value languages. They are unsound for non-strict semantics because
of how subtyping deals with the bottom type 0. This type corresponds to the
empty set of values and can be assigned soundly only to expressions that
can be proven to diverge. Some of the laws satisfied by semantic subtyping
are inappropriate for non-strict semantics. For instance, the types 0 X Int and
0 X Bool are considered equivalent: indeed, in a call-by-value language, none
contains any value (a value in a product type must be pair of values, and there
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are no values in 0). In a non-strict language, it is unsound to identify them
because they can be distinguished: projections of pairs can be evaluated even
if a component of the pair diverges.

To obtain soundness, we do not change semantic subtyping essentially:
doing so would require modification of many previous results, including those
related to the algorithm to check subtyping. Instead, we add a new type L to
represent divergence: this allows us to distinguish terminating and possibly
diverging expressions at the type level. We modify the typing rules to track
divergence, with a very coarse approximation (they treat every expression
that requires any evaluation as possibly diverging).

We describe this type system for an explicitly typed A-calculus closely based
on the language considered by Frisch, Castagna, and Benzaken (2008), but
with a call-by-need semantics. The choice of call-by-need is motivated by the
presence of union types, which would require a complex union disjunction rule
to have subject reduction hold (and would make subject reduction fail outright
if the language included non-deterministic constructs). We prove that the type
system is sound. The subtyping relation (mostly) maintains the behaviour
of call-by-value semantic subtyping, allowing, for instance, the same use of
intersection types to type overloaded functions.

Relationship with published or submitted work

The contents of Part I originate from the work on typing polymorphic variants
presented at ICFP 2016 (Castagna, Petrucciani, and Nguyén, 2016).> However,
they have been greatly reworked. In particular, the soundness proof for the
type system in Chapter 3 is new: the system of the cited paper did not include
the rule [T,] and therefore admitted a simpler proof. Moreover, type inference
has been overhauled to correct a problem in the original proof of completeness
and to improve the description of constraint solving. The material in Chapter 5
is also new.

The material in Part II has been presented at POPL zo19. It is joint work
with Giuseppe Castagna, Victor Lanvin, and Jeremy Siek. In this presentation,
I concentrate on declarative typing and type inference, which are the parts of
the paper on which I have worked more directly, and which are closer to the
rest of the thesis. The operational semantics of the cast language is discussed
only cursorily (its full definition is in Appendix B). The difficulties we met in
defining this semantics are outside the main scope of this thesis: in particular,
the semantics is driven by type information, whereas in the rest of thesis we
concentrate on designing type systems for semantics that do not depend on
static types.

The material in Part III is currently under submission for publication in
the post-proceedings of TYPES 2018. It is joint work with Giuseppe Castagna,
Davide Ancona, and Elena Zucca.

The results in Parts II and III have both been presented at TYPES 2018.

5 A prototype implementation of the type inference algorithm described in the cited work is
available at http://www.cduce.org/ocaml.
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14 Outline

1.4 Outline

Chapter 2 introduces the semantic subtyping approach, recapitulating the
previous work that constitutes the starting point for this thesis. We define
set-theoretic types and the subtyping relation on them, and we prove several
properties of subtyping.

The greater portion of the thesis is structured in three parts.

PART I We study how to use polymorphic set-theoretic types for implicitly
typed languages with type inference.

Chapter 3 We describe the syntax and semantics of an implicitly typed
A-calculus. We define a type system for it and prove it sound.

Chapter 4 We show how to perform type inference for the system of the
previous chapter, and prove results of soundness and completeness.

Chapter 5 We describe how to make type inference more precise when
programs contain some type annotations.

Chapter 6 We sketch how to extend the language with additional features
including pattern matching, polymorphic variant types, and records.

Chapter 7 We discuss the results we have obtained in this part, their rela-
tionship with previous work, and possible directions for future research.

PART 11 We describe our approach to gradual typing and how to combine
gradual typing with polymorphic set-theoretic types.

Chapter 8 We motivate the work by describing the kind of type discipline
which the combination of gradual typing, polymorphic set-theoretic types,
and type inference can provide. Then, we introduce our approach and
methods.

Chapter 9 We describe a gradual type system for an ML-like language with
let-polymorphism but no subtyping. We describe the source language and
its type system, the cast language with its type system and the compilation
procedure, and the type inference algorithm.

Chapter 10 We show how to extend our approach to set-theoretic types,
notably by defining a subtyping relation on gradual set-theoretic types.

Chapter 1 We conclude by discussing our results, their relation to previous

work, and some objectives to work towards in the future.

PART 111 We show how to adapt set-theoretic type systems to languages
with non-strict semantics.

Chapter 1z We explain why standard systems with semantic subtyping
are unsound for non-strict languages, and we introduce our approach to
achieve soundness.
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Chapter 13 We describe our results: we define a call-by-need A-calculus
and a type system for it featuring set-theoretic types; we prove soundness
of the type system.

Chapter 14 We discuss the results of the previous chapter and present
directions for future work. In particular, we show how we could work
towards an alternative interpretation of types.

Finally, in Chapter 15, we summarize the results in the thesis and the main
directions for future work.

Two appendices complete the thesis. Appendix A includes all the proofs
omitted from the main text. We leave many of the proofs of Part I in the text
because they illustrate the techniques we use; in contrast, in Parts I and III we
omit most of them since they usually rely on similar techniques. Appendix B
defines the operational semantics of the cast calculi in Part II, which we do
not give in the main text because we concentrate on typing.

Notational conventions

POWERSET: Given a set A, we denote by P(A) the powerset of A (i.e., the
set of all sets A’ such that A” C A). We denote by P, (A) the finite powerset of
A (i.e., the set of all finite sets A’ such that A” C A).

VECTORS: We write vectors (or tuples) using a superscript arrow (). For
instance, we write vectors of types t as . When we write a vector of type
variables (&, E ¥y and, in Part II, also X , 17 A) we always assume that they are
all distinct. Therefore, we often convert implicitly between vectors and sets of
type variables. We sometimes use an overline to indicate sets: for instance, a
for sets of « type variables.

DISJOINTNESS: We use § to indicate disjointness of sets of type variables:
when A and B are sets of type variables, we write A Bfor ANB = @.

We use this notation also with other terms in place of sets of type variables;
in this case we refer to the type variables in the term. For instance, this term
can be a type, a type scheme (i.e., a type with some quantified variables), a
type environment (i.e., a mapping from expression variables to type schemes),
or a type substitution (i.e., a mapping from type variables to types). When
we write a type, a type scheme, or a type environment, we take the set of
the type variables in it (written var(-) elsewhere, but left implicit when using
#). When we write a type substitution, we refer to both the variables in its
domain and those in the types in its range (dom(-) Uvar(-), where var(-) denotes
the variables appearing in the types in the range). When more than one term
appears on one side of the symbol §, we take the union of the sets.

For instance: we write a § &, /;’ to mean {a} N (a U ﬁ) = @ (treating vectors
of variables as sets by the convention above); we write « # ¢t to mean that «
does not occur in t; we write @ § o (when o is a type substitution) to mean
that the variables in @ are not instantiated and are not introduced by o.
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In Part II, we distinguish two kinds of variables in types, type variables and
frame variables: we use this notation for both.

STATEMENTS AND PROOFS: We sometimes write statements in a con-
densed form using braces for conjunction and implicitly quantifying univer-
sally over all variables that are not quantified explicitly. For example, we
write

Py(X) } . {me, 2)

Py(X,Y) Q:(X,Y,2)

(where the P; and the Q; are already defined predicates) to mean
VX, Y. ((PI(X) APyX,Y)) = 3Z. (Q1(X.Z) A Qx(X, Y, Z))) .

In proofs, we sometimes use circled letters (®, ®, ©, ...) to refer to parts of
the hypotheses or to intermediate results in a proof.
We write IH to abbreviate “induction hypothesis” in the proofs.
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2.1

Background

This chapter introduces the background needed for the rest of the work: the
theory of semantic subtyping for polymorphic set-theoretic types. Most of the
definitions and results presented here come from the work of Frisch, Castagna,
and Benzaken (2008), Castagna and Xu (2011), and Gesbert, Geneves, and
Layaida (2015).

In the three parts of the thesis, we will rely extensively on these results. In
Part I, we use them directly. In Parts I and III, we will make some adaptations
and develop more results, but most of the material here will only need slight
modifications.

CHAPTER OUTLINE:

Section 2.1 We give a general introduction to semantic subtyping.
Section 2.2 We define the language of types that we will use.
Section 2.3 We define the subtyping relation.

Section 2.4 We study some properties of subtyping. To do so, we also
introduce an alternative definition of subtyping and prove it equivalent
to that of Section 2.3.

Introduction

In the previous chapter, we have given examples of why union, intersection,
and negation types — that we collectively refer to as set-theoretic types — are
useful to type programming languages. To add them to a type system, though,
we should define a suitable notion of subtyping on them.

Arguably, when reasoning on types in a programming language, it is in-
tuitive to view a type as representing a set of values of the language. Then,
set-theoretic types have a natural interpretation as the corresponding set-
theoretic notions (negation being complementation with respect to the set
of all values). Following this view, we want subtyping to satisfy natural dis-
tribution laws. For example, it should treat (#; X t) V (t; X t) and (t; V t2) X t
as equivalent, since they correspond to the same set of pair values. Likewise,
(t > t1) A(t > tp) and t — (#; A 1) should be equivalent, since they identify
the same set of functions.

Subtyping is often defined by axiomatizing it in a system of inference rules.
However, a system would need many rules to capture the properties we want.
As a result, it could be complex to work with and lack intelligibility. An
alternative way to define subtyping is to build a model of the language and
interpret types as subsets of the model; then, subtyping is defined as inclusion
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between the sets denoted by the types. The difficulty is to find a suitable
denotational model of the language.

Semantic subtyping as presented here takes a middle ground between these
two possibilities. Subtyping is defined using a set-theoretic interpretation
of types and not by axiomatizing it in a deduction system. However, this
interpretation is not part of a full-fledged denotational model of the language:
it is only used to define subtyping. It is, indeed, an interpretation of types and
not necessarily connected to an interpretation of the terms of the language. In
principle, we can interpret types into sets in any way that induces a subtyping
relation with the properties we want. Of course, the interpretation will have
to be somehow connected to the actual meaning of types in the language, if
we want subtyping to behave correctly (e.g., to ensure type soundness for the
type system that uses it). A better correspondence could yield a more precise
subtyping relation (one that accepts more programs, while remaining sound).
However, it is not necessary to be able to prove a formal connection between
the interpretation of types and any semantic notion of the language.

This is the essence of the semantic subtyping approach. To define subtyping,
we fix some set Domain as our domain of interpretation of types. Domain should
represent, at least in some intuitive sense, the set of values in the language.
Then, we define an interpretation function [ - ]: Type — #(Domain) which
maps types into subsets of Domain. Finally, we define the subtyping relation <
ast; < t, &= [1] C [L].

Types will include some type constructors and the set-theoretic type con-
nectives (union V, intersection A, and negation —) plus the bottom type 0 and
the top type 1:

tu=---|tVE|EAL| -t |0 T,

leaving the type constructors unspecified for now. We will allow types to
be recursive, not by using explicit binders but by interpreting the grammar
coinductively (with restrictions of regularity and contractivity). We want the
interpretation to satisfy

[tV t] = [tV [] [0] =@
[t: A 2]l = [t 0 [22]] [1]] = Domain
[—¢] = Domain \ [[£]

to ensure that subtyping indeed treats set-theoretic types set-theoretically.
(Actually, this interpretation means that we can treat some forms as derived:
in our formalization, we define t; A &y S =(=t; V —ty) and 1 = —0). Since
these interpretations are fixed, defining [ - ]| consists essentially in defining
the interpretation of type constructors: we will discuss this below.

Once we have defined [ - |, we can use it to define subtyping as set con-
tainment. To use the subtyping relation in a type system we must do more,
of course. We must prove some properties of subtyping, at least those that
we need to show type soundness for the system. To implement the system
in a practical type checker, we must find an algorithm to check subtyping.
An advantage of this approach is that many properties are simple to derive
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(transitivity, for instance, holds trivially). To find an algorithm, we can rely
on set-theoretic calculations on the interpretation of types. Note in passing
that, using the notation t; \ t, for t; A —=t,, we have [t;] C [¢.] if and only
if [t; \ 2] = @. Therefore, checking subtyping is equivalent to checking
emptiness of types.

We do not discuss here the algorithmic problem of deciding subtyping.
Rather, we continue the introduction by explaining how the interpretation of
types is defined in previous work.

Semantic subtyping for first-order languages

The starting point for this approach was the work on the XML processing
language XDuce (Hosoya, Vouillon, and Pierce, 2005). The authors show that
subtyping can be defined semantically without building a full model of the
language: a model of the types is enough, and it can be obtained by interpreting
types as sets of values of the language.

The language they study is monomorphic and first-order. Rephrasing this
outside the context of XML, let us take a language which does not include
higher-order functions. Values are constants or pairs of values: v = c | (v, v).
Types include base types b for constants, product types t; X t;, and set-theoretic
types; they can also be recursive. In this setting, we can interpret a type as
the set of values of that type in the language: we interpret each base type into
the appropriate set of constants — e.g., [Bool]] = {true, false} — and we define
[t1 x t2]] = [#t1] % [#2]- We use [ - || to define the subtyping relation as set
inclusion; then, the relation can be used in a type system for the language.

Hosoya, Vouillon, and Pierce study this setting, noting that the obtained
subtyping relation reduces to the inclusion problem of tree automata; they
develop a practical algorithm to decide it.

Adding arrow types

Frisch, Castagna, and Benzaken (2008) extend the previous approach to higher-
order languages where types include arrow types t; — t;. This requires a
major change in the approach. We can no longer interpret types directly as sets
of values, because of a problem of circularity. Assume that we want to interpret
a type as the set of the values of that type in the language. Then we should
define [t; — t;] = {Ax.e |+ Ax.e: t; — t; }: but the definition of the typing
relation - e: t relies itself on the definition of subtyping, which is what we are
trying to define using the interpretation of types. If values are only constants
or pairs, the approach works because the typing relation restricted to values is
straightforward. The typing of functions, instead, is more difficult because it
involves the typing of function bodies, which are arbitrary expressions.

So, we cannot have A-abstractions in Domain because, at this stage, we do
not yet know how to associate types to them. But, as we have said, we do not
need Domain to be exactly the set of syntactic values. Indeed, we do not care
at all about what the elements in a set [[¢]] are: we just care about how those
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in two sets [# ] and [[#,] are related, because we use the interpretation only to
define subtyping as set inclusion.

We can try to see functions extensionally, as graphs. Then, we could interpret
arrow types like this:

[t: = t.] = {R C Domain? |V(d,d’) e R.d € [t;] = d’ € [t2]}.

Intuitively, a relation R = {(d;,d}) | i € I} represents a function that maps
each d; to the corresponding d; and diverges on elements that do not appear
in its domain {d; | i € I }. The relations in [[#; — t,]] must map elements of
[t1] to elements of [[#;], but they are not required to map all of them (since
they can be partial), and they can also map elements outside [[#;] without
restrictions. We do not demand functionality — that is, we allow a relation to
contain two pairs (d, d;) and (d, d;) with d; # d; — because we assume that the
functions in our language could be non-deterministic.

How should we define Domain to use this interpretation? The domain should
include constants, pairs, and relations: it should satisfy the equation

Domain = Const & Domain? & (Domain?),

where Const is the set of language constants, & denotes the disjoint union, and
P(-) the powerset. But no such set can exist: the cardinality of (Domain?) is
always strictly greater than that of Domain.

To solve this difficulty, Frisch, Castagna, and Benzaken propose to use finite
relations only. Considering the restriction of the powerset to finite sets, the
equation above becomes satisfiable: we can define domain elements as the
finite terms d given by d == ¢ | (d,d) | {(d,d), ..., (d,d)} (where c € Const).
Of course, finite relations are not a faithful representation of the functions in
languages in which, presumably, functions can be defined on an infinite domain.
For example, the set [Int — Int] no longer contains the successor function on
integers; however, it contains all its finite approximations. This restriction is
not a problem for subtyping, because it does not affect set inclusion: note that
P(A) CP(B) = ACB < Pun(A) C Pan(B) holds for any two sets A
and B (where P4, denotes the restriction of the powerset to finite sets). Frisch,
Castagna, and Benzaken use their notions of extensional interpretation and of
model to argue more precisely that using finite relations does not compromise
subtyping.

Taking the restriction to finite sets, we can indeed define Domain as we have
said and define the interpretation as

[Bool]] = {true, false} (and similarly for other base types)

[t % 2] = 81 % [[2]]
[t: = t2] = {R € Pgn(Domain?) |V(d,d’) eR.d € [t;]] = d’ € [t:]}

plus the already given definitions on type connectives, 0, and 1.

There is one further problem. With this definition, we havet; —» t, < 1 — 1
for any two types t; and t;. This means that any A-abstraction that is well
typed (with some type t; — t;) can be applied to any argument whatsoever (by
subsuming t; — f; to T — 1). This is unsound in a language with constants:
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for instance, (Ax. x 3) true has type 1, but it reduces to the stuck term true 3.
The solution is to allow a new element Q, representing a runtime type error,
to occur in the second components of pairs in relations, while not being
in Domain. That is, we define Domain as the set of finite terms d given by
d:z=c|(dd)]|{ddg),...,(d da)}, where dy = d | Q. Intuitively, a pair
(d, Q) in a relation means that the function crashes on the input d. With this
change, T — 1 is no longer a supertype of all arrows, but only of those of the
form 1 — t. For example, Int — Int < T — 1 no longer holds, because the
relations in Int — Int can contain the pair (true, Q), since true ¢ [[Int]], while
the relations in T — 1 cannot.

This change allows us to define a subtyping relation which has the correct
properties to be used in a sound type system. It is also decidable: Frisch,
Castagna, and Benzaken (2008) describe an algorithm, and there are several
optimizations to it used in the implementation of CDuce, which relies on this
subtyping relation.

An important result of Frisch, Castagna, and Benzaken (2008) is that - for
their interpretation, language, and type system — they show a close correspond-
ence between the interpretation of types and the sets of values in a type. As
we have said, types cannot be directly interpreted as sets of values because of a
problem of circularity. However, once we have an interpretation [ - ||, defined as
above, we can define the subtyping relation and, using it, the type system. Then,
we can define the interpretation we wanted at first: [¢]V E {v|r v: t}. Frisch,
Castagna, and Benzaken prove Vi, t,. [t1] € [] = [ul" < [t]".
Showing the result above implies that, once the type system is defined, we can
indeed reason on subtyping by reasoning on inclusion between sets of values.

This result is useful in practice: when type checking fails because a subtyping
judgment t; < t, does not hold, we know that there exists a value v such that
F v: t; holds while + v: t; does not. This value v can be shown as a witness
to the unsoundness of the program while reporting the error.' Moreover, at a
more foundational level, the result nicely formalizes the intuition that types
statically approximate computations: a type t corresponds to the set of all
possible values of expressions of type t.

This is a very brief introduction to the work of Frisch, Castagna, and Benza-
ken (2008). In particular, we have described how to find a specific interpretation
that induces a suitable subtyping relation. The authors instead identify more
general properties that an interpretation should satisfy, using their notions of
extensional interpretation and of model to capture these properties and to argue
that the restriction to finite relations does not pose problems for subtyping.
We refer the interested reader to their work for more details on this.

1 In case of a type error, the CDuce compiler shows to the programmer a default value for the
type t1 A —tz. Some heuristics are used to build a value in which only the part relevant to
the error is detailed.
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2.1.3 Adding type variables

The next step is to allow types to contain type variables. We need to do
so to use the subtyping relation for type systems with prenex parametric
polymorphism. (Types with quantifiers that bind type variables, to use for
first-class polymorphism, have not been studied yet in semantic subtyping.)

In syntactic subtyping, we would normally expect a type variable « to be
treated similarly to an abstract type: it should be unrelated to any other type
except by trivial rules (e.g., « < 1 if 1 is the top type) and by reflexivity (e.g.,
a < a V t holds because a < «). To achieve soundness, we should ensure that
if t; <, holds, then t;0 < ty0 holds for any type substitution o.

In semantic subtyping, we can proceed as follows. We add type variables a,
drawn from a set TVar, to the grammar of types. We parameterize the inter-
pretation of types making it depend on an assignment which gives meaning to
the type variables. An assignment is a function n: TVar — $(Domain) which
maps type variables to subsets of Domain. The interpretation is now a function
[-1: Type — (Tvar — P(Domain)) — P(Domain). We define [a]n as n(a).
Ground types, instead, have the same interpretation in every #: for instance,
[Bool]ly = {true, false}. Subtyping is defined as

H <t & Vn: Tvar — P(Domain). [t1]n € [ty .

This ensures that t; < t, implies t;0 < t;0 for every o.

Hosoya, Frisch, and Castagna (2009) and Castagna and Xu (2011) discuss
two problems of this approach. One is algorithmic: the relation is not known
to be decidable, and it is conjectured to be NEXPTIME-complete if it is, with
no practical algorithm known. In particular, it seems difficult to reuse the
algorithms for monomorphic subtyping to decide it.

The other problem is that, arguably, the behaviour of subtyping does not
match one’s intuitive expectations, and it does not match the behaviour of
syntactic subtyping. The problematic example of Castagna and Xu (2011) is

tXa < (tx=t)V(xxt)

where t is some ground type (so its interpretation is the same for every ). One
could expect this judgment not to hold, because the type variable « appears in
unrelated positions (in the second component on the left, in the first one on
the right). According to this definition, instead, the judgment holds if and only
if t is a singleton type (that is, if [¢]}5 is a singleton for every 7). The judgment
is equivalent to

Vn: TVar — P(Domain). [t]nxn(a) € ([t1nx(Domain\[t]7))U (n(a)x[t]n).
If, for some d, we have V5. [[t]ln = {d}, then the judgment is equivalent to
Vn: TVar — P(Domain). {d} X n(a) C ({d} x (Domain \ {d})) U (n(a) x {d}),

which is true because, for every 7, either d € n(a) or n(a) C Domain \ {d}.
In contrast, is t is not a singleton, taking n(«) to be a proper subset of [[t]n
disproves the containment.
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Castagna and Xu (2011) argue that we should only consider interpretations
where judgments such as the above do not hold. This should ensure that
subtyping on type variables behaves closer to the expectations for parametric
polymorphism, so that a type variable can occur on the right-hand side of
a subtyping judgment only if it occurs in a corresponding position on the
left-hand side.

Castagna and Xu propose convexity as a general property of interpretations
of types that avoid this problematic behaviour. An interpretation [ - || is convex
if, for every finite set of types {t1, ..., t,}, it satisfies

vn. (|[t1]]77 =@or ... or[ty]n = @)

— (Vn.[t1lly=@) or ... or (Vy. [tu]ln = @) .
An interpretation where there are ground singleton types (i.e., types t such that
Ad.Vn.[[t]n = {d}) is not convex because V5. ([t Aa] = @ or [t A—a] = @) is
true if and only if t is a singleton, while Vy. [t A a]]l = @ and Vg. [t A -] = @
never hold.

To achieve convexity, Castagna and Xu suggest to interpret all ground
types into infinite sets. This loses in part the intuitive set-theoretic meaning
of types: for example, Bool cannot be interpreted as {true, false}. However, it
seems sufficient to ensure convexity and this, in turn, to have a subtyping
relation that avoids problematic judgments such as that shown above and
that is easier to compute by extending the previous work on monomorphic
semantic subtyping.

We can define Domain as the set of the finite terms d generated by d ::= ¢
(d,d)r | {(d,dg), ...,(d,do)}", where L is a label drawn from some countable
set Label. The interpretation of base types contain constants with every possible

o

labelling, and likewise for products and arrow: for instance,
[Bool]ly = { ¢’ | ¢ € {true, false}, L € Label }
[t % t2In = { (d1, d2)" | (d1, d2) € [t1]ln X 2], L € Label } .

Gesbert, Geneves, and Layaida (2011, 2015) study polymorphic semantic
subtyping to give an algorithm to decide it using a logical solver. They adopt
the idea of interpreting ground types into infinite sets. They also show how
we can avoid using quantification and give a fixed interpretation to type
variables. Indeed, assume that labels are finite sets of type variables, that is,
Label = Pgn(TVar). Then, we can define subtyping in two different ways:

+ by defining subtyping using quantification, having [ - ]| depend on an
assignment 7, and having [a]ln = n(a);

+ by defining subtyping as set containment of the interpretations, with [ - |
mapping types to sets of values (without using an assignment), defining
[a]] = {d € Domain | @ € tags(d) }, where tags(d) denotes the top-level
label of d.

It can be shown that the two definitions produce the same relation (as we will
see in Section 2.4.1). The latter interpretation is arguably less intuitive, but it
is very convenient to work with because it interprets types directly as sets.
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In the rest of the chapter, we will define types and subtyping formally using
the approach of Gesbert, Geneves, and Layaida (2015) to interpret type vari-
ables without quantification; then, we will introduce the interpretation with
quantification and prove the equivalence. Like Gesbert, Geneves, and Layaida,
we fix for simplicity a specific interpretation of types; in contrast, Castagna
and Xu study more in general the properties a suitable interpretation should
satisfy, but there are some inconsistencies in their technical development of
this more general theory.

Types

Types should include type variables and base types (which are the types of
language constants). Therefore, we assume that there exist three sets Tvar,
Const, and Base: for these, we use the metavariables listed below.

TVar s a, B,y type variables
Const 5 ¢ language constants
Base > b base types

We assume that TVar is countably infinite and disjoint from Base. We also
assume that there exist two functions

b(.y: Const — Base B(:): Base — P(Const)

which map constants to base types and base types to sets of constants. Given
a constant c, the base type b, is its most precise type. Given a base type b, the
constants in B(b) are all the language constants that can be given type b.

We assume that Base includes singleton types for each constant and therefore
that B(b.) = {c} for every ¢ € Const. We also assume that there exists a base
type 1g € Base such that B(15) = Const. Singleton types and 15 are not strictly
necessary in the theory, but they simplify parts of the technical development.
Singleton types are also useful for typing,® and, in our system, to be able to
represent pattern matching using typecase constructs.

EXAMPLE: As an example, we could take the following definitions

Const = {true, false} UZ Base = Const U {Bool, Int, T}
{c} ifb=c
bC =C ]B(b) — {true, false} lfb = Bool
if b = Int
Const ifb=1g

(we represent the singleton type of each constant by the constant itself). O

Assuming any suitable definition of Tvar and Base, we define types as follows.

2 They are used, for instance, in Typed Racket, TypeScript, and Flow to be able to type check
some idioms of dynamic programming.
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DEFINITION (Types): The set Type of types is the set of terms ¢ generated
coinductively by the following grammar

ti=a type variable
| b base
|t Xt product
|t >t arrow
|tV union
| =t negation
| O empty

(where a ranges over TVar and b over Base) and that satisfy the following two
conditions:
(regularity) the term has finitely many distinct subterms;

(contractivity) every infinite path in the term contains infinitely many
occurrences of the X or — constructors. ]

The only primitive set-theoretic connectives in types are union and negation,
but we introduce the following abbreviations.

def . .
B Aty = =(=t Vo-t) intersection
o\ B =4 t A (—t) difference
15 -0 any

We refer to b, X and — as type constructors and to V, =, A, and \ as type
connectives.

Note that types are defined coinductively rather than inductively, so they
can be infinite trees (subject to the conditions of regularity and contractivity).
This is a way to have equi-recursive types, alternative (but equivalent) to using
explicit binders for recursion.

The purpose of the regularity condition imposed on types is simply to ensure
the decidability of the subtyping relation. Contractivity, instead, is fundamental
to exclude terms which do not have a meaningful interpretation as types or sets
of values: for instance, the trees satisfying the equations ¢t = ¢ Vv t (which gives
no information on which values are in it) or t = =t (which cannot represent
any set of values).

Contractivity also ensures that the binary relation > C Type? defined by
t; V tp > t; and —t > t is Noetherian (that is, strongly normalizing). This gives
an induction principle on types that we will use without explicit reference
to the relation ». This induction principle allows us to apply the induction
hypothesis below type connectives (union and negation), but not below type
constructors. As a consequence of contractivity, types cannot contain infinite
unions or intersections.

Given a type t, we write var(t) for the set of type variables occurring in it.
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The following equalities hold.

var(ar) = {a} var(b) = @
var(t; X tz) = var(t;) U var(tz) var(t; — ty) = var(ty) U var(ty)
var(t; V t3) = var(t;) U var(tz) var(—t) = var(t)

var(0) = @

Note that these equalities cannot be taken directly as an inductive definition of
var(-), because types are defined coinductively. We say that a type t is ground
or closed if var(t) = @.

Type substitutions

The description of polymorphic typing and type inference relies on type
substitutions. We give a standard definition here.

DEFINITION: A type substitution o is a mapping from type variables to
types which is the identity everywhere except on a finite set of type variables,
the domain dom(c) = { @ € Tvar | o(a) # a } of the type substitution.

We write to for the application of the type substitution o to the type t. O

The application of a type substitution satisfies the following equalities.

aoc =o(a) bo=b
(t1 X t2)0 = (t10) X (t20) (t1 = t2)o = (t10) — (t20)
(t1 V t2)o = (tio) V (t20) (=t)o = =(to)

0c =0

We extend the application of a type substitution to vectors of types by
defining it pointwise. We use the notation [f/&] to denote the substitution
o such that dom(c) C & and @ = f. We write [ ] to denote the empty (or
identity) substitution.

We define var(o) to be the set 4 egom(o) Var(@o).

We write oy Uoy, for the union of disjoint type substitutions (i.e., substitutions

with disjoint domains), defined by:

o1(a) if a € dom(oy)
(o1 U 0o)(a) £ ox(a) if a € dom(oy)

o if a ¢ dom(oq U 03)

We write o, o 07 to denote the composition of type substitutions, defined by
(02 0 01)() & a0y0,. We use the notations 0|z and o|.; to denote restrictions
of type substitutions. These are defined as follows.

def {cr(oc) faea

def
O-l\ét> =0 |dom(0)\&

(olg)(a) =

a otherwise
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2.3 Semantic subtyping

Semantic subtyping

As anticipated, in semantic subtyping we interpret types as subsets of an
interpretation domain. This domain corresponds intuitively to the sets of values
of a language, but it represents functions as finite relations and uses a labelling
technique to interpret type variables.

In the following definition, we pick a distinguished symbol Q (which is not
in Const) to represent type errors.

DEFINITION: The interpretation domain Domain is the set of finite terms d
generated inductively by the following grammar

di=ct | (dd)" | {d do),...,(d do)}*
do :==d| Q

where c ranges over Const and L over Pgn(TVar). O

We have described the reasoning behind this definition in Section 2.1. The
use of finite sets of type variables, in particular, is meant to be able to interpret
type variables without using quantification. For this purpose, we define a
function tags on domain elements as

tags(c") = tags((d1, do)") = tags({ (d',dgy) | i € [}) = L,

that is, tags(d) is the outermost set of type variables labelling d.

Having defined the domain, we now define the interpretation of types, which
is a function mapping each type to a subset of Domain. We want to define the
interpretation [[¢] of a type t so that it satisfies the following equalities:

[all = {d|a < tags(d) }
[6] = {c"|ceB(b)}
[t1 x 2] = {(d1.d)" | dy € [ A dz € [2]1 }
[t: = t2] = {{(d"d)) liel}|Vield e[n] = dj€lt]}
[t v 2] =[] V(2]
[—t] = Domain \ [[¢]
[0] =2

If types were defined inductively, we could take these equalities as an
inductive definition of [[ - ]. Since they are defined coinductively, instead, we
give the following definition, which satisfies these equalities and relies on the
aforementioned induction principle on Type and on structural induction on
Domain.

DEFINITION (Set-theoretic interpretation of types): We define a binary
predicate (d: t), where d € Domain and ¢ € Type, by induction on the pair (d, t)
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ordered lexicographically. The predicate is defined as follows:

(d: a) = a € tags(d)
(ct:b)=ceB(b)
((di,d2)": 11 X 1) = (dy: t1) A (dp: 1)
(@ dy)lieltr:ty »t)=Viel.(d:t) = (d,# Q) A(d,: )
d:ty Vi) =(d: t1)V(d: t)
(d: =t)==(d: t)
(d: t) = false otherwise

We define the set-theoretic interpretation [ - ||: Type — P(Domain) as
[t] = {d € Domain | (d: t)}. O

Finally, we define the subtyping preorder and its associated equivalence
relation as follows.

2.5 DEFINITION (Subtyping): We define the subtyping relation < and the sub-
type equivalence relation =~ on types as:

5 = [t:] <[]

ty & (h<t) At <t). O

I

IA

1
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2.4 Study of the subtyping relation

In this section, we study the properties of the subtyping relation and we
prove the main results we need in the rest of the work. First, we give an
alternative definition of subtyping and show that it is equivalent to that of
Definition 2.5. Then, we use this alternative definition to prove that type
substitutions preserve subtyping. Finally, we study subtyping judgments of a
particular form (#; < t; where t; and ¢, are unions or intersections of arrow
types) to derive properties that we need in the proofs of soundness.

Previous work (mainly Frisch, Castagna, and Benzaken, 2008; Castagna and
Xu, 2011), contains other results which are used to describe subtyping algorith-
mically: for instance, they prove that types can always be put in a disjunctive
normal form and study subtyping judgments on unions and intersections of
product types. We do not treat these results here because we do not need them
for most of the work, though we will introduce some of them in Part III.

2.4.1 Defining subtyping using quantification

The subtyping relation that we have just defined is simple to describe and
to work with. Arguably, though, it would be more intuitive for subtyping on
polymorphic types to be based on quantification, as introduced in Section 2.1.3.
Gesbert, Geneves, and Layaida (2015) give an alternative definition using
quantification, for comparison with the system of Castagna and Xu (2011). We
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describe this definition and report their proof of equivalence. Apart from its
interest as a different characterization, this definition is useful to prove that
subtyping is preserved by type substitutions.

In this definition, the interpretation domain is the same as before. However,
the interpretation of a polymorphic type depends on the meaning we give to
the type variables in it. This meaning is given by an assignment, which is a
function 5: Tvar — $(Domain) that maps type variables to subsets of Domain.

We give alternative definitions of (d: t), [[t], and < based on quantification
(we mark them with a superscript 9 to distinguish them from the previous
definitions).

2.6 DEFINITION: We define a ternary predicate (d:; t)9, where d € Domain,
t € Type, and 5: TVar — P(Domain), by induction on the pair (d, ¢) ordered
lexicographically. The predicate is defined as follows:

(d:ya)? =d € nla)
(cL:,7 b)Y = c € B(b)
((d1, do)" 1yt X £2)7 = (d1 2y 1) A (da 2y 12)°
({(@d.dy)ie I}L:,7 ti — )9 = Viel. (d':; 1) = (d) # Q) A (dg:y t2)°
(d:gti Vi) =(d:yt1)?V (d:y 1)1
(d:,7 -1)4 = —|(d:,] £)4
(d:pt)? = false otherwise
The interpretation [[t]% of a type t with respect to an assignment 7 is
[¢1° = {d € Domain | (d:, )7} .

The quantification-based subtyping relation <9 is given by

t <91, &= Vn: Tvar > P(Domain). [t ]9 < [£2]1% - O

The two subtyping relations < and <% actually coincide. First, note that the
interpretation function [ - ]| can be obtained from [ - ]|9 by using the canonical
assignment 7j: TVar — $(Domain) defined by 7(a) = {d | « € tags(d) }.

2.7 LEMMA: For every type t, [[t] = [[t]97. O

Proof: The statement is equivalent to
Vt € Type. Vd € Domain. (d:t) & (d:51)

which can be shown by induction on the pair (d, t). ]

This already shows that t; <9 t, implies t; < t,: if t; <9 t5, then, for every
n: TVar — P(Domain), we have [#;]% <€ [#:]%; therefore, [#1]% < [#19%
and [[#1] € [£2]- We use the following lemma (due to Gesbert, Geneves, and
Layaida, 2015) to prove the other implication.
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2.8 LEMMA: LetV be a finite subset of Tvar. Let T = {t € Type | var(t) C V }.
Then, for every t € T,

[t]19 = @ = Vn: TVar — P(Domain). [t]7 = @ . O

: Proof: For an arbitrary V (and T defined from V), we prove the statement
by contraposition, proving
VteT. (3Ine P@omain)™. [t]h+#0) = [t]%h+2.
by proving for arbitrary 5 the stronger statement
Vt € T.Vd € Domain. (d:;t)? < (F‘Z(d):ﬁ 0,
where the function F‘Z is defined as follows:
cv(@ ifd = ct
Fy(d) = { (Fi(dy), Fi(dp) V@ if d = (di, dy)*
{(Fa(d), Fy @) i € 1}V ifd = {(d',dfy) i e T}
tp(d)={aeV|den)}
i The function F‘Z transforms domain elements by changing the labels L
recursively. Each label is changed according to 7. The requirement that V be
i finite ensures that the new labels are always finite (only finite subsets of Tvar

are allowed as labels).
The proof is by induction on the pair (d, t) ordered lexicographically.

Case: t =«
We have
(d:ya)! &= den(a)
(F"l(d):ﬁ a)t = Fg(d) €efla) & ac tags(F"ﬂ(d))
& aecll(d) & (aeV)Aden(a)
which is the result we need, since @ € T implies @ € V.

Case: t =b
If d is not of the form c*, then both (d:, b)* and (Fg(d) :5 b)? do not hold.
Ifd = ¢k, then (¢":; b)) & ceB(bh) — (Fg(cL):,7 b)".

Case: t =t; X ty
As in the previous case, the equivalence is straightforward unless d is of
the form (d;, d;)*. In that case, we have

((d1, dz)Lin t X ) &= (di:yt1)? A (do:y 1)
(Fg((dl, d2)L)ir7 t X ) = (F‘Z(dl)?ﬁ t1)? A (Fg(dz)iﬁ t2)?

and (dy:y )7 & (Fp(d): 1) and (dp3y 1) & (F(d)zj 12)°
hold by IH.
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Case: t =1 — 1y
As in the previous two cases, the interesting case is when d is of the form
{(d, déz) | i € I}E. In that case, we have

(digti > 1) &= Viel.(dyh)" = (dyyt2)°
(Fi(d)sgty = 1) < Viel (F‘Z(di):ﬁ th)! = (F‘Z(dé):ﬁ ty)
and the equivalence holds by IH.

Case: t =1 Vi
We have

(d:gti Vi)t &= (d:yt)?V (d:y 1)
(Fi(d)sgt1 V 1) & (F(d): 1)V (Fp(d) 2 12)°

and both (d:; t;)? < (Fg(d):;, t)9and (d:y 1) & (Fp(d):; 1)
hold by IH.

Case: t = —t’
We have

(d:yt") = —(d:t)°
(Fl(d): 1) = () 1)
and —~(d:; t')? —|(F‘Z(d):,7 t")3 holds by IH.
Case: t =0
Straightforward because (d:;, 0)% never holds for any d and . m|

2.9 PROPOSITION: Foralltypest;andt,, t; < t; holdsifandonlyift; <%t,. O

. Proof: We have (applying Lemma 2.8):
' h<t,h = [h\t]=0 = [t \t]Y=0
t <Yt, & Vn: TVar — P(Domain). [#; \ t2]9 = @

If t; < t,, we obtain t; <% t; by applying Lemma 2.8 with V = var(t; \ t3).
If t; <9 t,, we obtain t; < t; because 7: TVar — $(Domain). O

2.4.2 Subtyping and type substitutions

We now show that subtyping judgments are preserved if we apply a type
substitution to both types. This result is needed to ensure soundness for
polymorphic type systems. The proof is adapted from Castagna and Xu (2011)
and relies on the definition of subtyping based on quantification.

210 LEMMA: For every t, o, and 5, if n’ is defined by n’(«) = [o(«)]%, then
[toln = [1. 0
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Proof: Consider arbitrary o and n: Tvar — P (Domain). Let n’ be defined
: from o and 7 as in the statement. We can show

Vt € Type. Vd € Domain. (d:, to)? &= (d:y 1)

! by induction on (d, t). All cases are straightforward. o

PROPOSITION: Ift; < tp, then tjo < tyo for any type substitution c. O

Proof: By definition of subtyping and by Proposition 2.9, from t; < t, we
i have Vn: Tvar — P(Domain). [[t; \ t2]]99 = @.

We show Vn: Tvar — P (Domain). [(¢; \ t2)c 99 = @. Consider an arbitrary

n: we must show [(t; \ t2)]9% = @. Take n’ defined by n’(a) = [o(a)]%. By
i Lemma 2.10, we have [(t;\t2)a |99 = [t \t2]9’. Since ’: Tvar — P (Domain),
we have [[t; \ t2]%’ and [(#; \ £2)o]%.

From Vn: TVar — P(Domain). [(t; \ t2)o]|% = @ we have tjo < t,o by

applying again Proposition 2.9. m|

We now show that type substitutions that are equivalent (meaning that they
map each type variable to equivalent types) map any given type to equivalent
types. We first define subtype equivalence on type substitutions pointwise.

DEFINITION: Two type substitutions o; and o, are equivalent, written
01 = 0y, if, for every type variable a, we have ao; ~ aoy. m]

LEMMA: If o1 = 0y, then toy = toy. ]

. Proof: Assuming o1 =~ 0,, we prove the result
Vd,t. (d: toy) & (d: toy),
which is equivalent to the statement.
The proof is by induction on the pair (d, t) ordered lexicographically.
Case: t =«
We have ao; ~ aoy, therefore (d: ao1) = (d: ao).
Case: t=b Straightforward because to; = b = toy.

Case: t =t Xty
We have

(d: to]) & 3dy,dy, L. d = (dy,d,)" and (d;: t101) and (dy: t01)
(d: toy) & 3dy,dy, L. d = (dy,d,)" and (d;: t10) and (dy: t,07)

and we conclude by applying the IH to (dy, t1) and (d, t2).

Case: t =1 — ty
Analogous to the previous case.
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Case: t =1 Vi

We have:
(d: toy) & (d: tyjo1) or (d: tr01)
— (d: tiop) or (d: ty02)
— (d: toy).
Case: t = —t’

If (d: toy), then =(d: t'oy). Then, by IH, —=(d: t’0;). Therefore, (d: toy).

Case: t =0 Straightforward because to; = 0 = too. O
Decomposition of subtyping on arrow types

The results in this section show how subtyping judgments involving unions
and intersections of arrow types can be decomposed to subtyping judgments
on subterms of these types. They are adapted from the work of Frisch (2004)
and Frisch, Castagna, and Benzaken (2008).

LEMMA: Let X and Y be two sets and (X;);c; and (Y;);e two finite families
of sets. Then:

(XxY)\(UXiin):U(X\UXi)X(Y\UYi) 0

iel rci iel’ iel\I

Proof: Note that, for any four sets A, B, C, D, we have (AX B) \ (C x D) =
: (A\C)x B)U(A X (C\D)).
:  We proceed by induction on |I|.

Case: I =@ Straightforward.

Case: I=1"W {ig}
We have

(XX Y)\ (Ujer Xi x Yi)
(XxY \ (X, X Y )) \ (Uier Xi x Vi)
( (X \ X)X Y) (XX(Y\YiO))) \ (Uier Xi x Yi)
(A Xi) X )\ (User X x Y1)
U ((X XY\ Yi) \ (Uier Xi x Yi))
and, by IH,
= (U[ﬂg[' (N Xi) \ Uierr Xi) X (Y \ Ui Yi))
O (Urer (A Userr X6) % (04 \ Yi) \ U )
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= (UI”(;I’ (X\ Uierruginy Xi) X (Y \ Uieryr Yi))
U (UI"gI' (X \ User Xi) X (Y \ Userogiopr Yi))
= Urcar X\ User Xi) X (Y\ Usen Vi) - o

2.5 LEMMA: Let (X;);cp and (X;);en be two finite families of sets, with P non-

empty. Then:
()P0 € | Pan(X)) = Fjo e N. [ ) X: € X, o
ieP JjeN ieP

Proof: Note that );cp Pan(Xi) = Pan(;ep Xi) and that, for all sets A and
B, A C B implies Pgn(A) C Phn(B). The implication <= is straightforward
. to prove using these two facts.

For the reverse implication, assume that (;cp Phin(Xi) € Ujen Pan(X)),
: that is, that Ppn(M;ep Xi) € Ujen Pan(X;). Let X = M;cp X;. By contradic-
: tion, assume that no j € N is such that X C X;. Then, for every j € N, there
exists an x; € X \ Xj. Consider the finite set { x; | j € N }. It is in Pgn(X) but
not in ;e Phn(X;), which disproves the hypothesis. O

2.16 LEMMA: Let P, N be two finite sets of types of the form t; — t,, with P
non-empty. Then:

/\ =t < \/ t1—>t2<:>3(f1—>f2)EN.

ti— b eP t1—heN
(fl < \/ tl) A (VP’ CP. (f1 < \/ tl) v ( /\ t, < fz))
ti—1t P t1—tEP’ t1—>t, €P\P’

O

Proof:  Writing D; for Domain U {Q}, D, for Domain X Dy, and A” for B \ A,
i note that

[t — 2]
={{d.dy)iel}r|VielLd e[n] = dj€lt]}
R ——— D)}
= {{@.d)|iel} | {(d d)|iel}ePult]xa]l )}

We have

/\11—>l’2€P tl - tz < \/tl—)l’zeN tl - tz

— Nyopnerlts = 1 € Uyonenltn — 2]
D, —D

— ﬂtl—n’zeP Pﬁn([[tl]] X mDI ) - Ut1—>tzeN Pﬁn([[tl]] X le )

(we can ignore the sets of type variables labelling the domain elements,
because arrow types always contain each relation with all possible labels).
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: By Lemma 2.15,

. —D Dz —D1D2
. A A o a1 A A
e 3o heN Mool xTBl " < IhIXTE]

=3 o heN. D\ (Uyoepltnl xT6T™) € D2\ (IRI % TED )
=T o heN [HIXE] € Uil xTGT
and, applying Lemma 2.14,
. e 3, > i eN. VP'CP.
: (I € Unoeplts) v ([0 € Usyyepip Tl )
. &3t > €N.
| (60 € UpoepltD) v (BT € Usopeo T1 ) A
| (vP' € . (180 € UpoepDta) V ([BD € Upooero T )
= 3 o heN. ([h] S Uspepltl) A
(VPI cP. ([B]c Utl—nzep/[[tl]]) v (le C Uponer\p le))

(because le is never empty)
=T heN. (bl € Uypoperlnd) A

(VP’ CP. ([id € Upmpyep i) V (N sepplitadl € [[fZ]]))
& 3Ji > eN. (1 < Vyonepti) A

(VP, CP. (b <Vyspert)) V(Aysperp tz < fz)) m

2.17 COROLLARY: LetP, N be two finite sets of types of the form t; — t,, with
P non-empty. Then:

/\ >ty < \/ t — t

t1—>1EP h—teN
@3(21—)?2)61\[ /\ t1—>t2§f1—>f2.
t1— 1 eP
O
. Proof: Consequence of Lemma 2.16. O
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3

3.1

3.1.1

An implicitly typed language
with set-theoretic types

This chapter describes the syntax, operational semantics, and type system of a
language: a typed, call-by-value A-calculus with some additional constructs,
notably a form of runtime type testing. The language is typed implicitly and
defined in Curry style: the operational semantics is defined independently of
typing. The type system features set-theoretic types and semantic subtyping.
We study the properties of the type system and establish a standard type
soundness result. We do not study algorithmic type checking or type inference;
the latter is the object of the following chapters.

Compared to previous work on semantic subtyping (notably Frisch, Castagna,
and Benzaken, 2008; Castagna et al., 2014; Castagna et al., 2015b) the contribu-
tion here is in considering an implicitly typed language. In contrast, in previous
work functions were always annotated with their type. Implicit typing and a
restriction of the typecase construct allow us to give a very simple operational
semantics. The explicitly typed language of Castagna et al. (2014), instead, has
a more complex semantics since type information must be propagated during
reduction and updated when polymorphic functions are instantiated.

Here as in previous work on semantic subtyping, we need to handle negation
types carefully to ensure subject reduction. This is the main technical difficulty
of this chapter: the problem was already studied by Frisch, Castagna, and
Benzaken (2008), but the implicitly typed setting requires a different solution.

CHAPTER OUTLINE:
Section 3.1 We describe the syntax and the semantics of the language.

Section 3.2 We describe its type system.

Section 3.3 We develop the proof of soundness. The proof actually requires
a modification of the type system — adding a rule to derive negation types
for functions — which we introduce here and not in Section 3.2 in order
to motivate it properly.

Language syntax and semantics
Syntax
The language is an untyped A-calculus extended with a few constructs.
To define the syntax, we take an arbitrary, countable set EVar of expression

variables, ranged over by x, v, z, .... We also consider the set Const of language
constants used to define types in Section 2.2.
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DEFINITION: The expressions of the language are the terms e defined in-
ductively by the grammar

ex=x|c|Ax.e|lee|(e,e)|me|lect?e:e|letx=eine

where x ranges over EVar, ¢ over Const, i over {1, 2}, and where t is a type in
Type generated coinductively by the following grammar:

ti=b|txt|0—1[tVt|—t|0. O

As customary, expressions are considered up to a-renaming of bound vari-
ables. In Ax. e, x is bound in e. In let x = e; in ey, x is bound in e,.

Expressions include the forms of the A-calculus: variables x, A-abstractions
Ax.e, and applications e e. There are also constants c, pairs (e, e) and pair
projections m; e, the typecase expression e € t ? e : e, and the let construct
letx=eine.

Atypecaseey € t ? e; : e is a dynamic type test. It is evaluated by evaluating
eo and then, if ey reduces to a value v (the syntax of values is given below),
evaluating e; if v has type t or e; otherwise.

Typecases cannot test arbitrary types, since they use the restricted grammar
for t. There are two restrictions with respect to the types of Definition 2.1: types
must be ground (@ does not appear), and the only arrow type that can appear
is 0 — 1, which is the type of all functions.' This means that typecases can
distinguish functions from non-functions but cannot distinguish, for instance,
the functions that have type Int — Int from those that do not. In previous work
on semantic subtyping, there is no such restriction. However, if we allowed
tests on function types, in a practical implementation the semantics would
depend on the behaviour of the type checking or type inference algorithms.
Thanks to this restriction, instead, the semantics does not depend on the type
system: it could be implemented without keeping track of compile-time types at
runtime. Moreover, the interest of the typecase construct in this work is mostly
to encode a pattern matching construct. Standard pattern matching cannot
check function types, so the restriction is not a problem for this. Typecases of
this form also have the same expressiveness as the type-testing primitives of
dynamic languages like JavaScript and Racket.

Semantics

We define the operational semantics of the language in small-step style. The
evaluation is call-by-value. First, we define the values of the language.

DEFINITION: A value v is an expression generated by the grammar
vi=c|Ax.e| (v1,07)

and that is closed, that is, that does not contain any free variable.
We write Values for the set of all values. m]

1 Actually, we could remove even 0 — 1 from the grammar: it can be expressed without using
arrow types, because it is equivalent to —=(1g V (1 X 1)), the type of all values that are neither
constants nor pairs. We leave it in the grammar for clarity.
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[Rapp] v vy ~ e[vy/x]  ifv =Ax.e
[Rproj] n; (v1,02) ~ Y;

[Riet] letx=vine ~ e[v/x]
[Rlase] vet?e e ~ e if typeof(v) < t
[Réase] vet?e e ~ e if typeof(v) < -t
[Retx] Ele] ~ E[€’] ife ~> e’

FIGURE 3.1 Reduction rules

The semantics uses evaluation contexts to direct the order of evaluation.
These are standard contexts for call-by-value, left-to-right reduction.

DEFINITION: A context is obtained from an expression by replacing one of
the subterms with a hole, written [ |. When C is a context, we write C[e] for
the expression obtained from C by replacing the hole with e.

An evaluation context E is a context generated by the following grammar:

Ex=[]|Ee|vE|(E,e)| (v,E)|m;E|E€t?e:e]|letx=Eine. O

To define the semantics, we also use a standard definition of substitution
mapping an expression variable to a value. The notation e[v/x] indicates the
expression obtained by replacing all free occurrences of x in e by v.

DEFINITION: The reduction relation e ~» e’ between expressions is defined
by the rules in Figure 3.1. The rules use the typeof function, defined as

b, fo=c
typeof(v) o1 ifv=2Ax.e
typeof(vy) X typeof(vz) if v = (v1, v2)

to map values to types for the evaluation of typecases. O

The rules [Rapp], [Rproj], and [R ] are entirely standard, as is the context
closure rule [R]. Evaluation of typecases uses two rules, [Rue] and [RZsc],
which reduce the expression to either of its branches depending on whether
the tested value has the type t or the type -t (Lemma 3.29 will show that
exactly one of the two must hold). This test relies on the function typeof to
map values to types. Note that typeof maps every A-abstraction to 0 — 1,
so it does not depend on static types. This approximation is allowed by the
restriction on arrow types in typecases.

Type system
We now equip the language with a type system. We give a declarative definition

of the type system: by declarative we mean that we rely on structural, non-
syntax-directed rules for subtyping and for the introduction of intersection
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types.” The next two chapters will focus instead on the study of algorithmic
type inference.

The type system described here is very similar to a standard Hindley-Milner
system: the differences are just the addition of subtyping and intersection
introduction, as well as a rule for typecases. However, we will see in the next
section that, to prove type soundness, we need to augment the system with a
less standard rule.

As in Hindley-Milner type systems, we introduce a notion of type scheme
separate from that of types.

DEFINITION: A type scheme is a term of the form Va. t. We view types as
a subset of type schemes by identifying Va. t with t itself if & is empty. O

Type schemes are treated up to a-renaming of their bound variables. We
extend var(-) to type schemes by defining var(¥a. t) = var(t) \ @. We extend the
application of type substitutions to type schemes: (Ya.t)o = Va. (to) when
@ § o (i.e., when the variables in @ do not appear in dom(o) and var(o)); this
condition can always be ensured by a-renaming.

We give a standard definition for type environments too.

DEFINITION: Type environments I are finite mappings from expression
variables to type schemes. We write @ for the empty type environment. 0O

We write dom(I") for the domain of the type environment. We write var(I") for
the set of type variables that appear in I': that is, var(I") = Uy cdom(r) var(I'(x)).
We write type environments as finite sets of bindings with the standard nota-
tion x;: Vay. 1, ..., %, : Ya,. t,, where we assume that each x; is distinct. We
write I', x: V. t to denote the type environment obtained by extending I" with
the new binding x: Va. t, assuming that x does not already occur in I (which
in practice is typically ensured by a-renaming). We extend the application of
type substitutions to type environments as the pointwise application of the
substitution to all type schemes in the environment.

We can now start to define the type system. Figure 3.2 presents ten of the
typing rules defining the typing relation I" +- e: t. The relation that we define
formally (Definition 3.11) includes one more rule, which we need to prove
soundness: a rule to type functions with negations of arrow types. That rule
is less standard, and its inclusion demands more motivation. For now, we
describe the ten rules of Figure 3.2. In the study of type inference, we will only
consider the system with these ten rules. We refer to the inference system and
associated typing relation defined by these rules as 7.

The first six rules — for variables, constants, A-abstractions, applications,
pairs, and projections — are entirely standard. So is the [Tie] rule for let: it

2 In contrast, an algorithmic presentation does not use structural rules and embeds subtyping
and intersection introduction into the other rules so as to be syntax-directed and closer to
an actual typechecking algorithm. We use this terminology following, among others, Pierce
(2002).
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I'(x)=Va.t [T]

T -
[ CTI—c:bC

«] TFx: t[E/@]

Ix:t're:t TF're:t —t T'key: t’

[Th] [Tapp]
IF'rix.e:t' —t PP T'kFee:t

I'kFei: ty I'Fey:ty I'ke:t; X1
[Tpair] [Tproj] -
Fl-(el,eg)Itlxtg I'kFme:t;

I'tkeg: ty
eithertg < -~torI't e : t eitherty <torI'bey:t

T
s I'r(epet?e :e):t

I'be:t Ix:Va.tiFep:t
[Tlet] . aﬁr
I'kletx=einey:t

T're:t I'te: 1 I'te:ty
[T<] —— ' <t [TA]

I're:t I're:tj] ANty

FIGURE 3.2 7 :Typing rules

allows generalization of the variables @, which must not occur in T; this is
expressed by the notation @ # I, which, following our conventions (Section 1.5),
means @Nvar(I") = @. The [T<] rule is a subsumption rule, using the subtyping
relation of Definition 2.5. The [T, ] is a standard intersection-introduction rule.

The most complex rule is [T,se ], to type typecase expressions. It corresponds
to four distinct rules with different side conditions, which are written in a
compact form here using the “either ... or...” shorthand. To type a typecase
ep €t ? e : ey, we first type ey with some type fy. Then, we can type both
branches e; and e, with the type t. However, if t{;, < —t, we do not need to
type the first branch; if t, < t, we do not need to type the second. This is
because, if either of the two condition holds, we can predict statically that the
corresponding branch can never be selected at run time. The typecase reduces
to its first branch if ey reduces to a value of type t, but this cannot happen if ¢,
has type —it; likewise for the second branch. If ¢, < t and ¢, < —t both hold,
then e, will diverge (because then #, < 0, and there are no values of type 0),
so we type neither branch.

REMARK (Typing of typecases): It is very important for the type system
that we do not always need to type both branches of a typecase. Changing the
rule so that both premises must always be typed makes intersection types less
useful to type functions defined with typecases.

For example, the negation function Ax.x € by, ? false : true can be given
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the type (biyye — braise) A (Praise = birue)- This relies on the fact that, in the
derivation for the type byye — bpise, we know that the second branch will
never be taken (and vice versa for the other arrow type). Otherwise, we could
only derive the less precise type Bool — Bool. O

REMARK (Recursive functions): Since types can be recursive, we do not
need to introduce recursive functions explicitly. We can represent the recurs-
ive function pf. Ax. e as fix (A f. Ax. e), where fix is the call-by-value fixpoint
combinator fix = Af. (Ax. Ay. f (x x) y) (Ax. Ay. f (x x) y).

Assume that we want to type the recursive function with the type t =
Aiert] = ti, so we assume to have (f: ) - Ax.e: t. Hence, Af. Ax. e has type
t — t. We must therefore type fix as (t — t) — t. In particular, we type it as
follows:

iG> FrMxAy. f(xx)y): Tt >t
frt->t)rMx.Ay.f(xx)y):

ft->t)FrAx.Ay. f(xx)y) Ax.Ay. f (xx)y): ¢
DrHfix:(t>t) >t

[Tapp]

[Ty]

where £ is the recursive type satisfying f = t — t. The typing derivation for

(Ax.Ay. f (xx)y)is

fr@-t)x: by tjrf(xx)y: t;
fi@@->t)x:frdy. f(xx)y:t] >t
f:t->t)x:frhy. f(xx)y: ¢t
fit=>DFrOx Ay f(xx)y): -t
where [T,]* denotes multiple applications of the rule [T,]. To type f (x x) y,

note that x x has type ¢ and therefore f (x x) has type ¢ too. Since t < t/ — t;,
the application f (x x) y has type t;. O

Viel. {[Tx]

[TAl"

[Ty]

Type soundness

We want to show that the system 7 is type safe by establishing a type soundness
result which states that “well-typed programs do not go wrong”. More precisely,
a program (i.e., a closed expression) that is well typed must either reduce to a
value or diverge: it cannot get stuck.

Following the well-known syntactic approach of Wright and Felleisen (1994),
we show type soundness as a corollary of the following two properties.

Progress:  closed, well-typed expressions that cannot reduce are values.
Subject reduction or type preservation: reduction preserves types.

However, the system 7~ defined by the rules in Figure 3.2 does not satisfy
subject reduction. It can occur that I' + e: t and e ~» ¢’, while I' + e’: t does
not hold. In the following, we show why this is the case. Then, we describe
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how to augment 7~ with one more rule to recover subject reduction, albeit
partially - it will only hold for expressions typed with ground types (i.e., types
without type variables), but this is enough for soundness to hold. Then, we
develop all the lemmas we need and prove soundness. Proving soundness
for the system extended with this rule (which we will denote by 777) also
implies soundness for the system of Figure 3.2, since the latter allows fewer
derivations.

Why subject reduction does not hold

The problem with subject reduction arises from the presence of negation types
and from the set-theoretic definition of subtyping. In particular, these make it
so that, for subject reduction to hold, the following property must be true.

For every type t and every well-typed value v, (%)
either @  v: t or @ + v: =t holds.

We first illustrate why this is needed. Consider the expression Ax. (x, x) and
the following typing derivation (for some arbitrary type t).

DFAx. (x,x): t > (£ X1) @+ Ax. (x,x): =t — (=t X —t)

2 FAx.(x,x): (t = (EX1)) A (=t = (=t X 1))

[T<]

@ FAx.(x,%): T — ((txt)V (=t X =t))
The subsumption rule can be applied because
(to@ExD))A(mt > (mtx=1) T > ((EXE)V (=t X =t))

in general, it holds that (1] — t;) A (t; — 1) < (t; Vt;) — (1 V t), and
t V =t =~ 1. Now consider an arbitrary type t and a well-typed value v. Since
v has type 1 by subsumption, the application (Ax. (x, x)) v can be typed as
(txt)V(~tx~t). This application reduces to (v, v) by the rule [Rpp]. Therefore,
either (v, v) has type (t X t) V (=t X —t) or subject reduction does not hold.
Since t X t and —t X =t are disjoint, to derive the union type for v we need v to
have either type t or type —t. This illustrates the need for the property above.

Unfortunately, that property does not hold for the typing relation 7~ defined
by the rules of Figure 3.2. The problems concern type variables and arrow
types: the following are two examples.

« Take v = 3 and t = a. The most precise type we can derive for 3 is
its singleton type b;. By definition of subtyping, b; £ « and b; £ -a.
Therefore, we can derive neither @ + 3: ¢ nor @ + 3: —a.

« Take v = Ax.x and t = Int — Bool. Clearly, @ + v: t is not, and should
not, be derivable. We would need @ + v: —t, but does it hold?

A \-abstraction can be typed with an arrow type using [T5]. The

rules [T,] and [T<] can be used to intersect multiple types and to derive
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supertypes. To derive —t, we would need (t] — t;) A---A(t), — t,) < L,
where each arrow in the intersection can be derived by [T;].

Note that (t; — t;) A --- A(t;, — t,) < -t holds if and only if
(t; = t1) A=+~ A(t;, — t,) At < 0.But an intersection of arrows is
never empty: all arrows are supertypes of 1 — 0, whose interpretation is
non-empty (intuitively, it contains functions that always diverge).

The problem with type variables can be avoided by showing a restricted
version of subject reduction where we only consider expressions typed with
ground types. For a proof by induction to work, we also require that the
environment be ground (as for types, I is ground if var(I") = @). We obtain
the following statement.

Let I" be a ground type environment and t a ground type.
IfI're:tande~» e’,thenl" +e’: .

This statement is sufficient to show soundness, since soundness only in-
volves programs, that is, closed expressions typed in the empty environment.

Once we restrict to considering only ground types, the property above is
sensible: if a goal of semantic subtyping is to be able to see (ground) types as
sets of values, then we expect any value that is not in a given type to be in its
complement. However, the problem with arrow types remains. To solve it, we
need a rule to derive negations of arrow types.

Negation types for functions

The difficulty we have described is not unique to our system: it arises naturally
from the combination of semantic subtyping, negation types, and intersection
introduction. Frisch, Castagna, and Benzaken (2008) solve it, but in a different
setting: their language has explicitly typed functions and no polymorphism.
In their system, functions are typed using the following rule.

I= /\ielti,_>ti

t = /\je]_‘(t]{ﬁtj)
IAnt#0

Viel Ix:t/re:t;
F'r (Mx.e): TAt

A function is explicitly annotated with a finite intersection I of arrow types, its
interface. It is well-typed if its body satisfies all the arrow types in I. Then, we
can assign to it any type made by intersecting I with any number of negated
arrows, with the only constraint that the type must be non-empty. (Both I and
J must be finite because of the contractivity condition on types.)

This rule is arguably counter-intuitive. We can use it, for instance, to type
A=ty x as (Int — Int) A =(Bool — Bool) even though the identity function
could very well be given the type Bool — Bool. However, the language is
explicitly typed: as such, this annotated version of the identity function cannot
be given the type Bool — Bool, so it makes sense to derive its negation.

The rule ensures that, for any type t’ — t, either ¢’ — ¢ can be obtained
by subsumption from I or (¢’ — t) can be added to the intersection. In turn,

68



3.3 Type soundness

this ensures that, for any function and any type ¢, either the function has type
t or it has type —t.

Our setting is different because of the lack of function interfaces. There is
no explicit syntactic information in the A-abstraction specifying and limiting
which arrow types can be derived for it. The obvious adaptation of the rule
above would be

I= Ajert] = t;
t=Njey=(t] = 1))
IAnt#0

Viel Ix:t vre:t;
I'r(Ax.e): TAt

but it cannot be used because, in conjunction with [T,], it would allow us
to assign empty types to functions, as follows. We could use it to derive
I' v Ax.x: (Int = Int) A =(Bool — Bool), but also I + Ax.x: Bool — Bool.
Using [T,] we would then get an empty type.

We need a rule by which an arrow type —(¢’ — t) can be derived for Ax. e
if and only if ' — t cannot be derived. Since we only need to derive negation
types for values, we can assume that Ax. e is closed (this simplifies the problem
because then its typing does not depend on I'). We can consider ground arrow
types only because of the aforementioned restriction of subject reduction. We
want the rule for negation to be something like

x:itl ket Ax. e closed
p t" — t closed
I't Ax.e: =(t" = 1) | Ax. e cannot have typet’ — t

(the premise x: t]  e: t; is there just to ensure that the rule can only be
applied to functions whose body is well typed) but it remains, of course, to
define what “Ax. e cannot have type ' — t” means.

When can a type t' — t be derived for a function Ax.e? It must be a
supertype of some intersection of arrow types which we can assign to the
function, that is, it must hold that

3{(t1,’ tl)’ ey (t;p tn)}
(Vie{l,....n}. x:t] e ti) ANt > ti <t/ —t).

Hence, we might define “Ax. e cannot have type t’ — t” as the negation

VAt 1), - (s tn)}

(ViE{l,...,n}. X: t{l—e: ti) £ (/\iE{l n}tll_)tl f_t/—>t)

.....

Of course, this definition cannot be used because it depends on the definition
of I' + e: t itself, which — when we introduce the rule for negation - is the very
system we are defining. This rule cannot be written in an inference system and,
indeed, it would correspond to an inference operator that is not monotone.
This means that there is no guarantee that a fixed point exists, so we cannot
use the operator to define a relation by induction.

The solution that we present below is based on recognizing that we do not
need the side condition to refer to the typing relation itself. Note that the
typing rule we want to add is used to type the expression Ax. e, whereas the
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side condition considers derivations for e, which is a strictly smaller expression.
We can therefore use in the side condition a restricted typing relation which
can only type expressions that are strictly smaller than Ax. e. We explain below
this notion of a stratified inference system and how we can use it to define a
rule to derive negations of arrow types.’

Deriving negations of arrow types
We associate to each expression a size which we compute straightforwardly.

DEFINITION: The size s(e) of an expression e is defined as follows.

s(x) =1 s((e1, 2)) = 1+ s(er) + s(ez)

s(e)=1 s(m;e) =1+ s(e)
s(Ax.e) =1+ s(e) s(ep et?e;:ex)=1+s(eg) +s(er) + s(ez)
s(e; ex) = 1+s(ey) +s(ez)  s(letx=e;iney) =1+s(er)+ s(er) O

For any natural number n, we define a typing relation that can only type
expressions which are no larger than n. It uses the same rules we have presented
before (except for the restriction on size) plus the rule [T;%] for negations of
arrows. This last rule can only be applied when n is positive, and it has a side
condition referring to the typing relation for a strictly smaller size.

DEFINITION: For any natural number n,

« the n-th size-indexed typing relation I' +,, e: t is defined by the rules in
Figure 3.3;

« the relation g, between closed A-abstractions and closed arrow types is

defined by

Ax.e g, t' >t <= V{(t/,t;)|ieI}.
(VieI. x:tl-'k,,e:t,-) = Niegt] >t gt/ >t

(where I must be non-empty and finite). O

The definition is by induction on n. For n < 2, the rule [Ty ] is not applicable,
because s(Ax. e) > 2. For n > 2, the rule is applicable and the relation g is
well defined, since it relies of the size-indexed typing relation for s(e), which
is strictly less than n.

Defining an infinite family of type systems could seem a cumbersome tech-
nique; however, the systems are all so similar that relating them is very simple.
The following properties hold.

LEMMA: IfT" v, e: t, thens(e) < n. O

3 Chugh, Rondon, and Jhala (2012) use a similar stratification technique in a type system
with refinement types where refinement predicates include typing judgments and negation
(which introduces a circularity similar to ours).
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1) [— {F () =va.t (1] ——— s() < n
Thyx: t[/G] |SG) <n Ty be
Dx:t'rye:t Fbtpep:t —t T'bpeg:t
[T7] s(Ax.e) <n [TH s(epes) <n

’ 194
I'tpAx.e:t' >t I'tpeeg:t
I'kr,e: tq I'Fpex:ty I'b,e: 1 X1y
[Tpair] s((er, e2)) <n [Tproj] ————— s(mie) <n
', (61,62)1 1 X tp 'k, mie: t;
'k, e: 1y
either t) < =torI'+, e;: t
eitherty <torI'F, ey: t
[T&sel slfepet?e :e)<n
Fl—n(eoet?elzez):t
Fl—nelztl F,x:v&.tanezlt &’ﬁr‘
[Tlgt] . l — H <
I'kpletx=einey: t s(letx=ejine;) <n
Frpe:t (4 < ket Tk,e:ty
T3] —— {t St (T3] — ") <n
Trye:t |se)<n Trpe:ti Aty
, Ax. e closed
Xitikperl t’ — t closed

iy
[T by Ax.e: =(t" — t) s(Ax.e) <n
Ax.e gs(e) ' —t

FIGURE 3.3 7 ™: Size-indexed typing rules
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: Proof: Immediate, because all the rules require s(e) < n. ]

LEMMA: IfI'vt,e:t,thenI +, e: t holds for all n’ > s(e). O

Proof: By induction on the derivation of I +-,, e: t and by case analysis on
: the last rule applied. All cases are straightforward. O

Finally, we define the typing relation we wanted to define previously, using
the rules of Figure 3.2 plus a rule for negations of arrows that relies on the
size-indexed systems.

DEFINITION: The typing relation I" - e: t is defined by the rules of Fig-
ure 3.2 plus the following rule:

xitlbeit Ax. e closed
[T0] , t’ — t closed
I'rhx.e:=(t" = 1t) | x.e Ese)t' =t

O

We write 77 to refer to this typing relation and the inference system it is
defined from. (A list of the inference systems used throughout the thesis can
be found on page 21.)

This is the relation for which we will prove soundness by progress and (a
restricted form of) subject reduction. However, soundness will also hold for 7~
(the system without [T).]), since 7~ allows fewer derivations than 7.

We can relate this typing relation to the stratified systems as follows.

LEMMA: ['te:t & (In. ['kpe:t). m

Proof: Both directions are shown easily by induction on the typing deriva-
: tions and by case analysis on the last rule applied. O

We now proceed to develop the needed lemmas in order to show progress
(Lemma 3.31), subject reduction (Lemma 3.32), and finally soundness as a
corollary of the two (Corollary 3.33). Throughout the rest of this chapter, we
always consider the typing relation 77"

Substitution and weakening properties

We begin the proof of soundness by showing some standard properties of the
typing relation.

LEMMA (Stability under type substitutions): IfI'Fe: ¢, thenI'c + e: to for
any type substitution o. i
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Proof: By induction on the derivation of I' + e: t and by case analysis on
the last rule applied.

Case: [Ty]
We have I'(x) = V@. t, and t = t,.[{/d].
By a-renaming, we can assume & § o. Then, (I'o)(x) = Va. tyo.
By [Ty ], we derive I'c + x: tyo[to/d].
We have t,o[fo/d] = t[t/d]o.

Case: [T.] Straightforward.
Case: [Ty], [Tappl, [Tpairls [Tprojl, [Tal Direct application of the TH.

Case: [Tease]
We have:
FI-(E()Et?eltez)it I'keg: ty
iftof_—'tthenfl—el:t iftof_tthenfl—ez:t.
By IH, we have I'c I ¢ tyo.
Note that t is ground, therefore to = t.
If tyo £ —t, then we have f, £ —t by the contrapositive of Proposition 2.11.

Then, by IH, we have I'c ey : to. Similarly, if oo £ t, we have I'c + e;: t.
Therefore, by [Tcase], we have I'o + (eg €t ? €1 : €3): to.

Case: [Tiet]
We have:

I'Fletx=einey:t

® T'bep:t ® Ix:Va.Trey:t afr.

We choose  such that § # I, o, and we define p = [§/d].
By IH (applying o o p to ® and o to ®), we have

Tpo+ep: tipo To,x: (Va.t))o Fey: to.

We have I'po = I'c, since @ § I.
We have (Va. t)o = (V. t1po) by a-renaming, since f f o. Therefore:

I'otrer: tipo Fo,x:Vﬁ.tlpal—eZ:ta Eii]“a.
We conclude by [Tie].

Case: [T<]
We have I' + e: t' with t’ < t.
By IH, we have I'c + e: t’o. By Proposition 2.11, ' < to. We conclude

by [T<].
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3 An implicitly typed language with set-theoretic types

Case: [T)-]
We have I' + Ax.e;: —(t] — ty).
We derive I'o + Ax. e;: =(t; — t1)o by [T)-]: the side conditions of [T)-]
do not mention I', and —(t; — t;)o = —~(t; — t;) because the type is
closed. O

We define an order of generality on type schemes according to instantiation
and subtyping.

3.4 DEFINITION: A type scheme V@,.t; is more general than a type scheme
Vd,. t, — written (V. t;) <V (Vd. t,) — if for every type substitution [f;/d,]
there exists a type substitution [f;/d; ] such that t,[f, /@] < t,[f2/@:].

A type environment I is more general than a type environment I, — written
I < Iy —if, for all x € dom(Iy), we have x € dom(I'}) and Iy (x) <" Ih(x). O

The following lemma gives an alternative characterization of the relation.

3.15 LEMMA: LetVa;.t and Va,. t; be two type schemes such that @, § ¢;. Then,
(Vét;. t;) < (Vds. t,) holds if and only if there exists a type substitution [£/&; ]
such that #;[f/d] < t,. O

i Proof If (Vay.t) <' (Vds.t,), then we have 3[f;/d;].ti[f1/d1] < t; by
: applying the definition of <¥ for the identity substitution [d,/d].

: For the other direction, if there exists [f/@;] such that #;[f/@;] < t,, then
. given [f2/d,] we take the substitution [(f[f2/@,])/@:]. Since &, # t;, we have
n[(f[f2/@2))/ 1] = t1[f/@11[E2/ d2]. Moreover, t1[t/a |2/ @) < ta[f2/&]. O

316 LEMMA (Weakening): IfIy re:tand Iy <' Iy, thenTy +e: t. o

: Proof: By induction on the derivation of I'; + e: ¢ and by case analysis on
: the last rule applied.

Case: [Ty]
Since t is an instance of I';(x), by definition of I'7 <Y T} there is an
instance t’ of I'i(x) such that ¢’ < t.
We apply [Ty] and [T<] to derive I + x: t.

Case: [T.], [Tx-]
Immediate, because the environment is not used in the rules.

Case: [Ty], [Tapp], [Tpair]s [Tproj]s [Teasel, [T<], [Tl
Straightforward by IH.

Case: [Tiet]
We have:

@le-elitl FZ,XZV&.tlFEZZt @(}ﬁrz
We choose E such that ,E # I and let p = [ﬁ/o_f] The type schemes VYa. t;
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3.3 Type soundness

and Vﬁ . t1p are equivalent by a-renaming.

From ® by Lemma 3.13 we have ® I';p + e;: typ.

We have I;p = I, by ©.

By IH from ® and ® (using I, x: Vﬁ. tip <" Iy, x: Ya.t;) we have

Tll—elztlp Fl,XZVE.tlpl'eglt

and we conclude by [Tiet]. O

We prove two further lemmas concerning the type environment. The first
is that we can remove useless bindings from an environment while preserving
typing. We denote as I'\X the restriction of I to the variables not in X.

317 LEMMA: IfI'+ e:t and if no variable in ¥ occurs free in e, then we have
I\XFe:t. O

Proof: By induction on the derivation of I' + e: t and by case analysis on
i the last rule applied. All cases are straightforward. O

Finally, we have a standard property allowing substitution of values for
variables.

318 LEMMA: If[x:Va.t've:tandI'+ov:t’ thenl Fe[v/x]: t. |

Proof: By induction on the derivation of I, x: Ya.t’ + e: t and by case
i analysis on the last rule applied.

Case: [Ty]
We have either e = x or e = y with y # x.
In the former case, we have I', x: Vd.t’ + x: t with t = ¢/[f/&]. Since
x[v/x] = v, we must derive I" + v: t[f/&] to conclude.
We have I' + v: t’ by hypothesis.
By Lemma 3.17, @ + v: t’ (note that values have no free variables).
By Lemma 3.13, @ + v: t'[{/&)]. By Lemma 3.16, " + v: t'[/d].
In the latter case, we have I', x: Ya.t’ + y: t and we must derive I' + y: ¢,
which holds because (I', x: Va.t")(y) = I'(y).

Case: [T.], [T-] Straightforward.

Case: [Ty], [Tiet]
The three cases are analogous: we consider the first. We have

Ix:Va.t'ry.e: t; >ty ® Ix:Ya.t',y:tire:ty

and we must derive I' + (Ay. e)[v/x]: t; — 1.

We can assume y # x by a-renaming. Then, (Ay. e)[v/x] = Ay. (e[v/x])
and (I,x: Va.t',y: t;) = ([,y: t;,x: Ya.t’). By IH from ® we have
I'y: t; + e[v/x]: t,. We obtain the result by [T ].
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Case: [Tappl, [Tpairls [Tprojl, [Teasels [T<], [Tal Straightforward by IH.

Case: [T)-]
Straightforward because the environment is not used in the side con-
ditions and because the expression is closed (and hence unaffected by

[v/x]). o
Inversion of the typing relation

We now develop results on the inversion of the typing relation: that is, we show
how, given a judgment I' + e: t, we can derive judgments for the sub-terms of
e. We will use these results in Section 3.3.6 to study which values belong to a
ground type and prove the property (x) that we have identified as necessary
at the beginning of Section 3.3.1.

To study inversion, we give a different characterization of the type system
which is syntax-directed, with one rule for each shape of expression.

DEFINITION (Syntax-directed typing rules): The relation I' kg e: t is
defined inductively by the following rules.

{r(x)zv&.t'
S - Ve ! —  ho<t
Ikgx:t /\ielt[ti/a]St I'kge:t

Nierti = ti N Njey =t > 1) <t
Vie]. Ax.e Ss(e) t]{ -t

I+

J = @ or Ax. e closed

Vje]. tj — t; ground

Viel. I',x: tl( bsq €: £

I'kgAx.e:t

Fl—sdelzt'—>t FI—Sdezlt/

I'kgerep:t
I'kge: iy I'kger: ty I'kge:t; Xty
h Xty <t _—
J (61,6‘2)2t I'kgme: t;
I'kqe: to to < —-torl'kqep:t to <torl hkgqey:t

Fl—sd(eOEt?elzez):t

I'kqer: g F,x:‘v’&.tll—sdezth
atr

I'kgletx=ejiney: t

(In the first and third rules, the variables that appear only in the side conditions
are implicitly existentially quantified.) O

The system is obtained by embedding the uses of [T<] in the rules for
variables, constants, functions, and pairs and the uses of [T,] in the rules
for variables and functions. We prove that the two rules [T<] and [T,] are
admissible in this system.

LEMMA: IfIkge:t’andt’ <t,thenl kqe:t. O
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3.3 Type soundness

Proof: By induction on the derivation of I k4 e: t” and by case analysis on
i the last rule applied. All cases are straightforward. O

3.21 LEMMA: IfT'kge:tijandI kqe: by, thenl kye: t; A fo. O

. Proof: By structural induction on e and by case analysis on the shape of e.
Since all the rules are syntax-directed, if we know the shape of e, we also
know the last rule applied in both derivations.

Case: e = x
Immediate: we just apply the rule to type x with an intersection containing
all instantiations used in both derivations.

Case: e =c
Immediate: if b, < t; and b, < 1y, then b, < t; A ts.

Case: e = Ax. e’
We have:

Nier,(t] = 1) A Njej, =t > 1) < 1y
Viel. F,x:t{ Fd e’:ti Vje . Ax.e’ gs(e’) l’;—)tj
L +© Ji = @ or Ax. e’ closed Vje Ji. t]f — t; ground
Niep(t] = ti) A /\je]2 _‘(t]{ —tj) <t
Viel, I, x: t{ Fsd e’: t; Vj€]2. Ax.e’ gs(e’) t;—>tj
L+ J» = @ or Ax. e’ closed Vje . tJf — t; ground
Therefore we have
Nienunt, = t) A Njepup —'(tj =)<t At
Vi € Il UIz. T,x: tl, ] e’: t; V_] € ]1 U]z. }\x.e, gs(e’) t; — l’]
LUL#@ JyUJ,=0@orAx.e’ closed Vje€ J;UJ. tjf — t; ground
and we conclude using the rule for A-abstraction.

Case: e =e; e
We have:

Fl-sdelztl'—>t1 FI—SdEZZtl’ F'—sdelitzl—>t2 Fl—sdezit?:
By IH, we have
Ikaer: (] = t)A(t; > t2) Ihkaex:t] Aty

and, since (t] — t;) A (t, — t;) < (t] Aty) — (41 A tp), by Lemma 3.20
we have I" Ky e1: (t] A t;) — (t1 A tz). We conclude using the rule for
applications.

Case: e =(ej,e5),e=m;e’,ore=(eg €t?e :e)
Similar to the previous cases.
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Case: e = (letx = ey in ey)
We have:

Fl—sdelzt{ F,XZV&l.t{FSdEZ:tl &1ﬁr

Fl—sdelzté F,XIVO_{)}téI-SdeZ!l’z C_fzﬂr

By IH we have I' kg e: t] A t,.

We have (Vai1,dz. t] A t;) <Y (Vd;. t]) for both i.

Hence, by Lemma 3.16, we have I', x: Y&;,0,. t] At kq €z t; for both i.
By IH we obtain I', x: Yay,ds. t] At; kg ex: t ATy, and we conclude using
the rule for let. O

Now, we prove that the syntax-directed typing relation is equivalent to the
relation of Definition 3.11. We will use this result to invert typing judgments
I'+ e: t and derive judgments on the subterms of e.

LEMMA: [ kgqe:tholdsifandonlyifI"Fe: f. m]

Proof: Both implications are proved easily by induction on the derivation
and by case analysis on the last rule applied.

i To prove that I' iy e: t implies I' + e: ¢, in all cases we obtain I" + e: ¢
from the judgments obtained by IH from the premises of I kq e: ¢, applying
the rules specific to the shape of e (both [T ] and [T)-] for A-abstractions)
: plus [T<] and [TA].

To prove that I' + e: t implies I kyq e: t, if the last rule applied is [T<], we
apply the IH and Lemma 3.20; if it is [T ], we apply the IH and Lemma 3.21;
: in all other cases, we apply the IH and then the rule corresponding to the
shape of e. O

Relating ground types and sets of values

Now we establish some results relating sets of values in different ground
types. These results show that (as far as ground types are concerned) union,
intersection, and negation types correspond to the set-theoretic notions: for
instance, Lemma 3.26 proves that the values in a union of ground types t; V t,
are exactly those in t; and those in t;. We map types to sets of values using

the function V(t) E {v| @\ v: t}. First, we check that the empty type 0 is
actually uninhabited.

LEMMA: V(0) = 2. O

Proof: We show that @ + v: t implies t £ 0, by induction on v and using
i Lemma 3.22.

Case: v=c¢ We have b, < t and b, is not empty: therefore t £ 0.

Case: v =MAx.e
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3.3 Type soundness

We have Ajert] = ti A N\jeg (1t — ;) < ¢
We show that, forallj € J, ;e t] — t; £ t]f — 1.
Foralli € I, we have x: t/ - e: t;.
By Lemmas 3.10 and 3.12, we have x: t] kg e: t;.
For all j € J, we have Ax.e § s(e) t]f — t;. By definition, this implies
that /\iEI t; — 1 _}<_ t]{ — tj.
By the contrapositive of Corollary 2.17, wehave A\;c; t] = ti £ Ve t] —
tj, whichis \jert] = ti A N\jey (] = tj) £ 0.

Case: v = (v, V)
We have @ FO: b, @ F Uyt By, andt1 Xty <t
ByIH, t; £ 0 and t, £ O: therefore, t; X t; £ 0. O

We show that the values in a ground intersection type #; A t; are exactly
those in both #; and t,.

3.24 LEMMA: Lett; and#; be ground types. Then, V() Atz) = V()N V(t;). O

Proof: It @+ v:t Aty, thenby [T<]wehave @ Fv: tyand @+ v: 1y
Conversely,if @ F v: tyand @ F v: fp,then @ + v: t; At holdsby [TA]. O

Now, we prove that all well-typed values - that is, values in V(1) - are
either in V(t) or V(—t), for any ground type t. This is the result (x) that we
stated in Section 3.3.1.

3.25 LEMMA: Lett bea ground type. Then, V(—t) = V(1) \ V(). O

i Proof: Using the previous two results, we have that, if v € V(t) N V(-t),
then v € V(t A —t); but then v € V(0), which is impossible. Therefore, V(¢)
and V(-t) are disjoint.

i We show that V(t) UV(=t) = V(1), which yields the result we need. We
show this by proving, for every well-typed value v and every ground type ¢,
: that either @ + v: t or @ - v: =t holds. The proof is by induction on (v, t).

Case: t = b
If a well-typed value v is not a constant, it always has type —b.
If v is a constant c, it has type b.. Since [b.] is a singleton, it is a subset
of either [b] or [—b]: therefore, v has either type b or type =b by [T<].

Case: t =t X 1y
If a well-typed value v is not a pair, it always has type —=(#; X t3).
If v = (vy, vy), then, by IH, v has either type t; or —t;, and v, has either
type t; or —f;. Then, v has one of these four types: (1 X ), (=t; X t3),
(t1X—t), or (—t; X —t2). In the last three cases, by [T<] it has type —(#; X t2).

Case: t =1 —> ty
If a well-typed value v is not a A-abstraction, it always has type —(t; — t2).
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Otherwise, we have v = Ax. e. Either we can derive @ + Ax.e: =(t; — ty)
using [T)-] or not. In the latter case, we show @ F Ax.e: t; — t.

If we cannot apply [T)-], then it must be either because no premise cannot
be found or because one of the side conditions does not hold. The first
possibility cannot actually occur because Ax. e is well typed: therefore
its body must be well typed under some assumption for x. Therefore, it
must be that Ax. e g) t1 — t, does not hold.

As a consequence, we have

N t)liel}. (Viel x:t]ryee:ti) A(Niert] =t <t — 1)

(where I is finite and non-empty). By Lemma 3.12 and by [Ty ], [TA], and
[T<], we obtain @ + Ax.e: t; — to.

Case: t =11 Vi
By IH, v has either type t; or —t;, and either type ¢, or —t,.
Therefore, either it has type t; V t; by [T<] or it has both types —#; and
—t,, in which case it has type —(¢; V t;) by [TA] and [T<].

Case: t = —t’ Straightforward by IH.

Case: t =0 Since v is well typed, it has type =0 by [T<]. O

As a consequence of these results, the values in a ground union type are

exactly those in at least one of the types in the union.
LEMMA: Lett; and f; be ground types. Then, V(¢; Viy) = V(1) UV(t,). O

Proof: If v € V(t;), then @  v: t;. Then, by [T<], @ + v: t; V t,. Hence,
v € V(h V ty). Likewise if v € V(1y).

Ifv € V(t; V1), then @ + v: t; V t,. Since v is well typed, we have

v € V(1). By Lemma 3.25, either @ + v: t; or @ + v: —t; must hold. In the
former case, we have v € V(t;). In the latter, since (t; V t3) A =t; = 5, we
: have @ + v: t; by [TA] and [T<]; hence, v € V(t,). O

COROLLARY: IfT'+ou: V¢ t; andif \/ ¢ t; is ground, then there exists an
io € IsuchthatI'+ v: t;,. O

Proof: Consequence of Lemma 3.26, shown by induction on |I| (note that I
. is necessarily finite). o

Progress, subject reduction, and soundness

We prove three auxiliary lemmas and then the main results of progress and
subject reduction. The first lemma is a result of inversion of typing for values.

LEMMA: The following hold:
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3.3 Type soundness

« if '+ v: t’ — t, then v = Ax. e and there exists a non-empty intersection
Aiert] — ti such that A\, t/ — t; <t’ — t and that, for all i € I, we
have I',x : t/ Fe: t;;

e ifF'tv:t; Xty,thenv = (v, v)and '+ vy: tyand T+ vyt . O

Proof: Both points are consequences of Lemma 3.22.

. Inparticular, when I' + v: ¢/ — t, by Lemma 3.22 we know that v must be
of the form Ax. e. Then, we have A\jert] = ti A N\jep=(t] > 1)) <t' > t.
However, since /\;c;t] = ti A \je; ﬂ(tjf — t;) is not empty (by Lemma 3.23),
: we also have A\, t/ — t; < t" — t by Corollary 2.17. ]

The following lemma ensures that the evaluation of a well-typed typecase
cannot get stuck.

3.29 LEMMA: For every v and t, either typeof(v) < t or typeof(v) < —t. |
Proof: By induction on the pair (v, t) and by case analysis on the shape of t.

Case: t=10
If v is a function or a pair, typeof(v) < —t.
If v is a constant ¢, then typeof(c) = b.. The type b, is a singleton type,
that is, B(b.) = {c}. As a result, we have either B(b.) C B(b) or B(b.) C
Const \ B(b). This implies that either b, < b or b, < —b.

Case: t =1 X1,
If v is a constant or a function, then typeof(v) < —t.
If v is a pair (v, v2), then typeof(v) = typeof(v;) X typeof(vs).
By IH, we have
either typeof(v;) < t; or typeof(vy) < -ty
either typeof(v;) < t; or typeof(vy) < —t; .

If typeof(v;) < t; and typeof(v,) < ta, then typeof(v) < t.In all other cases,
typeof(v) < —t.

Case: t=0—1
If v is a constant or a pair, then typeof(v) < —it.
If v is a function, then typeof(v) = t.

Case: t=1t; Vt,
By IH, we have
either typeof(v) < t; or typeof(v) < —it;
either typeof(v) < t; or typeof(v) < —t, .
If typeof(v) < t; or typeof(v) < t,, then typeof(v) < t.

Otherwise, we have typeof(v) < —t; and typeof(v) < —it,. Then, we have
typeof(v) < =ty A —ty, and —t; A -ty =~ it
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Case: t = —t’ By IH.

Case: t=0 We have typeof(v) < =t ~ 1. O

The next lemma proves that, for every well-typed v, typeof(v) is indeed a
derivable type for v.

3.30 LEMMA: IfT'+o:t, thenI + v: typeof(v). O

Proof: By induction on v and by case analysis on the shape of v.

Case: v=c We have I' + ¢: b, by [T.].

Case: v =2Ax.¢e
By Lemma 3.22, we have I',x: t’  e: t”” for some ¢’ and t”.
Hence, by [Ta], '+ Ax.e: t’ — t"" and, by [T<], '+ Ax.e: 0 — 1.

Case: v = (v, 09)
By Lemma 3.22, v; and v, are well typed. Then, by IH, we have both
I'+ vy : typeof(vr) and I' + vy : typeof(vy). We conclude by [Tpair]. m]

Finally, we can prove progress and subject reduction.

3.31 LEMMA (Progress): Let e be a closed expression. If @  e: ¢, then either e is
a value or there exists an expression e’ such that e ~ e’. O

Proof: By induction on the derivation of @ - e: t and by case analysis on
. the last rule applied.

Case: [Ty] Impossible, because a variable is not closed.
Case: [T.], [Ty], [Tx=] The expression is a value.

Case: [Tapp]
We have e = e; e;, and both e; and e, are closed and well typed.
We apply the IH to both sub-expressions. If e; reduces, or if e; is a value
and e, reduces, then e reduces by [R ]
Otherwise, e; and e; are both values. Then, by Lemma 3.28, since @
e;: t” — t, we have e; = Ax. e/, and e reduces by [Rpp].

Case: [Tpair]

We have e = (ey, e;), and both e; and e, are closed and well typed.
By IH, either e; is a value or it reduces; in the latter case, e reduces by
[Rctx]~
In the former case, by IH either e, is a value or it reduces. If it is a value,
then e is a value as well. Otherwise, it reduces by [R].

Case: [Tproj]
We have e = 7; e/, and e’ is closed and well typed.
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Therefore, by IH, either e’ is a value or it reduces.

In the latter case, e reduces by [Rx].

In the former case, by Lemma 3.28, since @ + e’: t; X t, we have e’ =
(v1,v2). Then, e reduces by [R pro;].

Case: [Tcase]
We have e = (g9 € t ? e1 : e2), and ey is closed and well typed.
Therefore, by IH, either e, is a value or it reduces.
In the latter case, e reduces by [Rx].
In the former case, e reduces either by [Rlue] or by [RZs.] according to
whether typeof(ey) < t or typeof(ey) < —t holds. By Lemma 3.29, either
must hold.

Case: [Tiet]
We have e = (let x = e; in e3), and ey is closed and well typed.
Therefore, by IH, either e; is a value or it reduces.
Hence, e reduces by either [Re] or [Rex]-

Case: [T<], [Ta] Immediate by application of TH. O

3.32 LEMMA (Subject reduction): Let e be an expression. Let I" be a ground type
environment and ¢ a ground type. If '+ e: tande ~> e’,thenT"'+e’: t. O

Proof: By induction on the derivation of I" +- e: t and by case analysis on
the last typing rule applied and on the reduction rule.

Case: [Ty], [Tc], [Ta], [Ta-]
Impossible, because such expressions cannot reduce.

Case: [TSL [T/\]
The conclusion follows directly by TH.

Case: [Tappl, [Tpairl> [Tprojl> [Tcasels [Tiet] when e ~> e” occurs by [Rix]
Straightforward by IH.

Case: [Tapp] when e ~» e’ occurs by [Rpp]
We have I' + v; vy: t derived from

@F!—vlzt’—>t Fl—Uz!t, @1)1:}\3(.61

and we must show I' + e{[vy/x]: t.
From ® and (©, by Lemma 3.28, we find A\;¢; t/ — t; such that

® Ajegtj = tist —t ®Viel INx:t/Fe:t.

Let & = var(/\;er t] — t;) Uvar(t’) and let ¢ = [0/a]. (The choice of 0 is
arbitrary: any ground type can replace it.)
By Proposition 2.1 from ® and by Lemma 3.13 from ® we have

® NAijertjo > tio <t'o >t @Viel I'x:tloke: tio
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(note that I" and t are ground and hence unaffected by o).

From ®, by Lemma 2.16, we have t'c < \/ ;¢ t/o.

From ®, by Lemma 3.13, we have I'  v,: /0.

By [T<], we have I' + vy: \/ ;¢ t/o.

By Corollary 3.27, since \/;¢; t/o is ground, then there exists an iy € I
such that ® I' F vy: tl.'ocr.

From ®, we have O I', x : tlfoa Fep: ti,0.

From ® and @®, by Lemma 3.18, we have I" + e;[vy/x]: t.

Case: [Tproj] When e ~» e’ occurs by [R ;]
We have
I'rm; (’01,02)2 t; ® Fl-(’Ul,’Ug)Z 1 Xty

and we must show I' + v;: t;.
From ®, by Lemma 3.28, we obtain I" + vy : t; and I" + vy ¢z, which yields
the result we need.

Case: [Tcase] when e ~> e’ occurs by [R {ase]
WehaveI'+ (v €t? ey :ey): t derived from

® TI'to:ty ® tg<—~torlkeg:t © tg<torl'tkey:t

and we have © typeof(v) < t. We must show I' + ey : ¢.
First, we derive ® I' + v: ty A t.

From ®, by Lemma 3.30, we have I' + v: typeof(v).

Applying [T<], using ®, we have I'  v: t.

Then, from ® and applying [T,], we have I' - v: t) A t.
We prove by contradiction that ¢, < —t does not hold.

Assume that t; < =t holds. Then, tp At < 0.

By [T<] from ®, I' + v: 0.

By Lemma 3.17, since v has no free variables, we have @ + v: 0.

Hence, v € V(0), which is impossible by Lemma 3.23.
Since tp < —t, from erhave '+ e;: t.

Case: [Tease] when e ~> €’ occurs by [RZ]
Analogous to the previous case.
Instead of ®, we have typeof(v) < —t. We use it to show that ¢, < tis
impossible, so from © we obtain I" + e;: t.

Case: [Tie] when e ~> e’ occurs by [Re]
We have I' + let x = v in ey: t derived from

® TI'to:ty F,X:V&.tlFezit 071:*,1“

and we must show I' + e;[v/x]: t.
We obtain it by Lemma 3.18 from ® and ®. O

3.33 COROLLARY (Type soundness): Let e be a closed expression. If @  e: t,
then either e diverges or there exists a value v such that e ~™ v. O
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3.3 Type soundness

Proof Let o = [t/&] where @ = var(t) and where all types in f are ground.
Then, to is ground. By Lemma 3.13, we have @ + e: to.

: If e does not diverge, then there exists a reduction sequence ey ~» - -+ ~» e,
i such that e = ey and that e, does not reduce. By Lemma 3.32, we have
@ + ey: to. Then, by Lemma 3.31, e, is a value. O
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4 Type inference

This chapter studies the problem of type inference or type reconstruction* for the
type system of the previous chapter. We consider the typing relation 7~ given
by the rules of Figure 3.2 and not the full typing relation 7 of Definition 3.11.
That is, we do not attempt to infer the negation types that can be derived using
[T)~] (we added that rule only to be able to prove type soundness).

The system 7 includes the intersection-introduction rule [T,]. It is well
known that intersection types can be used to define type systems that can
type all and only those A-terms that are strongly normalizable (Coppo and
Dezani-Ciancaglini, 1980); as a consequence, type inference is undecidable
for such systems. That result does not hold directly in our case — though
7 is not known to be decidable — since we can also type diverging terms
(using recursive types). In any case, in this chapter, we will not attempt to
infer intersection types: that would complicate type inference because we
cannot easily know how many types we should infer and intersect for a given
expression, notably for a function. Therefore, we will prove that type inference
is sound with respect to 7~ and that it is complete with respect to the restriction
of 7~ without the rule [T4].

CHAPTER OUTLINE:

Section 4.1 We describe a new declarative type system — closely based on
the “reformulated rules” of Dolan and Mycroft (2017) — which is better
suited to being compared to an inference algorithm. We prove a result of
equivalence between 7 and the new system.

Section 4.2 'We start to describe type inference, which consists of con-
straint generation and solving. We define the notions of constraints and
constraint satisfaction. We show how to generate constraints from ex-
pressions. Then, we relate typing with constraint satisfaction, proving
results of soundness and completeness.

Section 4.3 We describe how to solve constraints algorithmically, reusing
the tallying algorithm of Castagna et al. (2015b). We prove soundness and
completeness of the algorithm with respect to the declarative notion of
constraint satisfaction.

Section 4.4 We summarize and discuss the results of the whole chapter.
We also outline two possible modifications of the inference algorithm.

1 Throughout this thesis, we refer to the process of reconstructing type information for
programs as type inference. The term is widely used in this sense, but the process is also
called type reconstruction, notably by Pierce (2002).
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—— T (X)=Va.t [Ty] —— I'(x) =t [T,] ——
Tr%: t[E/d) T Text “Tke:b,
] Ix:t'Fe:t T ]Fl-el:t'—>t T'key:t
A
F'tix.e:t' >t PP TI'kteey:t
I're:t I'kFey:ty I'kte: ;1 X1
[Tpair] [Tproj] -
Fl—(el,ez):tlxtz I'kFme:t;
I'Fegy: ty
eithertg < -torI'beg: t eithertg <torI' key:t
Tcase

I't(eget?e :e):t

I'te:t Ix:Va.tirep:t
[Tlet] . . aﬁr
I'kletx=ejiney: t

T're:t I'te: 1 I'ke:ty

’
[T<] ——t' <t [TA]
I'kte:t I're:ti AN Ly

FIGURE 4.1 7 : Typing rules

NOTATION AND CONVENTIONS: Throughout this chapter and the next,
we distinguish syntactically the variables bound by let bindings from those
bound by A-abstractions. We have not done so in the previous chapter because
they could be treated uniformly. Now, it is more convenient to distinguish
them: we will use x for variables bound by let and keep x for those bound by
A-abstractions. We therefore use the following syntax for expressions

es=x|X]|c|Ax.e|ee|(ee)|mie|ect?e:e|letx=eine

and we also distinguish the variables in the domain of type environments:
only x variables can be bound to type schemes with quantified variables. We
denote the set of all X variables as EVar; and that of all x variables as EVary;
the set EVar of Section 3.1.1 is their union.

The typing rules that we will consider are those of Figure 4.1: we refer to
them as 77! (the “i” marks it as the system we study for type inference). They
are the rules of 7~ (Figure 3.2), except that we use two rules for the two kinds
of variables and change the rule for let to use x instead of x. As mentioned
earlier, we do not include the rule [T)-].

We will often consider the restriction of 7! without the rule [T,]: we refer
to this restricted system as 7\, (A list of the different inference systems we
use with pointers to their definition can be found on page 21.)
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4.1

4.1.1

4.1 The reformulated type system

The reformulated type system

As a first step in our study of type inference, we define a new type system
which is easier to relate to the inference algorithm that we will define next. The
two systems differ in the treatment of type environments and generalization.

This reformulated type system is based on the lambda-lifted presentation
of type systems from previous work on type inference with subtyping. The
reformulated typing rules of Dolan and Mycroft (2017) — described in more
detail in Dolan’s PhD thesis (Dolan, 2016) — are the closest model. Earlier work
include that of Trifonov and Smith (1996) and Pottier (1998).

We begin by describing why this alternative type system is useful: handling
generalization during type inference is problematic in our system. Then, we
describe the system itself. Finally, we study its relation with the type system
771 and prove that, for each closed expression, the two systems derive exactly
the same types.

The problem with generalization

A subtlety of the Hindley-Milner type system is in generalization: to type e, in
let X = e in e, we can assign to X the type scheme obtained from the type of
e; by quantifying over all type variables except those that are free in the type
environment. This restriction is needed to ensure soundness.

Therefore, whether the binding for a variable x is polymorphic or not (and if
it is, which type variables we can instantiate) depends on a comparison of the
type variables that appear syntactically in the type of the bound expression
and in the type environment.

This is problematic with semantic subtyping: we want to see types up to the
equivalence relation =~ (that is, to identify types with the same set-theoretic
interpretation), but two types can be equivalent while having different type
variables in them. For instance, @ A 0 and a \ « are both equivalent to 0, but «
occurs in them and not in 0.

This mismatch is not a problem in the type system, but it complicates the
definition of type inference. Let us examine how type inference for letx = e; in
e; in a type environment I" could proceed.

1. We assign a type variable « to stand for the type of e;.

2. We attempt to infer the type of e;. Assuming we obtain a solution, this
solution is a type substitution ¢, and the inferred type of e; is ao. Note
that o can also instantiate type variables that appear in I'.

3. We add (x: Ya. ao), where & = var(ao) \ var(I'c), to the environment.

4. We attempt to infer the type of e, in the expanded environment.

The third step compares the variables that occur in ao and I'c to compute @.
This implies that replacing o with a ¢’ such that Va. ao ~ ao’ can change a:
type substitutions cannot be seen up to equivalence in this step. This is undesir-
able, because it means that type inference must consider types syntactically
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4 Type inference

(taking care to introduce as few variables as possible) and not up to equivalence.
For instance, in our work we want to reuse the tallying algorithm (Castagna
et al., 2015b) to compute solutions (just like unification can be used as a step
in Hindley-Milner type inference). Tallying has a completeness property that
is stated up to equivalence: any solution o of a set of subtyping constraints®
{(t} £13),...,(t} < t2)} is equivalent to some instantiation of a solution ¢’
found by tallying. However, the substitution found by tallying could introduce
more type variables than needed (e.g., by mapping some variable to a \ «
instead of 0, but more complex cases exist, of course). Therefore, we cannot
reuse tallying for type inference unless we describe its behaviour in more
syntactic detail, which is inconvenient and runs counter to the principles of
semantic subtyping.

In previous work (Castagna, Petrucciani, and Nguyén, 2016), we have tried
to overcome this difficulty by introducing a notion of meaningful type variables
of a type. These are given by mvar(t) = minc{ var(t’) | t’ ~ t }: the meaningful
type variables of f are those that occur in every type t’ equivalent to ¢. In the
cited work, they are defined as mvar(t) = { a € var(t) | {[0/a] # t }; the two
definitions are equivalent. This notion is interesting because equivalent types
have the same meaningful variables. We have used mvar instead of var for
generalization in a type inference algorithm. We previously believed that we
had proven the algorithm sound and complete; however, we have later found a
mistake in the proof of completeness, and we have realized that the approach
was not wholly correct. Indeed, mvar is not as convenient to use as var, because
it is difficult to determine the type variables that occur in mvar(to) knowing ¢
and o7 in contrast, for var, we have the equality var(to) = Uy ear(r) Var(ao). A
step of the proof implicitly, and wrongly, assumed this equality also for mvar.
To correct the proof, we would need to consider the behaviour of constraint
solving in greater detail than we did, to prove that it does not introduce too
many type variables. We conjecture that it is possible, but it seems to tie up too
closely the general process of inference to the specifics of constraint solving.

Here, we follow a different approach: we introduce the reformulated type
system, where type schemes and generalization are replaced by typing schemes
that record dependence on the environment explicitly.

To illustrate the difference between the two type systems, consider the
expression Ax. (let X = Ay. (x,y) in e), for some e. In the type system of the
previous chapter, we can choose a as the type of x and type Ay. (x,y) as
B — a X . Then, to type e, we can assign to X the type scheme Vf. f — a X f.
While f can be quantified, a cannot since it appears free in the environment:
the let construct is typed assuming (x: @).

In the reformulated system, in contrast, X could be assigned the typing
scheme (x: a)(f — a X f) (typing schemes are defined formally below). In
this typing scheme, we treat all type variables as implicitly quantified (the
typing rules allow us to instantiate any variable). Instead of distinguishing

2 We write (t! < t?) to denote a constraint that requires the solution to satisfy subtyping
between the substitution instances of ¢! and #?: this is defined formally in Definition 4.17.
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4.2

4.1 The reformulated type system

between quantified and non-quantified variables, the typing scheme records
explicitly the assumptions made on the type of free expression variables:
in this case, (x: a). We could equivalently choose for x the typing scheme
(x: y)(§ = y x 6): we do not care which type variables we use, but only that
the dependency is recorded correctly.

Using this system, the difficulties with generalization do not arise because
we do not rely on comparing the type variables that occur in a type and in
the environment. We will show how to build a type inference algorithm for
this system. However, we actually want type inference for the previous, more
standard system, 7°\. Therefore, we also need to study the relation between
the standard and the reformulated system.

Definition of the reformulated type system

Instead of using a single type environment I" for both A- and let-bound identifi-
ers, the reformulated type system uses two separate ones: a let-environment P
for let-bound, polymorphic binders, and a A-environment M for monomorphic
ones. More importantly, let-environments do not use type schemes: rather,
they use typing schemes which record explicitly (using a A-environment) the
assumptions on the types of A-bound variables.

DEFINITION: A A-environment M is a finite mapping of variables in EVar)
to types. A typing scheme is a pair of a A-environment and a type, written
(M)t. A let-environment P is a finite mapping of variables in EVar to typing
schemes. ]

We adopt the same notation to write these environments as for normal
type environments. On A-environments, we define some additional notions.
We write M; < M, when, for every binding (x: ;) in My, there is a binding
(x: t;) in M; such that t; < t,. We write M; A M, for the A-environment whose
domain is the union of the two domains and such that

M;i(x) if x € dom(M;) \ dom(M,)
(My A M)(x) = { My(x) if x € dom(M,) \ dom(M;)
Mi(x) A My(x) if x € dom(My) N dom(M;)
We write M\x for M with the binding for x removed.
The reformulated type system is then defined by typing rules very similar

to those of the standard system. Following Dolan and Mycroft (2017), we use
the symbol I in the judgments instead of F.

DEFINITION: The reformulated typing relation P; M I+ e: t is defined by
the rules of Figure 4.2. O

We write 7 to refer to this system and 7™\ to refer to its restriction
without the rule [TX].
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[T%:] —————— P(®) = (M)t [Tx] ———— M(x) =t [Te] —
* P;Mo - x: to * P;MI-x:t ¢ P;Mc: b,
P(M,x:t)re:t PMiFe :t' —t PMiFey:t
[TX p [Tapp]
PMiAx.e:t' >t P;MI-ejes:t
PMIFe;:tg P;MIFes: ty P;MIFe: t; X1
[T[r)air] [Téroj ]
P;M - (e, ez): t; X 1y PMrme:t;
P;MIFey: t

either ty < —~tor P;M IF e;: t either ty <torP;M - ey: t
PMI-(eget?e;:ep):t

[ case

PMike: ty (P,32'1<M1>t1);M||-622t
[Tiee - do. M < Mo
PMIFletx=ejiney: t

[Tr]P;M' -e:t’ {t’st L PsMire: P;Mire: ty
<

P;Mike:t (MM " PMi-e:t; Aty

FIGURE 4.2 7 ": Reformulated typing rules

Compared to the rules of Figure 4.1, the interesting differences are for [T%],
[T&t], and [TX]. For [T%], we can instantiate all type variables in the typing
scheme (M)t of x: there is no restriction on the domain of ¢. In this sense we
say that typing schemes behave with respect to typing as if all type variables
in them were implicitly quantified. However, note that the A-environment
must correspond to the substitution. In [Tj], to type e; we can use a different
A-environment than the one in the main derivation. However, we must make
sure that the assumptions used to type e; are reflected in M. To do so, we could
ask M < M;. We require instead the weaker condition Jo. M < M;0, which
simplifies the proofs that relate this system with inference. The subsumption
rule [TX] acts on both the type and the A-environment.

COMPARISON TO THE RULES OF DOLAN AND MYCROFT: Our refor-
mulated typing rules are very similar to those of Dolan (2016) and Dolan and
Myecroft (2017). The main difference is that they put M to the right of the turn-
stile, so that the rules derive a typing scheme and not a type: P I e: (M)t (or
IT I e: [A]7 using their metavariables and notation). They allow instantiation
in the rule [T%], while we allow it in [T%]. We choose our presentation for
ease of comparison with the standard rules and with type inference.
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4-3

4.1 The reformulated type system

Relating the systems 7' and 7*

We want to relate the standard type system 7 and the reformulated system
7" so that the results we develop next on type inference, which consider the
latter, can be transferred also to the former.

In the work of Trifonov and Smith (1996) and Pottier (1998), the lambda-lifted
style was used to define the type system for which type soundness was proven.
However, it has the disadvantage of being a less standard way to describe a
type system. A claim of Dolan and Mycroft (2017) is that they can relate the
standard and the reformulated type systems, proving that (with our notation)
for every eand ¢, @ + e: t holds if and only if @; @ I+ e: t. This is the result we
want too.

The proof of Dolan and Mycroft is described in the first author’s PhD
thesis (Dolan, 2016). It relies on two lemmas (Lemmas 33 and 34) to prove
the two implications. For induction to work, the lemmas also consider non-
empty environments and show how to convert I" into P and M, and vice versa.
Unfortunately, Lemma 34 — which converts derivations in the reformulated
system to derivations in the standard one — does not actually hold.?

We develop a different proof to show the same result. Our proof relies on
the presence of the rule [T}], which Dolan and Mycroft do not have. In the
rest of the section, we prove this equivalence result:

Ve,t. Qre:t — Q;0Ilke:t.

Additionally, we prove that the implication = holds also in the restricted
systems 7\ and 7™ (those without the rules [T,] and [T}], respectively).
We cannot prove the reverse implication for the restricted systems, because
the proof relies on using [T/]. However, we conjecture that it holds too.

Converting derivations in 7 to derivations in 77" is fairly simple. We give
the following definition to express when a pair of a P and an M can be used to
representa I

DEFINITION: A pair of a let-environment P and a A-environment M is
adequate to represent a type environment I', written P; M £ I, if:

« for every binding (x: t) in I', there is a binding (x: t) in M and ¢’ < t;

« for every binding (%: Va.t) in T, there is a binding (x: (M’)t) in P with
M <M anda § M’;

« var(M) € var(I'). |

3 Confirmed by Dolan in personal communication with the author.

Lemma 34 states that “if IT I+ e: [A]r, then r(II) M A + e: ”. However, if we take
IT = (%: [x: a]a), then using (VAR-IT) and (SuB) with the substitution [Int/a] we have
IT + %X: [x: Int]int. If the lemma held, we should be able to derive r(IT) M (x: Int) F X: Int.
However, r(IT) M (x: Int) is (x: a, X: @) M (x: Int) = (x: a Mint, X: «), which does not allow
this derivation.

Dolan proposes an alternative proof which relies on encoding expressions so that, in each
let x = eg in ez, e1 has no free A-bound variables. While appealing, this proof is not fully
developed yet.
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Next we prove the following result to convert a typing derivation I' + e: t
in 7% to a derivation P; M I e: t in T~.

4.4 LEMMA: IfI'te:tand P;MEeI,thenP;MIe: t.
Moreover, if I" + e: t can be derived in 7\, then P; M Ir e: t can be derived
in 71\, m|

Proof: By induction on the derivation of I + e: t and by case analysis on
. the last rule applied. Note that we only apply [TA] in the case for [T,].

Case: [T4]
We have I'(%) = V@.t’ and t = t/[f/&@]. Then, P(x) = (M')t',and M < M’
and a §f M’.

We derive P;M’[t/d@] W« %: t'[f/d] by [T%]. Since @ #§ M’, we have

M'[/&@] = M’. We obtain P; M I %: t'[{/&@] by [TL].

Case: [Ty]
We have I'(x) = t, therefore M(x) < t. We derive the conclusion by [Tx]
and [TX%].

Case: [T.] Immediate.

Case: [T)]

WehaveI'F Ax.e’:t; > tpand I, x: t; - e’: .

We have P; (M, x: t1) £ (I', x: t;). (In particular, note that M, x: t; < M
and therefore M < M’ implies M, x: t; < M)

By IH, we have P; (M, x: t;) I e’: t,. We conclude by [T¥].

Case: [Tapp], [Tpair]s [Tproj]s [Tcase]s [TS], [T/\]
Straightforward by IH. Note that the case for [T,] is the only one for
which we must use the rule [T}].

Case: [Tiet]
We have I' + let X = eq in ey: t, derived from

I“Felztl F,)%:V&.tll—ezlt &ﬁf

We have (P, x: (M)t;); M £ (I',x: Ya. t;). (In particular, note that P; M
I implies var(M) C var(I"), therefore a # M.)
By IH we obtain

PMie:t; P,x: (M)t;);M - ep: t

and we conclude by [T{]. m|

The other direction is more challenging. The proof requires us to convert a
pair of a let-environment and a A-environment to a type environment. We do
so by exploiting a property of type systems with intersection types: instead
of using a type scheme containing quantified variables, we can use the type
formed by taking the intersection of all the instantiations of the type scheme
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4.6

4.7

4.8

4.1 The reformulated type system

that we actually use in the derivation. There are always finitely many different
instantiations (at most one for each use of the bound variable).

We give a description of the reformulated type system where the derivation
keeps track of the instantiations used for each typing scheme. We do so by
adding a new part to the typing judgment: a function that maps each variable
in EVar to the set of type substitutions used to instantiate that variable in the
derivation.

DEFINITION: An instantiation map I is a total function from EVar, to
finite sets of type substitutions.

We write € for the instantiation map such that e(X) = @ for every variable x.
We write (X — {o}) for the instantiation map such that (x — {c})(X) = {0}
and (x — {0})(§) = @ for every variable § # x. O

Given two instantiation maps 7; and Z;, we can define their pointwise union
I, U I, such that (J; U 1p)(x) = 1(x) U Ir(x) for every x.

Given an instantiation map 7 and a finite set { 0;|i € I } of type substitutions,
we write 7 { o; | i € I} for the instantiation map such that

(I{o;|iel})(®) ={cioo|oelR),icl}.

We write I o for 7 {c}.

We write 7; C I, when I;(x) C I5(x) for every .

We write 7 \x for the instantiation map such that (7 \x)(X) = @ and that
(I~\)(G) = I(9) for every § # x.

LEMMA: For any two instantiation maps J; and 7, we have 3 C I; U I,

and ., C 7; U L. O

Proof:  Straightforward. |

DEFINITION: The reformulated typing relation with explicit instantiations
P;M - e: t | I is defined by the rules of Figure 4.3. O

We refer to this modified system as 7. Adding instantiations to the rules
is mostly straightforward. The most complex case is that of [TE]: we compose
the instantiations needed to type e; with the instantiations of X used to type
e; (plus the substitution o that we already had in the side condition of [T]).

The following are a few lemmas that relate the rules with explicit instanti-
ations with the previous ones and the derived type and set of instantiations
with the environments.

LEMMA: P;Me: tholdsin 7" if and only if there exists an instantiation
map I such that P; M I e: t | 7 holds in 775 m|
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[Tx] P;Mo - %: to | (X = {c}) FE S G ] PEMiFx:t]e M=t

() —————
¢ P;Mirc:b.|e

P(M,x:tYre:t|T . PMie:t' —>t| 4L PsMirey:t' | I,

[T¥] [Tapp)
PMirdx.e:t' >t | T PP PsMirejey:t| UL

. PsMiirey it | I PM-ey: ty | Iy . PMire:t; Xty | T
[Tpair] [Tproj]
P;M - (e, ep): ty Xty | I3 U T PMWwme:t; | 1

P;MIFey: l'0|.ZE)
eithertp < -tand J; = eor P;M I e;: t | I
eitherty <tand I =eorP;MIrey: t | I,

PMIF(eget?e :e):t| Jouly Ul

[Téase]

PMike: ty |_Z1
(P, x: (M)t);M ik ex: t | I M < Mo
P;MIFletx=ejiney:t| 1 I = (Lio) U (51 ((2) U (%)

[Tk
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<
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PMire:t| T (MM " P;Mike:ti Aty | L UL

FIGURE 4.3 7 ": Reformulated typing rules with explicit instantiations
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Proof:  Straightforward proofs by induction on the typing derivations. O

4.9 LEMMA: IfP;M Ire:t | I, then for every o there exists an 7’ such that
P;More:to|I" and I’ C Jo. O

Proof: By induction on the derivation of P; M I e: t | I and by case analysis
. on the last rule applied.

Case: [T%]
By hypothesis we have P; Mo’ I+ x: to’ | (X — {c’}).
We can derive P;Mo’'o I+ x: to’c | (x — {oc 0 0’}).
We have (x — {c00c'}) = (x — {c'})o.

Case: [TH], [TH] Straightforward.

Case: [TY'], [Tabpl, [Tpsicls [Thiojl, [Téhsel, [TE], [TA]
Straightforward by IH.
Note that 7| C 7y0 and I,) C To imply 7' U 1)) C (1, U I;)o.
The case for [TiL.] is the only one in which we do not have 7’ = T o,
because tyo < —t and tyo < t could hold when ty < —t and ¢, < t do not.
Case: [T]
We have
P;Mirletg=ejiney:t| T
@P;Ml ||-€1!t1|_[1 (P,QZ<M1>I1);M"-€22t|_Z-2
© M<Mo'  I=(Lo')u(hL(L©)) U (LNg)
By IH from ® we have (P, : (My)t1); Mo I e;: to | I with I, C I 0.
From © we obtain Mo < M;o’0.
Applying [T&] to ® and ®, we have:
P;Mo Fletj=ejiney: to | I’
1" = (Lio'o) U (L (I(H) U (I/\9)

and we conclude by observing that 7' E 0. ]

410 LEMMA: IfP;M - e:t | I then, for every (x: (M')t’) in P and 0 € I (%),
we have M < M'o. |

Proof: By induction on the derivation of P; M I e: t | I and by case analysis
. on the last rule applied.

Case: [T4], [TH], [TH] Straightforward.

Case: [TH]
We have e = Ax. e’. We assume by a-renaming that x does not occur in
the typing schemes in P.
By IH, (M,x: t') < M’c. Since x isnotin P, M < M’c.
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Cases [Tihol, [Tghiel [Tfhosl, [Tehel, [T2], [T]
Straightforward by IH.
Case: [TE]
We have
P;Miletg=ejinex:t |1 P(x) = (M)t oel(x)
@P;Ml ||-€12t1|L (P,g2<M1>t1);M|F€22t|L
© M<Mo' T =(Lo')u (L (Z(5) U (L\g)
and we must show M < M’c.

We can assume by o-renaming that £ # .
There are three cases.

Subcase: o € (I107)(%)
Then ¢ = ¢’ o 07 with o1 € 1;(%).
By IH from ® we have M; < M’cy. We obtain M < M’c from ©.

Subcase: o € (11 (15(7))) (%)
Then o = 0y 0 0y with oy € 11(x) and oy € (7).
By IH from ® we have M; < M’cy and from ® we have M < M; 0.
We have M;0, < M’0,0, and therefore M < M’o.

Subcase: o € (I\§)(%)
Then o € I,(x), and we obtain the result by IH from ®. O

We define when a type environment I" can represent a triple of P, M, and 7.

DEFINITION: A type environment I is adequate to represent a triple of a
let-environment P, a A-environment M, and an instantiation map 7, written
I'e P;M; 1, if:

« for every binding (x: t) in M, there is a binding (x: t) in "and t’ < t;

« for every binding (X: (M’)t) in P and every ¢ € I (x), there is a binding

(%: V@.t') in I' and a vector 7 such that t'[f/d] < to. O
LEMMA: IfT'eP;M;7 andZ’C I,thenl EP;M;T1’. m|
Proof:  Straightforward. O

We now show how to convert derivations in 7 to those in 7.
LEMMA: IfP;Mire:t| 7 andl'FP;M;I,thenl +e:t. m]

Proof: By induction on the derivation of P; M I+ e: t | I and by case analysis
on the last rule applied.

Case: [T¥]
We have P;Mo I+ X: to | (X — {o})and I £ P; Mo;(x — {c}).
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Therefore, we have I'(%) = V. t’ and t'[f/@] < to for some V&.t’ and 7.
We derive I' + X: to by [Tz] and [T<].

Case: [TH]
We obtain I' + x: t by [Ty] and [T<] since M(x) = t and I'(x) < M(x).

Case: [TZ] Immediate.

Case: [T#]
Since I' £ P;M; 1, we have (I',x: t') E P;(M,x: t'); 1.
We apply the IH and conclude using [T} ].

Case: [T;%)p], [T}%nr]a [Tgi“()]]a [Téése]: [T/r\l]
Straightforward by IH using Lemmas 4.6 and 4.13.

Case: [TE]

We have

PMirletx=e iney:t|J ® I'eP;M; T
P;Mike:ty | Ih © (P,x: (M))t);Mi-ey:t| L
® M<Mo 1= (ho)u(h(5L®)) U (L)

and we must derive I'  let X = e7 in eg: t.

Let {ox | k € K} = L,(X).

From ® by Lemma 4.9 we have

P;Mio e : tio | I} I'C Iio
P; Moy I+ eq: tiog | Ilk Ilk C Ji0%.

From © by Lemma 4.10 we have M < M;oy for every k € K.
Therefore, by [TZ] we have

PsMie:tio |, P;MKe: tioy | IF
and, by [TH], ® P;M I e;: t; | 1" where
tll =tHho A /\keK Ok —[1” = Ill u |_|keK I1k .
We have I" £ P; M; 1" by Lemma 4.12 since 1" C 1.
Therefore, by IH from ®, we have ® I' + e : ;.
We show (I', x: t]) B (P,X: (My)t;); M; I.
(It suffices to observe that t; < t;0% for all k € K.)

Therefore, by IH from (©, we have © I', X: t] +- e;: t.
We conclude by [Tit] from ® and @.

Case: [T4]
SinceI' £ P;M; T and M < M’,wehave ' E P;M’; 1.
We apply the IH and conclude using [T<]. ]

Finally, we obtain that the two systems assign the same types to every
expression in empty environments.
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THEOREM (Equivalence of 7' and 77): For any e and t, @ + e: t holds if
andonlyif @;@ I e: t.

Moreover, if @ F e: t can be derived in 71\, then @; @ I e: t can be derived
in 77\, O

Proof: If@ F e: t, we can obtain @; @ I+ e: t by Lemma 4.4 because @; @ £ @
holds by Definition 4.3.

If2;2 I e: t,by Lemma 4.8 we have @; @ I e: t | I for some instantiation
: map 7 (in particular, 7 will be € because the let-environment is empty). By
Definition 4.11, we have @ k @; @; €. We obtain @ + e: t by Lemma 4.13. O

Theorem 4.14 is the result we need to relate the two systems. It is inconveni-
ent, however, that we have proven the equality for the full system, but only
one implication for the restricted systems without [T,]. This is unavoidable
with this proof technique, but we conjecture that the equivalence also holds
for the restricted systems. In particular, as suggested by Dolan and Mycroft
(see footnote 3 on p. 93), typing an expression in the reformulated rules seems
to correspond to typing a “lifted” expression in the standard rules, where this
lifting ensures that let-bound expressions have no free A-bound variables, for
example by transforming Ax. let X = (x, 3) in X to Ax.let X = Ay. (y,3) in X x. If
we proved that @; @ I+ e: t implies @ + lift(e): t, then it would only remain to
prove that the latter implies @ + e: t, which seems intuitively correct. However,
we have not attempted to develop this proof in detail yet.

Inversion for the type system 7"\

We show here a result on the inversion of the typing rules 7"\*, that is, the
reformulated typing rules without [T/]. We will use it later to relate this
system to constraint satisfaction. Similarly to what we did in Section 3.3.5, we
give a syntax-directed characterization of the system.

DEFINITION (Syntax-directed reformulated typing rules): The relation
P; M g e: t is defined inductively by the following rules.

P(%) = (M)’

—— 3 t'o <t —— M(x) <t
P;Mikgx: t g. M< Mo PMigx: t
— b . <t
PMikgqc:t
P;(M,x: t)) kg e: by PMikge:t' —t P;M kg ey: t’
I > <t
P;M kg Ax.e: t P;Mikgejey:t
P;Mikger: tg P;M kg ey: by P;Mikge:t; Xty
f Xty <t
P; M ky (61,62)21' P;M kg m;e: t;
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4.2 Constraints and constraint generation

P; M Ikq eg: ty to < —torP,Mikger:t to <torP,Mirgep: t

P; M Iy (eo et?e !ez)l t
P;Mi kg eq: tg (P,)Z'Z <M1>t1);M kg €2: t

P;M kg letx=ejiney: t

do. M < Mo
O

Compared to the rules of 7"\, the difference is that [T%] has been merged
with the rules for variables, constants, functions, and pairs.

416 LEMMA: P;M g e: t holds if and only if P;M I e: t can be derived in
T, O

Proof:  First, we can prove by induction that
P;M kge:t’
' <t =— P;Mge:t
M<M

(the proof is straightforward).
Using this fact, both implications are shown easily by induction. O

4.2 Constraints and constraint generation

In this section, we begin to describe type inference itself. Inference consists in
constraint generation and constraint solving. Here, we introduce constraints
and a notion of constraint satisfaction. We show how to generate constraints
from expressions to describe the conditions under which an expression has a
given type. Finally, we relate the type system 7"\ (the reformulated system
without [TA]) with constraint satisfaction, proving results of soundness and
completeness.

4.2.1 Constraints and constraint satisfaction

We introduce two notions of constraint. The first, type constraints (t; < t;),
constrain a solution (a type substitution o) to satisfy subtyping between two
types (that is, to satisfy tjo < t,0).

417 DEFINITION (Type constraints and satisfaction): A type constraint is a term
of the form (t; < t,). A type-constraint set is a finite set of type constraints.
We use the metavariable D to range over type-constraint sets.

A type substitution o satisfies a type constraint (t; < t;) if t1o < tyo; it
satisfies a type-constraint set if it satisfies every type constraint in it. We write
respectively o I (#; < t;) and o I D to denote this relation.

When A is a finite set of type variables, we write ¢ -4 D to mean that o I+ D

and that dom(o) #f A. |
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In the absence of let-polymorphism, the type inference problem can be re-
duced to solving such type constraints, as done by Wand (1987) for unification.
In our setting, as for type inference for ML, it would force us to mix constraint
generation with constraint solving. Therefore, we introduce structured con-
straints, which allow us to keep the two phases of constraint generation and
constraint solving separate. These constraints can mention expression vari-
ables and include binders to introduce new variables. Constraints are closely
related to those in the work of Pottier and Rémy (2005) on type inference for
ML.

DEFINITION (Structured constraints): A structured constraint is a term C
generated inductively by the following grammar:

Co=(t<t)|(x<t)|(x<p|CAC|CVC|Ta.C
| defx: tin C | letx: Ve[C]. ¢ in C O

Structured constraints are treated up to a-renaming of bound variables. In
Ja. C, the & variables are bound in C. In def x: t in C, x is bound in C. In
let X: Ya[Cy]. & in Cy, a is bound in C; and x is bound in Cs.

Structured constraints include type constraints but also several other forms.
The two forms (x < t) and (x < t) constrain the type or typing scheme of
the variable. Constraints include conjunction and disjunction. The existential
constraint 3a. C introduces new type variables: this is useful to simplify
freshness conditions. Finally, the def and let constraints introduce the two
forms of expression variables and are used to describe the constraints for
A-abstractions and let constructs.

We describe the meaning of these constraints by defining a constraint sat-
isfaction relation: it describes when two environments P and M and a type
substitution ¢ satisfy a structured constraint C.

DEFINITION (Structured-constraint satisfaction): The structured-constraint
satisfaction relation P; M; o I+ C is defined by the rules of Figure 4.4. O

We refer to the rules of Figure 4.4 and the resulting relation as C'.

The rule [C#'] corresponds to type-constraint satisfaction. The rule [C§*']
can be understood as the combination of [T;] and [T%] of the reformulated
system; likewise for [C ;at], which corresponds to [T%] and [T%]. The rules
[C2], [C3™], and [CE"] are unsurprising. The rule [C}%] expands the A-
environment, applying o to t (note that, when the A-environment is used in
[Cs2t], o is not applied to it because it has already been applied here). Finally,
[C2'] corresponds closely to [Ti].

Constraint generation
We now define a function {(-): (-)) that, given an expression e and a type ¢,

yields a structured constraint {e: ¢). This constraint expresses the conditions
under which e has type to for some type substitution o.
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[Cs_at
= TP Mok (4 £ 1)

o < o

P(X) = (M)ty

[Csat] — M(x) < to [C5*] : oy < to
M- < - M- r < do;.
P;M;oF(x <t) P;M;o k(X <t) 1 M < Moy
Cst] P;M;o I+ Cy P;M;o I+ Cy (Cst] P;M;o + C;
" P:M;o - Cy A Cy VP Mo GV G
P;M;o U[f/@] r C P;(M,x: to);o IF C
(5] : [c32]
P;M;o + Ja.C P;M;ordefx:tinC
P;:My;00 - C (P, x: (M)aoy); M;0 I+ C
[coat) —— = SA ® 30/ M < Myo]

P;M;o I let X: Ya[Cy]. a in Cy

FIGURE 4.4 C*: Constraint satisfaction rules
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FIGURE 4.5 Constraint generation
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DEFINITION: The constraint generation function {(-): (-)) is defined by the
equations in Figure 4.5. O

This definition is closely based on that of Pottier and Rémy (2005). We
use def constraints to introduce function parameters. This, together with let
constraints for let expressions, allows constraint generation to be described
independently from the environment; thanks to this, we can keep constraint
generation separate from constraint solving. For typecases, we use disjunctive
constraints V to translate the conditions “either ... or...” in [Tlse]-

Note that the constraint for a function associates to it a single arrow type
a1 — ay: as anticipated, we do not attempt to infer intersection types.

We have mentioned that existential constraints simplify freshness condi-
tions: indeed, many of the cases mention that the bound variables should be
distinct from those that occur in t, but we do not need global conditions. It is
easy to check that the free type variables in {e: t)) are exactly those in ¢.

Relating typing with constraint satisfaction
In this section we connect the reformulated type system with constraint gen-
eration and constraint satisfaction, by showing (for all P, M, e, ¢, and o):
P;M I e: to is derivable in 7™ &= P;M;o I {e: t) .
The two implications are proven next as Lemma 4.21 (soundness of constraints
w.r.t. typing) and Lemma 4.22 (completeness).
LEMMA: IfP;M;0 I {e: t), then P;M I e: to is derivable in 77\ O
Proof: By induction on e and by case analysis on the shape of e.
Case: e = x
We have P; M; o I (% < t), therefore:
P(fc) = <M1>t1 oy < to M < M10'1 .
We derive P; M I x: to by [T%] and [TX].

Case: e = x
We have P; M;o I+ (x < t), therefore M(x) < to.
We derive P; M I+ x: to by [Tx] and [T<].

Case: e =c
We have P; M; o I (b, < t), therefore b.o < to.
We derive P; M I+ c: to by [T¢] and [Tx].

Case: e = \x.e’
We have:

P;M;o 3oy, ap. (defx: aq in {e’: o)) A(ar = ap £t) e, i t.
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Therefore there exist #; and ¢, such that
Py (M, x: t1); (0 U [t /a1, t2/az]) I+ e’ ) Hh = <to.
We apply the IH and conclude by [T#] and [TX].

Case: e = e1 ey
We have:

P;M;o ik Ja. {er: a — t) Afey: a)) afit.
Therefore there exists a t’ such that
PiM;(c U [t [a]) F {er:a = 1) PsMi(oU[t'/a]) k (e2: a) .
We apply the IH and conclude by [Tgpp].

Case: e = (e, e;) ore = m; e’
Similar to the previous cases.

Case: e = (eg Et? e :e3)
We have

P;M;o I+ a. {ey: a) A ((0{ < b))V {er: t))) A ((0( <tV (ey: t>>)
(with a # t), therefore for some t’ we have:

P;M;o U [t'/a] + {ey: a))
t' < —ator P;M;o U |[t'/a] + {ey: t)
' <torP;M;oU|[t'/a] + {ey: t)

By IH we obtain
P;M-ey: t ' <—torP;MIFep: to ' <torP;MIey: to
and we conclude by [T¢se]-

Case: e = (letx = e; in e3)
We have P; M;o0 I let X: Ya[{e1: a)]. @ in {ey: t). Therefore

P;Ml;O'l I+ <<€1! [Z>> (P,Je: <M1>C(O'1);M;O' I+ <<€22 t>> M < Mlo'l' .
By IH we have
P;Mi - ey: aoy (P, x: (Mp)aoy); M Ik ey: to

and we conclude by [T{:]. O

To prove completeness of constraint generation and satisfaction with respect
to 7", we use Lemma 4.16 to invert the typing derivation for e.

422 LEMMA: IfP;M I e: to can be derived in 7™, then P; M;o I {e: t). O

Proof: By induction on e and by case analysis on the shape of e.
In each case, we use Lemma 4.16 to invert the judgment P; M I+ e: to.
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Case: e = x
We have
P(x) = (M)t t'e’ <to M< Mo’
therefore P;M;o I (X < t).

Case: e = x
We have M(x) < to, therefore P; M; 0 I (x < t).

Case: e =¢
We have b, < to, therefore (since b, is ground) P; M; o  (b. < ©).

Case: e = Ax. ¢’
We have P; (M, x: t;) Fe’: t;and t; — I, < fo.
Let a; and a; be such that ay, ax 1 ¢, 0. Let 6 = o U [ty /o1, 2/ az].
Then, {e: t) = Jay, az. (def x: o in {e’: a2 ) A (7 — ay < t), and we
have P; (M, x: a;16) I+ e’: ay6.
Therefore, by IH, P; (M, x: a16);6 I+ {e’: az)).
Hence, we have P; M; 0 I+ {e: t).

Case: e = eq ey
We have PMIFe;: t' > tcand P,M I+ ey: t’.
Let a be suchthat a § t. Let 6 = o U [t/ /«].
Then, {e: t) = Ja. {e1: a — tH) A {ey: a).
We have P;M I+ e;: (@ — t)6 and P; M I e5: a6.
Therefore, by IH,

P;M;6 - {eg: aa — t) P;M;6 I {ex: ).
Hence, we have P; M; o I+ {e: t).

Case: e = (ej,e;) ore = m; e’
Analogous to the previous cases.

Case: e = (eg Et? e :ep)
We have:

P;MI-ey: ty th<—torP,MIe;:to to<torP,MIFey: to

Let a be suchthat o §f t. Let & = o U [ty/a].

Then, {e: £) = Ja. {eo: aY A (@ £ 1)V {er: 1)) A ((@ £ 1)V {ea: 1)).
By IH, we have

P;M;6 Ik {ey: a))
ad < —tor P;M;6 I+ {er: t) ad <tor P;M;6 - {es: t)

and therefore P; M; o I+ {e: t).

Case: e = (letx = e; in e3)
We have:

P;Milep:tg (P,fc: <M1>t1);M IFey: to M < MlO',
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We choose a type variable a, and we have P; M; I e;: a[t;/«a].
Therefore, by IH,

PyMy; [t/ a] - Cer: o) (P, x: (My)t1); M;0 - {e: t)

and we obtain P; M; o I+ {e: t). O
4.2.4 Properties of structured-constraint satisfaction

We prove two weakening properties of structured-constraint satisfaction that
we use in the next section to relate it to algorithmic constraint solving.

4.23 LEMMA: IfP;M;o I Cand M’ < M, then P;M’;o I+ C. O

. Proof: Straightforward proof by structural induction on C. O

We introduce an order of generality on typing schemes and let-environments
analogous to that of Definition 3.14 and its alternative characterization in
Lemma 3.15. We write (M;)t; <" (M,)t, if there exists oy such that t;01 < t,
and M, < M;o0;. We extend this pointwise to let-environments.

424 LEMMA: IfP;M;o+ CandP <" P/, then P;M;o I C. O

Proof: By structural induction on C and by case analysis on the shape of C.
All cases are straightforward except the following two.

Case: C=(x <t)
We have:
P'(x) = (M)t tjo1 < to M < Mjoy .

Since P <" P’, we have P’(x) = (M;)t; and there exists a ¢’ such that
tio’ <t/ and M| < Mo’
Hence, t1(01 0 ¢’) < to and M < Mj(o; o ¢’). We conclude by [C;at].

Case: C = (letx: Va[C1]. a in Cy)
We have:

P M;o I let x: Ya[Ci]. a in Cy
P My 01 - Gy (P, x: {(My)aoy); M;0 - Co M < Moy

Note that (P, : (M;)aay) < (P, %: (M;y)aoy).
By IH we obtain:

P;Mi; 00 F Cq (P,JE': <M1>6¥O’1);M;O' I Cy

and we conclude by [C2']. O

This concludes the study of constraint satisfaction from a declarative per-
spective: in the next section, we show how to look for solutions algorithmically.
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Constraint solving

To solve type-constraint sets, we reuse the tallying algorithm of Castagna
et al. (2015b). We do not describe the algorithm in detail here: we state some
properties of it below and rely only on them in the rest of the development.
Then, we show how to solve structured constraints by simplifying them to
type-constraint sets that can be solved by tallying.

Type-constraint solving by tallying

The tallying problem, as defined by Castagna et al. (2015b), is the problem of
finding solutions to type-constraint sets. It is the analogue of the unification
problem for subtyping, instead of equality, constraints.

The authors of the cited work study the problem in order to do local type
inference for an explicitly typed polymorphic language with set-theoretic types
(specifically, to infer instantiations of polymorphic functions). They define a
sound and complete algorithm to solve tallying. We refer to this algorithm as
tally, and assume it has the following properties.

PROPERTY: There exists a function tally(.)(-) such that, when D is a type-
constraint set and A is a finite set of type variables, tally (D) is a finite set of
type substitutions. Moreover, the following properties hold.

« Soundness: if o € tally,(D), then o IF5 D.

« Completeness: if ¢ -5 D, then there exist ¢’ € tally,(D) and ¢’ such that
oc~c" oo’

o If o € tally,(D), then dom(o) C var(D) \ A.
We write tally(D) to abbreviate tally,(D). O

These results are proven as Theorems C.45 and C.46 in Castagna et al. (2015b).
Moreover, Theorem C.47 states that tally always terminates.

The soundness property is straightforward. In the statement of completeness,
by ¢ ~ ¢”’ o ¢’ we mean that o ~ ac’c” for every a. Note that tallying does
not yield a single type substitution, but a finite set of them. If tally,(D) = @,
then (by completeness) there exists no o such that o I-4 (D). Otherwise, all the
type substitutions in tally,(D) are solutions, and every other solution can be
obtained from one of them (by composition with some other substitution and
up to equivalence =). In this sense, the set of type substitutions is a principal
solution, though none of the substitutions is itself principal.

We give two examples of why the principal solution cannot be a single
type substitution. The constraint a; X a; < (Int X Int) V (Bool X Bool) has two
incomparable solutions: [Int/ay, Int/a,] and [Bool/a;, Bool/a]; no solution is
more general than both. Likewise, the constraint Int — Bool < ¢ — f has
a solution [(Int A &)/, (Bool V )/f] (which is valid because Int — Bool <
(Int A @) — (Bool V ), but also [0/«] (which is valid because arrow types of
the form 0 — t are greater than any arrow type).
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Prdefx:tinC~ DUD' | M\x|a it

ST

o1 € tally(Dy)

PrCi~D{| M| &
! LM o a = var(Mo)

(P,x: (Myo1)aoq) - Co ~> Dy | My | @y

Pr3@.C~D|M|FUd

Pr(x<t)~> 2| (x:t)| @

a' fa

{{t < M(x)} if x € dom(M)

@ otherwise

[Cl?eitm] - = s { M= Mlal[ﬁ/o_z] A M,
Prletx:Va[Gl.ainCoo Dy M| @ UB | g 4o
;Bﬁcl’('_fz

FIGURE 4.6 C*™: Constraint simplification rules

REMARK (Introduction of fresh type variables in tally): The tallying al-
gorithm described by Castagna et al. (2015b) introduces new type variables to
convert subtyping constraints to equations: for example, (¢ < Int) becomes
a = Int A . If @ are the type variables in the type-constraint set, then tallying
introduces new variables a’, each corresponding to one in &.

In our description, we assume that tally returns type substitutions where
we have already performed a renaming [&/a’] to map each new variable to
the original one. For example, for the constraint above we assume that tally
returns [(Int A @)/«a] instead of [(Int A @”)/]. As a result, the type substitutions
in general are not idempotent, unlike in the specification of Castagna et al.
(2015b).

This allows us to state completeness as we do. If 6 € tally,(D) introduced
new type variables, then we would have (¢ U §) = (o0 U &) o 6 instead of
0 =~ §o6. This is because the new variables introduced by &, being fresh, would
be different from those in the domain of ¢, and & would need to instantiate
them. O

109



4.3.2

4 Type inference

Structured-constraint simplification

We solve structured constraints by simplifying them to type-constraint sets
which can be solved by tallying. Because of let-polymorphism, the constraint
simplification algorithm also uses tallying internally to simplify let constraints.

DEFINITION: The structured-constraint simplification relation P + C ~»
D | M | & is defined by the rules in Figure 4.6. O

We refer to this system as C*™. The rules are syntax-directed. We can
read them as an algorithm that takes two inputs, a let-environment P and a
structured constraint C, and produces three outputs: the type-constraint set
D which we then solve by tallying, the A-environment M which collects the
(x < t) constraints in C, and the vector & of the type variables introduced

during simplification (for example, to instantiate existential constraints).

The rules [C i”“] and [C5™] are straightforward. In [C ;im], we take a fresh
instance of the typing scheme P(%), instantiating all its type variables with
the new variables ,5 The rules for conjunctive, disjunctive, and existential
constraints are unsurprising. In [C jgfn], we simplify the constraint C and then
add one more constraint (¢ < M(x)), unless x is never used and thus does not
occur in M, to remove the binding of x from M. Therefore, the domain of the A-
environment obtained from simplification is always the set of free A-variables
in C. In [C{i™], we first simplify the constraint C; and solve the resulting D;
using tallying. We use a solution o; to obtain the typing scheme for X and
simplify C; in the expanded environment. The final A-environment we return
is the intersection of M, and a fresh renaming of M;o7: this corresponds to
the condition M < M;o] in [let‘t]. In most rules, the side conditions force the
choice of fresh variables.

Constraint simplification is not deterministic: we can build different deriv-
ations from the same P and C. Apart from the choice of different variables
for @ (which is immaterial as long as the disjointness conditions are satisfied)
there are two sources of non-determinism: disjunctive constraints and the side-
condition o7 € tally(D;) in [Clseitm], since tally(D;) can contain more than one
type substitution. This means that a practical implementation will have to test
multiple possible choices by backtracking, possibly compromising efficiency

(we outline in Section 4.4.1 two approaches to mitigate this problem).

We want to connect structured-constraint satisfaction with simplification.
First, we describe which type variables can occur in the D and M that we
obtain by simplification.

We define var(-) on type-constraint sets and on structured constraints. For
type-constraint sets, we define var(D) = U, z4,)ep var(t1) U var(tz). For struc-
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4.3 Constraint solving

tured constraints, we must consider binders, as follows.
var(t; £ t) = var(t;) U var(ty) var(x < t) = var(t) var(x < t) = var(t)
var(C; A Cy) = var(Cy) U var(C,) var(Cy V Cy) = var(Cy) U var(Cs)
var(3a. C) = var(C) \ @ var(def x: t in C) = var(t) U var(C)
var(let X: Va[Cy]. a in Cy) = (var(Cy) \ {a}) U var(Cy)

4.27 LEMMA: IfP+C~> D| M| a,then var(D) U var(M) C var(C) U d. i

Proof:  Straightforward proof by structural induction on C. m]

The following lemma proves that simplification is sound with respect to
structured-constraint satisfaction.

4.28 LEMMA: IfP+C~> D|M|aando D, then P;Mo;o|. 5 I+ C. |
i Proof: By structural induction on C.
Case: C = (tl S tz)

Straightforward, because we have t;0 < t;0 and 0|\ = 0.

Case: C=(x £t)
Straightforward: we must show P; (x: t)o;0|.g F (x < t), which just
requires to < to|\g-

Case: C= (% <t)
We have
PrC~> {nlf/@) < 1} | MiB/@) | B nlf/dlo < to
P@) = (M) E=va(M)n)  fht
and we must show P; M; [ﬁ/&]a; al\ﬁ I C, which requires finding a o

such that
hop < tO'I\ﬂ* Ml[ﬁ/&]g < M10'1 .

We choose o] = [E/&]a. Note that to = t0|\ﬁ since ,Eﬁ t.

Case: C = (C; A Cy)
We have:
PrCiACy~> DyUDy | MyAM, | & U& ok Dy UD,
PrCi~ Dy | M| &y PrCy~> Dy | My | @y
ay § &, G dz f Cy
Since @ # a1, C2, by Lemma 4.27 we have &; # Da, M.

Analogously, @, # Dy, M.
Therefore, 0|, z, I D; and ol 5, I D;.
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By IH, we obtain:
P; Mlo.l\&z’ O-l\(aluaz) I Cl P’ M20.|\0'21;O'|\(521U(322) I+ Cz
We conclude because M;o|. 3z, = Mio and Mol 5, = Mao.

Case: C = (Cl \% Cz)
We have:

Pf'cl\/Cz’\/)DlMlO_Y) HIPFCI’\/)DlMl&)
By IH we obtain P; Mo;o|. ; F C;. Therefore, P; Mo; 0|z F C1 V Cs.

Case: C = (Fa.C’)
We have:

Pr3a.C'~>D|M|ad' ua PrC'~D|M|a

By IH we obtain P; Mo; ol 4 I+ C’.
Since 0|\ 5 = ol (zua) Uldo/d], we have P; Mo; |\ (auq)Uldo/a] - C'.
Therefore, P; Mo; 0|\ (aug) I+ 3d. C'.

Case: C = (defx: tin C’)
We have:

Prdefx:tinC' '~ D' U{t <M (x)|x €domM)} | Mx\x|a
PrC ~D MG Gft
Since o I+ D, we have o I D’ and, if x € dom(M’), to < M'(x)o.
By IH we obtain P; M’c; 0.z + C'.
We have (M'~\x)o,x: t(c].z)) < M'o.
This amounts to showing that t(a|. 3) < M'(x)o if x € dom(M’).
It holds because, if x € dom(M’), to < M’(x)o, and because & { t.
By Lemma 4.23, we obtain P; (M'\x)o,x: t(c|.3)); ol g IF C’.
Therefore, P; (M'\x)o; 0| 5 I+ C.

Case: C = (letx: Ya[C1]. a in Cy)
We have:

PFC’\»DlelGl[’B’/&]/\leO_}zUE oD,
PrCy~ Dy | M| &y (P,x: (Myor)aoy) F Cy ~> Dy | My | iy
o € tally(D,) a = var(M;oy) afa ﬁﬁ Ci1, 0y

By Property 4.25, we have o7 I+ D;.
By Lemma 4.27, since f§ § Cy, @, then § § D,. Therefore, 0|\[§ IF Ds.
By IH we obtain:

P; Mioy1;01] 4, F C1 (P, x: (Myo1)aoy); Moo | 5; 09| Ik Cy

NAREINCAY)
We have a0y = aoy|. 5, because a; §f a.
We have M20|\ﬁ~ = M,o because f § M, (by Lemma 4.27).

Therefore, we have (P, x: (Myo1)ao1| z,); M2o; 0] I C,.

\(@UP)
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4.3 Constraint solving

We have (M;01[§/&] A Mp)o < M,o.
Therefore, by Lemma 4.23,

(P, x: (Myor)aoi|\g,); (Mioi[f/a] A Ma)o; ol 3,05 ' Ce -
To conclude, we also need to find o such that
(M]O'][ﬁ/&] A Mz)O' < Mlo'lo'l' :
we take o] = [f/d]o. O

Completeness of structured-constraint simplification is proven by the fol-
lowing lemma.

4.29 LEMMA:
PrC~D|M |G
cUo’' +D
M <M (cUod’)

dom(c’) C a

PM;c vC = 3AD,M’,a,o’.

O

Proof: We use the metavariable U to range over infinite subsets of Tvar. We
prove the following stronger claim (for all P, M, o, C, and ).

PrC~D|M|d
cUoc +D
M<M(cUda’)

dom(c’)Ca clU

P;M;o+C N
= 3AD,M’,a,0’.
uUgc

This implies the statement: take I to be Tvar \ var(C).
i We prove the claim by structural induction on C.

Case: C=(t; £ t)
Straightforward: take D = {t; < t,}, M’ = @, @ empty, and ¢’ = [].

Case: C=(x £t)
Take D = @, M’ = (x: t), @ empty, and ¢’ = [ ].
We have M < (x: t)(o U ¢’) because M(x) < to.

Case: C=(x <t)
By hypothesis:

P(x) = (M)t tioy < to M < Mo, .

Let a; = var({M;)t;) and choose @ in U (this ensures & § t, since U § C).
Then, we have P + (X < t) ~ {tj[a/a;] < t} | Mi|a/a1] | a.
Take ¢’ = [a,01/a].
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We have:

tila/a)(c Uo') = tioy < to =t(o U ay)
M < M10'1 = Ml[&/&l](o- U O'/) .
Case: C = (Cl A\ Cz)
By hypothesis, we have P; M; o I C; and P; M;0 I C,.

We partition U into two infinite sets U; and .
By IH, we have:

PFC1MD1|M{|5{)1 Pl—Cz’\/)Dleél&)z

oUoj Ik Dy oUoa, Ik Dy
M < Mj(oc Uoa)) M < My(o Uo,)
dom(oy) C d; C U4 dom(o,) C @, C U,

By Lemma 4.27 we obtain @; # D, M, and &, § Dy, M.
Therefore, we have:
PrC~> DiUDy | M{AM | 01 Uy ocUo{Uo, Ik D;UD,
M < (M] A Mj)(o U o] Uoy) dom(o{Uogy) Ca;Ua, CU
Case: C = (Cl \% Cz)
By hypothesis, there exists an i such that P; M; o I C;.
By IH, we obtain
PrCi~>D|M|a cUd D
M<M(cUd’) dom(c’)Cacl
We can conclude directly by applying [CS™].
Case: C = (3a.C’)
Assume by a-renaming that @ is in il and take I’ = 1l \ @.
By hypothesis, for some f we have P; M; o U [£/d] I C".
By IH, we obtain
PrC'~»D|M|@&  oU[f/@d)Uao D
M < M'(c U[t/d]Ua)) dom(oy) Ca’' c W
We conclude by [C;im] and by taking ¢’ = [£/@] U ol.
Case: C = (defx: tin C’)
By hypothesis, we have P; (M, x: to);o I C’.
By IH, we obtain:
PrC~D|M|a ocUd’ D
(M,x: to) < M'(c Ud”) dom(c’) CaclU

Note that @ # t because U #§ C. Therefore, t(c U ¢’) = to.
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4.4 Results and discussion

By [C jgf“] we have:

PrC~>DU{t<M(x)|xedomM)} | M\x|a.
If x € dom(M’), we have t(c U c’) < M’'(x)(c U c’).
Since (M, x: to) < M’(c U ¢”), we have M < (M’'\x)(c U o’).

Case: C = (letx: Va[C1]. a in Cy)
By hypothesis:

® P;My;01 Ik Cq (P, %: (M1)aoy); M;0 IF Cy © M < Moy.
By a-renaming, we assume « € .
We partition U into {a}, Uy, Uy, and Us.
By IH from ® (using ;) we have:
@ PFCl’\/)DllM{|C_€1
® oy Uoq Dy ® M; < Mj(o1 Uay) dom(oy) Ca; C Uy

By Property 4.25, from ® we find & and & such that
6 € tally(D,) o1Uo]{ =506 dom(6) C var(Dy) .

We show (P, £: (M]6)ad) <" (P, %: (M;)aoy).
To instantiate the type scheme on the left, we use &. We have a6¢ ~
a(oy U o)) = aoy; and My < M{(o1 U o)) = M{65.
Then, by Lemma 4.24, from ® we have © (P, x: (M]6)ac); M;o I Cs.
By IH from @ (using ;) we have:

® (P,Je: <M{OA'>QCA)') F Cy ~> Dy | Mé | 522
oUoa, D, M < My(o U o,) dom(oy) C az C U,

Let § = var(M;6) and take y from ;.
Then from ® and ® we derive

PrC~> Dy | MG[7/BIAM, | & UT .

We take 0’ = o, U [E&&/?].

By Lemma 4.27, y § D, M. Therefore, we have o U ¢’ I D,.

We show M < (M!&[7/F] A M) (o U o).
We have M < M;(c U ¢”) because M < M;(c U 0;) and y # M;.
Moreover,

-

M < M6 < M{(o1 U a])d ~M[666 = M{6[y/fl(cUc’). O
4.4 Results and discussion

We have built an inference algorithm for the type system 7' of Figure 4.1
in three steps: we have defined the reformulated type system 7', defined
constraints and given a declarative notion of constraint satisfaction, and finally
shown how to solve constraints algorithmically. Now, we put the three steps
together and state soundness and completeness for type inference for programs
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4.31

4.4.1

4 Type inference

(that is, closed expressions).

THEOREM (Soundness of type inference): Let e be a program and « a type
variable. If @ + {e: a)) ~ D | @ | @ and o € tally(D), then @ + e: ao. O

Proof: Consequence of Property 4.25, Lemma 4.28, Lemma 4.21, and The-
i orem 4.14. O

The A-environment obtained by simplification is @ because the constraint
{e: a) will not have any free x variable, since e is closed.

THEOREM (Completeness of type inference): Let e be a program and t a
type such that @ r e: t can be derived in 7\, Let & be a type variable. Then,
there exist D, &, and ¢ such that @ + {e: a)) ~ D | @ | &, that o € tally(D),
and that, for some ¢/, aco’ ~ t. m]

Proof: Since we can derive @ + e: t in FiA, by Theorem 4.14 we can derive
@:D I e: tin T\,

Since t = «a[t/a], by Lemma 4.22, we have @; @; [t/a] F {e: a).

Then, by Lemma 4.29, we find D, M, ¢, and @ such that

or{e:a)~»>D|M|a [t/a]Uc” + D
@ <M([t/a]U ") dom(c”)C a.

Leto’ = [t/a]Uo”.

Since @ < Mo’, we have M = @.
: By Property 4.25, we find o € tally(D) and ¢ such that ¢’ ~ ¢’ 0 0.
Therefore, since oo’ = t, we have aoco’”’ ~ t. |

These two results state that type inference is sound with respect to the
type system 7 of Figure 4.1 and complete with respect to its restriction 7\
without intersection introduction.

We conjecture that type inference is also sound with respect to 7\ be-
cause it cannot infer intersection types for functions (since we use a single
arrow type in the constraint) nor for let-bound variables (since we allow a
single instantiation). To attempt to prove this, we should use a different proof
technique to relate the standard and the reformulated type systems.

Non-determinism and lack of principal solutions

Type inference can infer more than one type for a program. Indeed, the type
system 7\ does not have principal types.* As an example, assume that ¢ is
some ill-typed expression and that b; and b, are two disjoint base types. Then,
the function

Ax. ()\yy € (bl Xbl)V(bz sz) ?73: é) (TE1 X, Tty X)

4 We do not know whether the system 7 including [T] has principal types.
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can be given type by X by — Int or by X by — Int, but it cannot be given any
type that is more general than both. Using [T,], it could be given the type
(b1 xby — Int) A(byXby — Int), which is equivalent to (by Xby) V (by X by) — Int.
In contrast, to derive the type (b; X by) V (by X by) — Int without using [T,],
we would need to type the body of the function as Int assuming that x has
type (by X b1) V (b2 X by). But, under that assumption, (r; x, 72 x) has type
(b1 Vby) X (b1 Vby). Therefore, we need to type Ay. y € (b1 Xby)V (b Xby) ?3: €
as (b1 V by) X (by V by) — Int. We cannot do so because, since (b; V by) X (b1 V by)
is not a subtype of (b1 X by) V (by X by), to do so we would need € to be well
typed. The absence of a principal type in this case means that the algorithm
must return two distinct solutions and proceed to check the rest of the program
once for each of them by backtracking.

In a practical implementation, we might want to reduce non-determinism
as far as possible. We outline next two modifications of the system to do so.

CONSTRAINTS FOR TYPECASES: To generate constraints for typecases,
we have used disjunctive constraints to match the “either ... or...” conditions
in the typing rule [Tcase]. This means that the constraints for a typecase can be
solved in four possible ways, and algorithmic constraint simplification should
check all of them. While this is not the only source of non-determinism (since
tally can compute more than one type substitution), we could still want to use
a more restrictive constraint which is simpler to solve.
We can replace the definition in Figure 4.5 with

(leo et ? e :ep): 1) =3a. (eo: a) A {er: t) A ez t) .

This constraint demands that both branches be well typed. Using it, type
inference accepts fewer programs: soundness (Lemma 4.21) remains valid,
but completeness (Lemma 4.22) does not. To recover the same statement as
Lemma 4.22, we should modify the typing rule for typecases so that it also
forces the typing of every branch. We use the rule

P;M-ey: ty P;MIFep:t P;MIFey:t
P; M+ (eg Et?61 162)2 t

instead of [T¢ase] in 7 ° and, correspondingly,

I'Feg: ty I'btep:t I'Fey:t

I't(eget?e :ey):t

instead of [Tease] in 7.

This restriction would cripple the effectiveness of intersection types to type
overloaded functions, as we have remarked in Section 3.2. However, inference
does not infer intersection types for functions anyway. Hence, the restriction
would not be too limiting: in the type systems without [T,], it only affects
programs with dead code (a branch of a typecase that we do not need to type
in a derivation without [T,] can never be reached during evaluation).
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INTRODUCING INTERSECTION TYPES: If we adopt the constraints for
typecases that we have just described, the only source of non-determinism is
the rule [Cliitm]: tally can compute more than one type substitution, and any of
them can be chosen to continue simplification.

To some extent, this is unavoidable: different substitutions can make in-
compatible assumptions on the types of free A-variables in the constraints.
However, in some cases, the solutions are not incompatible and therefore we
can use intersection types to merge them. We consider here the case of let
bindings where the bound expression has no free A-variables.

We can add one more rule for let constraints:

PFC1MD1|®|&1
(P,%: (@) Nieg@0i) F Co~> Dy [ M | &y {tally(Dl):{gi|i€[}¢®
Prlet®: Ya[Cil.ainCy~> Dy | M| G (G1ta

This rule should be used instead of [lejtm] when the A-environment obtained
by simplifying C; is empty. Instead of choosing a single solution, we take the
intersection of all of them. Since A;c; ao; is a subtype of all ao;, using it
ensures that we find all solutions that we could find choosing any of the o;.

Adding this rule makes Lemma 4.28 fail: constraint simplification is no
longer sound with respect to constraint satisfaction. However, we can add a

corresponding rule to C** to recover soundness:
Viel P;@;0;F C (P, %: (@) Njegaoi); M; 0 I Cy
P;M;o I letx: Ya[Cy]. a in C;

I+¢

Adding this rule makes Lemma 4.21 (soundness of C%! with respect to 7\")
fail, but the system is still sound with respect to the type system 7" including
[TA], that is, we have:

IfP;M;o I {e: t), then P;M I e: to.

This means that soundness for type inference (Theorem 4.30) still holds.

A typical program could be of the form let x; = ey in ... let X, = e, in e:
a sequence of definitions of top-level identifiers followed by an expression
e to be evaluated. None of the e; would have free A-variables. Without this
modification, the constraints for e; could have multiple incomparable solutions:
then, we would need to try to infer types for the rest of the program once for
each solution. With the modified rules, instead, backtracking might still be
needed during inference for e;, but then we choose a single typing scheme for
%1 and use it for the rest of the program, making the analysis modular.
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5 Adding type annotations

5.1.1

In this chapter, we describe how to extend type inference so that it can infer
more precise types for programs that are partially annotated with type in-
formation. We do so essentially by changing constraint generation, so that we
generate different constraints for an expression if it is annotated with a type;
this also requires some changes to the syntax of constraints and to constraint
satisfaction and solving.

In this system, adding type annotations to functions allows type inference
to assign intersection types to them. For example, the annotated expression

(O\x X € byye ? false : true) 2 (byye — bratse) A (braise — btrue))

is assigned the intersection type in the annotation, which we cannot infer for
the expression without the annotation, but we can derive in the declarative
type system using [T4].

Likewise, inference can exploit annotations on x variables to derive types
that are the intersection of multiple instances: for example, we can write
(% == (Int = Int) A (Bool — Bool)) when % has the typing scheme (@)a — a.

CHAPTER OUTLINE:

Section 5.1 We add type annotations to the syntax of expressions and show
how to modify the type system to account for them.

Section 5.2 'We show how to extend constraints and the notions of con-
straint satisfaction, generation, and solving to account for type annota-
tions; we prove soundness and completeness properties.

Section 5.3 We summarize the results: type inference is sound and, on
expressions without annotations, it enjoys the same completeness result
as in the previous chapter (while being able to type more terms if we add
annotations). We also point out directions for future work, in particular
towards stronger completeness results.

Language syntax and type system
Syntax

The annotated expressions e are the terms generated inductively by the follow-
ing grammar:

ex=x|x|c|Ax.e|lee|(ee)|mie|lect?e:e|letax=eine]|(e:t).

There are two differences with respect to the syntax of Definition 3.1. Of course,
we add type ascription (e :: ). We also change the syntax of let constructs,
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adding a decoration &, which is a vector of type variables. In let @ X = e; in ey,
the  variables are bound in e;. This decoration serves as a binder for the type
variables in annotations and marks their scope. This controls whether they
are polymorphic or not. For instance, let @ X = ((Ax.x) :: ¢ — @) in x 3 is well
typed, because « is bound in the let and can be instantiated in the body of the
let. Instead, let € £ = (Ax. x) = @ — a) in X 3 (where € is the empty vector) is
ill-typed, because « is not bound in the let and cannot be instantiated when
typing the body X 3 - in practice, this means it is bound in some outer scope
and is polymorphic only outside that scope.

We see the expressions of Definition 3.1 as a subset of annotated expressions
by identifying let € x = ey in e; with let X = e in ey.

Given an annotated expression e, we denote by erase(e) the expression in
the syntax of Definition 3.1 obtained by erasing the ascriptions and decorations
in e. That is, we have

erase(let @ X = e; in e;) = let X = erase(e;) in erase(e,)

erase((e :: 1)) = erase(e)

and, for all other cases, erase(-) propagates the erasure to the subterms.
Reformulated type system

We describe the type system of the annotated language directly following the
presentation in Section 4.1. We add one more parameter to the typing relation:
a set A of type variables. The type variables in A cannot be instantiated in the
derivation. To type a program, we normally take A to be the set of free type
variables in the annotations of the expression we type: as anticipated, we do
not allow free type variables in annotations to be instantiated.

The typing relation P; M; A I e: t is defined by the rules in Figure 5.1. We
write 77 to refer to this system and 7\ to refer to its restriction without
the rule [T/2].

The interesting differences compared to 7" are in the rules [T¥] and [Ti&].
In [T%], as anticipated, the type substitution ¢ cannot instantiate the variables
in A, as imposed by the side condition dom(c) § A. In [Ti}], to type e; we
expand the set A adding &: this is because the @ variables should be kept
monomorphic while typing e;. We ask that a be chosen disjoint from A (this
can be ensured by a-renaming) but also that it is disjoint from Mj. This is
because M; holds the assumptions on the types of free x variables in e;; the
type variables in @ cannot appear there, or they would be escaping their scope.

Two simple results relate typing in the systems 7™ and 7 *.

LEMMA: IfP;M;A I+ e: t can be derived in 7™, then P; M I erase(e): ¢ can
be derived in 77",

Moreover, if P; M; A I e: t can be derived in 72\, then P; M I erase(e): t
can be derived in 7\, O
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P(x)=(M
[T] (oo [T ————— M) =t
P;Mo;A v x: to dom(o) § A P;M;AFx:t
[T —————
P;M;A v c: b,
P;(M,x: t');Ae:t PM;Ae:t —t PM;Aey: t
[T5] [Ta5p]
P,M; A Ax.e:t' —t PM;AlFejey:t
(T ] P;M;AFeq: ty P;M;AIFey: ty (T P;M;AFe:t; Xty
patt P;M;A - (e, e3): t X 1y pre) P;M;A v me: t;

P;M;AFeg: 1y
either tg < ~tor P;M;A - eq: t
either tg < tor P;M;A IF ey: t

PM;Al-(eget?e:ey): t

[Tedse]

(T P;Mi;AUa -ep: ty (P,x: (M)t1); M;A lFeq: t {30—_ M < Mo
et

PM;AlrletdX=e;iney:t aft A M
PM;Alre:t
[T:]
P;M;Av(ext):t
PM:Are:t <t P;M;AlFe: t; P;M;AlFe: ty
Tra - Tra
[ S] ’ [ /\]
P;M;Are:t \M<M PM;Alke: t; Aty

FIGURE 5.1 7 ™:Reformulated typing rules (with type annotations)
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cuta tio < ho
= ]P;M;A;O'Il—(tlétz) ! 2

P(x) = (M)t

" ¢ hhop < to
[CF™] — M(x) < to [C2*] ,
P;M;A;o - (x £ t) P;M;A;o - (% <t) | Jo1. \M < Moy
dom(oy) § A
P;M; A0 - Cy P;M;A;o I+ Cy P;M; A0 - C;
[C sata] [C sata]
" P;M;A;0 - Cp ACy v P;M;A;0 - Cp VG,

P;M;A;o U[E/a@] - C
[C%ata] — [C(?:}a]
P;M;A;0 v Jax. C

P;(M,x: to);A;o0 - C
P;M;A;0 -defx: tinC

PiMiAUG o - C (Pg: (Mo M Ao ik G, | 391 M < Moy
[ — - dom(oy) § A, a
P;M;A;0 Ik letx: Ya; a[C1]. @ in Cy 34 A M,

FIGURE 5.2 (C*: Constraint satisfaction rules (with type annotations)
Proof:  Straightforward proof by induction on the typing derivation. O

52 LEMMA: IfP;MIe:t,thenP;M;2 IFe: t.
Moreover, if P; M I e: t can be derived in 7"\, then P; M; @ I e: t can be
derived in 77"\, m|

! Proof: Straightforward induction proof. ]

5.2 Constraints and constraint solving
5.2.1 Constraints and constraint satisfaction

We extend the syntax of structured constraints from the previous chapter by
adding binders in let constraints to match the decorations of let expressions.
The modified syntax is the following:

C=(t<t|x<t|E<p|CAaC|CvC|Ta.C
| defx:tinC|letx: Va;a[Cl.ainC.

We see the structured constraints of Definition 4.18 as a subset of these by
identifying let X: Ve; a[C]. @ in C, with let £: Va[C1]. @ in Cy. We refer to
the structured constraints of the previous chapter as structured constraints
without explicit polymorphism.

We adapt structured-constraint satisfaction by adding the parameter A and
adapting the rule for let constraints. The relation is defined by the rules C'
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5.2 Constraints and constraint solving

in Figure 5.2. The interesting rules are [C**] and [C{3"], which adapt [C$*]

and [C#'] of Figure 4.4 as we did for [T¥] and [T&]. Note that, in [C3?], we
add the @ variables to A in the first sub-derivation and we require that the
type substitution oy does not instantiate these type variables, because they

cannot be instantiated while they are in scope.
5.2.2 Constraint generation

We modify constraint generation to exploit type annotations. In particular, we
want to generate different constraints for an x variable or a function when
we know the type it should have. For instance, if a function is annotated as
((Ax.e) = A\jert] — t;), then we want to generate separate constraints from e
for each arrow: we break up the intersection into the set {#; — t; | i € I } and
generate a constraint for each element in the set. If the type in the annotation
is not syntactically an intersection of arrow, we can still try to rewrite it to
an equivalent intersection (as a trivial example, we could treat the annotation
(t’ — t) v 0 like ¢’ — t). To model this rewriting, we rely on two functions,
one for constraints on variables, the other for constraints on functions, to
decompose types to sets of types, breaking up intersections after (possibly) re-
writing the type to some equivalent intersection type. We leave these functions
unspecified except for the properties we need in the proofs.

5.3 PROPERTY: There existtwo functions d and d_, such that:

1. given a type ¢, d(¢) is a finite, non-empty set of types;
2. given a type t and a set A of type variables, d2,(t) is a finite set of arrow
types;
3. the functions satisfy the following properties, for every t and A:
o t= Apegpyt’
t= Niert] = t;
cdA(D)={t] o tliel}#@ = Jvar(A\;e t] > t;) CA

Viel t/]=0 = t;~1
O

The function d maps a type ¢ to some set of types whose intersection is
equivalent to ¢. The function d_, does similarly, but it always produces a set
of arrow types, and it ensures additional properties which we discuss below;
it can yield @ if it fails to decompose t ensuring these properties.

We can give simple syntax-based implementations for d and d_, as follows.

o Ift = N\;erti, thend(t) = {t; | i € I}; otherwise, d(t) = {t}.

« Ift = A\jert] — tiandvar(t) € A, thend?,(t) = {t] — t/'|i € I }, where,
for each i € I, we have t;” = 1if t] ~ 0 and t/’ = t; otherwise.
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5 Adding type annotations

G YA = Aser(® £ 1)
where d(t) = {t; |i e}
()t =(x<0)
(e 1) = (b £ 1)
Ader (def x: £ in e: 1))
ifdA@) ={t] > tilicl}#
Aoy, ay. (def x: ap in {e: a)?) A (a1 — ap < t)
if d2,(t) = @, where ay, a; i e, A
(erex: )" = Fa. (er: a > 1) A (et a)”
where a § t, eq, e, A
(e ez): 1) = Tar, a2 (er: a1 )™ A ezt )™ Aoy Xz £ 1)
where a1, oz i t, €1, €5, A
(mie: )t = (e tx1)?
(mpe: 1) = (e: Txt)?
((eo € t? e s e2): )7 = 3a. (oo @) A (@ £ =0V (ers ) A (@ £ OV (ez: 1))
where a § t, e, €1, €5, A
(let@ % =e; iney): tYA = let %: Va; a[{er: a)?Y¥). arin (es: tYA
where a, @ ff e, A

le=t): 1) =(e: t'YA A (' < 1)

(Ox.e): 1) =

FIGURE 5.3 Constraint generation (with type annotations)
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5.2 Constraints and constraint solving

These implementations are unsatisfying, since they give different results for
equivalent types, but they suffice for our purpose here.

Using these functions, we define constraint generation in Figure 5.3. The
set A is an additional parameter. It is passed through because it is used by d_,,
where it is important to know which type variables are fixed and which will
be instantiated by the solution of the constraints (see the remark below).

Comparing to Figure 4.5, the important differences are in the cases for x
variables and functions, where we use d and d_, and generate an intersection
with one constraint for each type in d(t) or d%,(¢).

REMARK (Decomposition of function types): The properties of d_, include
two requirements that have no analogue for d. They are needed because of
the behaviour of semantic subtyping; if we did not impose them, a constraint
{e: t)A for an expression e without annotations could be unsatisfiable even
when (e: t) is satisfiable. Hence, completeness with respect to the algorithm
of the previous chapter (Theorem 5.12) would not hold. Let us see why.

In semantic subtyping, types of the form ¢ — ¢’ with ¢ ~ Q are supertypes
of all arrow types (whatever t is). Therefore, for example, 0 — Int ~ Q0 — Bool.

If we removed the condition Vi € I.t] ~ 0 = t; ~ 1, we could have
d2,(0 — Bool) = {0 — Bool} and

{(\x.3): 0 — Bool)? = def x: 0 in {3: Bool)? .
This constraint is unsatisfiable. In contrast, {(Ax.3): 0 — Bool)) is
Jay, as. (def x: ay in {3: @) A (a1 — a2 < 0 — Bool)
and is satisfiable (mapping a; to Int).

The condition on type variables has the same purpose. Without it, we could
have {(Ax.3): @ — Bool)? = def x:  in {3: Bool)”, which is unsatisfiable,
while {(Ax.3): @ — Bool) is satisfied by [0/«]. To avoid this, we only allow
d_, to decompose a type when the decomposition only contains variables that
cannot be instantiated (in practice, variables that come from annotations). O

REMARK (Constraint generation for pairs): Here we define constraint gen-
eration for pairs as in the previous chapter. It could be interesting to allow
propagation of type information for pairs by defining instead

((er e2): )™ = (er: 1) A ez )
when t ~ t; Xt,. However, we run in similar problems as with functions. Indeed,
for this constraint to be complete, we would need to know that, if (ej, e;) has
type t; X t, then e; has type t; and e; has type t,. This is not true with semantic
subtyping. Product types are interpreted as Cartesian products and therefore
all products with an empty component are identified: for instance, we have
0 X Int =~ 0 X Bool < Int X Bool. As a result, if & has type 0, then (&, 3) can be
typed as Int X Bool
To achieve completeness, we would have to duplicate the constraints for
the components, for example by defining {(ey, €;): )2 as

(Cer: 1Y A (e tz>>A) V (Jay, az. er: ) A ezt ) A(an X ap £ 1))
when t = t; X t5. O
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A simple observation is that constraints generated from expressions without
annotations have no explicit polymorphism (that is, they are in the syntax of
Definition 4.18).

LEMMA: For every e, t, and A, the structured constraint (e: t)? has no
explicit polymorphism. O

Proof: By induction on e. If e is a let expression, its decoration is empty and
: therefore the let constraint we generate has no explicit polymorphism. In all
. other cases, we just apply the TH. O

To relate typing and constraint satisfaction, we prove two results of sound-
ness and completeness (analogous to Lemma 4.21 and Lemma 4.22). For the
latter, we consider only expressions without annotations and typing deriva-
tions that do not use intersection introduction.

LEMMA: If P;M;A;0 + {e: t)” and if dom(c) # A and var(e) C A, then
P,M;Are: to. O

Proof in appendix (p. 247). Analogous to the proof of Lemma 4.21. The
differences are in the cases of x variables and functions, which are simple to
i prove using Property 5.3.

LEMMA: If P;M:@ Ik e: to can be derived in 7™\*, then P; M:®:0 I

(e: )2, O

: Proof in appendix (p. 249).  Similar to the proof of Lemma 4.22.

Constraint solving

To solve constraints, we use tallying as in the previous chapter. In Section 4.3.1,
it already allowed for a set A of type variables that cannot be instantiated: we
always used @ in the previous chapter, but we will need it here.

We need to update structured-constraint simplification: we do so in Fig-
ure 5.4 (C*™?), We add A as an additional parameter and modify [C;ima] and
[Cma] to match the changes in structured-constraint satisfaction.

let
We first prove a result of soundness analogous to Lemma 4.28.

LEMMA: IfP;A+C~> D|M|aando kp D, then P;Mo; Aol 3+ C. O

Proof in appendix (p. 250).  Similar to the proof of Lemma 4.28.

We now prove completeness for constraints without explicit polymorphism,
analogously to Lemma 4.29. To do so, we reuse Lemma 4.29 directly by proving
that the new definitions of structured-constraint satisfaction and simplification
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5.2 Constraints and constraint solving

Csjma
[CEme] , .
PAr(hH<t)~»{h <t |o]|o

[C ;ima]

PAr(x<t)~> 2| (x:t)| @

P(x) = (Mi)t
[Csma] ‘ —— ——— (@ =var((M)n) \ A
PiAr G <)~ {nlp/al <t} [MB/al1 B | fy A

P;ArCi~ Dy | My | P;AFCZ’V’D2|M2|&2{5211:’{&2,C2

sima
[C/\ ] 5{’2 ﬁ Cl

P;AI—Cl/\Cz’\/)DluDlel/\Mg|EE1U5()2
P;,ArCi~D|M|a P ArC~D|M|ad

[Csima] — — B O_EﬁA, 0—21
P;ArJa.C~>D|M|ad' Va

[C\s/ima] s

P,AFC1VC2’\/>D|M|&

{t £ M(x)} ifx € dom(M)

@ otherwise

PiArC~>D|M|@& D,:{
P;Ardefx:tinC~ DUD' | M x| & Gt

[Csire]

o1 € tallypyz(D1)
P;AUGrHCy~ Dy | My | a4 at A Mo
(Coima) (P, %: (Myo1)a01); A+ Cy ~> Dy | My | o ﬁ = var(Mlcrl)_)\ A
P AR let£: Y@ a[Cl.ainCy~> Dy | M| G, UT | M = Mioi[7/B] A M,
aifa
V8 Ci,da, A

FIGURE 5.4 C*™: Constraint simplification rules (with type annotations)
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coincide with those of the previous chapter for constraints without explicit
polymorphism.

LEMMA: Let C be a constraint without explicit polymorphism. Then, we
have P; M; o  C if and only if P; M; ;0  C. m]

Proof:  Straightforward proof by induction on C.
:  Note that, if C is a let constraint, its vector @ must be empty because C has
: no explicit polymorphism. o

LEMMA: Let C be a constraint without explicit polymorphism. Then, we
have PrC~ D | M| aifandonlyif P;@+C~ D | M| a. O

! Proof: Straightforward proof by induction on C. ]

These two lemmas, together with the result on completeness of constraint
solving from the previous chapter, give us the following corollary.

COROLLARY:

P,orC~>D|M | &
ocUo kg D
M <M (ocUdo’)

dom(c’) C a

P;M;@;0 I+ C

— dD,M’, @, o’.
C has no explicit polymorphism

Proof: Corollary of Lemmas 5.8, 5.9 and 4.29. O

Results and discussion

Combining the results of the previous section, we obtain the following state-
ment of soundness. (By “closed”, for an annotated expression, we mean that it
has no free expression variables and no free type variables.)

THEOREM (Soundness of type inference): Let e be a closed annotated ex-
pression and « a type variable.
If2;0+ {e: a)® ~ D | @ | @ and o € tally,(D), then @; ;@ I e: ac. O

Proof: Consequence of Property 4.25, Lemma 5.7, and Lemma 5.5. O

The following theorem states that the modified type inference algorithm
enjoys the same completeness property as that of the previous chapter.
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512 THEOREM (Completeness of type inference): Let e be a closed expression
and t a type such that @ r e: t in 71\\. Let & be a type variable.

Then, there exist D, &, and ¢ such that @; @ + {e: a)? ~> D | @ | @, that

o € tally,(D), and that, for some ¢/, oo’ = t. O

Proof:  Since we can derive @ + e: t in 7\*, by Theorem 4.14 and Lemma 5.2
we can derive @; @; @ I e: t in T2\,

Since t = «[t/a], by Lemma 5.6, we have @; @; @; [t/a] + {e: a)®.

By Lemma 5.4, {e: ) has no explicit polymorphism.

Then, by Corollary 5.10, we find D, M, o, and a such that

2;0+{e:a)? ~D|M|a [t/a]Uc” gy D
@ <M([t/a] U ") dom(c”) C @ .

Leto’ = [t/a] U o”.

Since @ < Mo’, we have M = @.
i By Property 4.25, we find o € tally(D) and ¢ such that ¢’ ~ ¢’ o 0.
Therefore, since ao’ = t, we have aogo’”’ ~ t. ]

5.3.1 Towards a stronger completeness result

Theorem 5.12 is interesting because it proves that using this modified algorithm
we keep the same completeness property as in the previous chapter. Moreover,
we can derive intersection types using type annotations, while this was im-
possible in the previous algorithm: this algorithm is strictly more powerful.
However, stronger properties would be desirable. For a start, we would like
to ensure completeness also for expressions with annotations as long as they
can be typed in 7\, Moreover, we should try to ensure that, whenever an
expression e has some type t in 7™ (possibly derived using [T,]), there is
some way to annotate it (producing e such that erase(e) = e) so that type
inference can accept it with the same type.

Achieving these results is challenging because explicit annotations reintro-
duce the difficulties with generalization discussed in Section 4.1.1 and avoided
there thanks to the reformulated type system. The rules [Ti&], [C32™], and
[Cliitma] all state that the variables @ bound by the let construct must not occur
in some A-environment. In [C£™], this condition is & f M;o;: it depends
on which type variables are introduced by o7. Therefore, equivalent type
substitutions behave differently, which is undesirable.

We could try to solve this by modifying the tallying algorithm so that we
can impose the constraint that some type variables (@) should not appear
in the solution of other type variables (those in M;). This has been done in
other type inference systems using unification under a mixed prefix (Miller,
1992); for example, see the treatment of explicit type annotations in Pottier and
Rémy (2003). However, it is not clear how to adapt this approach to semantic
subtyping.

There is another difficulty to prove the stronger result. Assume that a
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5 Adding type annotations

function Ax. e is given the type (Int — Int) A (Bool — Bool) using [T,]. We
want to annotate it so that type inference can obtain this type. In the original
derivation, the body of the function is typed twice: assuming (x: Int) and
deriving Int, and assuming (x: Bool) and deriving Bool. These two derivations
might require different, possibly conflicting, annotations. Therefore, we should
generalize type annotations, allowing expressions that are annotated with sets
of types so that we can annotate the body of the function with all annotations
needed for each typing. The typing rule [T:*] becomes then

P;M;Are:t;
P,M;Ar(e={t;|liel}):t

(during typing, we can choose freely which annotation to consider) and con-
straint generation is

(e {nliel}): ) = Vier (Ce: ) A (6 £ 1))

This solution is used in previous work on intersection type systems (Pierce,
1991; Reynolds, 1997; Davies, 2005; Dunfield, 2007). Introducing sets of type
annotations can pose problems for efficiency, since each annotation must be
tested in turn by backtracking. To avoid this, Dunfield (2007) augments type
annotations with a fragment of the type environment which the type checker
uses to select the correct annotation for each typing of the expression. We
could adopt this solution also in our case.
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6 Language extensions

6.1.1

In this chapter we describe a few possible extensions to the language of
Chapter 3. We outline how to modify the semantics and the type system
to account for them.

Binding typecase and pattern matching
Binding typecase

The typecase expression in our language has the form ey € t ? e; : e;. In
contrast, Frisch, Castagna, and Benzaken (2008) include a binder in their
typecase: (x = eg) € t ? e; : e, where x is bound in e; and e,. Such a typecase
is evaluated by evaluating e to a value v, binding x to v, and evaluating either
e; or ey according to whether v has type t or —t.

As Castagna et al. (2014, app. E) observed, typecases with binders can be
encoded as:

(x=e)€Et?e;:e5 = (Ax.x€t?e:e)ep.

To add them as primitive, instead, we use the following two reduction rules
(x=v)et?e e ~ e[v/x] if typeof(v) < t
(x=v)et?e :e5 ~ ev/x] if typeof(v) < =t

and add (x = E) € t ? e : e to the grammar of evaluation contexts. We use the

typing rule:

I'Fegy: ty
eitherto < —torI,x:ty Atrep:t eitherty <torI,x:t)\tres:t

F'r((x=¢e)eEt?e :e):t

To type each branch, we assign to x a subtype of #j: in the first branch, it
is ty A t because the branch will be selected only for values of type t; in the
second, correspondingly, it is fy \ t. For example, if x has type Int V Bool, then
(y =x) €Int? (y+1) : 0is well typed because, in the first branch, y has type
(Int V Bool) A Int and (Int V Bool) A Int = Int. In contrast, the typecase without
binder x € Int ? (x +1) : 0 is ill-typed because x has type Int V Bool also in the
first branch, and + cannot be applied to an Int V Bool.

These rules can all be derived for the encoding. To derive the typing rule, in
particular, we type (Ax.x €t? e; 1 ey)as(fp At > 1) A(fp \ t — ).

In practice, we might want to treat x € t ? e; : e, as syntactic sugar for
(x =x) €t?e: ey, with a new binding of x that shadows the previous one.
This allows typecases on variables to refine the type of the variable in the
branches, making x € Int ? (x + 1) : 0 well typed without explicit rebinding. It
is a simple form of occurrence typing or flow typing (as studied, among others,
by Tobin-Hochstadt and Felleisen, 2010; Pearce, 2013; Chaudhuri et al., 2017).
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[] iftypeof(v) <t
v/t =
fail otherwise

G1Ug ifv=(v,v2), v1/p1 =61, and vz/py = G2
fail otherwise

c1VUg ifv/py=¢randv/p, =g
fail otherwise

v/py  ifv/p; # fail

v/p, otherwise

FIGURE 6.1 Semantics of patterns

6.1.2 Pattern matching

Typecases in our language can be used to represent a form of pattern matching.
Here, we outline how we can add full-fledged pattern matching directly to the
language. Similar formalizations of pattern matching for set-theoretic type
systems have been described by Frisch (2004), Castagna et al. (2015b, app. E),
and Castagna, Petrucciani, and Nguyén (2016).

For simplicity, we only consider two-branch pattern matching. We extend
the syntax with the match construct and with patterns:

eni=---|matchewithp —>e|p—e

pr=t|x|(p.p)|p&plplp,

with some restrictions on the variables that can appear in patterns: in (py, p2)
and p; &p,, p1 and p; must have distinct variables; in p;|p;, p; and p, must
have the same variables.

A more familiar syntax for patternsisp :== _|c| x| (p,p) | p as x | plp,
with wildcards and constants instead of t types and with as-patterns “p as x”
(in OCaml syntax; x@p in Haskell) instead of conjunction. We can encode _
and c as 1 and b, (both are in the grammar for t), while “p as x” is p&x, as will
soon be clear.

To describe the semantics of pattern matching, we define a function (-)/(-)
that, given a value v and a pattern p, yields a result v/p which is either fail
or a substitution ¢ mapping the variables in p to values (subterms of v). This
function is defined in Figure 6.1. Then, we augment the reduction rules with

(match v with p; — e; | p2 — €3) ~ eig ifo/pr=¢
(match v with p; — e; | p2 = €3) ~> exc ifv/p; =failand v/p; = ¢

and add match E with p; — e; | p2 — e to the grammar of evaluation contexts.
Set-theoretic types prove very useful to type pattern matching precisely.
Given each pattern p, we can define a type {p§ that describes exactly the values
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ti/p1 414 ti/p1 I

— <t <t Xt
t/t4 o t/xH(x:t) t/(p1,p2) 1 1 U Ty
t/p1 41 t/ps A1 EAPS)/pr AT N\ S)/p2 AT
t/pr1&ps AT UL, t/p1lpe AT

FIGURE 6.2 Environment typing for patterns

that match the pattern:

us=t x§=1
Lp1,p2)S = 1S X P25 Wp1&p2S = 1S A Lp2S  lp1lp2S = 11§ V P25

It can be shown that, for every well-typed v and every p, we have v/p # fail
if and only if @  v: {p§. This allows us to formalize the exhaustiveness and
redundancy checks that are often performed on pattern matching purely at
the level of types. The typing rule for match is the following.

I'tkeg: ty
either tg < ={t;SorI', I} Fey: ¢t
either to < (H1Sor I, Iy +ep: t to < p1§ V 1p2§

: (to Al 3)/pr 4 T
Fl—matcheOWIthpl—>el|p2—>62:t (tO\zpls)/p2'|F2

The “either ... or...” conditions have the same purpose as for typecases. The
side condition ¢y < {p1§ V {p2§ ensures that matching is exhaustive: any value
produced by eg has type t, and therefore matches either p; or p,. The other
side conditions rely on the relation ¢t/p 4 I', defined in Figure 6.2. This relation
describes which types we can assume for the variables in p when a value of
type t is matched against p and matching succeeds. In particular, the following
holds for every ¢, p,and v: if t/p 4 I"and @  v: t and v/p = ¢, then, for every
variable x in p, @ + x¢: I'(x).

Polymorphic variants

Polymorphic variants are a feature of OCaml that provides a limited form
of union types within a Hindley-Milner type system without subtyping. In
contrast to normal variant types (in OCaml terminology; also called sum or
disjoint union types) which require explicit type declarations like, for instance,
type t = A of int | B of bool and require different types to have distinct labels,
polymorphic variants do not require type declarations and allow different
types to share some labels, thus providing a form of subtyping. In OCaml,
we can build a polymorphic variant value simply as the pair of a tag and an
argument: ‘A3 or B true, for example. We do not need to declare types, and
we can write functions that are defined on some arbitrary tags. For example,

let f=function "Ax — (xmod 2=0) | ‘Bx — x
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defines a function whose domain is (intuitively) the union (A of int) V("B of bool)
and which returns Booleans. Another function could be defined on the same
tags, on more or fewer, or could associate the same tags to different types.

Polymorphic variants are typed in OCaml with a system described by Gar-
rigue (2002, 2015), following the earlier work of Ohori (1995). This formalization
avoids the introduction of true subtyping, but encodes a form of union subtyp-
ing into a unification-based setting. Other formalizations in Hindley-Milner
type systems exist, for example, see Rémy (1989) and Blume, Acar, and Chae
(2006), based on row polymorphism.

Polymorphic variant types and values can be added to our setting easily,
since they are just a restricted form of union type. If we assume that constants
include tags like “A and "B, then polymorphic variants can be encoded as pairs of
a tag and a value. Otherwise, we can them add primitively as a new production
‘tag(t) (for each tag ‘tag) in the grammar of types, whose interpretation can be
derived from the encoding. We then add ‘tag(e) to the syntax of expressions.
Destructors can then be added by extending pattern matching, adding patterns
of the form ‘tag(p).

In Castagna, Petrucciani, and Nguyén (2016), we have described polymorphic
variants at length. We have modelled the fragment of the type system of OCaml
that concerns polymorphic variants by extending the work of Garrigue (2002,
2015). We prove that set-theoretic types allow us to give a more expressive type
system and avoid some of the problematic and arguably unintuitive behaviour
of polymorphic variants in OCaml.}

Records

Record types and expressions can be added to the language as follows. We
add record types by representing them as finite functions from fields f, drawn
from a set Field, to types: we write such functions as {f;: t; | i € I[}. We add

to=- | {fict; | i€}

to the syntax of types, and we also add records to the domain of interpretation
as finite functions from fields to domain elements (with, as usual, a label L):

di=---|{fi:d; |iel}.
Then, we extend the interpretation to have
[ifi:t: liel={{fi:di|lielUJ}|Vield e[t]}:

the interpretation of a record type contains records with at least the labels
specified in the type. This interpretation can be obtained by extending the
relation (d: t) as follows:

{fisdi |ielUJY it liel)=Viel (di:t).

1 We refer the reader to Castagna, Petrucciani, and Nguyén (2016) for some examples of this
behaviour.
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6.3 Records

In the language syntax, we add record expressions and values representing
them once more as finite functions. We also add record field access.

en=---|{fire;|i€l}|ef viz= - | {firu | i€}
We add the reduction rule
{fi: v; |i€I}.in ~ Vj, ifip el

and we add records to evaluation contexts (in order to keep evaluation determ-
inistic, we need to choose some ordering on field names).
The typing rules are:

Viel TI'tej:t; I'ke:{f:t}
Fl-{fileilieI}Z{filti|i€I} I'tedf:t

Record types in semantic subtyping have been described first in a mono-
morphic setting in Frisch’s PhD thesis (Frisch, 2004). Frisch uses quasi-constant
functions instead of finite functions to consider also records with infinite do-
main. Such records could be constructed by specifying a default initializer
for every field except those mentioned explicitly: for example, allowing an
expression {fi: ey1,...,f,: ey, _: €}, where e is the default. Record types as de-
scribed here can be recovered by having a value undef that can be used for
e, signifying that only the fields f; are defined. We have used finite relations
to give a concise and familiar description, but quasi-constant functions with
an explicit domain element for undefined fields are useful to represent more
notions uniformly. For example, they can represent also closed record types,
which allow depth subtyping but not width subtyping.?

Polymorphic typing of record operations

The definitions in this section allow polymorphic typing of record access. For
example, the function Ax. (x.f) can be given the type scheme Va. {f: a} — «a.
The type states that the function can be applied to records with a field f and
any number of other fields, and captures correctly the dependence between
the input and output types.

However, it seems that we cannot describe precise polymorphic typing of
record update operations. For instance, consider an operator \f which, applied
to a record value, removes the field f it it is present. Then, we would like
the function Ax. (x\f) to be applicable to any record. We would like its type
scheme to express this behaviour, that is, that the output record has all fields
in the input record (with the same types) except for f. Such a type scheme
cannot be expressed in our system, unlike, for instance, in other systems (e.g.,
Rémy, 1989, 1993; Blume, Acar, and Chae, 2006) using row polymorphism or
similar features. It remains to be seen whether and how such features can be
integrated with semantic subtyping.

2 Such types are available in Flow, for example, as exact object types.
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7 Discussion

7.1

In the four previous chapters, we have studied how to use set-theoretic types
and semantic subtyping, as defined in Chapter 2, for implicitly typed languages
with type inference. Initially, in Chapter 3, we have given a declarative present-
ation of the type system (relying on the structural rules [T<] and [T4]), which
is simple to understand but does not directly yield an algorithm. Then, in
Chapter 4, we have described a type inference algorithm for the type system.
In Chapter 5, we have described how to make type inference more effective in
the presence of type annotations. Finally, in Chapter 6, we have outlined how
to extend the language with more features.

The main technical contribution of Chapter 3 is to show how to use poly-
morphic set-theoretic types for implicitly typed languages. The main difficulty
is the proof of type soundness: as a consequence of the presence of semantic
subtyping and negation types, it required us to extend the type system with a
novel rule [T)-] to derive negation types for functions. We prove soundness for
the type system extended with that rule (777); as a consequence, the system
7 without that rule is sound too (since it allows fewer derivations).

In Chapter 4, the main contribution is the description of type inference,
with its results of soundness and completeness. To achieve these results, we
have reworked techniques from previous work on inference with subtyping
(notably, the reformulated type system) to solve difficulties in the treatment of
generalization for let bindings.

In this chapter, we discuss the relationship between this work and related
work concerning subtyping, union and intersection types, and type inference.
We also point out some directions for future work.

Related work

SET-THEORETIC TYPES AND SEMANTIC SUBTYPING: This work builds
upon those of Frisch, Castagna, and Benzaken (2008) and Castagna et al. (2014,
2015b) on typing functional languages with set-theoretic types.

Frisch, Castagna, and Benzaken (2008) only consider monomorphic typ-
ing. In contrast, Castagna et al. (2014) describe a type system with prenex
polymorphism for an explicitly typed language: every function must be annot-
ated with its type and the instantiation of polymorphic functions is explicit
too. The semantics is complex because it must propagate instantiations of
polymorphic functions during reduction (intersection types make this more
difficult). Castagna et al. (2015b) show how to add local type inference to infer
instantiations, while functions remain explicitly typed. They also outline how
to do full type inference, but without any result of completeness; inference for
let-polymorphism is treated only cursorily.
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Here, we move to an implicitly typed setting. This, together with our re-
striction on typecases (forbidding arrow types apart from 0 — 1), allows us
to give a standard operational semantics which does not depend on static
types (it only assumes some form of runtime tagging for values, as found
in dynamic languages). Moreover, we develop type inference for programs
without annotations fully, proving completeness with respect to the system
without intersection introduction.

ALGEBRAIC SUBTYPING: A notable recent work on subtyping and type
inference is that of Dolan and Mycroft (2017), already mentioned in Chapter 4.
Dolan and Mycroft define subtyping and use it, together with let-polymorphism,
in the type system of a language for which they prove soundness, complete-
ness, and principality of type inference. We also combine subtyping and let-
polymorphism in our type system, and we prove soundness and completeness;
principality, however, does not hold (as exemplified in Section 4.4.1).

An important aspect of their work is the algebraic definition of subtyping.
This yields a subtyping relation with very different behaviour as compared to
semantic subtyping. Important differences include the following.

« Algebraic subtyping is based on an open-world assumption and strives to
ensure extensibility. As a result, for example, subtyping does not identify
with the bottom type some intersection types that we can expect to be
uninhabited (e.g., (Int — Bool) A (Int X Bool)). The reasoning is that this
makes the behaviour of subtyping simpler and more regular, but also
that it makes subtyping more amenable to extensions — a language might
introduce a new value that acts as both a function and a pair, for example.
This precludes reasoning on negation as in semantic subtyping; indeed,
Dolan and Mycroft do not include negation types.

« Algebraic subtyping does not seem to be suited to a system with ad-
hoc polymorphism in the form of overloaded functions (as discussed by
Dolan, 2016, Section 10.2.3) nor, presumably, for systems with intersection
introduction. This is because the following equivalence holds:

(o)A )= (V) > (LAL).
In a system with the rule [T,], instead, we expect Ax.x to have type
(Int = Int) A (Bool — Bool) but not (Int V Bool) — (Int A Bool).

« Dolan and Myecroft prove that type inference infers principal types and,
moreover, that these types are polar: by this they mean, in a nutshell, that
union types never appear in contravariant position and intersection types
never appear in covariant position. This simplifies the form of constraints
that they must solve. This property seems unachievable in our system
because of the typing that we want to allow for typecases. Indeed, the
principal type of a function like Ax. x € Int ? x + 1 : =x should use the
union Int V Bool in the domain.

In brief, this work and that of Dolan and Mycroft should be seen as very
different approaches to adding subtyping to implicitly typed languages with
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type inference. However, it would be interesting to study whether the algebraic
construction of Dolan and Mycroft could be adapted to describe a subtyping
relation closer to ours (notably, without the equivalence on intersections of
arrows shown above) without losing its advantages in terms of extensibility
and more regular behaviour.

OTHER SYSTEMS WITH UNION AND INTERSECTION TYPES: Much
work on intersection types for the A-calculus, including that of Coppo and
Dezani-Ciancaglini (1980), Barendregt, Coppo, and Dezani-Ciancaglini (1983),
and Barbanera, Dezani-Ciancaglini, and de’Liguoro (1995) and the work of
Reynolds (1997) on the Forsythe language, does not allow intersections that
correspond to overloading as in our system (the theory of Barbanera, Dezani-
Ciancaglini, and de’Liguoro (1995) satisfies the equivalence (t; — t2) A (t] —
ty) = (t; V t[) — (t2 A t;) that we have discussed above). Instead, the work
on refinement types with datatype refinements (Freeman and Pfenning, 1991;
Davies, 2005; Dunfield, 2007) uses intersection types in a way that is more
similar to ours, though the arrows in an intersection must all refine a single
ML type.

Recently, Muehlboeck and Tate (2018) have described a way to integrate
union and intersection types in an existing subtyping relation. This approach
has been used in the Ceylon programming language by Red Hat. However, their
work concerns specifically the definition of subtyping and its decision proced-
ure: it is therefore more closely related to the work we have as background
than to the new results in this thesis.

TYPE INFERENCE FOR SUBTYPING: The addition of subtyping to a lan-
guage presents a significant challenge for type inference, and there is a long
line of work on this problem (Fuh and Mishra, 1988; Mitchell, 1991; Aiken
and Wimmers, 1993; Pottier, 2001), the aforementioned work of Dolan and
Myecroft (2017) being a recent result. There is also a long history of work on
type inference with intersection types (Ronchi Della Rocca, 1988; Kfoury and
Wells, 2004) and union types, including in the work on soft typing (Cartwright
and Fagan, 1991; Aiken, Wimmers, and Lakshman, 1994), as well as both com-
bined (Aiken and Wimmers, 1993). These challenges are intertwined because
intersection and union types (or at least meet and join meta-operations on
types) are needed to describe type inference and to simplify type constraints.

TYPE INFERENCE WITH TYPE ANNOTATIONS: The combination of ML-
style type inference with explicit type annotations has often been studied in
order to add higher-order polymorphism to ML. For instance, Odersky and
Laufer (1996) describe type inference and reduce it to unification under a mixed
prefix (Miller, 1992). Peyton Jones et al. (2007) build on that work, combining
it with local type inference (Pierce and Turner, 2000) to reduce the number of
required annotations. We have a different goal — to use annotations to allow
intersection introduction — but annotations with explicit polymorphism also
seem to require some analogue to unification under a mixed prefix.
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7 Discussion

Much work on type inference for partially annotated programs has con-
sidered local type inference, often using bidirectional type checking. This nor-
mally means that the types of function parameters are not inferred from their
use, though it is not necessarily so: Dunfield and Krishnaswami (2013) and
Peyton Jones et al. (2007), for instance, propose bidirectional type checking
algorithms that can also infer types for function parameters. Local type infer-
ence techniques have also seen wide use in industry — for instance, in Scala
(Odersky, Zenger, and Zenger, 2001), ch (Bierman, Meijer, and Torgersen,
2007), and TypeScript (Bierman, Abadi, and Torgersen, 2014). We have pre-
ferred to add annotations while keeping the structure of constraint-based type
inference, but we could also attempt to restructure our algorithm in a way
inspired by these presentations.

Future work

Possible directions for future work include improving the description of type
inference, considering different strategies for type checking partially annotated
programs, and studying precise typing of record operations.

SOUNDNESS OF TYPE INFERENCE: Chapter 4 presents results of sound-
ness and completeness of type inference. A limitation is that we cannot prove
that type inference is sound with respect to the type system 7\ (that without
the intersection-introduction rule [T, ]), though we conjecture it. To solve this,
we should find a different proof of equivalence between the standard and the
reformulated type systems, one that does not rely on [T, ]. Moreover, the cur-
rent proof is quite convoluted, relying as it does on tracking the instantiations
of typing schemes. A better proof could be easier to extend, notably to have an
equivalent result for the language with type annotations. Dolan and Mycroft
have suggested an alternative proof technique (see footnote 3 on p. 93) which
is still to be explored.

TYPE INFERENCE WITH ANNOTATIONS: The development of type in-
ference in the presence of type annotations in Chapter ;5 is a first step, but
much more can be done. In Section 5.3.1, we have outlined how we can work
towards stronger results of completeness. It would be interesting to prove that
any expression typed using [T,] can be annotated so that type inference can
accept it with the same type. It would also be useful to characterize which
expressions and typing derivations require annotations and which do not,
especially to ensure that the system can be used effectively without having to
write an excessive amount of annotations.

In Chapter 5 we try to derive intersection types for expressions only when
they are annotated. We could try to study techniques to infer intersection
types also for some functions without annotations. For example, we can try to
exploit the information in typecases inside the function to find out how many
and which arrows we should check.
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LOCAL TYPE INFERENCE: In Chapters 4 and 5 we have studied global
type inference: our algorithm tries to infer the type of the parameter of a
function from its uses in the body. In contrast, local type inference techniques
often do not do so (see, e.g., Pierce and Turner, 2000): they infer types for
parameters only if they are known from the context. As a result, these systems
are often simpler to describe, to implement efficiently, and to extend with more
features, while requiring only a modest amount of type annotations. It would
be worthwhile to study how such an approach can be used to type check our
language. Castagna et al. (2015b) have already studied local type inference
for polymorphic set-theoretic types, but they did not consider any form of
bidirectional propagation, meaning that all functions had to be annotated and
only the instantiations of polymorphic functions were inferred.

RECORD TYPING: We have sketched a simple treatment of record types
in Section 6.3. However, as we have mentioned, it does not allow precise
polymorphic typing of record operations including field update, field deletion,
and record concatenation. It would be interesting to explore how to provide
this additional expressiveness in our framework, possibly by integrating some
form of row polymorphism.
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8 Introduction

This part of the thesis is devoted to gradual typing, an approach that combines
the safety guarantees of static typing with the flexibility of dynamic typing
(Siek and Taha, 2006). The initial goal of this work was to study how gradual
typing could be used in polymorphic type systems with set-theoretic types. It
has led, however, to a novel approach to the definition of gradual type systems,
independent of the idea of set-theoretic types. Therefore, we first illustrate
our approach in a Hindley-Milner type system with implicit parametric poly-
morphism but no subtyping. Then, we study the extension with set-theoretic
types.

The core idea of gradual typing is to introduce an unknown type, denoted by
“?”, used to inform the compiler that additional type checks may be needed at
run time. Programmers can add type annotations to a program gradually and
control precisely how much checking is done statically versus dynamically.
The type checker ensures that the parts of the program that are typed with
static types (i.e., types that do not contain ?) enjoy the type safety guarantees
of static typing — well-typed expressions never get stuck — while the parts
annotated with gradual types (i.e., types in which the dynamic type ? occurs)
enjoy the same property modulo the possibility to fail on some dynamic type
check inserted by the type-driven compilation.

Gradual typing with polymorphic set-theoretic types

Some practical benefits of combining gradual typing with union and intersec-
tion types were presented by Castagna and Lanvin (2017) in a monomorphic
setting. With this work we extend such benefits to a polymorphic setting with
type inference.

For a glimpse of what can be done in this setting, consider the following
ML-like code snippet adapted from Siek and Vachharajani (2008):

let mymap (condition) (f) (x: ?) =
if condition then Array.map f x else List.map fx

According to the value of the argument condition, the function mymap applies
either the array version or the list version of map to the other two arguments.
This example cannot be typed using only simple types: the type of x and
the return type of mymap change depending on the value of condition. By
annotating x with the gradual type ?, the type inference system for gradual
types of Siek and Vachharajani (2008) can type this function with the type
Bool — (¢ — f) — ? — 2. That is, inference recognizes that the parameter
condition must be bound to a Boolean value, and the compilation process adds
dynamic checks to ensure that the value bound to x will be, according to the

145



8 Introduction

case, either an array or a list whose elements are of a type compatible with
the actual input type of f.

This type however is still imprecise. For example, if we pass a value that is
neither an array nor a list as the last argument to mymap, then the application
is well typed, even though its execution will always fail, independently of the
value of condition. Moreover, the type gives no useful information about the
result of mymap, even though it will always be either a list or an array of
elements. These problems can be remedied by using set-theoretic types:

let mymap (condition) (f) (x: (o array V «a list) A ?) =
if condition then Array.map f x else List.map f x

The union indicates that a value of this type is either an array or a list, both
of a elements. The intersection indicates that x has both type « array V « list
and type ?. Intuitively, this type annotation means that the function mymap
accepts for x a value of any type (which is indicated by ?), as long as this
value is also either an array or a list of « elements (« being the domain of
the f argument). The use of the intersection of a union type with ? to type
a parameter corresponds to a programming style in which the programmer
asks the system to enforce statically that the function will be applied only to
arguments in the union type and delegates to the system any dynamic check
regarding the use of the parameter in the body of the function. A system like
that in Chapter 10 could deduce for this definition the type:

Bool — (@ — f) — ((« array V « list) A ?) — (P array V f list)

This type forces the last argument of mymap to be either an array or a list of
elements whose type is the input type of the argument bound to f. Note that
the return type of mymap is no longer gradual: the union type allows us to
define it without any loss of precision and to capture its correlation with the
return type of the argument bound to f. The derivation of this type is used
by the compiler to insert dynamic type checks that ensure type soundness.
In particular, the compilation process described in Section 9.2.4 inserts in the
body of mymap the casts that check dynamically that the first occurrence of x
is bound to an array of elements of the appropriate type, and that the second
occurrence of x is bound to a list of such elements, producing code like

let mymap (condition) (f) (x: (& array V « list) A ?) =
if condition then Array.map f (x {« array)) else List.map f (x {« list))

where e(t) is a type cast expression that checks dynamically whether the result
of e has type t.

This kind of type discipline is out of reach of current systems. Castagna and
Lanvin (2017) have described it only in a monomorphic setting and without
type inference. A similar discipline is allowed by the gradual unions of Toro and
Tanter (2017), but they too do not consider polymorphism and type inference.
To obtain the system we aim for, we want gradual typing to coexist with
polymorphic set-theoretic types with semantic subtyping.
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8.2 Our approach

Standard presentations of gradual typing rely on the consistency relation ~.
Given two gradual types r; and 1, 71 ~ 72 holds when 7; and 7, are equal
everywhere except where they contain ?. For example:

? ~ Int Int ~ ? Int + Bool ? = Int ~ (Int = Bool) — ?.

Consistency is reflexive and symmetric but not transitive; its transitive closure
is the total relation on gradual types, because every type is consistent with ?.
Since it is not transitive, consistency cannot be added to a type system by a
subsumption-like structural rule,! as that would yield a system which accepts
every program, even those that do not contain ? and would be ill-typed in a
sound type system. Therefore, consistency is normally added by embedding it
in elimination rules: for instance, by replacing the normal rule for application
in the simply typed A-calculus with the following two rules.
TF'te:1t' =71 T'bte:n T'ke:? T'te:1n

T~ 1
I'teje:T I'Fejey:?

Adding consistency to the rules is not necessarily an ad-hoc process: there has
been work on formalizing the transition from a static to a gradual type system
(e.g., Cimini and Siek, 2016; Garcia, Clark, and Tanter, 2016).

The presentation of these type systems resembles that of algorithmic type
systems for languages with subtyping: instead of a structural rule for sub-
sumption, subtyping judgments are embedded in several rules. This style of
presentation describes effectively the behaviour of a type checker. However,
adding subtyping by a single structural rule gives a concise way to describe the
relation between a system with subtyping and one without, and also to com-
pare different algorithmic type systems. We show that this holds for gradual
typing as well, and we describe what is to our knowledge the first presentation
of a gradual type system that relies entirely on a single structural rule to
“gradualize” an existing static type system.

This structural rule does not, of course, use consistency. It uses instead the
relation that we call materialization and denote by C. Given 7; and 15, 71 E
holds when 7, is more precise than 7y, that is, when 7, is obtained from ¢y
by replacing some occurrences of ? by gradual types.” Materialization is a
preorder and can therefore be used in a structural rule. Adding the rule

Fre: 7t

[Tc] ——'C«
- I'te:1

[

In logic, logical rules refer to a particular connective (here, a type constructor, that is, either
—, or X, or b), while identity rules (e.g., axioms and cuts) and structural rules (e.g., weakening
and contraction) do not.
2 This is the relation that Siek and Vachharajani (2008) name “less or equally informative”. A
fitting and concise name would be “precision”: we avoid it because it is already used for the
inverse relation, with ? at the top, by Garcia (2013) and others.

In Castagna et al. (2019), the symbol used is <. We use C, following Siek and Vachharajani
(2008), to make it more distinguishable from <.
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is enough to add gradual typing to a static type system. A type system defined
using consistency corresponds to a particular strategy of building derivations
using [Tc].

To have both gradual typing and subtyping in the same type system, it
suffices to have both [T¢] and a standard subsumption rule. However, to do so
we must extend an existing subtyping relation < on static types to be defined
on gradual types; we denote the relation on gradual types by <’. How should
it treat the unknown type? We follow previous approaches (notably Siek and
Taha, 2007) in having subtyping treat ? simply as a new base or abstract type:
that is, we have ? <’ ? but not, for instance, ? < Int or Int <’ 2. Subtyping
and materialization then have clearly separated purposes. Subtyping and
gradual typing are added to the type system as two separate structural rules,
without affecting the other typing rules. This stands in contrast with previous
work, including that by Siek and Taha (2007), that uses both subtyping and
consistency or combines them to obtain a non-transitive consistent-subtyping
relation (e.g., Siek and Taha, 2007; Garcia, Clark, and Tanter, 2016; Castagna
and Lanvin, 2017).

Defining a suitable subtyping relation for gradual set-theoretic types is
challenging. It turns out that we cannot give a set-theoretic interpretation to
the unknown type directly: we will see that we cannot treat ? \ ? as an empty
type, like we would expect with a set-theoretic subtyping relation. Instead,
we define subtyping on gradual types in terms of subtyping on static types
by replacing the occurrences of ? with type variables, an operation that we
name discrimination. To define subtyping, we distinguish whether ? occurs
under a negation type or not, in order to ensure that the problematic judgment
7\ 7 < 0 does not hold.

This idea of interpreting gradual types by replacing occurrences of ? with
static types originated as a way to define subtyping, but it informs our entire
approach. It gives us a way to define materialization in terms of discrimination
and type substitutions, which is useful because it works for both inductively
and coinductively defined types. It also allows us to describe type inference
for gradual typing by reusing directly the algorithms for static type system -
unification in the absence of subtyping and tallying (as in Section 4.3) with
set-theoretic types — by adding pre- and post-processing steps that turn occur-
rences of ? to variables and back to ?.

Finally, our approach to defining gradual typing using materialization sheds
some light on the logical meaning of gradual typing. It is well known that
there is a strong correspondence between systems with subtyping and systems
without subtyping but with explicit coercions: every usage of the subsumption
rule in the former corresponds to the insertion of an explicit coercion in the
latter. Our definition of materialization yields an analogous correspondence
between a gradually typed language and the cast calculus to which the language
is compiled: every usage of the materialization rule in the former corresponds
to the insertion of an explicit cast in the latter. As such, the cast calculus looks
like an important ingredient for a Curry-Howard isomorphism for gradual

148



8.3

8.3 Overview

typing disciplines. An intriguing direction for future work is to study the logic
associated with these expressions.

Overview

Our first step, in Chapter 9, is to use our approach to add gradual typing to
ML-like languages. We define the type system of a gradually typed language in
declarative form, using the structural rule [T] for materialization. Then, we
define an associated cast language and compilation. We study type inference
and prove it sound and complete with respect to declarative typing. Finally,
we outline how the declarative type system could be extended with subtyping,
considering a simple syntactic subtyping relation without set-theoretic types.

Then, in Chapter 10, we study how to apply our approach with set-theoretic
types in order to obtain a system that allows the typing discipline discussed in
Section 8.1. We describe two challenges. One is to define a suitable subtyping
relation on gradual set-theoretic types. The other is to adapt type inference
to subtyping. For the latter, we prove soundness of type inference, but not
completeness.

We conclude in Chapter 11 by discussing our results, comparing our approach
to previous work, and pointing out directions for future research.

In the work on which this part of the thesis is based (Castagna et al., 2019),
we define operational semantics for the cast calculi of Chapter 9 and Chapter 10
and prove soundness for their type systems. Here, we only give a quick over-
view of the semantics, whereas the full definition is given in appendix and, for
the proofs of the result, we refer the reader to the cited work. There are several
reasons for this omission, which we have already anticipated in Chapter 1.
Notably, the challenges and concerns in the definition of the semantics of a
cast calculus (one with set-theoretic types, in particular, since the cast calculus
of Chapter 9 has a simple and standard semantics) are quite different from
those studied in the rest of the thesis, which concentrates on typing (the study
of subtyping, declarative typing, and type inference) and considers simple
semantics that are independent of typing (like those in Chapters 3 and 13).
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9 Gradual typing

9.1.1

for Hindley-Milner systems

In this chapter we add gradual typing to a language with ML-style polymorph-
ism, following the approach that we have introduced.

CHAPTER OUTLINE:

Section 9.1 We describe the syntax of types and of the source language
and the declarative type system. We explain the relationship between our
presentation and standard gradual type systems.

Section 9.z 'We describe the cast language and how to compile expressions.

Section 9.3 We describe type inference for the source language and prove
it sound and complete.

Section 9.4 'We outline how we can add subtyping to the declarative system.
However, we do not study how to extend type inference for subtyping:

we will do so in the next chapter when we consider set-theoretic types.
Source language
Types and expressions

Let a, 8, and y range over a countable set TVar of type variables. Let b range
over a set Base of base types (e.g., Base = {Int, Bool}). Let ¢ range over a set
Const of constants.

Static and gradual types are inductively defined by the following two gram-
mars
STypedti=a|b|tXxt|t—t static types

GTlypedr=?|a|b|rxt|T>T1T gradual types
and source language expressions by
er=x|c|Ax.e|Ax:1.e|ee|(e,e)|mie|letax=eine.

(For simplicity, in this chapter we do not consider recursive types.)

Static types SType (ranged over by t) are the types of an ML-like language:
type variables, base types, products, and arrows. Gradual types GType (ranged
over by ) add the unknown type ? to them.

The source language is a fairly standard A-calculus with constants, pairs
(e, €), projections for the elements of a pair m; e (where i € {1,2}), plus a
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let construct. It is similar to the language in Chapter 3 without the typecase
construct, but there are two aspects to point out.

One is that there are two forms of A-abstraction: Ax.e and Ax: 7. e. In the
latter, the annotation 7 fixes the type of the argument, whereas in the former
the type can be chosen during typing (and will in practice be computed by
inference). Furthermore, the type 7 in the annotation is gradual, while in Ax. e
the inferred type of the parameter must be a static type ¢t (cf. Figure 9.1, rule
[T,]). This is the same restriction imposed by Garcia and Cimini (2015) to
properly reject some ill-typed programs. For example, without this restriction
Ax. (x + 1, -x) would be well typed since, by inferring the type ? for x, we
can deduce for Ax. (x + 1, —x) the type ? — Int X Bool. But Ax. (x + 1, -x) is
not a well-typed term in ML, therefore by the principles of gradual typing
(see Theorem 1 of Siek et al., 2015) it must be rejected unless its parameter is
explicitly annotated by a type in which ? occurs (here, annotated by ? itself).

The second non-standard element of this syntax is that the let binding is
decorated with a vector @ of type variables, as in let & x = e; in e;. This
decoration (we reserve the word annotation for types annotating parameters
in A-abstractions) serves as a binder for the type variables that appear in
annotations occurring in e;. For instance, let @ z = Ax: a@.x in e and let z =
Ax.x in eare equivalent, while letz = Ax: «. x in e means that & was introduced
in an outer expression such as Ay: a.let z = Ax: . x in e. The normal let from
ML can be recovered as the case where @ is empty (which would always be
the case if, as in ML, function parameters never had type annotations). We
have used analogous decorations for the same purpose in Chapter 5.

As customary, we consider expressions modulo a-renaming of bound vari-
ables.In Ax.e and Ax: 7.e, x is bound in e; in let @ x = e; in ey, x is bound in
e, and the & variables are bound in e;. Following standard usage, we refer to
the source language also as the gradually typed language.

Type system

We describe the declarative type system of the source language.

We use the standard notion for type schemes and type environments. A type
scheme has the form Va. 7, where @ is a vector of distinct variables. We identify
type schemes with an empty @ with gradual types. A type environment I is a
finite function from variables to type schemes.

The type system 7; is defined by the rules in Figure 9.1.

The first eight rules are almost those of a standard Hindley-Milner type
system. In [T, ], we use b, to denote the base type for a constant ¢ (e.g., b; = Int).
One important aspect to note is that the types used to instantiate the type
scheme in [T,] and the type used for the domain in [T, ] must all be static
types, as forced by the use of the metavariable ¢.

The other non-standard aspect is the rule for let. To type let & x = e; in ey,
we type e; with some type 7;; then, we type e; in the expanded environment
in which x has type V& ,B 71. The first side condition (& ,B # I') asks that all the
variables we generalize do not occur free in I’; this is standard. The second
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[Ty] —————=—T(x)=Va.t [T.] ————

e x: [F/@) “Tke:b,

Ix:tre:r Ix:t've:r

[Th] [Th.] - -
I'r(Ax.e):t—>1 'r(x:7t'.e): 1t/ >1

T're:1t'—>71 T'key: 7’
[Tapp
I'kFele: T

I're:n I'ktey: my I're:i X1y
[Tpair [Tproj] -
Tt (e, e): 71 X 1o I'bmie:1;

T I'te:n F,x:V&,ﬁ.leezzr &’,Eﬁf‘
. IF't(letax=einey): 1 ,Eﬁel
I'te: 7’

Te] —— ¢/ Ct
I'te:t

FIGURE 9.1 7;: Typing rules of the source language

condition (E # e;) states that the type variables E must not occur free in
e;. This means that the type variables that are explicitly introduced by the
programmer (by using them in annotations) can only be generalized at the
level of a let binding by explicitly specifying them in the decoration. In contrast,
type variables introduced by the type system (i.e., the fresh variables in the
type t in the rule [T)]) can be generalized at any let (implicitly, that is, by the
type system), provided they do not occur in the environment. Note that we
recover the standard Hindley-Milner rule for let bindings when expressions
do not contain annotations and decorations are empty.

As anticipated, the type system does not need to deal with gradual types
explicitly except in one rule. Indeed, the first eight rules do not check anything
regarding gradual types (they only impose restrictions that some types must
be static). The last rule, [T], is a subsumption-like rule that allows us to make
any gradual type more precise by replacing occurrences of ? with arbitrary
gradual types. This is accomplished by the materialization relation E defined
below.

MATERIALIZATION: Intuitively, 7; C 7, holds when 7, can be obtained
from 7; by replacing some occurrences of ? with arbitrary gradual types,
possibly different for every occurrence. This relation can be defined easily by
the following inductive rules, which merely add the reflexive case for type
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variables to the rules of Siek and Vachharajani (2008):*
nCrf nCr, ©0Cr1 nC1,

Lt aCa bLCHh TIXTC1 X1, n—onErn o1,

However, this definition is intrinsically tied to the syntax of types. Instead,
we want the definition of materialization to remain valid also when we extend
the language of types we use (notably with recursive types, which preclude
giving an inductive definition in this way). Therefore, we give a definition
based on our view, anticipated earlier, of occurrences of ? as type variables.

First, let us define a new sort of types, type frames, as follows:

TFrrame> T ==X |a |b|TXT|T—->T
where X ranges over a set FVar of frame variables disjoint from Tvar. Type
frames are like gradual types except that, instead of ?, they have frame variables.
We write TFrame for the set of all type frames.

We introduce some additional notation that we will use later. We write
Var for Tvar U FVar and use A to range over it. We write var(T) for the set of
variables in a type frame T, and we write tvar(T) and fvar(T) respectively for
var(T) N TVar and var(T) N Fvar. We use var(-) also for static and gradual types,
as well as for type schemes and type environments (to denote the set of free
type variables).

Given a type frame T, we write T' for the gradual type obtained by repla-
cing all frame variables in T with ?. The reverse operation, which we call
discrimination, is defined as follows.

DEFINITION (Discrimination of a gradual type): Given a gradual type 7,
the set x(7) of its discriminations is defined as:

*(T)d=ef{T€TFrame|TT=T}. O

The definition of materialization, stated formally below, says that 7, materi-
alizes 7y if it can be obtained from 7; by first replacing all occurrences of ? with
arbitrary variables in Fvar and then applying a substitution which replaces
those variables with gradual types.

DEFINITION (Materialization): The materialization relation on gradual
types 71 C 7 (“7» materializes 7;”) is defined as follows:

nCn &L are *(11), 0: FVar — GType. To = 15 . O

In the above, o: Fvar — GType is a type substitution (i.e., a mapping that
is the identity on a cofinite set of variables) from frame variables to gradual
types. We use dom(o) to denote the set of variables for which ¢ is not the
identity (i.e., dom(c) = {X | Xo # X}).

It is not difficult to prove that the materialization relation of Definition 9.2
and the one defined by the inductive rules we have given are equivalent, and
that they are inverses of the precision relation (Garcia, 2013) and of naive
subtyping (Wadler and Findler, 2009).

1 Henglein (1994) defines an equivalent relation for monomorphic types (called “subtyping”)
but with different rules.
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’ ’ ’ 4
eCe eCLe , er E e e2E e
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FIGURE 9.2 Lifting of the materialization relation to expressions

9.1.3 Static gradual guarantee

The presence of [T¢c] in 7; yields the static gradual guarantee property of Siek
et al. (2015) for free. We lift the materialization relation to terms as usual by
relating type annotations via materialization. The relation is defined by the
rules in Figure 9.2.

The static gradual guarantee states thatif @ - e: rande’ E e,then @ F e’: 7.
Making the annotations in a program less precise preserves its type.

To prove the static gradual guarantee, we show a weakening property. First,
we define an order of generality on type schemes that considers instantiation
and materialization. Given two type schemes S; = V&;.7; and S; = Va,. 1,
we write S; C¥ S, when, for every instance 7, [?2 /as] of S,, there exists an
instance 7;[f,/@;] such that 7,[f,/d;] T 7,[f2/@;]. We extend this definition
to type environments: when I'y and I'; are two environments with the same
domain, we write Iy EY I'; when, for every x € dom(I), I (x) E¥ Iy(x).

We have the following results.

9.3 LEMMA: LetS = Va.r. The following hold:

. for every instance 7[f/@] of S, var(S) C var(z[f/@]);
« there exists an instance r[f/&] of S such that var(S) = var(z[t/&]). O

Proof:  For the first point, just observe that var(z[£/&]) 2 var(t) \ @ = var(S).
: For the second, take any instance in which  is a vector of closed types. O

9.4 LEMMA: If 7 C 1y, then var(zy) C var(ry). O

Proof: Since 7; T 13, we have Tio = 1, with Tj such that T{r = 7; and with
o: FVar — GType. Since o only maps frame variables, every type variable
. a € var(r;), which occurs in T;, must also occur in Tjo. O

9.5 LEMMA: IfS; CV S, then var(S;) C var(Sy). If It CV I, then var(I})
var(I).

o iN
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Proof: LetS; = V.1 and S; = Yd,. 7, be such that §; £V S,. By Lemma 9.3,
. we can find an instance 7,[f;/d;] of S; such that var(zy[f/@]) = var(S,). By
definition of S; Y S,, there exists an instance 7 [?1/ ai] of S; such that
n|ti/d1] C 1[t2/@]. By Lemma 9.3, we have var(S;) C var(ry[f;/d1]). By
: Lemma 9.4, we have var(ty[f;/d]) C var(ty[t2/d.]). Hence, var(S;) C var(S).
©  The result on type environments is a straightforward corollary. O

9.6 LEMMA: IfIy+e:randj CV Iy, thenlyFe: 7. ]

Proof in appendix (p. 251).

Using weakening, we can prove the static gradual guarantee easily.

9.7 PROPOSITION (Static gradual guarantee): If @ + e: 7 and e’ C e, then
Qre:T. O

Proof: We prove the stronger claim that, for every I', e, ¢/, and 7, if ' - e:
and e’ C e, then I' - e’: 7. The proof is by induction on the typing derivation
tof I' + e: 7 and by case analysis on the last rule applied. All cases are
straightforward except that for [T).].

: In that case, we have e = (Ax: 71.e1), 7 =17 > m,and I',x: 7 + e1: To.
: Since e’ C e, we have ¢/ = (Ax: r,.e]) with 7/ C 7; and e] T e;. By IH,
I'x: 7 + e]: . By Lemma 9.6, I, x: 7] + e]: 7. By [T).] we derive that
I'+e": 7/ — 1. By [Tc], we conclude I" +-e”: 7. O

9.1.4 Relationship with standard gradual type systems

The type system 7; is declarative in the sense that all auxiliary relations (here
materialization) are handled by structural rules (here [Tc]) added to an existing
set of logical and identity rules. In a declarative system, every term may have
different types and derivations; removing the structural rules corresponds to
finding an algorithmic system that for every well-typed term chooses one
particular derivation and, thus, one type of the declarative system. This is
usually obtained by moving the checks of the auxiliary relations into the
elimination rules: this yields a system that is easier to implement but less
understandable. This is exactly what current gradual type systems do. It is
possible to show that the set of typable terms of our declarative system is the
same as the set of typable terms of the existing gradual type systems that use
consistency.
Consistency for our types is defined by the following inductive rules.

’ ’ ’ ’
T ~T Ta~ T, T ~T; T2~ T,

?’~7 T~ a~a b~b TXn~TXT TOL~NT DT,

As remarked by Siek and Vachharajani (2008), the following result holds.
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GTlypedrt:=?|b|lT—> 1 gradual types
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x|clAx:r.e|ee source language expressions
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I'tie: 7
[Tc] ——'Cr
I'He:t

FIGURE 9.3 Monomorphic restriction of the implicative fragment of 77

PROPOSITION: For every two types 71 and 7,

T1~T & dr. nCrandp, C 7. O

Proof in appendix (p. 252).

The relation between our system 7; and the gradual type system of Siek and

Taha (2006) can be stated formally. Let st denote the typing judgment of Siek

and Taha (2006). Let I, denote the monomorphic restriction of the implicative
fragment of 7, that is, our gradual types without type variables and products
and the typing rules of the simply typed A-calculus plus materialization: see

Figure 9.3. Then we have the following result.

PROPOSITION: IfI ksre: r,thenT k e: 7. Conversely,if I' +, e: 7, then

there exists a type 7’ such that I" +sy e: 7" and 7/ C 7. O

Proof sketch (full proof in appendix, p. 253):  Both implications can be shown
i by induction on the typing derivation. In the proof that I" s e: 7 implies
I+, e: 7, the interesting case is that for the rule [GAprpr2] of Siek and Taha
i (2006):

FI-STelif,—>T I'bFsres: 1o
[GArP2] T~ 1’
I'bFsrejep: T

This rule is derivable in 7;. By Proposition 9.8, 7, ~ v implies that there is
i some 73 such that 7, C 73 and 7’ C 73. Then, we have I' + e1: 73 — 7 and
I' - ey: 73 by two uses of [Tc]. We apply [Tapp] to conclude. m|

The (polymorphic) implicative fragment of 7; (i.e., 77 without products),
denoted by k., and presented in Figure 9.4, is yet another well-known gradual
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GTlypedr:==?|a|b|r—> 1 gradual types

STypesti=a|b|rt—>71 static types

er=x|c|Ax.e|Ax:7.e|ee source language expressions

[T,] ———— I'(x) = Va. 1] ——
* 'k, x:tt/a] ¢ 'k, c: b
Ox:tk,e:1 Ix:t' et
[Th] [Th:] p -

e, (Ax.e):t >t e, (Ax:7t"e):t/ > 1
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[Tapp] [Tc] ——— ' Cr

'k, ee:T ', e:7

FIGURE 9.4 Polymorphic restriction of the implicative fragment of 7;

type system: it coincides with the ITGL type system of Garcia and Cimini

(2015), denoted by F¢c, as stated by the following result.

9.10 PROPOSITION: IfI'kgce: rthenI K, e: 7. Conversely,if I' -, e: 7, then

there exists a type 7" such that I' +gc e: 7" and 7’ C 7.

Proof: The proof is mostly the same as the proof of Proposition 9.9. The

: main difference is the presence of the rule for untyped A-abstractions [T ],

which is however identical to the rule [UA] of Garcia and Cimini (2015). O

In other words, the relationship between our new declarative approach and

the standard ones that use consistency is analogous to the usual relationship

between a declarative type system with subtyping (i.e., one with a subsumption

rule) and an algorithmic type system.

9.2 Cast language

As customary with gradual typing, the semantics of the gradually typed lan-

guage is given by translating its well-typed expressions into a cast language

or cast calculus, which we define next. As anticipated, we do not describe the

semantics here, but we refer to the appendix for its definition and to Castagna

et al. (2019) for the proofs.
9.2.1 Syntax

The syntax of the cast language is defined as follows:
Ex=x|c|\N7"x.E|EE|(E,E)| m;E|letx=EinE
| AG.E | E[7] | E¢t 1)
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This is an explicitly typed A-calculus similar to the source language with a few
differences and the addition of explicit casts.

There is now just one kind of A-abstraction, which is annotated with its
arrow type (rather than just the parameter type as in Ax: 7.e).?

The let construct no longer binds type variables; instead, there are explicit
type abstractions A&. E and applications E[£]. For example, the source language
expression let @ z = Ax: a. A\y. x in z 42, of type f — Int, is translated into the
cast calculus as let z = Aaf. A*>P=%x M=%y x in z [Int, B] 42. Despite the
presence of type abstractions, the cast calculus does not support first-class
polymorphism; the syntax of types remains unchanged from Section 9.1.1 and
does not include universally quantified types.

Finally, the most important addition to the calculus are explicit casts of
the form E(r £ 1’) where, as usual, p ranges over a set of blame labels. Such
an expression dynamically checks whether E, of static type 7, produces a
value of type 7’; if the cast fails, then the label p is used to blame the cast.
These casts are inserted during compilation to perform runtime checks in
dynamically typed code: for instance, the function Ax: ?. x +1 will be compiled
into A~"x. x(? & Int) + 1, which checks at run time whether the function
parameter is bound to an integer value (and if not blames the label p). As
customary blame labels have a polarity, and we follow the standard convention
of using ¢ to range over positive labels and £ for negative ones.

Type system

The typing rules for the cast language are presented in Figure 9.5. Type envir-
onments associate variables to type schemes of the form Va. r (rule [T,]) and
we use the standard rules for the introduction [T,] and elimination [T[;] of
type schemes.

Our typing rules for casts are more precise than the current literature: they
capture invariants that are typically captured by a separate “safe-for” relation
which is used to establish the blame theorem (Tobin-Hochstadt and Felleisen,
2006; Wadler and Findler, 2009). Our casts are well-typed if they go from the
type of the casted expression 7’ to either a more precise (positive label) or a less
precise (negative label) gradual type 7 (rules [T;)c] and [Ty 5], respectively).
Blame safety usually involves two subtyping relations, called positive subtyping
(<:*) and negative subtyping (<:7), characterizing respectively casts that cannot
yield positive blame and casts that cannot yield negative blame. By the factoring
theorem for naive subtyping (Wadler and Findler, 2009), 7’ C 7 implies 7’ <:*
7, so a cast that satisfies rule [Tyc] is safe for £. Conversely, 7 E 7’ implies
7’ <7 1, s0 a cast that satisfies rule [Tyo] is also safe for ¢.

2 We need to have the arrow type, rather than just the domain, for the operational semantics
of the cast language with set-theoretic types (cf. the operator “type” in Appendix B.2).
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FIGURE 9.5 7;0: Typing rules of the cast language

9.2.3 Semantics

As anticipated, we describe the operational semantics of the cast calculus in
appendix. Here we just summarise it briefly. The (strict) semantics is defined
as a small-step reduction relation < by which a cast language expression can
reduce to another cast language expression or to a cast error, written blame p
to indicate the label that is blamed.

The reduction rules closely follow the presentation of Siek, Thiemann, and
Wadler (2015). The reductions for the application of casts to a value use the
technique by Wadler and Findler (2009) that consists in checking whether
a cast is performed between two types with the same top-level constructor
and failing when this is not the case. To do so, we use the notion of ground
type of Wadler and Findler (2009), albeit employing a different notation that is
more convenient when we extend the system to set-theoretic types. A ground
type is a type different from ? and whose strict subterms are all ?: for example,
? — ? and Int are ground, but Int — ? is not.*

The soundness of the cast calculus is proved via progress and subject reduc-
tion. These are not proved directly; rather, the results are shown for the cast
calculus with set-theoretic types, which is shown to be a conservative exten-
sion of this. The same holds for the property of blame safety. For reference,

3 This notion of “ground type” is unrelated to the usage of “ground”, synonymous with “closed”,

for a type without type variables. In this Part we always use “closed” for the latter to avoid
confusion. Note that « is a ground type, but of course it is not closed.
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9.2 Cast language

the properties are the following.

Soundness: For every term E such that @ + E: Va. r, there exists a value V
such that E <* V, or there exists a label p such that E <* blame p, or E
diverges.

Blame safety: For every term E such that @ + E: Va.r and every blame
label ¢, E </* blame £.

The statement of blame safety is unlike that of Wadler and Findler (2009)
because the typing rules enforce a correspondence between the polarity of
the label of a cast and the direction of materialization. That is, we only have
casts of the form (r £7’) where t’ C 7 (ie., T <, ') for a negative p and
T C 7’ (le, 7’ <, 7) for a positive p. Therefore, only negative labels can cause
blame. Since all this information is encoded in the typing rules, blame safety is
a corollary of subject reduction and can be stated without resorting to positive

and negative subtyping.
Compilation

The final ingredient of the declarative definition of the system is to show how
to compile a well-typed expression of the source language into an expression
of the cast calculus and prove that compilation preserves types. This result,
combined with the soundness of the cast language, implies the soundness of
the gradually typed language: a well-typed expression is compiled into an
expression that can only either return a value of the same type, return a cast
error, or diverge.

Compilation is driven by the derivation of the type for the source language
expression. Conceptually, compilation is straightforward: every time the de-
rivation uses the [Tc] rule on some sub-expression for a relation 7; E 1, a
cast (r; =1,) must be added to that sub-expression. Technically, we achieve
this by enriching the judgments of typing derivations with a compilation part:
I' + e ~» E: 7 means that the source language expression e of type r compiles
to the cast language expression E. These judgments are derived by the same
rules as those given for the source language in Figure 9.1 to whose judgments
we add the compilation part. The modified rules are in Figure 9.6.

The only rules that are modified in a non-trivial way are [Ty ], [Ta], [Tiet],
and [Tc]. In [T, ], we compile occurrences of polymorphic variables by adding
a type application corresponding to the instantiation. In [Ty ], we explicitly
annotate the function with the type deduced by inference. In [T\e], we intro-
duce a type abstraction for the type variables that are generalized. Finally,
the core of compilation is given by the rule [T], which corresponds to the
insertion of an explicit cast (with a positive fresh label £). All the remaining
rules are straightforward modifications of the rules in Figure 9.1 insofar as
their conclusions simply compose the compiled expressions in the premises.

Compilation is defined for all well-typed expressions and preserves typing.

PROPOSITION: IfT +e: 7,thenthereisanEsuchthatl'+e~w E: 7. O
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FIGURE 9.6 77: Compilation from the source language to the cast language

Proof: By induction on the derivation of I' - e: 7. O

PROPOSITION: IfI'te~w E:7,thenl'te:7andI +E: 7. m]

Proof: By induction on the derivation of I' - e ~» E: 7 and by case analysis
: on last rule applied. Showing I' + e: 7 is trivial.

Showing I' + E: 7 is also straightforward. If the last rule is [T, ], we use

[Tx] and [Ty;]. If the last rule is [Tc], [Tappl, [Tpairl, or [Tproj], We use the
same rule. If is is [T)] or [Ty.], we use [Ty ]. If it is [Tc], we use [Tyc].

Finally, if the last rule is [Tlet] from the premise F F ey~ El 7; we get,

by IH, I' + E;: 7;. Then (smce aﬁ ) wegetl'+ Ad /)’ E;: Va ﬁ 71 by [Tal.
From the premise I', x: V& [3 71 F ey w> Ey: 7 we get, by IH, I, x: Va,B. 11 F
i Ey: 7. We apply [Tiet] to conclude. O

COROLLARY: IfIF e: 7,then there existsan E suchthatI'+ e ~ E: 7 and

'vE:z. O
Proof: Corollary of Propositions 9.11 and g.12. O
Type inference

In this section we show how to decide whether a given term of the source
language is well typed or not: we define a type inference algorithm that is
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sound and complete with respect to the system of Section 9.1.2. The algorithm
is mostly based on the work of Pottier and Rémy (2005) and of Castagna,
Petrucciani, and Nguyén (2016), adapted for gradual typing. Our algorithm
differs from that of Garcia and Cimini (2015) in that ours literally reduces the
inference problem to unification. To infer the type of an expression, we gener-
ate constraints that specify the conditions that must hold for the expression
to be well typed; then, we solve these constraints via unification to obtain a
solution (a type substitution).

Our presentation proceeds as follows. We first introduce type constraints
(Section 9.3.1) and show how to solve sets of type constraints using standard
unification (Section 9.3.2). Then we show how to generate constraints for a
given expression (Section 9.3.3). To keep constraint generation separated from
solving, generation uses more complex structured constraints (this is essentially
due to the presence of let-polymorphism) which are then solved by simplifying
them into the simpler type constraints (Section 9.3.4). Finally, we present our
results of soundness and completeness of type inference.

As compared to the work in Chapters 4 and 5, the form of structured con-
straints we use is very similar. However, instead of defining the reformulated
type system and describing separate notions of constraint satisfaction and
simplification, we work directly on the original type system and only de-
scribe constraint simplification. The approach of Chapters 4 and 5 is meant
for subtyping and cannot be used as is for a Hindley-Milner system.

Type constraints and solutions

A type constraint has either the form (¢; < t,) or the form (7 C «); we describe
their meaning below. Type-constraint sets (ranged over by the metavariable D)
are finite sets of type constraints.

We write var(D) for the set of type variables appearing in the type constraints
in D. We write varg (D) for the set of type variables appearing in the gradual
types in materialization constraints in D: that is, vare(D) = U(;ze)ep var(7).
When o C TVar is a set of type variables and ¢ is a type substitution, we define
the application @0 of ¢ to @ to be the set of type variables |, ¢z var(ao).

A type substitution o: TVar — GType is a solution of a type-constraint set D
(with respect to a finite set A C TVar), written ¢ 4 D, if:

« forevery (t; < t;) € D, we have tj0 = t0;
« for every (r C a) € D, we have 7o C ao and, for all § € var(r), fo is a
static type;

e dom(o)NA=@.

A subtyping constraint (#; < t,) forces the substitution to unify #; and f,.
We use < instead of, say =, to have uniform syntax with the later section on
subtyping (Section 9.4).

A materialization constraint (z £ «) imposes two distinct requirements:

the solution must make o a materialization of 7 and must map all variables
in 7 to static types. These two conditions might be separated but in practice
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they must always be imposed together, and their combination simplifies the
description of constraint solving. Note that the constraint (a C «) forces ac
to be static (since the other requirement, o C a0, is trivial).

Finally, the set A is used to force the solution not to instantiate certain type
variables.

Type-constraint solving

We solve a type-constraint set in three steps: we convert the type constraints to
unification constraints between type frames (by changing every occurrence of
? into a different frame variable); then we compute a unifier; finally, we convert
the unifier into a solution (by renaming some variables and then changing
frame variables back to ?).

We define this process as an algorithm solve(.)(-) which, given a type-constraint
set D and a finite set A C TVar, computes a set of type substitutions solve, (D).
This set is either empty, indicating failure, or a singleton set containing the
solution (which is unique up to variable renaming).*

We do not describe a unification algorithm explicitly; rather, we rely on
properties satisfied by standard implementations (e.g., that by Martelli and
Montanari (1982)). We use unification on type frames: its input is a finite set
T! = T2 of equality constraints of the form T! = T2. We also include as input
a finite set A C TVar that specifies the variables that unification must not
instantiate (i.e., that should be treated as constants). We write unify 5 (T1 T2)
for the result of the algorithm, which is either fail or a type substitution
o : Var — TFrame.

We assume that unify satisfies standard properties of soundness and com-
pleteness, and that it computes idempotent substitutions. In particular, we
assume that the following holds.

. IfunlfyA(T1 T?) = o, then:

- dom(o) C var(T1 T2)\ A;
— var(o) Cvar(T! = T?) \ dom(o);
- for every (T' = T?) € T' = T2, we have T'o = T?c

« If ¢’ is a unifier for T! = T? and dom(o’) N A = @, then there exists ¢
such that unify,(T' = T?) =ocand o’ = ¢’ o 0.

(As in Section 2.2.1, we use var(o) for the set of variables appearing in the type
in the range of o that is, var(6) = U4cdom(s) Var(Ao), where A ranges over
both type and frame variables.)

Unification is the main ingredient of our type-constraint solving algorithm,
but we need some extra steps to handle materialization constraints.

Let D be of the form { (] < t?)|i € I} U{(r; C a;) | j € ] }: then solvea(D)
is defined as follows.

4 We use a set because, in the extension with subtyping, constraint solving can produce
multiple incomparable solutions (it relies on tallying, described in Section 4.3.1).
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1 LetT! = sze{(tl—t2)|z€I}U{(T =aj)|je]}
where the T; are chosen to ensure:

a. foreveryje ], TjJr = 1j;
b. every frame variable X occurs in at most one of the T}, at most once.

2. Compute unlfyA(T1 T2):

a. if unlfyA(T1 T?) = fail, return @;
b. if unify,(T! = T?%) = 0y, return {(o; o 00)'|tvar} Where:

i oy =[a/X]U[X'/a]

ii. X = FVar Nvar:=(D)oy
iii. @ =var(D)\ (AU dom(ay) U varg(D)oy)
iv. @ and X’ are vectors of fresh variables

In step 1, we convert D to a set of type frame equality constraints. To do
so, we convert all gradual types in materialization constraints by replacing
each occurrence of ? with a different frame variable. In step 2, we compute a
unifier for these constraints. If a unifier oy exists (step 2b), we use it to build
our solution: however, we need a post-processing step to ensure that & and X
variables are treated correctly. For example, a unifier could map « to X when
(a € @) € D: then, converting type frames back to gradual types would mean
mapping « to ?, which is not a solution because « is mapped to a gradual type,
but a static type is required. Therefore, to obtain the result we first compose oy
with a renaming substitution ojj; then, we apply t to change type frames back
to gradual types, and we restrict the domain to Tvar. The renaming introduces
fresh variables to replace some frame variables with type variables ([@’/ X1)
and some type variables with frame variables ([)_()' ’/a]). It has two purposes.
One is to ensure that the variables in vars (D) are mapped to static types, which
we need for o -4 D to hold. The other is to have the substitution introduce as
few type variables as possible.

The following soundness property holds.

PROPOSITION (Soundness of solve): If o € solvea(D), then the following
hold:

e 0lkpa D;
« dom(o) C var(D);
« var(D)o C varz(D)o U A. O

Proof in appendix (p. 254).

The last property states that a solution ¢ returned by solve introduces as
few variables as possible. In particular, the variables it introduces in D are
only those in A and those that appear in the solution of variables in vars(D)
(whose solution must be static). To ensure this, we perform the substitution
[)? ’/a]. This avoids useless materializations of ? to type variables (and thus
the insertion of useless casts at compilation): for example, it ensures that, in
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let y = x in e, if x has type ?, then y is given type ? too. In the declarative
system, it can be typed also as Va. a, but then the compiled expression has
acast: lety = Aa. x(? éa) in E. We prefer the compilation without this cast,
which is why we replace as many type variables as possible with ?.

We prove also a result of completeness. It relies on the following lemma.

LEMMA: Leto: TVar — GType and ¢’: Var — TFrame be two type substitu-
tions such that Vo € TVar.(ac”’)" = ao.For every T, we have T'o C (To’)!. O

Proof in appendix (p. 255).

PROPOSITION (Completeness of solve): If o -4 D, then there exist two
type substitutions ¢’ and ¢”” such that:

o o’ € solves(D);

« dom(c”’) C var(c’) \ var(D);

« forevery a,ac’(c Uc”)C a(c Ua”);

« for every a such that a¢”’ is static, o’(c U ¢”’) = a(c U ¢”). O

Proof in appendix (p. 256).

As compared to a standard statement of completeness for unification, instead
of having ao’(c U ¢”) = a(c U ¢”) for every a, we have a weaker condition
that allows for materialization, except when a¢”’ is static.

Structured constraints and constraint generation

As discussed in Section 4.2, without let-polymorphism we can define type
inference using type constraints alone; with let-polymorphism, instead, we
would need either to mix constraint generation and solving or to copy con-
straints for let-bound expressions multiple times. To avoid this, we introduce
structured constraints like those in Section 4.2.

A structured constraint is a term generated by the following grammar:

Ci=t<t)|tCa)|(xCa)|CAC|3Fa.C
| defx: 7in C | letx: Va@;a[C]*. a in C

Structured constraints are considered equal up to a-renaming of bound vari-
ables. In 3d. C, the @ variables are bound in C. In let x: Y&@; a[C1]% . « in Cs,
and the @ variables are bound in C;.

Structured constraints include type constraints and five other forms. A
constraint (x £ «) asks that the type scheme for x has an instance that
materializes to the solution of a. Existential constraints 3a. C bind the type
variables @ occurring in C; this simplifies freshness conditions, as in Chapter 4.
C A C is simply the conjunction of two constraints; in Chapter 4 we included
disjunction as well, but we do not need it here. The def and let constraint forms
are generated to type A-abstractions and let-expressions.
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(x:t)y =Fa. (xCa)A(a L t)

(e th) = (be < 1)

atit

{\x.e): t) = Aoy, az. (def x: oy in e: W) A(og Eay) A(ar—an £t)  a,ax i te

{Ox:r.e): t) = Fag, ar. (defx: 7in {e: ) A(T C aoq) A (3—ap < t)

(er1ea: t) = Fa. {er: @ — 1) A {ez: a)
(e, e2): t) = T, . ez ar) A {ez: aa) A(ag Xz < t)
(rie: t) =Ty, 0. {e: a1 X ) A (i < t)
Qlet@x =e; iney: t) = letx: ¥&; a[{er: )] N & in (ey: t)

aL,az Bt T, e
afit e, e

a, ap e e
aL,az Bt e

alld, e

FIGURE 9.7 Constraint generation

Figure 9.7 defines a function {(-): (-)) such that, for every expression e
and every static type t, {e: t)) is a structured constraint that expresses the
conditions that must hold for e to have type to for some substitution o.

We point out some peculiarities of the rules. For variables, we generate a
constraint combining materialization and subtyping. This allows us to use the
form (x T «) instead of (x C t); more importantly, it means that the same
definition for constraint generation can be reused when we add subtyping.
For a A-abstraction, constraint generation wraps the constraint for the body
in a def constraint to introduce the type of the parameter. In the absence of
annotations, the constraint (a; € ;) is used to ensure that the parameter will
have a static type. For annotated functions, the constraint (7 C «;) allows
the domain of the function to be materialized. This is needed, for example, to
obtain solvable constraints for the abstraction (Ax: ?. x) in a context expecting
Int — Int. For let, we build a let constraint including the constraints of the two
expressions and recording the variables that must be generalized (@) and those
that must not be (var(e;) \ @).° In all rules, the side conditions force the choice
of fresh variables.

Constraint solving

In Chapter 4, we gave both a declarative definition of constraint satisfaction
and a constraint solving algorithm. Here, we define directly constraint solving.
We use a constraint simplification system, defined in Figure 9.8, to convert a
structured constraint to a type-constraint set; then, we compute a solution
using the algorithm solve of Section 9.3.2. Because of let-polymorphism, con-
straint simplification also uses type-constraint solving internally to compute
partial solutions. Constraint simplification is similar to that of Chapter 4,
but there are differences in the treatment of type environments (since we
use a single type environment I" instead of distinguishing between A- and
let-environments).

5 We include the latter for convenience: actually, they can be recomputed from the rest since

var(e1) = var({e1: a)) \ {a}.
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TGAF( Sh)~>{h Sk | @ NGAF(TCZa)~»{tCa}l| o
{F(x):V&,T (Iyx:1);ArC~D|a
FAF(xCa)~ {t[fj@]Ca} | \PET IArdefx:tinC~D| @
iArC~ D al R R IARCL~ Dy | ay A Co~> Dy dy
- - aaﬁr’a, - - alﬁaz
INAr3a.C)~»Dla'vud TAFCIACy~> Dy UDy | @ Udy

o1 € solvepyz(D1)

AU C~ Dy | d a4 I'oy
(I, x: V&.f.aoy ;A v Cy ~ Dy | @ p = var(ao) \ (var(I'o)) Ua U @’)
§ {{a}, @ a1, @, (var(oy) \ var(Dy))}

F;A Fletx: V&’;a[Cl]&,. a in Cz ~> Dz U equiv(dl,Dl) | (,_fg a & ﬂ T. A

ads={alUaUa Ud,
U (var(oq) \ var(Dy))

where equiv(a, D) £ {(0{ C a) | a € var=(D) U var(D)a} U U {(a < ao),(ac < a)}

aedom(o)
ao static

FIGURE 9.8 C§™: Constraint simplification rules

Constraint simplification is a relation I';A + C ~ D | &. I is a type
environment used to assign types to the variables in constraints of the form
(x € ). A is a finite subset of TVar used to record variables that must not be
instantiated. When simplifying constraints for a whole program, we take I" to
be empty and A to be the set of free type variables in the program (presumably
empty as well). Finally, C is the constraint to be simplified, D the result of
simplification, and « are the fresh variables introduced during the process.
We will often omit @ and write I'; A + C ~» D when we are not interested in
keeping track of these variables (in particular, in the proof of soundness).

The rules are syntax-directed and deterministic (modulo the choice of fresh
variables). Subtyping and materialization constraints are left unchanged. Vari-
able constraints (x C @) are converted to materialization constraints by repla-
cing x with a fresh instance of its type scheme. To simplify a def constraint,
we update the environment and simplify the inner constraint. For 3a. C, we
simplify C after performing o-renaming, if needed, to ensure that a is fresh.
To simplify C; A Cy, we simplify C; and C, and take the union of the resulting
sets.

Finally, the rule for let constraints is of course the most complicated. To
simplify a constraint let x: V&; a[Cl]&'. a in Cz, we perform five steps:

1. we simplify the constraint C; to obtain a set Dy;
2. we apply the solve algorithm to D; to obtain a solution oy, if one exists;
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3. we compute the type scheme for x by generalizing the type given by the
solution;

4. we simplify the constraint C; in the expanded environment to obtain a
set D2;

5. finally, we add to D, the set equiv(oy, D1), whose purpose is to constrain
the solution to be an instantiation of o7 and to yield static types where
needed.

In steps 1and 2, we add @ to A to ensure that the @ variables are not instantiated
while solving C;, otherwise we could not generalize them later. The type ao;
for x is generalized by quantifying over the & variables (checking that they are
not introduced in the environment by ;) as well as over E, which contains
all variables in ao; that do not appear in any of I'oy, @, or @’. Recall that we
record in @’ the variables that cannot be generalized (typically because they
appeared in the expression but not in the decoration of the let construct).

We use the set equiv(oq, D;) to constrain a solution o to adhere to o7 in two
ways. First, 0 must map to static types all variables in var:(D;) (which oy had
to map to static types) and all variables introduced by o7. Also, o must satisfy
aoy10 = ao whenever ooy is a static type. To ensure the latter, we add the two
subtyping constraints (¢ < ao7) and (¢o; < a). Adding both is redundant

here (both require equality), but they are needed when we add subtyping.

coMPILATION: The results of type inference can also be used for com-
pilation. When e is an expression, 9 is a derivation of I'; A + (e: t) ~» D,
and o -5 D, we can compute a cast language expression {[e]}? . Figure 9.9
defines this compilation algorithm. It is defined by induction on e. For each
case, we deconstruct the derivation D to obtain the sub-derivations used to
compile the sub-expressions of e. We write the derivation D in a compressed
form where we collapse applications of the rules for definition, existential, and
conjunctive constraints. We write D :: I'; A + C ~ D to denote a derivation of
I'; A+ C ~ D that we name 9. The definition is lengthy, but straightforward:
to compile a variable, we insert the appropriate type application and cast; to
compile other expressions, we just compile their sub-expressions; annotated
A-abstractions require a cast. The compilation of let constructs is a bit more
involved because there are two different type substitutions to consider: ¢ and
the intermediate solution o7; to compose them, we use another substitution p
to ensure that they are distinct from the variables introduced by o.

PROPERTIES OF TYPE INFERENCE: This concludes our description of
type inference. The remainder of this section presents the proofs of soundness
and completeness. The statements we will obtain are the following.

Soundness Let D be a derivation of I'; var(e) + {e: t)) ~ D.Let o be a type
substitution such that o Iryar(e) D. Then, we have I'o + e ~» {| e]}? : to.

Completeness IfI' +- e: 7, then, for every fresh type variable «, there exist
D and ¢ such that I';var(e) F {e: a) ~ D and [t/a] U 0 Iryae) D.
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(x)2 = x [Bo)(z[f/dlo Sao)
with ¢ fresh
where D =

LA (x:t) ~ {(2[f/d) £ ). (a £ )}
{eds =
{\x.e]? = Aa—az)o {Ie]}?'
D" = (I,x: aq); Ak (e: ag) ~ D’
A ((x.e): th) ~ D" U {(an E ar), (a1 — a2 < 1)}
hx: 7.} 2 = AT=7x (e} 2)(r — ar)o Sl — az)o)

with € fresh

where D =

D = (Lx:1);AF {e: an)) ~ D’
AR {(Ox:7.e): t) ~» D' U{(r C ay), (a1 = az < 1)}
fere]? = (e} (e} 2
DA era—>th~» D Dyl AF (ea: a) ~ Dy
;AR (e ex: t)h) ~ Dy UD,

where D =

where D =

((ere))? = e D2 (e2h )
Di=T;A+F (er: g ~ Dy D = T;A ¢ (ez: az) ~ Dy
A - ((er,e2): t) ~ D1 UDy U{ay Xy < t}

where D =

{7 e]}? =T {Ie]}?
D' =Ti;Ar{e: ag Xap) ~ D’
FiAR{mie:th) ~ D' U{a; £t}

{let & x =e; in 62]}01.) =letx = A&l,ﬁl. {[el]}glpcr in {[ez]}?2

where D =

Dlz:F;AUEfI—Cl'\»Dl .Z)zZZ(F,X:VO?,E.O(O]);AFCZ’\»DZ
TiA R {letd x = e iney: t) ~ Dy Uequiv(oy, Dq)
and o1 € solvep,z(D1) 51,/?1 fresh p =ldi/a, ﬁl/ﬁ]

where D =

FIGURE 9.9 Algorithmic compilation
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The latter result, combined with completeness of solve, ensures that inference
can compute most general types for all expressions. In particular, starting from
a program (i.e., a closed expression) e, we pick a fresh variable o and generate
{e: a). Completeness ensures that, if the program is well typed, we can find
a derivation D for @;@ + {e: a) ~» D and D has a solution. Since solve
is complete, we can compute the principal solution o of D. Then, ao is the
most general type for the program and {e]}2 is its compilation driven by the
derivation D.

Soundness of type inference

We say that a type substitution o is static if it maps type variables to static
types. When « is a set of type variables, we say that o is static on @, and we
write static(o, @), to mean that ao is static for every a € @.

The following lemma states that typing is preserved by static type substi-
tutions. It is not necessarily preserved by non-static substitutions, because
the typing rules require some types to be static (the parameters of functions
without annotations and the types used to instantiate type schemes). For ex-
ample, Ax. x has type @ — «a but not ? — ?: typing is not preserved by the
substitution [?/a].

LEMMA (Stability of typing under type substitution): IfI' - e ~» E: r, then,
for every static type substitution o, we have I'c + ec ~» Eo: 70. m|

Proof in appendix (p. 257).

The following two results are straightforward. In the first, the hypothesis
static(o’, var(D)o) is not needed. We include it to highlight the fact that it holds
when we apply it: it will be important when we add subtyping, because then
the proof of the result will require it.

LEMMA: Let o and ¢’ be two type substitutions such that ¢ 4 D and
static(o”’, var(D)o). If (t; < t;) € D, then tjo0’ = t,o0'. |

Proof: By definition of 0 -5 D, we have t;0 = t,0. Then, tjo0’ = thoo'. O

LEMMA: Let o and o’ be two type substitutions. If o -y D and (t € «) € D,
then o0’ C aco’. O

i Proof: By definition of ¢ o D, we have 7o E ao. Then, ro0’ E aco’. O

The following two results give an inversion principle on the constraint sim-
plification relation and characterize which variables appear in the constraints
obtained by simplification.

LEMMA: Let D be a derivation of I'; A + {e: t) ~» D. Then:
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« ife=x,thenI'(x) =V&.7and D = {(T[ﬁ/&] C a),(a £ t)} (for some T,
a.d, p);

. ife=c, then D = {b. < t};

« ife = Ax.e’,then D contains a sub-derivation of (I', x: a1); A F {e’: ax)) ~»
D’;and D = D' U {(a; C ay), (& — az < t)};

o ife = Ax: r.e’,then D contains a sub-derivation of (I', x: 7); A+ {e’: az)) ~»
D’;and D =D’ U{(t C o), (; = az < t)};

« ife = ejey, then D contains two sub-derivations of I'; A + {e: a — t) ~»
Diand ;A + {ey: a)) ~ D, (for some «, Dy, and D,), and D = D; U Dy;

o ife = (ey, e), then D contains two sub-derivations of I'; A + {eq: ai ) ~»
Dy and I';A F {ez: az)) ~ D, (for some ay, as, D1, and D;), and D =
DiUD, U {a; X ap < t};

« ife = m;e’, then D contains a sub-derivation of I'; A + {e’: oy Xaz) ~ D/,
and D =D'U{a; <t}

o ife = (letd x = e; in e;), then D contains two sub-derivations of I'; A U
at {e:a) ~ Dyand (T, x: V(Y,E. ao1); A b (ey: t) ~ Dy, and the
following hold:

D = D, U equiv(oy, D) o1 € solvepyuz(D1)

a f var(I'oy) B =var(aoy) \ (var(I'oy) U & U var(e;)) O

Proof:  Straightforward, since the constraint simplification rules are syntax-
i directed. |

9.21 LEMMA: IfI';A+ C ~» D, then var(I') Nvar(D) C var(C) U vare(D). O

Proof in appendix (p. 258).

We prove that the solutions obtained by solve map the variables in the type
environment to static types. This is important because the variables in the
type environment can correspond to the parameters of functions without
annotations, which must be static types.

9.22 LEMMA:
AR {e:a) ~ D
o € solvep(D)
VI,A,e,a,D, 0. = static(o, var(I))
var(e) C A

a ¢ var(I)
Proof in appendix (p. 259).
The following result states that the definition of the set equiv is sound. The

statement is quite involved because it considers four different substitutions. In
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essence, it states that, if ¢ satisfies equiv(oy, D7), then it behaves on the type
environment I" like the composition of itself with p o ¢7. The statement could
be simplified here by removing ¢’: we use this form because it matches the
one we need in the extension with subtyping.

LEMMA:

o I equiv(oy, Dq)
, dom(p) # F'oy , ,
VI, A, Dy, 01,p,0,0". = IT'oo" =To1poo
static(o”’, var(equiv(oy, D1))o)

static(oy, var(I"))

Proof in appendix (p. 259).

Finally, we prove soundness itself.

THEOREM (Soundness of type inference): Let D be a derivation of I"; var(e) +
{e: t) ~ D. Let o be a type substitution such that o Iryr(e) D. Then, we have
Tot+e~ {e}?: to. ]

: Proof in appendix (p. 260).  The proof is by structural induction on e. It
relies on Lemmas 9.18 to 9.20 and, when e is a let expression, on Lemmas 9.22
and 9.23. The induction hypothesis must consider an additional substitution
i 0’ to deal with let expressions, where D includes a substitution computed
by solve which is different from o.

Completeness of type inference
We first state an inversion principle for the declarative typing relation.

LEMMA: LetI'F e: 7. Then:

. ife = x then I'(x) = V@. 7 and 7,[f/&] C 7;
« ife=c,thent = b,
e ife=Ax.e;thent =t > rand I, x:t+e;: 145

« ife=Ax:7".e;thent =1 > 7,7’ Cr/,and I, x: 7" F e: 733
e ife=ejey,thenlte: 7/ > rtand '+ ey: 775
o ife= (e, e),thent =1y X1, ey :1,and T+ ey: 1o;

e fe=m;e/,thenl'+e’: 7y Xpand r = 7;;
o ife=(letax=e ine), thenTFe:r, [,x:Va,f. i+ e, a,f 8T,
and f 4§ e;. i

Proof: The derivation of I'  e: 7 must end with the rule corresponding to
the shape of e, possibly followed by applications of [Tc]. We proceed by case
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: analysis on the derivation, possibly applying [Tc] to the derivations in the
: premises to obtain the needed results. O

The following are three auxiliary results used to prove completeness.
LEMMA: IfI;A+C~» D | a,then var(D) C var(I") U var(C) U a. |

Proof in appendix (p. 263).

LEMMA: IfT;AF {e: t) ~ D | a, then var(t) C var(D). O

Proof in appendix (p. 264).

LEMMA: Leto and o, ..., o, be type substitutions, such that the o; are pair-
wise disjoint and every o; is disjoint from o. Let Dy, . . ., D, be type constraint
sets such that, for every iy # iy, 03, # var(D;,).
If, for every i € {1,...,n}, we have 0 U 0; Fp D;, then o U UL, 0 IFp
?:1 D;. O

Proof:  Straightforward since, because of the disjointness conditions, for
i every iy and every a € var(D;,), we have a(o U |J}-, 0;) = a(c U g;,). O

Finally, we give the statement of completeness of type inference.

THEOREM (Completeness of type inference): If I' + e: 7, then, for every
fresh type variable a, there exist D and o such that I';var(e) + {e: a) ~ D
and [7/a] U & Irar(e) D. O

Proof in appendix (p. 264).

Throughout the proof of completeness, we use variable pools to choose fresh
variables: a set !l C Var is a variable pool if both 2l N Tvar and U N Fvar are
countably infinite. We can partition variable pools to obtain new pools. For
example, we write U = {a} W U; W U, to mean that we partition U into three
sets: a singleton set & and two variable pools i; and .

An example of type inference

Let e be the term let & x = (A\y: @.y) in 1+ (x (Az: ?.2) 3)) (we assume to have
a + operator in the language). Since x ((Az: ?. z) 3) is used as a number, to be
well typed it should be given type Int. In the declarative system, Az: ?. z has
type ? — ?, which can be materialized to Int — Int; then its application to 3
has type Int; therefore applying the identity function x, we also get type Int.
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Inference can find this solution, as follows. We use a type variable f as the
expected type, and we generate the constraints below. We have:

Ce: B) = (letax=(Ay: a.y) in 1+ (x ((Az: 2.2) 3)): B

= letx: Va;al[Cl]e. oy in Cy

where
Cr={(\y: a.y): a1)
= Jag, az. (defy: a in (y: )) A(@ C az) A (az > a3 < y)
Co= 1+ (x((Mz: 2.2)3)): B) = (Int £ ) A {x (Az: 2.2) 3): Int)
=(Int £ f) A (Faa. {x: ag — Int)
A (Fas. {(Az: 2.2): as = ag) A (bs < as)))
and

(y: as) = Fag. (y E ) A (a6 < a3)
{x: g — Int) = 7. (x € a7) A (@7 < ag — Int)
{(Az:2.2): as = au) = Tas, a9. (def z: 2 in Tagg. (z £ a10) A (10 £ a9))
AQRCag) A(ag — a9 £ a5 — ay)
We simplify {e: f) in the empty environment with A = @. To do this, we
first simplify C;: we have
@;{a} + Cr~ {(a T a), (a6 £ a3), (@ T ap), (g = a3 < 1)} .
By unification we obtain the solution oy = [(¢ — @)/, @/, a/as, /o).
We obtain the expanded environment x: Ya. @ — «@. Then, we simplify Cs.
We have (x: Va.a — a); @ + C; ~ D, with
D, = {(y -y Cay), (a7 < ag — Int),
(2 & o), (a10 £ a9), (7 C ), (a5 = a9 £ a5 — ag), (by < as)} .
The final constraint set is D = D, U equiv(oy, D1), with
equiv(o;, Dy) = {(@ C a), (a1 < a = a), (¢ = a < o),
(a2 <L @), (a < az), (a3 < @), (@ < a3), (a6 < @), (@ < a6)} -
A solution to D is
o = o1 U [Int/ay, Int/as, (Int — Int)/ay, Int/as, Int/ag, Int/aqg, Int/ B, Int/y] .
Let D be the derivation of constraint simplification that we have described.
Then, the compiled expression {le]}2 is (omitting identity casts)
let x = (Aa. \* " %y.y) in
(xc [Int]) (A 7"z, 2(2 B Int))(2 — Int 3 Int — Int) 3) .

Adding subtyping

In this section we explain how to add subtyping to the system of the previous
sections. We outline the necessary additions in brief. We present only the
declarative system and not the type inference algorithm. The extension of
type inference with subtyping is, of course, challenging; as we explain in
Section 9.4.2, it requires some form of union and intersection operations on
types. Therefore, we postpone it to the next chapter, where we add set-theoretic
types to the language.
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Declarative system

SUBTYPING: We add subtyping to the language by defining a preorder <’
on gradual types. In the absence of set-theoretic type connectives and recursive
types, subtyping can be defined with simple inductive rules. We start from
a preorder <’ on Base (e.g., Nat <’ Int <’ Real) and extend it to GType by the

inductive application of the following inference rules:

? ? ? i
T < 1 7 < 1, < n <1

<2 a<a 0 X1 < X, non<TH o
These rules are standard: covariance for products, co-contravariance for arrows.
Just notice that, from the point of view of subtyping, the dynamic type ? is
only related to itself, just like a type variable (cf. Siek and Taha, 2007).

TYPE SYSTEM: The extension of the source gradual language with subtyp-
ing could not be simpler: it suffices to add to the declarative typing rules of
Figure 9.1 the standard subsumption rule [T<].
're: 1’
[T<] ——— ' <1
I're:t
The definition of the dynamic semantics does not require any essential
change, either. The cast calculus is the same as in Section 9.2, except that the
[T<] rule above must be added to its typing rules and that two cast reduction
rules (in appendix) that use type equality must be generalized to subtyping.

2

The definition of the compilation of the source language into the “new” cast
calculus does not change either (subsumption is neutral for compilation). The
proof that compilation preserves types stays essentially the same, since we

have just added the subsumption rule to both systems.
Type inference

The changes required to add subtyping to the declarative system are minimal:
define the subtyping relation, add the subsumption rule, and recheck the proofs
since they need slight modifications. On the contrary, defining algorithms to
decide the relations we have just defined is more complicated. As we saw in
Section 9.3, this amounts to generating and solving constraints.

Constraint generation is not problematic. The form of the constraints and
the generation algorithm given in Section 9.3 already account for the extension
with subtyping: hence, they do not need to be changed, neither here nor in the
next chapter. Constraint resolution, instead, is a different matter. In the previous
section, constraints of the form a < t were actually equality constraints (i.e.,
a = t) that could be solved by unification. The same constraints now denote
subtyping, and their resolution requires the computation of intersections and
unions.

To see why, consider the following OCaml code snippet (that does not
involve any gradual typing):

fun x — if (fst x) then (1 + snd x) else x
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We want our system to deduce for this definition the following type:*
(Bool X Int) = (Int V (Bool X Int))

To that end, a constraint generation system like ours could assign to the
function the type a — f and generate the following set of four constraints:

{(a £ Boolx 1), (e £ T XInt),(Int £ B),(a < p)}

where 1 denotes the top type (that is, the supertype of all types). The first
constraint is generated because fstx is used in a position where a Boolean is
expected; the second comes from the use of sndx in an integer position; the
last two constraints are produced to type the result of the conditional branch
with a supertype of the types of both branches. To compute the solution of
two constraints of the form « < t; and « < f,, the resolution algorithm must
compute the greatest lower bound of #; and ¢, (or an approximation thereof);
likewise for two constraints of the form s; < f and s; < f§ the best solution is
the least upper bound of s; and s,. This yields Bool X Int for the domain (i.e., the
intersection of the upper bounds for ) and Int V (Bool X Int) for the codomain
(i-e., the union of the lower bounds for f).

In summary, to perform type reconstruction in the presence of subtyping,
one must be able to compute unions and intersections of types. In some cases,
as for the domain in the example above, the solution of these operations is
a type of ML (or of the language at issue): then the operations can be meta-
operations computed by the type checker but not exposed to the programmer.
In other cases, as for the codomain in the example, the solution is a type which
might not already exist in the language: therefore, the only solution to type
the expression precisely is to add the corresponding set-theoretic operations
to the types of the language.

The full range of these options can be found in the literature. For instance,
Pottier (2001) defines intersection and union as meta-operations, and it is not
possible to simplify the constraints to derive a type like the one above. Other
systems include both intersections and unions in the types, starting from the
earliest work by Aiken and Wimmers (1993) to more recent work by Dolan
and Mycroft (2017). In the next chapter, we add set-theoretic connectives to
gradual types, and we show how to adapt type inference to that setting.

6 Using set-theoretic types, we could give a more precise type: (Bool X Int) A &« — Int V a. For
instance, using this type (with the instantiation [(Bool X Nat)/a]) we can predict that the
application of the function to an expression of type Bool X Nat has type Int V (Bool X Nat)
instead of Int V (Bool X Int).
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In this chapter, we study how to apply our approach to gradual typing in order
to define a gradual type system featuring set-theoretic types and semantic
subtyping. In Section 9.4, we have outlined how to add subtyping to the type
system. To extend the declarative presentation of typing, we only need to define
a suitable subtyping relation on gradual types. The relation in Section 9.4.1
is straightforward — it treats ? just like a type variable — but its extension to
set-theoretic types is more difficult. Adding set-theoretic types also makes
it more complex to define the operational semantics of the cast calculus but,
as in the previous chapter, we will only introduce the problem because we
concentrate on typing. Finally, the extension of type inference to set-theoretic
types can be done by replacing the type-constraint solving algorithm with one
adapted to set-theoretic types and subtyping constraints. We show how to do
so and prove soundness of type inference; however, completeness does not
hold, the main difficulty being the treatment of recursive types.

CHAPTER OUTLINE:

Section 10.1 We define type frames, static, and gradual types including
set-theoretic type connectives. Type frames use the subtyping relation of
Chapter 2.

Section 10.2  'We define subtyping on set-theoretic gradual types by translat-
ing them to type frames. We consider different possible characterizations
and prove their equivalence. Finally, we study some properties of the
subtyping relation and of its interaction with materialization.

Section 10.3 We describe how to update the syntax and type systems of
the source and cast languages of Sections 9.1 and 9.2 to add set-theoretic
types. We introduce briefly the needed changes in the semantics.

Section 10.4 We describe type inference with set-theoretic types, relying
on the tallying algorithm of Castagna et al. (2015b) already used in Part I.

10.1 Type frames, static types, and gradual types

We start by defining the different sorts of types that we will use.

As in the previous chapter, we distinguish two sorts of variables: we use
type variables to express polymorphism and frame variables to replace ? in
type frames in the definition of materialization and, as we will see, also in that
of subtyping. We consider a countable set Var, partitioned into two countable
sets: the set TVar of type variables and the set FVar of frame variables. We use
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the metavariable A to range over Var, o (and also $ and y) to range over TVar,
and X (and also Y) to range over FVar.

As in Section 2.2, we also consider a set Const of language constants (ranged
over by c¢), a set Base of base types (ranged over by b), and two functions

b(.y: Const — Base B(-): Base — P(Const)

that map constants to base types and base types to sets of constants. We assume
that each constant has an associated singleton type: that is, for every ¢ € Const,
we assume that B(b.) = {c}.

We define type frames with both type and frame variables, static types with
type variables only, and gradual types with type variables and ?.

DEFINITION (Type frames, static types, and gradual types): The sets TFrame
of type frames, SType of static types, and GType of gradual types, are the sets
of terms T, t, and 7, respectively, generated coinductively by the following
grammars:

TFrame 3> T := A|b|TXT|T—>T|TVT| =T |0 type frames
STypedti=a|b|tXxt|t—t|tVi]|-t]|0 static types
Glypedti=?|a|b|rXt|r—>r|tVr|-r|0 gradual types

(where A ranges over Var, « over TVar, and b over Base) and that satisfy the
following two conditions:

(regularity) the term has finitely many distinct subterms;

(contractivity) every infinite path in the term contains infinitely many
occurrences of the X or — constructors. ]

We introduce the usual abbreviations

Ti AT, £ ~(-Ty V -Ty) T\ =T A (-Ty) 1= -0
for type frames and likewise for static and gradual types.

Given a type frame T, we write var(T) for the set of variables occurring
in T. We write tvar(T) for var(T) N TVar and fvar(T) for var(T) N FVar. We use
this notation also for static and gradual types — of course, for these, var(-) and
tvar(-) coincide and fvar(-) is always empty.

Note that static types are included in both gradual types and type frames;
in particular, SType = { T € TFrame | fvar(T) = @ }.

Type substitutions are defined as in Section 2.2.1. For gradual types, we have
70 = ? for every type substitution ¢. Substitutions can instantiate both type
and frame variables, and their range can include any of these sorts of types.
When V is a set of type variables and 7 a set of types, we write o: V — T~
to mean that dom(o) € V and to restrict which types can be in the range of o.
For instance, we write o7 : TVar — SType if 0y maps « variables to static types
and gy: FVar — GType if 0, maps X variables to gradual types.
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10.1.1 Subtyping on type frames and static types

Type frames and static types use the subtyping relation < and the equivalence
relation ~ defined in Section 2.3. We do not repeat the definitions here: they
are exactly as in Section 2.3 except that we replace TVar with Var everywhere,
since type frames include both a and X variables. The following property
holds (proven as Proposition 2.11).

10.2 PROPOSITION: IfT; <T,,then Tio < T,o for any type substitution . O
10.1.2 Materialization

As in the previous chapter, we write T' for the gradual type obtained from T
by replacing all frame variables with ?. We define the set x(7) of the discrim-
inations of T as
*(T)déf{T € TFrame | TT =7} .
To define materialization, nothing needs to change. Definition 9.2, which
defines materialization as

def
11 C 1 & 3T; € x(11),0: FVar — GType. T10 = 15

using discrimination and type substitutions, is equally valid here though we
have changed the syntax of types. In contrast, an inductive definition would
no longer work because types are defined coinductively.

Like static subtyping, materialization is preserved by type substitutions.

10.3 PROPOSITION: Ifr C 1, then 1y0 E 10 for any type substitution 0. O

Proof: By definition of 7; E 75, we have Tyo; = 1, for a Ty such that T{r =1
: and a o7 : FVar — GType.
: Choose a ¢’: TVar — TFrame such that, for every «, (ac’)' = ao and that
fvar(c’) N dom(oy) = @.
i Then we have (Ty0’)" = ;0 and therefore Tyo’ € *(1;0).

Consider 0'1, = [XO-IO-/X]XEdom(ol) U [?/X]XEfvar(a’)-

We have Ty0'0] = Ti010 because:

. forevery a € var(Ty), if @ € dom(c), then ao’o] = (ac’)' = ac = aoyo,
and, if & ¢ dom(o), then ao’0] = a = aoy0;

« forevery X € var(T;), we must have X € dom(o) (otherwise, T;07 would
not be a gradual type): then Xo'o] = Xo| = Xoy0.

Since Tio10 = 130, we have 110 C 150. O

10.2 Subtyping on gradual set-theoretic types

In Section 9.4 we defined the subtyping relation <’ on gradual types by treating
? exactly like a type variable. This ensured that subtyping could not convert
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between ? and static types (in contrast to the consistent-subtyping relation of
other formalizations): that role is performed by materialization, and we want
to keep the two separate.

We might be tempted to do the same here. Then, 7; <’ 7, would hold if
and only if T} < T, where each T; is obtained from the corresponding z; by
replacing every occurrence of ? with a distinguished frame variable X°.

This relation is not satisfactory. Indeed, note that it would satisfy 2\ ? <’ 0
(because X° \ X° < 0). As a consequence, combined with materialization, it
would imply that the declarative type system can type every program, even
fully static and nonsensical ones (inserting casts that always fail). This is
because any type could be converted to any other: for example,

Int <" Int\ (?\?) CInt\ (Int\ ?) <’ 0 < Bool.

This is undesirable, of course: a gradual type system must reject programs that
do not use ? and are ill-typed in a static type system.

This indicates that a well-behaved subtyping relation on gradual set-theoretic
types cannot give a set-theoretic interpretation to ? directly, since that would
make ?\ ? an empty type, which we do not want. To define subtyping, then, we
keep our idea of replacing ? with type variables, but we take care to distinguish
occurrences that appear below negation from those that do not. There are
different ways to perform such a replacement.

Using discrimination, we could try to define subtyping as

T1 S? T, & dI; € *(Tl), T; € *(’l'z). T1<T,.

Of course, this has the same problem as using just one frame variable: ?\ ? <’ 0
holds. So we need to restrict the possible choices of T; and T,. To define
subtyping, below, we will ask T; and T; to be polarized: by this we mean that
no frame variable occurs in them both positively (under an even number of
negations) and negatively (under an odd number of negations). This implies
that, if 7; is ? \ ?, we cannot choose as T; the type frame X \ X, but only a type
frame with two distinct variables (for example, X \ Y); therefore, 2\ ? <’ 0
does not hold.

In the remainder of this section, we define some terminology to describe
the position of variables in types and characterize different particular discrim-
inations of a gradual type. We use them to give several characterizations of
subtyping. Then, we prove that they are all equivalent. These different charac-
terizations are suitable to obtain different results; in particular, we use one to
prove that subtyping commutes with materialization.

Polarity, parity, and variance

Given a type frame and an occurrence of a type or frame variable in it, we can
represent the path from the root of the type frame to that occurrence of the
variable as a string on the alphabet {X,, Xg, =, —r, Vi, Vg, 7} describing the
constructors and connectives traversed along the path and the direction of
traversal (to the left or to the right) for binary ones. For example, the path to
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X in (Int = X) V Bool is V| —. A variable can have multiple occurrences in a
type at different paths — even infinitely many of them, if the type is recursive.
For example, there are infinitely many occurrences of « in the type T described
by the equation T = (a X T) V b; their paths are all the strings described by
the regular expression (V| Xg)"V X|.

We distinguish three characteristics of occurrences according to their path.

Polarity: an occurrence is positive if = occurs an even number of times in
its path; it is negative otherwise.!

Parity: an occurrence is even if —| occurs an even number of times in its
path; it is odd otherwise.

Variance: an occurrence is covariant if it is both positive and even or both
negative and odd; it is contravariant otherwise.

The notion of variance coincides with the normal notion of variance for
subtyping: descending below a negation or to the left of an arrow flips the
variance.

We introduce some notation to refer to the variables that occur in spe-
cific positions in a type frame. We write var*(T), var (T), var®¥(T), var*(T),
var®"®"(T), and var®®(T) to denote the sets of variables that have at least one
occurrence in T in the specified position — respectively, positive, negative,
covariant, contravariant, even, or odd. We use the same notation also for tvar(-)
and fvar(-). All the notions here also apply to static and gradual types.

Given a type frame T, we say

« that T is polarized if no frame variable has both positive and negative
occurrences in it, that is, if fvar™(T) N fvar (T) = @;

« that T is variance-polarized if no frame variable has both covariant and
contravariant occurrences in it, that is, if fvar®(T) N fvar™™(T) = @.

var

We write TFrameP°! and TFrame"?", respectively, for the sets of polarized and

variance-polarized type frames.
Subtyping using polarized discriminations

We define two subsets of the set x(7) of the discriminations of 7:
*PU(7) = x(1) N TFrameP®! polarized discriminations
*"2(1) < *(7) N TFrame"®" variance-polarized discriminations.

We use the first of these to define subtyping.

DEFINITION (Subtyping on gradual types): We define the subtyping rela-
tion <’ and the subtype equivalence relation ~’ on gradual types as:

71 < Ty é aT; € *pOI(Tl), T, € *pOI(Tz). T <T,

1 & T9 é (Tl < Tg) A (Tg S? Tl) . O

1 This notion of polarity is unrelated to the polarity of blame labels in the cast calculus and to
the notions of positive and negative subtyping: it only concerns negation in types.
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We could alternatively characterize subtyping using variance instead of
polarity, having 7; <’ 1, hold if and only if

dT; € *\/ar(z.l), T, € *Var(Tz). h<T,.

We will prove that the two definitions are equivalent. The former is interesting
because it makes it explicit that we only need to use distinct variables because
of negation types. The latter, however, is more convenient to use for some
proofs.

Avoiding existential quantification

The definition of subtyping could be computationally problematic because of
the existential quantification. However, it turns out that we do not need to
check every discrimination. It is enough to use the discrimination in which just
two frame variables appear (thus eliminating the existential quantification):
one to replace all positive occurrences of ? and another for all negative ones.
Equivalently, one variable could be used for all covariant occurrences and
another for all contravariant occurrences. We introduce some terminology to
describe these alternative definitions.

In the following, we assume that X! and X° are two distinguished variables
in Fvar. We define four subsets of type frames as follows.

TFrame® & {T € TFrame | fvar*(T) C {X'} and fvar (T) C {X°} }
TFrameP®© £ {T € TFrame | fvar™(T) C {X°} and fvar (T) € {X'} }
TFrame"™" & {T € TFrame | fvar®(T) C {X'} and fvar™™(T) C {X°} }

TFrame"" & {T € TFrame | fvar®(T) C {X°} and fvar™™(T) C {X'} }

We refer to type frames in these sets as being, respectively, strongly polarized,
strongly negatively polarized, strongly variance-polarized, and strongly negat-
ively variance-polarized.

Given a gradual type 7, there is a unique type frame in *(r) that is strongly
polarized; likewise for the other forms of polarization. We define notation to
refer to such specific discriminations of a gradual type .

t®  positive discrimination unique element of * (r) N TFrameP®"
t©  negative discrimination unique element of * () N TFrameP®°
t®  covariant discrimination unique element of x (7) N TFrame""

¥ contravariant discrimination unique element of * () N TFrame""
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We have the following equalities

?@ — Xl ?9 — XO
a® =« a® =«
b® =10 b® =1b
(1 x12)® =18 x (1 x12)° =17 X1,
(mn—->n)f=>7} (n—>n)°=1">1
(nvn)®=rvg? (mvn)®=rvr’
(=1)® = =(z9) (-1)° = =(z%)
0°=0 0°=0

and similar equalities for 7® and 79, except that on the left of arrows we switch
from (-)® to (+).
Note that, for every T, we have:

T € TFrame”! — (TT)EB =T T € TFrame”® — (TT)G =T
T € TFrame®" = (TH® =T T € TFrame”™® = (TN =T

These definitions allow us to give several different characterizations of
subtyping. We will prove that, for any 7; and 7, all the following statements
are equivalent

T1® < T2® Tle < Tze 2 <7® 79

and that they are equivalent to subtyping as defined in Definition 10.4.

The equivalence of the first and second statements are straightforward: they
are the same up to the type substitution switching X! and X°; likewise for the
equivalence of the third and the fourth. The equivalence between 7° < ,”
and Tl@ < T2® is non-trivial, but the intuition is that it does not matter whether
or not we switch between the two variables on the left of arrows, because
subtyping never compares two subterms of the types unless they are to the
left of the same number of arrows.

The equivalence between these notions and Definition 10.4 is tricky to
establish. Clearly, 7> < z,” implies 3Ty € *P(1;), T, € *™(rp). Ty < Ty,
because, for every 7, 7% € *p°'(r). For the other direction, assume to have
T, € **(17) and T, € *P°(r,) such that T; < Ty; we want Tl@ < 1'2@. If no
frame variable appears with opposite polarity in T and T3, then from T; and T,
we can obtain 7,” and 7,” by applying a type substitution, so we conclude by
Proposition 10.2. The difficulty is when some frame variables occur in positive
position in T; and in negative position in T,. For example, a variable X might
occur positively in Ty and negatively in T;. Then, we cannot obtain 7, and ,”
by applying a single substitution to T; and T,: we will prove that we can apply
two different substitutions while preserving subtyping.

These equivalences, which we show in the next section, are useful because
they allow us to avoid quantification. In particular, they show that subtyping
on gradual types can be computed using the same algorithm used for subtyping

on static types, simply by performing a type substitution.
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Note that, while for subtyping we do not need to consider quantification,
the same does not hold for materialization, where we must consider discrim-
inations using more variables (to allow, for instance ? — ? T Int — Bool).
However, the problem is otherwise simpler because, rather than subtyping, it
considers syntactic equality up to a single type substitution.

Equivalence of the different characterizations of subtyping

We introduce additional notation to refer to the variables in specific positions
in type frames. We write var*“¥(T), var™™(T), var *"(T), and var "(T) to
denote the sets of variables that have at least one occurrence in T that is
in both specified positions — respectively, both positive and covariant, both
positive and contravariant, both negative and covariant, or both negative and
contravariant. (We use these also for tvar(-) and fvar(-) and also for static and
gradual types.)

For brevity, we will often write var(Ty, . . ., T,) for var(Ty) U - - - Uvar(T,,) and
similarly for fvar(-), fvar®(-), etc.

The following lemma and its corollaries state that, given a type frame (or
a gradual type in the last corollary), we can obtain another type frame by
renaming each occurrence of each variable in it according to the polarity,
parity, and variance of the occurrence.

LEMMA: Let T be a type frame with var(T) = { A; | i € I}. There exists a
type frame T’ such that the four sets

vart(T’) c {A7" |i e T} var*™(T") C {A]" |i eI}
var (T") c {A7" |iel} var "™(T") C {A;Y |iel}
are pairwise disjoint and that

T =T ([Ai/AT lier U [Ai /AT lier U [Ai /A7 ier U [Ai /A7 lier) . D

Proof in appendix (p. 269).

COROLLARY: LetT be a type frame with fvar(T) = {X, ..., X,}. There ex-
ists a type frame T’, with fvar®¥(T”) C {X, ..., X, } disjoint from fvar“"(T") C
{X{,.... Xy}, such that T = T'[X; /X[, O

! Proof: Consequence of Lemma 10.5. We apply the lemma to find a type
where type and frame variables are renamed according to their position
. (polarity and variance); then, we apply a substitution to unify the positions
we do not want to distinguish. O

COROLLARY: LetT be a type frame with fvar(T) = {X, ..., X, }. There ex-
ists a type frame T’, with fvar®®"(T”) C {X, ..., X, } disjoint from fvar®¥(T”") C
{X{,.... X}, such that T = T'[X; /X[],. O
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Proof: Consequence of Lemma 10.5, similarly to Corollary 10.6. ]

10.8 COROLLARY: Let 7 be a gradual type with var(r) = {ay,...,a,}. There
exists a gradual type 7/, with var*(z’) C {ay, . . ., &, } disjoint from var™(z”) C
{af,...,a,}, such that 7 = 7'[a; /a]7 . |
. Proof: Consequence of Lemma 10.5, similarly to Corollary 10.6. We first
choose a T such that T' = 7; then, we apply the lemma and a substitution to
. unify the positions that we do not need to distinguish; finally, we apply 1 to
obtain a gradual type. O

The following lemma is one of the key ingredients for the proof of equi-
valence. Given a type frame T such that T £ 0, we do not normally know
whether T[X/Y] £ 0 holds or not (conversely, if T < 0, then T[X/Y] < 0
holds by Proposition 10.2). However, if X and Y always occur with the same
polarity in T, then we can prove that T[X /Y] £ O must hold. For example, we
have X \ Y £ 0 and X \ X < 0, but X and Y occur with opposite polarity in
X \ Y. When they occur with the same polarity (asin X A Y or X X Y) the
substitution [X /Y] cannot make the type empty.

10.9 LEMMA:
T£0

either {X, Y} # fvar (T) or {X, Y} § fvar+(T)} = T[X/Y] £0

Proof in appendix (p. 270).

The following lemma is a consequence of the one above, proved by using
the equivalence T} < T, &= T; \ T; < 0 and the contrapositive of the result
above.

1010 LEMMA:
Ih<T
X e fvarf(T}) = X ¢ fvar*(Ty)
X efvar (Ty) = X ¢ fvar (T)
Y BTy, Ty, X

Proof in appendix (p. 274).

We generalize the lemma above to consider more than two variables. This
shows that, when some variables occur with one polarity in a type and the
opposite polarity in the other, we can rename them in one of the types while
preserving subtyping.
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10.11 LEMMA:
T £T,

xR {x € fvart(T)) = X ¢ fvar'(Ty)

X efvar (T)) = X ¢ fvar (Ty)

?ﬁTl,TZ,;{

Proof By induction on X.If X is empty, there is nothing to prove.
Otherwise, we have X = XOX "and Y = YOY’ By Lemma 10.10, we have
Tl[YO/XO] < T,. Then, by IH, we have Tl[YO/Xo][Y /X | £ T; and we conclude
 since Ty[Yo/Xo][Y’/X'] = Ti[Y/X]. o

The following lemma is similar to Lemma 10.9. In that case, the condition
under which the substitution does not make T empty is that the two vari-
ables occur with different parity in T (X is never even and Y never odd). We
generalize this result too to multiple variables.

10.12 LEMMA:

T£0
X ¢ fvar®*"(T)y = T[X/Y] £0
Y ¢ fvar®d(T)

O
Proof in appendix (p. 275).
10.13 LEMMA:
T£0
X f fvaree"(T) + = T[X/Y] £0
Y # fvar®®d(T), X
O

Proof By induction on . X.IfX i is empty, there is nothing to prove.
Otherwise, we have X = XX’ and Y = YOY' By Lemma 10.12, we have
T[Xo/Yy] £ 0. Then, by IH, we have T[XO/YO][X /Y ] £ 0 and we conclude
since T[Xo/Y,][X’/Y'] = T[X/Y). O

The next lemma, which relies on Lemma 10.12, proves that if T is empty
then we can find a type frame T’ which is also empty and in which no frame
variable appears with both parities. The following lemma is a consequence of
this; we use it to prove that the subtyping relation can be defined equivalently
using polarity or variance.
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LEMMA:
T"<0
T<0 = 3T,X,Y. {T=T[X/Y]
fvar®e"(T”) # fvar®dd(T”)

O
Proof in appendix (p. 277).
LEMMA:
I/ <T,
e |Ti=TIX/Y]
T, <T, = 31.T.X.Y. it
T = T)[X/Y]
fvar®'e" (T}, T;) 4 fvar®®d(T}, T;))
O

Proof: LetT =T; \ T,. We have T < 0 by definition of subtyping.
. By Lemma 10.14, we find T/, X, and Y such that

T'<0 T=TI[X/Y] far"(T') § fvar®(T’).

i Since T’ is empty, it cannot be a type variable or a frame variable. Then,
we must have T’ = T/ \ T, for two types such that T; = Tl’[)? / 17] and
;n:yﬁﬁ}
. We have T < T, by definition of subtyping.

We have fvar®*"(T/,T;) = fvar®*"(T’) and fvar®dd(T’, T)) = fvar®dd(T"),
therefore the two sets are disjoint. O

To relate the different definitions of subtyping, we define one more specific
discrimination of gradual types. Let X**, X*V, X~ and X~V be four distin-
guished variables in Fvar. Given a gradual type 7, we define 7° as the unique
type frame T such that TT = 7, fvar™V(T) C {X*™"}, fvar™™(T) C {X*V},
fvar V(T) C {X~"}, and fvar “"(T) C {X~V}.

The following result is straightforward: if T} < T, holds for two discrimin-
ations of 7; and 7, which have distinct variables in different positions, then
7, < 7, holds too. This is because we can obtain 7;” from T; by performing a
type substitution.

LEMMA:
T\ <T
T =7 andT] = 1,
fvar* (T, Ty), fvar™™(Ty, Tz), fvar™ (T3, T),

and fvar™“"(Ty, T;) are pairwise disjoint

= 17 <1,
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: Proof: We define

o = [X""/X]xenar ;1) Y IX" /X x ctvartern(1,.1,)
) [X_V /X]Xefvar’“’v(Tl,Tz) U [X_A/X]Xefvar’cnt(Tl,Tz) .

It is well defined because the four sets are disjoint. We have T;o0 = 7} and
T,o = ;. We have Tio < T,o by Proposition 10.2. O

Finally, we prove that the different notions of subtyping that we have pro-
posed are all equivalent.
1017 LEMMA: Ifr < 5, thent! <75, ]

Proof in appendix (p. 278).

1018 LEMMA: Letr; and 7, be two gradual types. Let T; € ' (7;) and T, € x¥*'(13)
be such that Ty < T;. Then, 7} < 7. m]

Proof in appendix (p. 279).

10.19 PROPOSITION: Let7and 1, be two gradual types. The following statements
are all equivalent:

®n<n P <? ©P<t’
® dT; € *var(Tl)’ T, € *Var(fg). T <T,
o .. 0 .. © o« _ e
® 1) <71, ® 1) <1, ©® 17 <1, i

. Proof: Wehave ® =—> © by Lemma 10.17and ® = © by Lemma 10.18.
: The equivalences — ©and ® &= ® are shown trivially by
: Proposition 10.2 since, for every 7, we have 7® = r®°[X!/X° X°/X!] and
L0 = r9[X1/X0, X0/ X1
We can show ® = A ® by Proposition 10.2. If 77 < 77, then
1770 < 1,0 holds for every type substitution o. To show ®, we choose
Do o= [XT/XTXT/XTY, X0 /XM, X/ XV ] and have 1o = 7 and 150 = 7,0
We prooced analogously to show ®.
: The implication = ® holds because, for any 7, 7% € *P(7). Likewise
: for the implication ® = @. All other implications follow by transitivity.
O

10.2.5 Properties of subtyping

In this section we study some properties of subtyping on gradual types and of
its interaction with materialization.

Subtyping on static types and type frames is preserved by type substitutions
(Proposition 10.2). In contrast, subtyping on gradual types is not: we have
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a\a <0but?\? £ 0,though?\?=(a\ a)[?/a]. However, we can prove
that subtyping on gradual types is preserved by static type substitutions, that
is, by substitutions that map type variables to static types.

PROPOSITION: If 7; <’ 1, then, for any static type substitution o, we have

2
710 <' Ty0. O

. Proof: 1f i < 1, then by Proposition 10.19 we have 72 < ,%. Then, 720 <

TZ@O' by Proposition 10.2. We have 1'1@0 = (1;0)® because (TI@)Jr = 110 and
: because 7,70 is strongly polarized (since o does not introduce frame variables).

Similarly, we have T2@O' = (1,0)®. Therefore, 1,0 <’ 150. O

We show next that we can commute applications of subtyping and mater-
ialization to apply materialization first. This is interesting in order to study
the inversion of the typing relation. To type expressions in the declarative
type system, we can apply the rule [T<] and [Tc] as many times as and in
whichever order we want. It is useful to show that this chain of applications
can always be collapsed to one application of [T¢] followed by one of [T<].

We first prove an auxiliary result. When 7; E 75, by definition of C we have
To = 1, for T and o such that T' = 7; and o: fvar(T) — GType. We prove
that we can always choose T so that no frame variable has both covariant and
contravariant occurrences in it.

LEMMA: If 7; C 15, then there exist a T and a ¢ : fvar(T) — GType such that
T" = 11, that To = 15, and that fvar®(T) § fvar™(T). |

Proof: By definition of 7; E 13, there exist a T; and a o1: Fvar — GType such
. that T{r = 7y and that Tyoy = . Let fvar(Ty) = {X4, ..., X, }.

: By Corollary 10.6, we can find a T such that fvar®®(T) € {Xi,..., Xy}
is disjoint from fvar®™(T) C {X],..., X, } and such that T, = T[X;/X]],.
! Clearly, TT = TlT = 1.

. We take o to be [X; 07 /Xil%, U [Xio1/X[]T, restricted to fvar(T). We have:

To =T([Xio1/X;]}- U Xio/X[11-)) = TIXi/X{]ljo1 =Tvor =12. O

We also give the following result on type substitutions. Given two type
substitutions oy and o,, we write o1 < o, when, for every A, Aoy < Ag,. When
A C Var, we define o7 as the type substitution such that Ao|; = Ac if A € A
and Acl; = A otherwise (as in Section 2.2.1). The following lemma states
that Toy; < To; holds when Aoy < Aoy for every A that is covariant in T and
Acg, < Aoy for every A that is contravariant in T.

PROPOSITION:
1lvarov(T) < O2lvaro()
VT, 01, 03. — To1 <Toy
O'2|varcnt(T) <01 |varcnt(T)
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Proof in appendix (p. 279).

Now we show that materialization can always be applied before subtyping.

LEMMA: Ifry <" 1, C 13, then, for some 7,, we have 71 C 7, <’ 7. O

Proof in appendix (p. 281).

We write B’ for the preorder on gradual types that combines subtyping and
materialization, defined inductively by the following rules.

2 i 2
1< T T X 13 1 E D T E 13

2 vd vd
TE 7 11K 13 T E 13

Then, we obtain the following corollary of the result above.
COROLLARY: If7r; B 1y, thenthereexistsatypersuchthatty T 7 <’ 1. O

! Proof: By induction on the derivation of 7, & ,.
i Ifr=n,thenty Cr < 1.

If ; < 1/ B 1, then by IH we find 7”7 such that 7’ C 7" <’ 1, by
Lemma 10.23 we find 7 such that r; C 7 <’ 7", and finally (by transitivity of
<Ywehaver, C 7 < 1.

If r; C ©/ & 15, then by IH we find 7"/ such that 7’ C 7"/ <’ 15, and (by

. transitivity of C) we have r; C 1”7 < 1. |

There are two observations we can make about this corollary. One is that it
justifies the constraint we use for variables:

(x:t) =Fa. (xCTa)A(a<t).

Our use of a materialization constraint and a subtyping constraint is justified
by the fact that a typing derivation for a variable can always be reduced to
the application of three rules: [Ty ], [Tc], and [T<], in this order; instantiation,
done by [Ty], is merged into materialization constraints. This result would
therefore be useful to prove completeness of type inference (though we do not
achieve completeness for other reasons that we will discuss).

Another observation is that this corollary proves that, for any static type t
and any r, if t B 7 then t < 7. Using subtyping, we can go from static types to
gradual types (e.g., t <t V ?), but then materialization on these gradual types
is not useful, because subtyping could be used in its place. This is important
because it shows that undesirable judgments like Int Z’ Bool, for example, do
not hold (while it would if we did not consider polarity when we turn ? to
frame variables). This ensures that the gradual type system still behaves like a
static type system when no type annotation contains ?.

Finally, we prove a result analogous to Lemma 2.13: type substitutions that
are pointwise equivalent according to ~’ map the same type to equivalent
types. This holds also if the substitutions are not static.
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PROPOSITION: Let 7 be a gradual type and o and o, two substitutions
such that Va € var(r). ao; =" aoy. Then, oy =7 105. ]

. Proof in appendix (p. 281).

Source and cast languages
Syntax and typing

To add set-theoretic types to the source language and to the cast language, we
do not need to change their syntax, except, of course, by allowing set-theoretic
types in the syntax (wherever types appear: in annotations, casts, and type
applications). The type system is also defined using the same rules as before
(those of Figure 9.1 for the source language and those of Figure 9.5 for the cast
language) except that we add the subsumption rule
F're: 7t ,
[T<] ——— ' <«
I're:1
using the subtyping relation of Definition 10.4. Compilation also stays the
same as in Section 9.2.4 except that we add compilation for the rule [T<] as
follows.
I're~E: 1’ ,

[T<] ————— ' <1
I're~E:7

Semantics

The definition of the operational semantics is challenging, but here we just
outline the main difficulties. The full definition is in Appendix B.2.

The addition of set-theoretic type connectives makes the form of casts more
complicated. Previously, either a cast had ? as its source or target type (like
(? 1nt — Int) and (Int — Int £72)) or it acted only under a type constructor
(like (Int — Int 7 — ?)). Here, casts can act under type connectives: for
example, ((Int — Int) A (Bool — Bool) £ (Int — Int) A ?). The notion of ground
type must be generalized to deal with such casts.

The reduction of applications and projections with casts is challenging.
Consider the case of applications as an example. Without set-theoretic types,
the reduction rule

(Vi > Bt > D))V (VI D)) D)

can be used to reduce the application of a value with a cast, splitting the cast
into two casts, one on the argument and one on the result of the application. We
can split a cast in this way only if both its source and its target types are arrows.
With set-theoretic types, function types can be union or intersection of arrows,
in which case the rule cannot be applied directly. To reduce an application
(V(r £1')) V’, we must compute two arrow types that approximate 7 and 7/,

193



10.4

10.4.1

10.4.2

10 Gradual typing for set-theoretic types

to replicate the same construction of the rule above. This approximation is
performed by an operator o, whose result depends on the cast and on the type
of the argument V”.

The cast language satisfies the soundness and blame safety properties
already stated in Section 9.2.3 for the cast language without set-theoretic
types. Moreover, it is a conservative extension of the latter: indeed, the proof
of soundness for the cast language of Section 9.2.3 follows by conservativity
from the proof for this extension.

Type inference

We describe what must be changed to adapt the type inference system in
Section 9.3 to set-theoretic types. The description of that system was meant
to be extended here; this motivated some design choices, including the use of
subtyping constraints. We must redefine type-constraint solving; on the other
hand, the definition of constraint simplification remains unchanged.

Type constraints and solutions

We keep the same definition for type constraints except, of course, for the
different definition of types. However, the conditions for a type substitution o
to be a solution of a type-constraint set D in A must be changed: subtyping
constraints now require subtyping instead of equality. We now write o -y D
to mean that:

. forevery (t; £ t;) € D, we have t;0 < ty0;

« for every (r C ) € D, we have 7o C «ao and, for all § € var(z), fo is a
static type;

o dom(c)NA=2.

Type-constraint solving

To solve type-constraint sets, we replace unification with an algorithm de-
signed for set-theoretic types and semantic subtyping: the tallying algorithm
of Castagna et al. (2015b), which we have already described in Section 4.3.1.
Given a set T! < T? of subtyping constraints between type frames, tallying
computes a finite set X of type substitutions such that, for every o € X and
(T' < T?) € T! £ T?, we have T!o < T?0. Tallying can compute a set con-
taining more than one type substitution, because some constraints do not
have a single type substitution that is their principal solution. Tallying verifies
soundness and completeness properties described in Property 4.25.

We want to use tallying to define an algorithm to solve type constraints.
Previously, we converted materialization constraints (r C «) to equality con-
straints (T = «) and used unification. To do the same here, we first need to
extend tallying to handle such equality constraints. This is easy to do in our
case by adding simple pre- and post-processing steps. We are only interested
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in using this when the equality constraints are those we will generate from
materialization constraints. Therefore, we give an algorithm tally~ tailored to
this situation, which fails unless certain conditions are satisfied. In practice,
these conditions should never occur when solving the constraints we generate
in our system. We do not prove this here, though, because the proof would
only be needed to show completeness for type inference, and completeness
does not hold anyway, as we will explain.

The algorithm tallyj({ (1} £t3)]i € IYU{(T; = a;j)|j € ] }) is the following.

1. If any of the following conditions holds, return @:

« there exist ji, j, € J such that aj, = aj, and T}, # Tj,;
« there exist ji, j, € J such that a;, € var(T},);
» there exists j € J such that a; € A.

2. Compute X = tally,({ (:[Tj/a;ljes < t2[Tj/ajljey) | i € I}).
3. Return { oy U [Tjo0/ajljcy | 00 € X }.

In step 1 the algorithm fails if some conditions are met. These should never
occur when the algorithm is used for type inference, because « in a constraint
(r € a) (which will become (T = «)) is always chosen fresh. As anticipated,
we do not prove this formally.

The algorithm works by inlining the equality constraints in the subtyping
constraints and relying on tallying to find a solution. Then, in step 3, the
solutions found by tallying are extended with mappings for the variables in
the equality constraints. The union in step 3 is well defined because oy is not
defined on the «;, since they do not appear in the input to tally.

The algorithm satisfies the following property.

PROPOSITION (Soundness of tally~):

Vit <) ettt <12 tlo < tPo
\/aetallyZ(t1 < tZUTia). YT=a)eT=a. To =ac
dom(c) Cvar(t! S 2UT = a) \ A

Proof in appendix (p. 282).

Using tally”, we can define the version of solve for set-theoretic types fol-
lowing the same approach as before. However, there are two difficulties.

The main difficulty is the presence of recursive types and their behaviour
with respect to materialization. Consider the recursive type defined by the
equation 7 = (?X7)V b, where b is some base type. It corresponds to the type of
lists of elements of type ?, terminated by a constant in b. Since recursive types
in our definition are infinite regular trees (and not finite trees with explicit
binders), 7 = ? X ) Vband ' = (? X ((? X ’) V b)) V b denote exactly the
same type. What types can 7 materialize to? Clearly, both r; = (Int X ©3) V b
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and 7, = (Int X ((Bool X 73) V b)) V b are possible. Indeed, ? occurs infinitely
many times in 7. Materialization could in principle allow us to change each
occurrence to a different type. However, since types must be regular trees, only
a finite number of occurrences can be replaced with different types (otherwise,
the resulting tree would not be a gradual type). While finite, this number is
unbounded.

Recall that step 1 of solve (in Section 9.3.2, p. 165) picked a discrimination T;
of each 7; such that no frame variable appeared more than once in T;. If we
consider the recursive type 7 above, there is no T such that T* = r and that T
has no repeated frame variables: it would need to have infinitely many frame
variables and thus be non-regular. While we will never need infinitely many
variables, we do not know in advance (in this pre-processing step) how many
we will need.

A solution to this would be to change the tallying algorithm so that discrim-
ination is performed during tallying. Then, it could be done lazily, introducing
as many frame variables as needed. However, this sacrifices the modularity of
our current approach.

Currently, we give a definition where no constraint is placed on how many
frame variables are used to replace ?. Of course, a sensible choice is to use dif-
ferent variables as much as possible except for the infinitely many occurrences
of 7 in a recursive loop.

There is a second difficulty. For a subtyping constraint (¢; < t;), a substi-
tution o computed by tallying ensures t;0 < t,0. However, what we want is
rather (t;0)" < (t,0)". This does not necessarily hold unless the type frames
tio and ty0 are polarized. For example, if the constraint is (¢ < 0) and the
substitution is [(X \ X)/a], we have X \ X < O but 7\ ? £ 0. We define solve so
that it ensures polarization in these cases by adjusting the variable renaming
step we already had.

Having described these differences, we can give the definition of the al-
gorithm. Let D be of the form {(t] < t?)|i € I} U{(r; C ;) |j € ] }: then
solve (D) is defined as follows.

1 LetTiabe{(Tjiaj)UE],Tj;&aj}where,foreachjej,TjT:Tj;
2. Compute X = tally; ({ (¢} < t?)|i€ I} UT = a);

3 Return { (O-(; ° O-O)T|TVar | oy €X };

where, for every oy € X, o is computed as follows:
oj = [&'/X]u[X'/a]
A = vare(D)oy U ;¢ (var®(t} oy) U var(t?oy))
X =FarnA
& = var(D) \ (A U dom(oy) U A)

-

a’ and X’ are vectors of fresh variables

SEES NN

In step 3b, we write var®(T) for var*(T) N var (T): the set of variables that
have at least both positive and negative occurrences in T. A type frame T is

196



10.27

10.4.3

10.4.4

10.28

10.4 Type inference

polarized when var®(T) NFVar = @: the renaming substitution ¢ is constructed
to ensure this for all type frames t] 640, and t?co0;.
The following result states soundness for solve.

PROPOSITION: Ifo € solveps(D), then o -4 D and dom(o) C var(D). O

Proof in appendix (p. 282).

Structured constraints, generation, and simplification

The syntax of structured constraints can be kept unchanged except for the
change in the syntax of types. Constraint generation is also unchanged. Con-
straint simplification still uses the same rules, but it relies on the new solve
algorithm. Soundness still holds, with the same statement as Theorem 9.24.

Let D be a derivation of I";var(e) + {e: t)) ~» D. Let o be a type substitu-
tion such that o Iky,) D. Then, we have I'o + e ~> {e}?: to.

However, completeness no longer holds. The main obstacle to completeness
is the aforementioned problem with materialization of ? in recursive types.
Therefore, the first step to attempt to recover completeness for inference
would be to study how to change the solve algorithm to make it complete.
This probably requires a modification of tallying to handle materialization
directly. In that case, tally™ would no longer be needed; indeed, while sufficient
for our purpose here, its awkward definition would complicate a proof of
completeness because it relies very much on the specifics of the constraints
we generate.

There is one further obstacle to achieve completeness. In this presentation,
we have used the same general structure for type inference for subtyping as
without. However, this means that a proof of completeness would run into
the same problems as those described in Sections 4.1.1 and 5.3.1. Therefore,
while we have chosen here a uniform presentation, the best path towards
completeness is probably to adapt the work in Part I for this setting.

Soundness of type inference

Here we develop the proof of soundness. The intermediate results we need
are mostly the same as in Section 9.3.5. We begin with standard properties of
stability under type substitutions and of weakening for declarative typing and

compilation.

LEMMA (Stability of typing under type substitution): IfI' - e ~» E: r, then,
for every static type substitution o, we have I'o + ec ~» Eo: 0. m|
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10 Gradual typing for set-theoretic types
Proof in appendix (p. 284).

Given two type schemes S; and S, we write S; <’ S, when the schemes have
the same quantified variables and their types are in the subtyping relation:
that is, V&.7; < V&. 1 if and only if r; < 1,. We write I7 <’ I; when

dom(I}) = dom(I}) and, for all x € dom(I}), Ih(x) < I(x).

10.29 LEMMA (Weakening): Let Iy and I'; be two type environments such that
<N, flhre~E:7,thenl} e~ E: 1. m]

Proof in appendix (p. 285).

We prove the following six auxiliary results and finally the proof of sound-
ness of type inference (Theorem 10.36). The statements and general proof
technique correspond closely to those in Section 9.3.5. For the first lemma,
note that the hypothesis static(o’, var(D)o) is important because subtyping is
only preserved by type substitutions that map type variables to static types.

10.30 LEMMA: Let o and ¢’ be two type substitutions such that ¢ 4 D and
static(c”’, var(D)o). If (t; < t;) € D, then tjoo’ < tyo0'. O

i Proof: By definition of o -y D, we have t;0 <’ t,0. Since var(t;) U var(ty) C
var(D), we have var(t;0) U var(t,0) C var(D)o. Because static(c’, var(D)o), the
restriction of ¢’ to var(t;0) U var(t,0) is a static substitution. By Proposi-
tion 10.20, tjoo’ < too'. O

10.31 LEMMA: Let o and ¢’ be two type substitutions. If ¢ k4 D and (r C «) € D,
then oo’ C aoo’. |

Proof: By definition of o ko D, we have 76 C ao. Then, o0’ C aco’
: follows by Proposition 10.3. O

10.32 LEMMA: Let D be a derivation of I'; A + {e: t)) ~» D. Then:

. ife=x,thenI'(x) =Va.rand D = {(T[ﬁ/&] C a),(a < t)} (for some 7,
a, &, p);

« ife=c,thenD = {b, < t};

« ife = Ax.e’, then D contains a sub-derivation of (I', x: at1); A+ {e’: az) ~»
D';and D = D' U{(a; C ay), (a1 — az £ t)};

o ife = Ax: r.e’,then D contains a sub-derivation of (I', x: 7); A+ {e’: az)) ~»
D’;and D =D’ U{(t C o), (; = as < t)};

« ife = ejey, then D contains two sub-derivations of I'; A+ {er: a — t) ~»
Diand I'; A+ {ey: a)) ~ Dy (for some a, Dy, and D,), and D = D; U D»;

o ife = (ey, e2), then D contains two sub-derivations of I'; A + {eq: 1) ~»
Dy and I';A + {ex: an)) ~ D, (for some a, atp, Dy, and D;), and D =
DiUDy U {a; X ap £ t};
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10.4 Type inference

« ife = m;e’, then D contains a sub-derivation of I'; A + {e’: a1 Xap) ~> D',
and D = D' U {a; £ t};

o ife=(leta x =e; in ey), then D contains two sub-derivations of I'; A U
@+ {er: a) ~ Dy and (I, x: V&@,B.ao ;A + {es: t) ~ Dy, and the
following hold:

D = D, U equiv(ay, D) 01 € solvepyz(D1)

-

a ffvar(Il'oy) B =var(aoy) \ (var(I'oy) U & U var(ey)) |

Proof:  Straightforward, since the constraint simplification rules are syntax-
i directed. O

10.33 LEMMA: IfI';Ar C ~» D, thenvar(I") Nvar(D) C var(C) U varg(D). ]

Proof in appendix (p. 286).

10.34 LEMMA:
I';Av-{e:a) ~ D
o € solvep(D)
VI,A,e,a D,o. = static(o, var(I'))
var(e) C A

a ¢ var(I')

Proof in appendix (p. 287).

10.35 LEMMA:

o k4 equiv(o, Dy)
, dom(p) # I'y , ,
VI, A, Dy, 01,p,0,0. = Joo < T'oypoo
static(o”’, var(equiv(oy, D1))o)

static(oq, var(I"))

Proof in appendix (p. 287).

10.36 THEOREM (Soundness of type inference): Let D be a derivation of I'; var(e) +
{e: t) ~ D. Let o be a type substitution such that ¢ Iry,) D. Then, we have
Tot+e~ {e}?: to. O

Proof in appendix (p. 288).
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11.1

Discussion

The original goal of the work described in this part of the thesis was to com-
bine polymorphic gradual typing and set-theoretic types. The difficulty lies in
the intrinsic differences between the two: gradual typing is essentially syn-
tactic (“?” is a syntactic placeholder), while subtyping for set-theoretic types is
defined using a semantic-oriented interpretation of types. To overcome this
discrepancy, we have sought to interpret gradual types indirectly, using the
operation of discrimination, so that we could rely on the existing interpretation
of static types. Discrimination is a key ingredient of our approach because we
use it to define subtyping, materialization, and even type inference; for the
latter, it allows us to reuse existing algorithms for constraint solving.

Finally, our approach led us to realize that gradual typing could be perceived
and captured neatly by a subsumption-like rule using the preorder on types that
we refer to as materialization. Since this preorder is orthogonal to subtyping,
the two can be coupled in a type system without much interference (but a lot of
interplay). Despite our new definition, materialization was already well known
by several names (less or equally informative, precision, naive subtyping).
However, it had never been singled out in a dedicated structural rule. We have
done so, and thereby we have demonstrated how adding the rule [T] alone is
enough to endow a declarative type system with graduality. We believe that
this declarative formulation is a valuable contribution to the understanding of
gradual typing and complements the algorithmic systems that were the focus
of previous work. As an example, materialization gives a new meaning to the
cast calculus: its expressions encode the proofs of the declarative systems, and
casts spot the places where [Tc] was used.

That said, it is not all a bed of roses. Despite this novel presentation, subtyp-
ing and type inference for gradual set-theoretic types rely on long and tedious
proofs that have to deal with the syntax of types. The same applies to the
definition of the semantics for the cast language, which we have omitted from
this presentation. Nevertheless, we believe that our declarative formalization
makes graduality more intelligible and that our work raises new questions and
opens fresh perspectives. We discuss at the end of this chapter two directions
for future work that are particularly relevant for the topics discussed in this
thesis.

Related work
The contributions of this work include the replacement of consistency with
materialization to define gradual type systems and the integration of gradual

typing with set-theoretic types (intersection, union, negation, recursion) and
Hindley-Milner polymorphism (with type inference). The integration of all of
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11 Discussion

these features is novel, but prior work has studied the combination of subsets
of these features.

Castagna and Lanvin (2017) study the combination of gradual typing with
set-theoretic types, but without polymorphism. They employ the approach
of Garcia, Clark, and Tanter (2016) that uses abstract interpretation to guide
the design of the operations on types. Compared to the work of Castagna
and Lanvin (2017), our work adds Hindley-Milner polymorphism with type
inference and gives a new operational semantics that includes blame tracking
and better lines up with the prior work on gradual typing. Ortin and Garcia
(2011) also investigate the combination of intersection and union types with
gradual typing, but without higher-order functions and polymorphism. Toro
and Tanter (2017) introduce a new kind of union type inspired by gradual
typing, that provides implicit downcasts from a union to any of its constituent
types. There is some overlap in the intended use cases of these gradual union
types and our design, though there are considerable differences as well, given
that our work handles polymorphism and the full range of set-theoretic types.
A similar overlap exists with the work by Jafery and Dunfield (2017), who
introduce gradual sum types, yet, with the same kind of limitations as Toro
and Tanter (2017). Angelo and Florido (2018) study the combination of gradual
typing and intersection types, but in a somewhat limited form, as the design
does not support subtyping or the other set-theoretic types.

As discussed in Chapter 8, Siek and Vachharajani (2008) showed how to
do unification-based inference in a gradually typed language. Garcia and
Cimini (2015) took this a step further, providing inference for Hindley-Milner
polymorphism and proving that their algorithm yields principal types. The
present work builds on this prior work and contributes the additional insight
that a special-purpose constraint solver is not needed to handle gradual typing,
but an off-the-shelf unification algorithm can be used in combination of some
pre- and post-processing of the solution. In another line of work, Rastogi,
Chaudhuri, and Hosmer (2012) develop a flow-based type inference algorithm
for ActionScript to facilitate type specialization and the removal of runtime
checks as part of their optimizing compiler. Campora et al. (2017) improve the
support for migrating from dynamic to static typing by integrating gradual
typing with variational types. They define a constraint-based type inference
algorithm that accounts for the combination of these two features.

The combination of gradual typing with subtyping has been studied by
many authors in the context of object-oriented languages. Siek and Taha
(2007) showed how to augment an object calculus with gradual typing. Their
declarative type system uses consistency in the elimination rules and has a
subsumption rule to support subtyping. Their algorithmic type system com-
bines consistency and subtyping into a single relation, consistent-subtyping.
Many subsequent works adapted consistent-subtyping to different settings (Ina
and Igarashi, 2011; Bierman, Abadi, and Torgersen, 2014; Swamy et al., 2014;
Maidl, Mascarenhas, and Ierusalimschy, 2014; Garcia, Clark, and Tanter, 2016;
Lehmann and Tanter, 2017; Xie, Bi, and Oliveira, 2018).
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11.2  Future work

Ours is not the first line of work that tries to attack the syntactic hegemony
currently ruling the gradual types community. The first and, alas hitherto
unique, other example of this is the already cited work of Garcia, Clark, and
Tanter (2016) on “Abstracting Gradual Typing” (AGT) (and its several follow-
ups) which was a source of inspiration both for our work and for Castagna
and Lanvin (2017). AGT uses abstract interpretation to relate gradual types to
sets of static types. This is done via two functions: a concretization function
that maps a gradual type 7 into the set of static types obtained by replacing
static types for all occurrences of ? in 7; an abstraction function that maps a set
of static types to the gradual type whose concretization best approximates the
set. Like AGT, we map gradual types to sets of static types, although they are
different from those obtained by concretization, since we use type variables
rather than arbitrary static types. As long as only concretization is involved, we
can follow and reproduce the AGT approach in ours: (1) AGT concretizations
of a type 7 can be defined in our system as the set of static types to which 7 can
materialize; (2) this definition can be used to give a different characterization
of the AGT consistency relation; and (3) by using that characterization we can
show consistency to be decidable, define consistent-subtyping, and show that
the problem of deciding consistent-subtyping in AGT reduces in linear time to
deciding semantic subtyping. But then it is not possible to follow the approach
further, because the AGT definition of the abstraction function is inherently
syntactic and, thus, is unfit to handle type connectives whose definition is
fundamentally of semantic nature. In other terms, we have no idea about
whether - let alone how — AGT could handle set-theoretic types and this is
why we had to find new characterizations of constructions that in AGT are
smoothly obtained by a simple application of the abstraction function.

Future work

This work lays a foundation for integrating gradual typing and polymorphic
set-theoretic types. As such, it opens new questions and issues. There are two
main issues that it would be important to address in the future.

TYPE INFERENCE WITH SET-THEORETIC TYPES: In the description of
type inference in Section 10.4, we have tried to rely on the existing algorithm
for tallying, defining solve by adding pre- and post-processing steps to it. This
is not appropriate to handle recursive types, as we have discussed. Therefore,
it would be interesting to study how to extend tallying with materialization
constraints in order to obtain a complete algorithm for type-constraint solving.

This would be an important step towards achieving completeness for type
inference as a whole. However, the difficulties that we have described for in-
ference without gradual typing - the treatment of generalization (Section 4.1.1)
and of explicit polymorphism from annotations (Section 5.3.1) — exist here
too, though we have not met them because we have only proven soundness.
We have chosen to describe constraint simplification in a uniform way both
without and with subtyping. However, to obtain a more robust description
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and possibly achieve completeness, we should reframe the type system in the
reformulated form of Section 4.1 and define constraint simplification following
the definition in Section 4.3.

INTERSECTION TYPES FOR FUNCTIONS: We have not included in our
type system an intersection-introduction rule like [TA] in Chapter 3. This
was an early design choice of this work, motivated by several reasons. The
presence of such a rule would complicate the dynamic semantics of the cast
calculus (see Castagna and Lanvin (2017), where this restriction is not present),
especially when combined with a typecase construct, which we need to use
intersection types for overloading as in Part I. Moreover, in the study of type
inference, we would have considered the restriction of the system without
[TA] anyway.

The drawback is, of course, that function types are not as expressive as they
could be. For instance, consider the type deduced for mymap in Chapter 8:

Bool — (@ — f) — (( array V a list) A ?) — (B array V S list) .

This type is not completely satisfactory: it does not capture the precise correl-
ation between input and output. As a matter of fact, the following program
(which transforms lists into arrays and vice versa) would get the same type as
mymap:

let mymap2 (condition) (f) (x: (a array V a list) A ?) =
if condition then Array.to_list (Array.map f x) else Array.of_list (List.map fx)

We plan to study how to add typecases to the language and intersection
introduction to the type system so that this restriction can be removed and
that we can derive intersection types at least for annotated functions. Then,
(an annotated version of) mymap could be given the type

Bool — (a — f) — (((a array A ?) — B array) A ((a list A ?) — f list))
whereas mymap2 would have the different type

Bool — (@ — f) — (((« array A 2) — Blist) A (e list A ?) — S array)) .
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12.1

Introduction

Semantic subtyping has been developed for languages with strict, call-by-
value semantics. The type systems described in previous work and in the first
two parts of this thesis (for instance, the system of Chapter 3) are unsound
for non-strict languages. In this part, we show how to adapt the semantic
subtyping approach to obtain soundness for non-strict semantics — specifically,
for call-by-need.

To do so, we introduce an explicit representation for divergence in the types:
a type L which is distinct from the type 0 associated to diverging expressions
in call-by-value semantic subtyping. We modify the type system so that it
keeps track of divergence, albeit with a very coarse approximation. As a result,
we recover soundness while maintaining much of the behaviour of subtyping
from the call-by-value case.

In this chapter, we show why existing type systems with semantic subtyping
are unsound for non-strict languages. Then, we introduce the approach we
use to design a sound type system, and we motivate our choice of studying
call-by-need instead of call-by-name.

Semantic subtyping for non-strict languages

This work started as an attempt to design a type system for the Nix Expression
Language (Dolstra and Loh, 2008), an untyped, purely functional, and lazily
evaluated language for Unix/Linux package management. Since Nix is un-
typed, some programming idioms it encourages require advanced type system
features to be analyzed properly. Notably, the possibility of writing functions
that use type tests to have an overloaded-like behaviour made intersection
types and semantic subtyping a good fit for the language. However, existing
semantic subtyping relations are unsound for non-strict semantics; this was
already observed by Frisch, Castagna, and Benzaken (2008) and no adaptation
has been proposed later.

Current semantic subtyping systems are unsound for non-strict semantics
because of how they deal with the bottom type 0. The type 0 corresponds to
the empty set of values; accordingly, we have [0]] = @ (cf. Section 2.1). The
intuition is that a reducible expression e can be safely given a type ¢ only if all
results (i.e., values) it can return are of type t. Thus, 0 can only be assigned
to expressions that are statically known to diverge (i.e., that never return a
result). For example, the ML expression letrecfx=fxinf() can be given type 0.
Let us use € to denote any diverging expression that, like this, can be given
type 0. Consider the following typing derivations, which are valid in current
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semantic subtyping systems (for example, the system of Chapter 3).

F(&3): 0XInt FAx.3: 0 — Int
- F (&,3): 0 X Bool 7+ Ax.3: 0 > Bool Feé: 0
+ 7, (e,3): Bool F (Ax.3) é: Bool

Both 7, (€, 3) and (Ax. 3) é diverge in call-by-value semantics (since &€ must
be evaluated first), while they both reduce to 3 in call-by-name or call-by-need.
The derivations are therefore sound for call-by-value, while they are clearly
unsound with non-strict evaluation.

Why are these derivations valid? The crucial steps are those marked with
[~], which convert between types that have the same interpretation. With
semantic subtyping (as defined in Chapter 2, for example), O X Int =~ 0 X Bool
holds because all types of the form 0 X t are equivalent to 0 itself: none of these
types contains any value (indeed, product types are interpreted as Cartesian
products and therefore the product with the empty set is itself empty). The
equivalence 0 — Int ~ 0 — Bool holds too. Intuitively, we interpret a type
t; — t; as the set of functions which, on arguments of type t;, either diverge
or return results in type t,. There are no arguments of type 0 (because, in call-
by-value, arguments are always values); hence, all types of the form 0 — ¢ are
equivalent: they all contain every well-typed function. (As we have discussed
in Chapter 2, arrow types are not really interpreted as sets of functions, but
the actual interpretation behaves as if they were.)

Our approach

The intuition behind our solution is that, with non-strict semantics, it is not
appropriate to see a type as the set of the values that have that type. In a
call-by-value language, operations like application or projection occur on
values: thus, we can identify two types (and, in some sense, the expressions
they type) if they contain (and their expressions may produce) the same values.
In non-strict languages, though, operations also occur on partially evaluated
results: these, like (¢, 3) in our example, can contain diverging sub-expressions
below their top-level constructor.

As a consequence, it is unsound, for example, to type (€, 3) as 0 X Int and at
the same time to have 0 X Int =~ 0 X Bool. It is also unsound to have a notion of
subtyping on arrow types that assumes implicitly that every argument to a
function must be a value.

One approach to solve this problem would be to change the interpretation
of 0 so that it is non-empty. However, the existence of types with an empty
interpretation is important for the internal machinery of semantic subtyping.
Notably, the decision procedure for subtyping relies on them (checking whether
t; < t; holds is reduced to checking whether the type t; A —f; is empty).
Therefore, we keep the interpretation [0] = @, but we change the type system
so that this type is never derivable, not even for diverging expressions. We
keep it as a purely “internal” type useful to describe subtyping, but never used
to type expressions.
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12.2  Our approach

We introduce instead a separate type L as the type of diverging expressions.
This type is non-empty but disjoint from the types of constants, functions, and
pairs: [ L] is a singleton whose unique element represents divergence.

Introducing the L type means that we track termination in types. In par-
ticular, we distinguish two classes of types: those that are disjoint from L
(for example, Int, Int — Bool, or Int X Bool) and those that include L (since
the interpretation of L is a singleton, no type can contain a proper subset of
it). Intuitively, the former correspond to computations that are guaranteed to
terminate: for example, Int is the type of terminating expressions producing
an integer result. Conversely, the types of diverging expressions must always
contain L and, as a result, they can always be written in the form ¢ v L, for
some type t. Subtyping verifies t < t V L for any t: this ensures that a ter-
minating expression can always be used when a possibly diverging one of the
same type is expected.

This subdivision of types suggests that L is used to approximate the set of
diverging well-typed expressions: an expression whose type contains L is an
expression that may diverge; an expression of type L is one that surely diverges.
Actually, the type system we propose performs a rather gross approximation.
We derive “terminating types” (i.e., subtypes of —.1) only for expressions that
are already results and cannot be reduced: constants, functions, or pairs thereof.
Applications and projections, instead, are always typed by assuming that they
might diverge. The typing rules are written to handle and propagate the L
type. For example, we type applications using the following rule.

F're:(t' >t)vL T'bey:t’

I'kteje:tVv L

This rule allows the expression e; to be possibly diverging: we require it to
have the type (¢’ — t) V L instead of the usual ¢’ — t. We type the whole
application as t V L to signify that it can diverge even if the codomain t does
not include L, since e; can diverge.

This system avoids the problems we have seen with semantic subtyping:
no expression can be assigned the empty type, which was the type on which
subtyping behaved incorrectly. The new type L does not cause the same
problems because [ L] is non-empty. For example, the type of expressions like
(e,3) — where ¢ is diverging — is now L X Int. This type is not equivalent to
1 X Bool: the two interpretations are different because the interpretation of
types includes an element ([L])) to represent divergence.

Typing all applications as possibly diverging — even very simple ones like
(Ax.3) e — is a very coarse approximation which can seem unsatisfactory. We
could try to amend the rule to say that if e; has type t” — t, then e; e, has type
t instead of t V L. However, we prefer to keep the simpler rules since they
achieve our goal of giving a sound type system that still enjoys most benefits
of semantic subtyping.

An advantage of the simpler system is that it allows us to treat L as an
internal type that does not need to be written explicitly by programmers.
Since the language is explicitly typed, if L were to be treated more precisely,
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programmers would presumably need to include it or exclude it explicitly
from function signatures. This would make the type system significantly
different from conventional ones where divergence is not explicitly expressed
in the types. In the present system, instead, we can assume that programmers
annotate programs using standard set-theoretic types and L is introduced only
behind the scenes and, thus, is transparent to programmers.

We define this type system for a call-by-need variant of the language studied
by Frisch, Castagna, and Benzaken (2008), and we prove its soundness in terms
of progress and subject reduction. The language is similar to that of Chapter 3,
but, for simplicity, we use explicitly typed functions and do not consider
polymorphism.

The choice of call-by-need rather than call-by-name stems from the beha-
viour of semantic subtyping on intersections of arrow types. Our type system
would actually be unsound for call-by-name if the language were extended
with constructs that can reduce non-deterministically to different answers. For
example, the expression rnd(t) of Frisch, Castagna, and Benzaken (2008) that
returns a random result of type ¢ could not be added while keeping sound-
ness. This is because in call-by-name, if such an expression is duplicated, each
occurrence could reduce differently; in call-by-need, instead, its evaluation
would be shared. Intersection and union types make the type system precise
enough to expose this difference. In the absence of such non-deterministic
constructs, call-by-name and call-by-need can be shown to be observationally
equivalent, so that soundness should hold for both; however, call-by-need also
simplifies the technical work to prove soundness.

We show an example of this, though we will return on this point later. The
example is similar to the one we have discussed in Section 3.3.1. Consider the
following derivation, where € is an expression of type Int V Bool.

F Ax. (x,x): (Int — Int X Int) A (Bool — Bool X Bool)
<

F Ax. (x,x): Int V Bool — (Int X Int) V (Bool X Bool) F é: Int V Bool

F (Ax. (x,x)) &: (Int X Int) V (Bool X Bool)

We type Ax. (x, x) with the intersection (Int — Int X Int) A (Bool — Bool X Bool)
using, for instance, the rule [T,] of Figure 3.2. Then, the step marked with
[<] applies subsumption, which is possible because the intersection type is
a subtype of (Int vV Bool) — ((Int X Int) V (Bool X Bool)). We obtain that the
application (Ax. (x, x)) € is well typed with type (Int X Int) V (Bool X Bool). In
call-by-name, it reduces to (¢, €): therefore, for the system to satisfy subject
reduction, we must be able to type (€, €) as (Int X Int) V (Bool X Bool) too. But,
intuitively, this type would be unsound for (¢, €) if each occurrence of € could
reduce independently and non-deterministically either to an integer or to a
Boolean. Using a typecase we can actually exhibit a term that breaks subject
reduction (we return on this in Section 13.4.1).

There are several ways to approach this problem. We could try to make
(Int vV Bool) — ((Int X Int) V (Bool X Bool)) no longer derivable for Ax. (x, x),
by changing the type system or the subtyping relation. However, this would
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12.4

12.3 Contributions

curtail the expressive power of intersection types as used in the semantic
subtyping approach. We could instead assume explicitly that the semantics
is deterministic. In this case, intuitively the typing would not be unsound,
but a proof of subject reduction would be difficult: we should give a complex
union disjunction rule to type (€, €). We choose instead to consider a call-
by-need semantics because it solves both problems. With call-by-need, non-
determinism poses no difficulty because of sharing. We still need a union
disjunction rule, but it is simpler to state since we only need it to type the let
bindings that we will introduce to represent shared computations.

Contributions

The main contribution of this part of the thesis is the development of a type sys-
tem for non-strict languages based on semantic subtyping; to our knowledge,
this had not been studied before.

Although the idea of our solution is simple — to track divergence - its
technical development is not trivial. Our work highlights how a type system
featuring union and intersection types is sensitive to the difference between
strict and non-strict semantics and also, in the presence of non-determinism, to
that between call-by-name and call-by-need. This shows once more how union
and intersection types can express very fine properties of programs. The main
technical contribution is the description of sound typing in the presence of
union types for the let bindings which many formalizations of call-by-need use
to represent shared computations. Finally, this work shows how to integrate
the L type, which is an explicit representation for divergence, in a semantic
subtyping system. It can thus also be seen as a first step towards the definition
of a type system based on semantic subtyping that performs a non-trivial form
of termination analysis.

Related work

Previous work on semantic subtyping does not discuss non-strict semantics.
Castagna and Frisch (2005) describe how to add a type constructor lazy(t)
to semantic subtyping systems, but this is meant to have lazily constructed
expressions within a call-by-value language.

Many type systems for functional languages (the simply typed A-calculus
or Hindley-Milner typing, for example) are sound for both strict and non-
strict semantics. However, difficulties similar to ours are found in work on
refinement types. Vazou et al. (2014) study how to adapt refinement types for
Haskell. Their types contain logical predicates as refinements: for instance, the
type of positive integers is { v: Int| v > 0 }. They observe that the standard
approach to type checking in these systems (checking implication between
predicates with an SMT solver) is unsound for non-strict semantics. In their
system, a type like {v: Int | false } is analogous to 0 in our system insofar
as it is not inhabited by any value. These types can be given to diverging
expressions, and their introduction into the environment causes unsoundness.
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To avoid this problem, they stratify types, with types divided into diverging
and non-diverging ones. This corresponds in a way to our use of a type L in
types of possibly diverging expressions. As for ours, their type system can
track termination to a certain extent. Partial correctness properties can be
verified even without precise termination analysis. However, with their kind
of analysis (which goes beyond what is expressible with set-theoretic types)
there is a significant practical benefit to tracking termination more precisely.
Hence, they also study how to check termination of recursive functions.

The notion of a stratification of types to keep track of divergence can also
be found in work of a more theoretical strain. For instance, Constable and
Smith (1987) use it to model partial functions in constructive type theory. This
stratification can be understood as a monad for partiality, as it is treated by
Capretta (2005). Our type system can also be seen, intuitively, as following
this monadic structure. Notably, the rule for applications in a sense lifts the
usual rule for application in this partiality monad. Injection in this monad is
performed implicitly by subtyping via the judgment t < ¢t V L. However, we
have not developed this intuition formally.

The fact that a type system with union and intersection types can require
changes to account for non-strict semantics is also discussed in work on refine-
ment types. Dunfield and Pfenning (2003, p. 8, footnote 3) remark how a union
elimination rule cannot be used to eliminate unions in function arguments
if arguments are passed by name: this is analogous to the aforementioned
difficulties which led to our choice of call-by-need (their system uses a dedic-
ated typing rule for what our system handles by subtyping). Dunfield (2007,
Section 8.1.5) proposes as future work to adapt a subset of the type system he
considers (of refinement types for a call-by-value effectful language) to call-by-
name. He notes some of the difficulties and advocates studying call-by-need as
a possible way to face them. In this work we show, indeed, that a call-by-need
semantics can be used to have the type system handle union and intersection
types expressively without requiring complex rules.
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13.1

13.1

with set-theoretic types

This chapter presents the technical development of our approach. We first
define a language with a non-strict, call-by-need semantics and a monomorphic
type system for it that uses semantic subtyping. Then, we show that the type
system is sound, highlighting the technical difficulties and how our approach
deals with them.

CHAPTER OUTLINE:

Section 13.1 We define types, their interpretation, and subtyping. The defin-
itions are very close to those in Chapter 2, but we add the new type L
and do not include type variables.

Section 13.2  We define the syntax and operational semantics of the lan-
guage we study. The syntax is similar to that of Chapter 3 but with
explicitly typed functions.

Section 13.3 We describe the type system, which is unlike that of Chapter 3
because it keeps track of divergence in the typing rules.

Section 13.4 We develop the proof of soundness. We discuss in more detail
our choice of call-by-need for the semantics and how it impacts the proof.

Types and subtyping

In this section, we describe the types and the subtyping relation of our system.
The definitions here are very similar to those in Sections 2.2 and 2.3, so we give
them with minimal comment. The differences are that types do not include
type variables (because the type system we define is monomorphic) and that
they include the new type L.

As in Section 2.2, we start from a set Const of language constants (ranged
over by c), a set Base of base types (ranged over by b), and two functions

b(: Const — Base B(-): Base — P(Const)

mapping constants to base types and base types to sets of constants. We
assume that base types include singleton types for constants: therefore, for
every ¢ € Const, we assume that B(b.) = {c}.

DEFINITION (Types): The set Type of types is the set of terms ¢ generated
coinductively by the following grammar

te=L|b|txt|t—>t|tVvet]|-t]|0

and that satisfy the following two conditions:
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(regularity) the term has finitely many distinct subterms;

(contractivity) every infinite path in the term contains infinitely many
occurrences of the X or — constructors. m|

We introduce the usual abbreviations:

def

HAt, S (=t V) tH\bLEHhA(-t) 1E-0.

To define subtyping, we first introduce the interpretation domain. As in
Section 2.3, we pick a symbol Q outside Const to represent type errors.

13.2 DEFINITION: The interpretation domain Domain is the set of finite terms d
generated inductively by the following grammar

di=1|c|(dd|{ddy),... ddy)} doi=d | Q

where ¢ ranges over Const. O

Compared to Definition 2.3, we add L to represent divergence explicitly in
the domain, and we remove labels on the elements because they were only
needed to describe subtyping with type variables.

We want the interpretation of types [ - ] to satisfy the following equalities:

[L]={L}
[6] = B(b)
[t x t2] = [t % [ 2]
[t - t.] = {{(d".d;) |iel}|VielLd €[t] = dj € t]}
[V 2] = [t:] Y [2=]
[—t]] = Domain \ [[¢]
[0l =2

We proceed as in Section 2.3 to define [ - ]| accounting for recursive types.

13.3 DEFINITION (Set-theoretic interpretation of types): We define a binary
predicate (d: t), where d € Domain and ¢ € Type, by induction on the pair (d, t)
ordered lexicographically. The predicate is defined as follows:

(L: 1) =true
(c: b) =ceB()
((di,d2): t1 X 1) = (d1: t1) A (d: 12)
(@ d))]ielt:thot)=Viel(d:t) = 5+ Q)A(dy: t2)
d:tyvt)=d:t1)V(d:t)
(d: =t) ==(d: t)
(d: t) = false otherwise
We define the set-theoretic interpretation [ - ||: Type — P(Domain) as

[t] = {d € Domain | (d: t)}. O
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13.1  Types and subtyping

Finally, we define subtyping and subtype equivalence as usual.

DEFINITION (Subtyping): We define the subtyping relation < and the sub-
type equivalence relation =~ on types as:

h<t, &= [1] <[] hety & (h<t)A(<t). O

We have intentionally stayed very close to the original definitions of se-
mantic subtyping. This allows us to reuse existing results, including the al-
gorithm to decide subtyping (since L is added just like a new base type). To
ensure soundness, instead of changing subtyping, we change the type system.
A drawback of this approach is that the interpretation of types is not as appro-
priate for non-strict languages as it is for strict ones: in Section 14.1, we will
discuss this extensively and point out directions for further improvement.

Properties of subtyping

We collect here some properties of subtyping on arrow types that we rely
on later. In particular, we show how we can compute from an intersection of
arrow types an equivalent intersection where all arrows have disjoint domains:
this is convenient to describe the typing of functions.

LEMMA
/\t,’—mis\/t;—mj —
i€l jeJj
Fjo € J. (t;0 < \/t;) A (w' cI. (t]fo < \/t{) v( W tjo))
iel iel iel\I'
O
Proof: Analogous to the proof of Lemma 2.16. ]

COROLLARY: Let A\;ct] — t; (with [I| > 0) be such that, for every iy, iz € I,
if iy # iy then tl.’1 A tl.’2 ~ (. Then:

/\t{—wi <t'-ot = (t'< \/t{)/\(\ﬁel. (At 20) = (; <1)
i€l iel

O
Proof in appendix (p. 291).

COROLLARY: Lett = (A;rt] — ) A (/\jejﬂ(tjf — t;)). Ift # 0 and
t<t' —t then (Nt = t;) <t/ -t O
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Proof in appendix (p. 292).

LEMMA: For every finite set J and every set {t; | j € J },

Vycr (Njep ti A Njepy i) = 1

(with the convention that an intersection over an empty set is 1). O

Proof in appendix (p. 292).

LEMMA: Letl = A, t/ — t; (with [I| > 0) be a type. Then:
def def
I =~ /\@QI'QISI' — Ur where Sy = /\iEI' tl, AN /\iEI\I’ _|tl, and upr = /\iGI/ ti

(with the convention: A\ ;g —t] = 1). O

Proof in appendix (p. 292).

Language syntax and semantics

We consider a language based on that studied by Frisch, Castagna, and Ben-
zaken (2008): a A-calculus with recursive explicitly annotated functions, pair
constructors and destructors, and a typecase construct. Compared to the lan-
guage in Chapter 3, the main difference is that here functions are explicitly
annotated with their type: an interface I, which is an intersection of arrow
types. Moreover, functions are recursive (with a binder for the recursion para-
meter), and typecases include a binder (as in Section 6.1.1).

We actually define two languages: a source language in which programs will
be written and a slightly different internal language on which we define the
semantics. The internal language adds a let construct; this is a form of explicit
substitution used to model call-by-need semantics in a small-step operational
style, following a standard approach (Ariola et al., 1995; Ariola and Felleisen,
1997; Maraist, Odersky, and Wadler, 1998). Typecases are also defined slightly
differently in the two languages (to simplify the semantics), so we show how to
compile source programs to the internal language. The let construct used here
is unlike that of Part I: it is only used in the semantics and is not a binder used
in programs for polymorphic definition (the type system is monomorphic).

As anticipated, we want L to be an internal type, used in the description
of the type system but not by programmers explicitly. To do so, we introduce
two restricted grammars of types (T and t, below) where L does not appear
explicitly. Programs will only contain types from these grammars.

First, we introduce the abbreviations:

(HEEVL  hHLE() > (L) HRLE ()X (h).

These are compact notations for types including L. The first, (t), is an abbre-
viated way to write the type of possibly diverging expressions whose result
has type t. The latter two are used in type annotations: programmers use 4>
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and ¥ instead of — and X, so that L is introduced implicitly. The — and x
constructors are never written directly in programs.
We define the following restricted grammars of types

T:=b|TRT|T®»T|TVT|-T|O
tr=b|tgt|0—>1|tvt|-t]|O

both of which are interpreted coinductively, with the same restrictions of
regularity and contractivity as in the definition of types. The types defined by
these grammars will be the only ones which appear in programs.

In particular, functions will be annotated with T types, where the use of %
and 4> ensures that every type below a constructor is of the form ¢ v L.

Typecases, instead, will check t types. The only arrow type that can appear
inthemis 0 — 1, which is the top type of functions. This is the same restriction
that we have imposed in Section 3.1: typecases cannot test function types. We
impose it here mostly for uniformity: with explicitly typed functions and no
polymorphism, the restriction can be lifted without difficulty.

Source language

The source language expressions are the terms e produced inductively by the
grammar

ex=x|c|pf:LAx.e|ee|(e,e)| mie|(x=€e)ct?e:e
L= ANy T; T, |I] >0

where f and x range over a set EVar of expression variables, ¢ over the set Const
of constants, i in 7; e over {1, 2}, and where tin (x = e) € t ? e : e is such that
t#0andt # 1.

A \-abstraction pf: 1. Ax. e is a possibly recursive function, with recursion
parameter f and argument x, both of which are bound in the body; the function
is explicitly annotated with its interface I, which is a finite intersection of types
of the form T” 4> T.

A typecase expression (x = ep) € t ? e; : e; has the following intended
semantics: e is evaluated until it can be determined whether it has type t or
not, then the selected branch (e; if the result of e; has type t, e, if it has type
—it: one of the two cases always occurs) is evaluated in an environment where
x is bound to the result of ey. Actually, to simplify the presentation, we will
give a non-deterministic semantics in which we allow to evaluate e, more
than what is needed to ascertain whether it has type t.

In the syntax definition above we have restricted the types t in typecases by
requiring t # T and t # 0. A typecase checking the type 1 is useless: since all
expressions have type 1, it immediately reduces to its first branch. Likewise, a
typecase checking the type O reduces directly to the second branch. Therefore,
the two cases are uninteresting to consider. We forbid them because this allows
us to give a simpler typing rule for typecases. Allowing them is just a matter
of adding two (trivial) typing rules specific to these cases, as we show later.
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As customary, we consider expressions up to renaming of bound variables.
Inpf:T. Ax.e, f and x are bound ine. In (x = ey) €t ? e : €3, x is bound in
e; and e,.

We do not provide mechanisms to define cyclic data structures. For example,
we do not have a direct syntactic construct to define the infinitely nested
pair (1,(1, . .. )). We can define it by writing a fixpoint operator or by defining
and applying a recursive function which constructs the pair. A general letrec
construct (as in Ariola and Felleisen, 1997) might be useful in practice (for
efficiency or to provide greater sharing) but we omit it here since we are only
concerned with typing.

Internal language

The internal language expressions are the terms e produced inductively by the
grammar

ex=x|c|pfil.Ax.e|ee|(e,e)|mie|(x=¢)et?e:e|letx=eine

ex=x|c|pf:LAx.e| (e¢)

where metavariables and conventions are as in the source language.

There are two differences with respect to the source language. One is the
introduction of the construct let x = ey in ey, which is a binder used to model
call-by-need semantics (in let x = ey in ey, x is bound in e,). The other difference
is that typecases cannot check arbitrary expressions, but only expressions of
the restricted form given by .

A source language expression e can be compiled to an internal language
expression [e] as follows. Compilation is straightforward for all expressions
apart from typecases:

[x] =x [c] =c¢
uf:Lx. €] = pf L. fe] fer €2] = [er] [ez]
[(e1, e2)] = (Ter], [ez]) [n; e] = m; [e]

and for typecases it introduces a let binder to ensure that the checked expres-
sion is a variable:

[(x=e)ct?e :e;] =(lety=Jep]lin(x=y)et?[er]:er])

where y is chosen to avoid variables free in e; and e;. (The other forms for ¢
can appear during reduction.)

Semantics

We define the operational semantics of the internal language as a small-step
reduction relation using call-by-need. The semantics of the source language
is then given indirectly through the compilation. The choice of call-by-need
rather than call-by-name was briefly motivated in Chapter 12 and will be
discussed more extensively in Section 13.3.
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We first define the sets of answers (ranged over by a) and of values (ranged
over by v) as the subsets of expressions produced by the following grammars:

az=c|pf:LAx.e|(e,e)|letx=eina
vi=c|pf:LAx.e

Answers are the results of evaluation. They correspond to expressions which
are fully evaluated up to their top-level constructor (constant, function, or
pair) but which may include arbitrary expressions below that constructor (so
we have (e, e) rather than (g, a)). Since they also include let bindings, they
represent closures in which variables can be bound to arbitrary expressions.
Values are a subset of answers treated specially in a reduction rule.

The semantics uses evaluation contexts to direct the order of evaluation. A
context C is an expression with a hole (written [ ]) in it. We write C[e] for the
expression obtained by replacing the hole in C with e. We write C[e| for C[e]
when the free variables of e are not bound by C: for example, let x = e; in x
is of the form C[x] — with C = (let x = e; in [ ]) — but not of the form C[x;
conversely, let x = e; in y is both of the form C[y] and Cy_.

Evaluation contexts E are the subset of contexts generated by the following
grammar:

Ex=[]|Ee|mE|(x=F)et?e:e|letx=einE|letx=Ein E[x]
F:=[]](F,¢)|(eF)

Evaluation contexts allow reduction to occur on the left of applications and
below projections, but not on the right of applications and below pairs. For
typecases alone, the contexts allow reduction also below pairs, since this
reduction might be necessary to be able to determine whether the expression
has type t or not. This is analogous to the behaviour of pattern matching in
lazy languages, which can force evaluation below constructors. The contexts
for let are from standard presentations of call-by-need (Ariola and Felleisen,
1997; Maraist, Odersky, and Wadler, 1998). They always allow reduction of the
body of the let, while they only allow reduction of the bound expression when
it is required to continue evaluating the body: this is enforced by requiring
the body to have the form E[x .

Figure 13.1 presents the reduction rules. They rely on the typeof function,
defined as

1 ife=x
e: b() f =
typeof(e) < 1 £=¢
01 ife=pf:LAx.e

typeof(e;) X typeof(ey) if & = (&1, &)

that assigns types to expressions in the grammar for ¢.

The rule[R4pp] is the standard application rule for call-by-need: the applic-
ation (pf: 1. Ax. e) e’ reduces to e prefixed by two let bindings that bind the
recursion variable f to the function itself and the parameter x to the argument
e’. [RE5,] instead deals with applications with a let expression in function
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[Rapp]
[Rigp]
[Rproj]
[R5oj]

[RE]
[RR&"]

[RiE]
[R éase]
[Rése]
[Retx]

(uf:LAx.e)e’ ~ letf=(uf:LAx.e)inletx=¢"ine
(letx=eina)e’ ~» letx=einae’
7; (1, €3) ~> e;

m;(letx=eina) ~ letx=einm;a

letx=vin Elx] ~ (Elx))|v/x]
let x = (eg,ez) in E[x] ~» letx; =eqinletxy = ey in (E[x)[(x1, x2)/x]
letx = (lety =eina)in Efx] ~» lety=einletx =ain E[x]
(x=¢)et?e ey ~ letx=cine if typeof(e) <t
(x=¢)et?e:e ~ letx=cine if typeof(e) < =t
E[e] ~ E[e’] ife~> e’

FIGURE 13.1 Reduction rules

position: it moves the application below the let. The rule is necessary to pre-
vent loss of sharing: substituting the binding of x to e in a would duplicate e.
Symmetrically, there are two rules for pair projections, [R;j] and [R ifrtoj].

There are three rules for let expressions. They rewrite expressions of the
form let x = a in E[x: that is, let bindings where the bound expression is an
answer and the body is an expression whose evaluation requires the evaluation
of x. If a is a value v, [R{;] applies and the expression is reduced by replacing
v for x in the body. If a is a pair, [RE&] applies: the occurrences of x in the
body are replaced with a pair of variables (x1, x2) and each x; is bound to e; by
new let bindings (replacing x directly by (e, e;) would duplicate expressions).
Finally, the [R{&] rule moves one let binding out of another.

There are two rules for typecases, [R ] and [RZs], by which a typecase
construct (x = €) € t ? e; : e, can be reduced to either branch, introducing
a new binding of x to ¢. The rules apply only if either of typeof(¢) < t or
typeof(e) < =t holds. If neither holds, then the two rules do not apply, but the
[Retx] rule can be used to continue the evaluation of e.

EXAMPLES OF THE EVALUATION OF TYPECASES: We start with a simple
example. Let &; be the expression (x = true) € byye ? 1 : 2, where byye
denotes the singleton type of true. This typecase corresponds to the conditional
expression if true then 1 else 2. Since typeof(true) = byye < be, we can apply
[Rsse] and reduce é; to let x = true in 1.

As a more complex example, consider the expression € = (lety = &; in &),
where € is defined as before and &, is (z = (y, 2)) € (Int & Int) ? true : false.

Note that typeof((y, 2)) = 1 X b, (where b, is the singleton type of 2) and that
neither of 1 X b, < Int % Intor 1 X b, < =(Int ¥ Int) holds. Hence, the typecase

cannot reduce directly. However, € is of the form lety = E1[é;] in E;[y, taking
Eitobe[]and E; tobe (z = ([],2)) € (Int & Int) ? true : false. Therefore, it can
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be evaluated as follows:

€~ lety=(letx =truein1)in & by [Reix] and [Rlase]

let]

~> letx =trueinlety =1in é; by [R
~> let x = true in &[1/y] by [Retx] and [R fi]
= letx =true in (z = (1,2)) € (Int & Int) ? true : false

~> let x = true in let z = (1, 2) in true by [Reix] and [R Luse]

The answer we obtain has useless let bindings. We did not include a garbage
collection rule to get rid of these, though it could be added without difficulty.

COMPARISON TO OTHER PRESENTATIONS OF CALL-BY-NEED: These
reduction rules mirror those from standard presentations of call-by-need (Ariola
et al., 1995; Ariola and Felleisen, 1997; Maraist, Odersky, and Wadler, 1998). A
difference is that, in [R ] or [RB3], we replace all occurrences of x in E{x
at once, whereas in the cited presentations only the occurrence in the hole
is replaced: for example, in [R{;] they reduce to E[v] instead of (E[x_)[v/x].
Our [R{;] rule is mentioned as a variant by Maraist, Odersky, and Wadler
(1998, p. 38). We use it because it simplifies the proof of subject reduction while
maintaining an equivalent semantics.

NON-DETERMINISM IN THE RULES: The semantics is not deterministic.
There are two sources of non-determinism, both related to typecases. One
is that the contexts F include both (F, ¢) and (¢, F) and thereby impose no
constraint on the order with which pairs are examined. The second is that
the contexts for typecases allow us to reduce the bindings of variables in the
checked expression even when we can already apply [R {ase] or [RZe].

For example, take letx = e in (y = (3,x)) € (Int & 1) ? e; : e;. It can be
immediately reduced to let x = e in let y = (3,x) in e; by applying [R] and
[Rlsse], because typeof((3,x)) = by X 1 < Int % 1. However, we can also use
[R ] to reduce e, if it is reducible: we do so by writing the expression as
letx = ein ELx], where Eis (y = (3,[])) € (Int & 1) ? e; : e5. To model a lazy
implementation more faithfully, we should forbid this reduction and state that
(x = F) €t ? e : e is a context only if it cannot be reduced by [R ] or [RZse].

In both cases, we have chosen a non-deterministic semantics because it
is less restrictive: as a consequence, the soundness result will also hold for
semantics that fix an order.

Type system

We define here the typing relations for the two languages.

A type environment I is a finite mapping of type variables to types. We
write @ for the empty environment. We say that a type environment I is well
formed if, for all (x: t) € I', we have t # 0. Since we want to ensure that
the empty type is never derivable, we will only consider well-formed type
environments in the soundness proof.
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case

(T3]

I'x)=t TS ————
I'kx:t &) [ ]Fl—c:bc

Viel. T,f:Lx: (T} re:(T;)

(T3] I= /\iel T; > T;

'k (pf:Lix.e): 1

T're: (t' >t) T'rtey: t

[Tapp]
P I'tejes: (t)
I'ke:ty I'tey: by Fl-ei<t1><t2>
[TSair] [TSroj] .
FI‘(el,ez)Ztlxtz Fl—nie:(ti)
I'tkeg: <t’>
eithert’ < —~torl,x: (t' At)Feq:t eithert’ <torl,x: (t'\t)rey:t

F'r((x=ep)et?er:ey): (t)

T're:t
[TE] —— ¢t/ <t
I'te:t

13.3.1

FIGURE 13.2 7.°: Typing rules of the source language

Type system of the source language

Figure 13.2 presents the typing rules 7,° of the source language. The rules [T3]
and [T¢] for variables and constants are standard.

The [T5] rule for functions is also straightforward. Function interfaces have
the form A\ ;c; T; %> T, thatis, A\;c;(T;) — (T;) (by definition of 4»). To type
a function pf: I. Ax. e, we check that it has all the arrow types in I. Namely,
for every arrow T} % T; (i.e., (T;) — (T;)), we assume that x has type (T})
and that the recursion variable f has type I, and we check that the body has
type (T;).

The [T3pp] rule is the first one that deals with L in a non-trivial way, instead
of being the standard modus ponens rule of call-by-value semantic subtyping
systems (as in Parts I and II). We allow the function term e; to have the type
(' — t) (le., (t’ — t) Vv 1) to allow it to be possibly diverging. We use
(t) as the type of the whole application, signifying that it might diverge. As
anticipated, we do not try to predict whether applications will converge.

The rule [T5,i] for pairs is standard; [Tjo;] handles L as in applications.

[Téase] is the most complex one, but it’s very similar to the [Ty ] in Fig-
ure 3.2, and even more so to that of Frisch, Castagna, and Benzaken (2008). We
type the checked expression ey and then, possibly, one branch or both, depend-
ing on the conditions ¢’ < =t and ¢’ < t, which hold when we know statically
that the first or second branch, respectively, cannot be selected. Compared to
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the rule in Figure 3.2, here we type the branches in an extended environment
because the checked expression is bound in the body. We treat L as in [T3,;]
and [Tpo;].

The subsumption rule [T£] is used to apply subtyping. Notably, it allows
expressions with surely converging types (like a pair with type Int X Bool) to
be used where diverging types are expected: t < (t) holds for every ¢ (since
[t < [ef vy =M v L] =KD

As anticipated, in the syntax we have restricted the type t in typecases
requiring t # 1 and t # 0. Typecases where these conditions do not hold
are uninteresting, since they do not actually check anything. The rule [T&s.]
would be unsound for them because these typecases can reduce to one branch
even if e is a diverging expression that does not evaluate to an answer. For
instance, if € has type L (that is, (0)), then (x = €) € 1 ? 1 : 2 could be
given any type, including unsound ones like (Bool). To allow these typecases,
we could add the side condition “t # T andt # 0 to [Tése] and give two
specialized rules as follows:

T'tep:t Ix:t'reg:t T'rey:t Ix:t' eyt
t t
't ((x=e)) et?e :e): (t) 't ((x=e)et?e :e): (£

~

~

Type system of the internal language

Figure 13.3 presents the typing rules 7;' of the internal language. These include
a new rule for let expressions and a modified rule for A-abstractions; the other
rules are the same as those for the source language (except for the different
syntax of typecases).

The rule [T)] for the internal language differs from that of the source
language because it allows us to derive negations of arrow types. It is taken
directly from Frisch, Castagna, and Benzaken (2008). We have discussed why
such a rule is needed in Section 3.3 (that was for call-by-value, but the situation
is similar for call-by-need). The explicitly typed and monomorphic setting
makes it easier to define it here than in Chapter 3. Note that the negated arrows
in t can be chosen freely providing that the intersection IAt remains non-empty.
This can look surprising. For example, it allows us to type pf: (Int 6> Int). Ax. x
as (Int 9> Int) A =(Bool — Bool) even though, disregarding the interface, the
function does map Booleans to Booleans. But the language is explicitly typed,
and thus we can’t ignore interfaces (indeed, the function cannot be given the
type Bool — Bool).

The [Tie] rule combines a standard rule for (monomorphic) binders with a
union disjunction rule: it lets us decompose the type of e; as a union and type
the body of the let once for each summand in the union. The purpose of this rule
was hinted at in Section 12.2 and will be discussed again in Section 13.4, where
we show that this rule — combined with the property on union types above - is
central to this work: it is the key technical feature that ensures the soundness of
the system (see in particular Section 13.4.2 later on). For the time being, just note
that the type of e; can be decomposed in arbitrarily complex ways by applying
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[Tx] Fx)=t [Te]

] ———
I'bx:t I'tc:b,

I=ANieg T} & T;
t=Njey~(t] > )
IAt#0

Viel T,f:Lx:(T)+e:(T;)
' (pf:LAx.e): IAt

Thkep: (¢’ —t) Tbey:t

[Tapp]
P I'keje;: <t>
I'kte: ty I'key: ty Fl—e:(tlxtz>
[Tpair [Tproj -
Fl-(e1,62):t1><t2 Fl—TEi€:<ti>
T'ke: (t))

eithert’ < —tor,x: (t' At)Feg:t eithert’ <torl,x: (' \t)Fey:t
IF'r((x=e)et?e :e): (1)

case

erlz\/ielti Viel I,x:tjrey:t

[Tlet .
I'Fletx=e iney:t
T're:t
[T<] —t/ <t
I're:t

FIGURE 13.3 71 Typing rules of the internal language

224



13-4

13.10

13.11

13.4 Proving type soundness

subsumption. For example, if e; is a pair of type (Int V Bool) X (Int V Bool), by
applying [T <] we can type it as (IntXInt) V (IntXBool) V (Bool X Int) V (Bool X Bool)
and then type e, once for each of the four summands.

The [T,] and [Te] rules introduce non-determinism respectively in the
choice of the negations to introduce and of how to decompose types as unions.
This would not complicate a practical implementation, since a type checker
would only need to check the source language.

Proving type soundness

In this section, we prove the soundness property for our type system. We want
to obtain the following familiar statement for the internal language.

Let e be a well-typed, closed expression (i.e., @ + e: t holds for some ).
If e ~™ ¢’ and e’ cannot reduce, then e’ is an answer and @ + e’: t.

Soundness for the source language then follows from this proposition.
PROPOSITION: IfI'+e:t, thenT + [e]: t. O

Proof:  Straightforward proof by induction on the typing derivation. m]

We prove soundness using the two results of progress and subject reduction
for the internal language, stated as follows.

Progress: Let I" be a well-formed type environment. Let e be an expression
that is well typed in I' (that is, " + e: ¢ holds for some t). Then either e is
an answer, or e is of the form E{x ], or Je’. e ~» ¢’.

Subject reduction: Let I" be a well-formed type environment. If I +- e: ¢t
ande~> e/, then'+¢e’: t.

The statement of progress is adapted to call-by-need: it applies also to expres-
sions that are typed in a non-empty I', and it allows a well-typed expression to
have the form E[x|. We recover the usual statement in empty environments
because E_ x| can only be well typed in a non-empty environment.

We introduced the L type for diverging expressions because assigning the
type O to any expression causes unsoundness. We must hence ensure that no
expression can be assigned the type 0. In well-formed type environments, we
can prove this easily by induction.

LEMMA: IfI't+e:tandI is well formed, thent # 0. |

Proof: By induction on the derivation of I + e: t and by case analysis on
the last typing rule applied.

Case: [Ty] Straightforward since I" is well formed.

Case: [Tc], [Tal, [Tappls [Tprojls [Teasel Straightforward.
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Case: [Tpair]
By IH, t; and t, are non-empty.
Then, by definition of subtyping, t; X t; is non-empty as well.

Case: [Tiet]
By IH we derive that \/,; t; is non-empty.
Therefore, there exists an iy € I such that t;, is non-empty.
Then, I', x: t;, is well formed, and, by IH, t # 0.

Case: [T<] Direct by IH. O

Set-theoretic types and semantic subtyping make proving subject reduction
challenging. These difficulties have also motivated our choice of using call-by-
need. We review and discuss in more detail this choice in order to explain the
main challenges in the proof.

Call-by-name and call-by-need

In Section 12.2, we gave two reasons for our choice of call-by-need rather than
call-by-name. One is that the system is only sound for call-by-name if we make
assumptions on the semantics that might not hold in an extended language:
for example, introducing an expression that can reduce non-deterministically
either to an integer or to a Boolean would break soundness. The other reason is
that, even when these assumptions hold (and when presumably call-by-name
and call-by-need are observationally equivalent), call-by-need is better suited
to the soundness proof.

Let us review the example from Section 12.2. Consider the source language
function pf: I. Ax. (x, x), where I = (Int 9> Int & Int) A (Bool 4> Bool % Bool).
It is well typed with type I. By subsumption, we can also derive the type
(Int V Bool) %> (Int % Int) V (Bool ¥ Bool), which is a supertype of I: in
general we have (t; — t;) A (t, — t2) < (] V t;) — (t; V t) and therefore
(t] £ t) A (L, > ta) < (8 V1) (8 V 1)

Therefore, if € has type Int V Bool V L, the application (uf: L. Ax. (x, x)) € is
well typed with type (Int % Int) V (Bool % Bool) V L. Assume that & can reduce
either to an integer or to a Boolean: for instance, assume that both € ~» 3 and
€ ~ true can occur.

With call-by-name, (pf: L. Ax. (x, x)) € reduces to (&, €); then, the two oc-
currences of & reduce independently. It is intuitively unsound to type (€, €) as
(Int & Int) V (Bool % Bool) V L: there is no guarantee that the two components
of the pair will be of the same type once they are reduced. We can find terms
that break subject reduction. Assume for example that there exists a Boolean
“and” operation; then this typecase is well typed (as (Bool)) but unsafe:

(y=(f:LAx.(x,x)) €) € (Int % Int) ? true : (713 y and 72 y) .

Since the application has type ((Int % Int) V (Bool & Bool)), to type the second
branch of the typecase we can assume the type ((Int % Int) V (Bool & Bool)) \
(Int % Int) for y. This is a subtype of Bool & Bool (it is actually equivalent to
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(Bool % Bool) \ (L X L1)). Therefore, both m; y and 7, y have type (Bool). We
deduce then that (7, y and 7, y) has type (Bool) as well (we assume that “and”
is defined so as to handle arguments of type L correctly).

A possible reduction in a call-by-name semantics would be the following:

(y = (uf: L Ax. (x,x)) €) € (Int K Int) ? true : (711 y and 75 y)
~> (y = (&,&)) € (Int K Int) ? true : (111 y and 7, )

(the typecase must force the evaluation of (€, €) to know which branch should
be selected)

~" (y = (true, €)) € (Int ¥ Int) ? true : (717 y and 73 y)
(now we know that the first branch is impossible, so the second is chosen)
~> 711 (true, €) and 7, (true,€) ~> trueand & ~ & ~ 3

The integer 3 is not a Bool: this disproves subject reduction for call-by-name
if the language contains expressions like €. No such expressions exist in our
language, but they could be introduced if we extended it with non-deterministic
constructs like rnd(t) in the work of Frisch, Castagna, and Benzaken (2008).

Since we use a call-by-need semantics, instead, expressions such as € do not
pose problems for soundness. With call-by-need, (pf: I. Ax. (x, x)) € reduces
tolet f = pf: 1. Ax. (x, x) in let x = € in (x, x). The occurrences of x in the pair
are only substituted when € has been reduced to an answer, so they cannot
reduce independently.

To ensure subject reduction, we allow the rule for let bindings to split union
types which occur in the type of the bound term. This means that the following
derivation is allowed.

I'reée:IntvVBool T,x:Intk (x,x): IntInt T, x: BoolF (x,x): Bool ¥ Bool

I'kletx=¢in (x,x): (Int ¥ Int) V (Bool % Bool)
Proving subject reduction: challenges

While the typing rule for let bindings is simple to describe, proving subject
reduction for the two reduction rules that perform substitutions — [R{;] and
[RBEI] - is challenging.

For the reduction let x = v in E[x] ~ (E[x])[v/x], we prove

IfI' - v: /¢ ti, then there exists an iy € I such that I' + v: t;,. (%)
from a proposition corresponding to that discussed in Section 3.3.1:

Let v be a value that is well typed in I" (i.e., I + v: t" holds for some t’).
Then, for every type t, we have either I' + v: tor I' + v: —it.

Consider for example the reduction let x = v in (x, x) ~ (v, v). If v has type
Int V Bool, then let x = v in (x, x) has type (Int % Int) V (Bool ¥ Bool) as in the
derivation above. Without the result (x), for (v, v) we could only derive the
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type (Int V Bool) X (Int V Bool), which is not a subtype of the type deduced for
the redex. Applying the result (%), we deduce that v has either type Int or Bool;
in both cases (v, v) can be given the type (Int & Int) V (Bool ¥ Bool).

The problem is similar to that for strict languages, and the solution is the
same: ensuring that we can derive negations of arrow types for functions (in
Chapter 3, type variables also posed difficulties, but we do not have them here).
Since functions are explicitly typed here, we can reuse the typing rule from
Frisch, Castagna, and Benzaken (2008) instead of the more involved approach
from Chapter 3.

For the reduction

let x = (eg,ez) in E[x] ~> letx; =eqinletxy = ey in (E[x])[(x1, x2)/x],

instead, we use the following result.

If "+ (e1,€2): Viep ti, then there exist two types V¢ ; tj and Vg tk
suchthat '+ e;: Ve tjand I'F ex: ek tx and

VieJ.VkeK.Jiel. tjxt <t;.

This is the result we need for the proof: let x = (e, e5) in E[x] is typed by
assigning a union type to (eq, e2) and then typing E[ x| once for every t; in the
union, while the reduct let x; = ey in let x; = e in (ELx])[(x1, x2)/x] must be
typed by typing e; and e; with two union types and then typing the substituted
expression with every product ¢; X t;. Showing that each t; X ti is a subtype
of a t; ensures that the substituted expression is well typed. The proof consists
in recognizing that the union \/;; t; must be a decomposition into a union of
some type t; X t; and that therefore ¢; and t, can be decomposed separately
into two unions.

All these results rely on the distinction between types that contain 1 and
those that do not: they would not hold if we assumed that every type implicitly
contains L.

Despite some technical difficulties, call-by-need seems quite suited to the
soundness proof. Hence, it would probably be best to use it for the proof
even if we assumed explicitly that the language does not include problematic
expressions like rnd(t). Soundness would then also hold for a call-by-name
semantics that is observationally equivalent to call-by-need.

In the following, we develop the proof in detail. In Section 13.4.3, we study
the decomposition of product types into unions to derive the result we need for
subject reduction for [RR3"] (Lemma 13.19). Then, in Section 13.4.4, we derive
the other intermediate results we need, including those needed to deal with
[R:] (Lemma 13.26 and Corollary 13.27). Finally, in Section 13.4.5, we prove
progress and subject reduction.

Decompositions of product types
A standard result in semantic subtyping — rephrased here from Frisch, Castagna,

and Benzaken (2008) - is that we can put types into a disjunctive normal form
while preserving their interpretation as sets of values.
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DEFINITION (Atoms and disjunctive normal forms): An atom is a type of
the form L, b, t; X ty, or t; — t,.

A disjunctive normal form is a finite set of pairs of finite sets of atoms: that
is, a set { (P;, N;) | i € I} where I is finite and where, for each i, P; and N; are
finite sets of atoms.

We extend the definition of [ - ]| to disjunctive normal forms by defining
def

[{Pi.N) |1 € T} = Uier (Neep, t1\ Usen, [21)- O

DEFINITION: The functions dnf and dnf from types to disjunctive normal
forms are defined by mutual induction as follows:

dnf(t) = {({t}, @)} dnf(t) = {(@, {t})} if t atom
dnf(t; V tp) = dnf(t;) U dnf(ty)  dnf(t; V t5) = dnf(t;) M dnf(z,)
dnf(~t) = dnf(t) dnf(—t) = dnf(t)
dnf(0) = @ dnf(0) = {(2, @)}

def

where{(Pi,Ni) | iGI}H{(Pj,Nj) |]€]} = {(PiUPj,NiUNj) | lGI,]E]} O

Induction in this definition is well-founded because it is never applied below
type constructors, and contractivity ensures that there are no infinite chains
of union and negation in types (as explained in Section 2.2).

PROPOSITION: For every type t, [t] = [dnf(2)]. O

Proof: The stronger claim V¢. [t] = [dnf(t)]] = Domain \ [dnf()] can be
: proven easily by induction. ]

A further result is that any subtype of 1 X 1 (that is, any type whose inter-
pretation only contains pairs) can be expressed as a product decomposition,
that is, a finite union of product atoms (] X t%) V - -+ V (¢} X t2). To develop
the result we need for subject reduction of the rule [RE3'], we study these
decompositions of product types. In particular, we introduce a specific form of
product decomposition (fully disjoint decompositions) that is convenient to
derive the result we need.

DEFINITION (Product decomposition): A product decomposition IT is a fi-
nite set of product atoms, that is, of types of the form t; X t,.

We say that a product decomposition IT = { ¢} x t? | i € I} is fully disjoint
ifViel. tl.1 X tl.2 # 0 and if the following conditions hold for all i; # i, € I:

1 1 o 1 o +1).
c (G AL, =0) V(G =t

2 2 o 2 o 42
« (g A =0) V(1 =1) m

LEMMA: For every type t such that t < 1 X 1, there exists a product decom-
position IT such that t = \/, ., e;7 t1 X to. O
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Proof in appendix (p. 293).

LEMMA: For every product decomposition I1, there exists a product decom-
position I1” such that IT’ is fully disjoint, that \/,cgt = Ve t’, and that
Vt'eIl. 3t ell.t’' <t. |

Proof in appendix (p. 294).

LEMMA: LetIT={t] xt?|i €I} be a fully disjoint product decomposition
and let ! and #* be two types such that t! x? =~ \/;; t! xt?. Then, t* ~ \/;; t],
t? = Ve tf, and Vi, ip € . i € L.t} x £} <t} xt?. O

Proof in appendix (p. 295).

LEMMA: If I + (e1,e2): Ve ti, then there exist two types V¢, t; and
V kex trk such that

erlz\/je]tj FFeZ:\/keKtk VJGJ.VkEK.HiEI.thtkSti. [}

Proof in appendix (p. 296).

Additional results

We derive here the other auxiliary results we need to prove progress and
subject reduction. Most are standard results, and they are developed similarly
to those in Section 3.3.

LEMMA (Weakening): LetI" and I’ be two type environments such that,
whenever x € dom(I'), we have x € dom(I'”") and I'/(x) < I'(x).

IfI'+e:t,thenl’ Fe:t. m]

Proof in appendix (p. 296).

LEMMA (Admissibility of intersection introduction): IfI' +e: t; and I +
e:tp,then'Fe: iy A Iy, [m}

Proof in appendix (p. 297).

LEMMA (Expression substitution): If Ix:t' + e: t and I' + €’: t’, then
T'+el[e/x]:t. O
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Proof: By induction on the typing derivation for e. ]

LEMMA (Generation): Let I be a well-formed type environment and let a
be an answer such that I" + a: t holds. Then:

« ift = (t; — t5), then a is of the form pf: 1. Ax. e or let x = e in a’;

o ift = (t; X t3), then a is of the form (e, ez) or let x = e in a’. O
Proof in appendix (p. 299).

LEMMA: If ¢ is well typed in an environment I" (i.e., if I + ¢: t holds for
some t), then I' + ¢: typeof(e). O

i Proof: By induction on &. If it is a variable, a constant, or a function, the
i result is straightforward (note that 0 — 1 is greater than any functional type).
. If it is a pair, we apply the induction hypothesis and use rule [Tpai]. ]

LEMMA: Let & be an expression generated by the grammar
Eux=c|pf:LAx.e| (§8)

(that is, an expression ¢ without variables). For every t, either typeof(¢) < t or
typeof(£) < —it. |

Proof in appendix (p. 299).

LEMMA: Let v be a value that is well typed in I" (i.e., I' + v: t" holds for
some t). Then, for every t, we have either I' + v: t or ' + v: —it. O

Proof in appendix (p. 300).

COROLLARY: IfI'+wv: /¢, then, for some iy € I, I'+ v: t;. O

Proof in appendix (p. 300).

LEMMA: Letll = A; t/ — t; (with [I| > 0) be a type. There exists a type
' = Akex t,z — t (with |K| > 0) such that:

] ]IZ]I/;
. VklikzeK.tkl/\t]Q:@;
o if '+ (uf:1.Ax.e): I, then Vk € K. F,f:][,x:t;(l—e:tk. ]
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Proof in appendix (p. 301).

Progress and subject reduction

THEOREM (Progress): Let I" be a well-formed type environment. Let e be
an expression that is well typed in I' (that is, I"  e: t holds for some t). Then
e is an answer, or e is of the form E[x], or Je’. e ~» ¢’. m]

Proof in appendix (p. 301). By induction on the derivation of I" + e: t and
: by case analysis on the last typing rule applied. In the cases for [T,pp] and
[Tpair], we use Lemma 13.23. In that for [Tcae], we use Lemma 13.25.

THEOREM (Subject reduction): Let I" be a well-formed type environment.
Ifl're:tande~» e’,thenl" Fe’: t. m]

Proof in appendix (p. 303). By induction on the derivation of I" + e: t and
by case analysis on the last typing rule applied. In the case for [Typp], we
use Corollaries 13.6 and 13.7 and Lemma 13.28. For [Tpyoj] and [Tease], we use
i Lemma 13.11; for [Tease ], we also use Lemmas 13.21 and 13.24. For [Tie], if
the reduction occurs by [R{], we use Lemma 13.22 and Corollary 13.27; if it
occurs by [RRY'], we use Lemmas 13.19, 13.20 and 13.22; if it occurs by [R{&],
i we use Lemma 13.20.

We use the following lemma to recover the standard statement of progress
for empty type environments.

LEMMA: IfI'+ E{x]: t, then x € dom(I'). O

Proof in appendix (p. 307).

We obtain soundness as a corollary of the previous results.

COoROLLARY (Type soundness): Let e be a well-typed, closed expression
(that is, @ + e: t holds for some t). If e ~* ¢’ and e’ cannot reduce, then e’ is
an answer and @ + e’: t. O

! Proof: Corollary of Theorems 13.29 and 13.30 and Lemma 13.31. ]

cOROLLARY (Type soundness for the source language): Let e be a well-
typed, closed source language expression (that is, @ + e: t holds for some f). If
[e] ~* ¢’ and e’ cannot reduce, then e’ is an answer and @ + e’: t. O

Proof: Corollary of Proposition 13.10 and Corollary 13.32. O
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Discussion

We have described how to adapt the framework of semantic subtyping to
non-strict languages. We have done so by reusing the subtyping relation of
Frisch, Castagna, and Benzaken (2008) unchanged (except for the addition
of 1) and reworking the typing rules to avoid the pathological behaviour of
semantic subtyping on empty types. Notably, typing rules for constructs like
application and projection must handle L explicitly. This ensures soundness
for call-by-need.

Using our approach, subtyping still behaves set-theoretically: we can still
see union, intersection, and negation in types as the corresponding operations
on sets. We can still use intersection types to express function overloading
since familiar subtyping judgments like

(t] = ) A(ty, = ) < (H{ Vi) = (1 Vi)

still hold. Moreover, an advantage of this approach is that we can reuse directly
the existing results on semantic subtyping (especially as concerns the decision
procedure): we have added L, but it is treated just like a new base type.

The type L we introduce has no analogue in well-known type systems
like the simply typed A-calculus or Hindley-Milner typing. However, L never
appears explicitly in programs (it does not appear in types of the forms T and
t given at the beginning of Section 13.2). Hence, programmers do not need to
use it and to consider the difference between terminating and non-terminating
types while writing function interfaces or typecases. Still, sub-expressions
of a program can have types with explicit L (e.g., the type Int V L1). Such
types are not expressible in the grammar of types visible to the programmer.
Accordingly, error reporting should be more elaborate to avoid mentioning
internal types that are unknown to the programmer.

In the next section, we discuss the interpretation of types and its relationship
with the expressions that are actually definable in the language; we explain
how we could look for an interpretation that is a better fit for non-strict
languages. Then, we present a few directions for future work.

On the interpretation of types

We have shown that a set-theoretic interpretation of types, adapted to take
into account divergence (Definition 13.3), can be the basis for designing a
sound type system for a language with non-strict semantics. In this section,
we analyze the relation between this interpretation and the expressions that
we can define in the language.

Let us first recap some notions of semantic subtyping. The initial intuition
which guides semantic subtyping is to see a type as the set of values of that type
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in the language we consider. However, we cannot use this intuition directly
to define the interpretation, because of a problem of circularity (as discussed
in Section 2.1.2). Frisch, Castagna, and Benzaken (2008) solve this by giving
an interpretation [ - ] of types as subsets of an interpretation domain where
finite relations replace A-abstractions. Then, they show the result

Vit [t] €[] = [a]Y clt.]” where[t]Y £{v|@+ov:t}

meaning that a type t; is a subtype of a type t, if and only if every value
v that can be assigned the type t; can also be assigned the type ;. As we
have said in Section 2.1.2, this means that we can really reason on subtyping
by reasoning on inclusion between sets of values, with both theoretical and
practical advantages.

In the following we discuss how an analogous result could hold with a non-
strict semantics. First of all, clearly the correspondence cannot be between
interpretations of types and sets of values in our case, since then we would
identify L with 0. Hence we should consider, rather than values, sets of “results”
of some kind, including (a representation of) divergence. However, whichever
notion of result we consider, it is hard to define an interpretation of types such
that the desired correspondence holds, that is, such that a type t corresponds
to the set of all possible results of expressions of type t.

As one could expect, the key challenge is to provide an interpretation
where, as it seems sensible, an arrow type t; — 1, corresponds to the set
of A-abstractions { (uf: 1. Ax.e) | @ + (uf: 1. Ax.e): t; — t }. Our proposed
definition of [ - ]| (Definition 13.3) is sound with respect to this correspondence,
but not complete, that is, not precise enough. We devote the rest of this section
to explain why and to discuss the possibility of obtaining a complete definition.

Consider the type Int — 0. By Definition 13.3, we have

[int — 0] = {{(d".d})|iel}|Vield e[int] = d} <[0]}
={{Wd.dy)|iel}|Vield ¢[mnt]}

(since [0] = @, the implication can only be satisfied if d ¢ [Int])). This type is
not empty, therefore, if a result similar to that of Frisch, Castagna, and Benzaken
(2008) held, we would expect to be able to find a function pf: 1. Ax. e such
that @ + (uf: 1. Ax.e): Int — 0. Alas, no such function can be defined in our
language. This is easy to check: interfaces must include L in the codomain of
every arrow (since they use the -¢»> form), so no interface can be a subtype of
Int — 0. Lifting this syntactic restriction to allow any arrow type in interfaces
would not solve the problem: for a function to have type Int — 0, its body
must have type 0, which is impossible and indeed must be impossible for the
system to be sound. It is therefore to be expected that Int — 0 is uninhabited
in the language. This means that our current definition of [[Int — 0] as a
non-empty type is imprecise.

Changing [ - ]| to make the types of the form t — 0 empty is easy, but it does
not solve the problem in general. Using intersection types we can build more
challenging examples: for instance, (Int V Bool — Int) A (Int V String — Bool).
While neither codomain is empty, and neither arrow should be empty, the
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14.1  On the interpretation of types

whole intersection should: no function, when given an Int as argument, can
return a result which is both an Int and a Bool.

In the call-by-value case, it makes sense to have Int — 0 and the intersection
type above be non-empty, because they are both inhabited by functions that
diverge on integers. This is because divergence is not represented in the types
(or, to put it differently, because it is represented by the type 0). A type like
t; — 1ty is interpreted as a specification of partial correctness: a function of this
type, when given an argument in t;, either diverges or returns a result in ;.
In our system, we have introduced a separate non-empty type for divergence.
Hence, we should see a type as specifying total correctness, where divergence
is allowed only for functions whose codomain includes L.

Let us consider again the current interpretation of arrow types.

[t1 — ] = {{(dﬂdé)liel}WieI.d" €[] = dj€ltl}

An arrow type is seen as a set of finite relations: we represent functions
extensionally and approximate them with all their finite representations. We
use relations instead of functions to account for non-determinism. Within a
relation, a pair (d, d’) means that the function returns the output d’ on the
input d; a pair (d, Q) that the function crashes with a runtime type error on
d; by contrast, divergence is represented simply by the absence of a pair. In
this way, as said above, a function diverging on some element of [[#]] could
erroneously belong to the set even if [[#;]] does not contain L.

To formalize the requirement of totality on the domain, we could modify
the definition in this way:

[t — ]l = {{@d.dy) |iel}|
[l c{d |icl}andViel.d' €[] = d§ € [t]}

However, if we consider only finite relations as above, the definition makes
no sense, since [[t;]] € {d’ | i € I } can hold only when [[t, ] is finite, whereas
types can have infinite interpretations. As discussed in Section 2.1.2, the re-
striction to finite relations is needed because otherwise Domain would have to
contain £ (Domain X Domaing) (writing Domaing for Domain U {Q}), which is
impossible by cardinality.

Frisch, Castagna, and Benzaken (2008) point out this problem of cardinality
and use finite relations in the domain to avoid it. They motivate this choice
with the observation that, while finite relations are not really appropriate to
describe functions in a language (since these might have an infinite domain),
they are suitable to describe types as far as subtyping is concerned. It can be
shown that

Vi, iy, b, 1. 1] = 0l € [ = 2] = (4] = [6]D) < {1 — (=D
where

X — Y £ {R € P(Domain X Domaing) | V(d,d’) e R.d€ X = d' €Y}
builds the set of possibly infinite relations. This can be generalized to more
complex types:

[[/\iEP tl, - ti]] - [[\/iEN tl, i ti]] —

Niep (I = i) € Usen (11 = [5:1) -
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The equivalence above is used by Frisch, Castagna, and Benzaken (2008),
through the notion of extensional interpretation, to argue that the restriction
to finite relations does not impair the precision of subtyping.

Let us try to proceed analogously in our case: that is, to find a new interpret-
ation of types that matches the behaviour of possibly infinite relations that
are total on their domain, while introducing an approximation to ensure that
the domain is definable. The latter point means, notably, that functions must
be represented as finite objects. The following definition of a model specifies
the properties that such an interpretation should satisfy.

141 DEFINITION (Model): A set Domain™ along with a function [ - |™: Type —
P(Domain™) is a model if the following hold:

1. the set Domain™ satisfies
Domain™ = {L} W Const & (Domain™ X Domain™) & Domaing),,
for some set Domaing] ;

2. forall b, t, t1, and t,

[L]™ = {1} [t1 v &]™ = [t 1™ U [£]"
[6]™ = B(b) [-¢t]™ = Domain™ \ [[t]™
[t x 1™ = [t 1™ x [£2]™ [0]™ =2

3. forall t; and t5, [[t; — £]™ € [0 — T]™ = Domain{] ;

4. for every finite, non-empty intersection A;cpt; — t; and every finite
union /eyt —

[Niept; = til]" S [Vien t] = t:]" &=

Niep ([E1™ = [61™) € Usen (I£1™ - [t:1™)
where

def

X»Y= {R € P(Domain™ X Domain™) |
dom(R) 2 X andV(d,d')eR.de X = d' €Y}

(with dom(R) = {d | 3d". (d,d’) € R}). O

We set the above conditions for an interpretation [ - ]™: Type — £ (Domain™)

to form a model. The first constrains Domain™ to have the same structure as

m
fu

are interpreted. The second and third conditions fix the definition of [[ - |™
completely except for arrow types. The fourth condition ensures that subtyp-

Domain, except that we do not fix the subset Domain{| in which arrow types

ing on arrow types behaves as set containment between the sets of relations
that are total on the domains of the arrow types.’

1 We do not use the error element Q in the definition of X - Y, because the requirement of
totality makes it unnecessary: errors on a given input can be represented in a relation by
the absence of a pair.
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14.2  Future work

An interesting result is that, even though we do not know whether an
interpretation of types which is a model can actually be found, we can compare
such a hypothetical model with the interpretation [ - ]| defined in Section 13.1.
Indeed [ - ]| turns out to be a sound approximation of every model; that is,
the subtyping relation < defined in Definition 13.4 from [ - ] is contained in
every subtyping relation <j.j» defined from some interpretation [ - [ that
is a model. We prove here that this holds for non-recursive types. The proof
relies on the following lemma, which is analogous to (one implication of)
Lemma 2.16.

LEMMA: Let[-]™: Type — P(Domain™) be a model. Let P and N be finite
sets of types of the form t; — t,, with P # @. Then:

It -t eN. [t]\ V—pnepti]™ = @ and
(VP, c P [[t{ \ \/t1—>t2€P’ t]™ = or [[/\t1—>t2€P\P’ t2 \ té]]m = @)
= Nyonerlti = 1™ € Uyspenlts = LI

O

Proof in appendix (p. 307).

PROPOSITION: Let[[-]™: Type — P(Domain™) be a model. Let ; and ¢, be
two finite (that is, non-recursive) types. If [#1]] C [#], then [#]™ C [&]™. O

We conjecture that the result holds for recursive types too, but that proof is
left for future work.

Showing that models exist would be important to understand the connection
between our types and the semantics. To use a model [ - [ to define subtyping
for the use of a type checker, though, we would also need to show that the
resulting definition is decidable. Otherwise, [ - ]] would remain the definition
used in a practical implementation since it is sound and decidable, though less
precise (that is, incomplete with respect to the correspondence that we have
discussed).

Future work

A natural goal for future work is to search for an alternative interpretation of
types that satisfies the conditions of Definition 14.1. Other directions include
the following.

IMPLICIT TYPING AND POLYMORPHISM: It would be interesting to recast
the work in this chapter in an implicitly typed setting like that of Chapter 3.
The difficulty is that the approach described in Section 3.3 to derive negation
types for functions cannot be reused here without modification. This is because
it allows us to derive negation types only for functions that are closed (without
free variables). In Section 3.3, this is not a problem: we need to derive negation

237



14 Discussion

types only for values, and only closed functions are values. Here, instead, we
need the rule to be applicable also to functions with free variables; then, the
relation Ax. e g, t" — t must be changed to account for the type environment,
but this change is problematic.

Giving an implicitly typed presentation should also allow us to extend the
system with polymorphism without difficulty. In contrast, adding polymorph-
ism to the explicitly typed language would require us to give a more complex
semantics similar to that of Castagna et al. (2014), with explicit tracking of
instantiations.

ENSURING SOUNDNESS BY CHANGING SUBTYPING: A different ap-
proach to use semantic subtyping with non-strict languages would be to
change the interpretation of types (and, as a result, the definition of subtyping)
to avoid the pathological behaviour on 0, and then to use standard typing
rules. This would avoid the need to introduce L explicitly in the types.

We have explored this alternative approach, but we have not found it prom-
ising. A modified subtyping relation loses important properties — especially
results on the decomposition of product types — that we need to prove sound-
ness via subject reduction. The approach we have adopted here is more suited
to this technical work. However, a modified relation could yield a different
type system for the source language, provided that we can relate it to the
current system for the internal language.

TRACK TERMINATION MORE PRECISELY: It would also be interesting
to study more expressive typing rules that can track termination with some
precision. For example, we could change the application rule so that it does
not always introduce L. In function interfaces, some arrows could include
1 and some could not: then, overloaded function types would express that
a function behaves differently on terminating or diverging arguments. For
example, Ax. x+1 could have type (Int — Int)A(L — L), while Ax. 3 could have
type 1 — Int: the former diverges on diverging arguments, the latter always
terminates. It would be interesting to explore forms of termination analysis
to obtain greater precision. The difficulty is to ensure that the type 0 remains
uninhabited and that all diverging expressions still have types that include L.
This is trivial in the current system, but it is no longer straightforward with
more precise typing rules.

LANGUAGE AND TYPE SYSTEM EXTENSIONS: A further direction for
future work is to extend the language and the type system we have considered
with more features. The starting inspiration for the work in this chapter was
the Nix Expression Language. To type Nix effectively, we would need to study
how to add polymorphism, record types, some form of type inference, and
gradual typing (since some dynamic programming idioms will surely remain
beyond the reach of the type system). The work in the other parts of this thesis
can provide a starting point towards this goal.
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The semantic subtyping approach that we follow was developed initially
for XDuce (Hosoya and Pierce, 2003), a domain-specific language for the
processing of XML documents. Its extension with higher-order functions
(Benzaken, Castagna, and Frisch, 2003; Frisch, Castagna, and Benzaken, 2008)
made the approach more viable for general-purpose functional languages. The
addition of parametric polymorphism (Castagna and Xu, 2011; Castagna et al.,
2014, 2015b) continued along this path. Other work has applied the semantic
subtyping approach to different settings, including object-oriented languages
(Dardha, Gorla, and Varacca, 2013; Ancona and Corradi, 2016), XML and NoSQL
query languages (Benzaken et al., 2013; Castagna et al., 2015a), and process
calculi (Castagna, De Nicola, and Varacca, 2008).

This thesis contributes to this path by studying three different settings and
showing how to adapt set-theoretic types and semantic subtyping to them.

The first setting is that of implicitly typed languages with type inference.
We have shown how to define inference and have soundness and completeness
properties. This has also required work to prove type safety: negation types
pose challenges that had been considered up to now only for explicitly typed
languages.

The second line of work is that on gradual typing. Gradual typing with
set-theoretic types had only been studied in a monomorphic setting. We have
extended it to a polymorphic setting and defined sound (though not complete)
type inference. Moreover, during this work we have realized that a declarative
formulation of gradual typing was possible, and indeed useful to integrate
polymorphic gradual typing with set-theoretic types while keeping a simple
description. We have described this formulation also for systems without
subtyping.

Finally, we have considered non-strict languages, that had not been stud-
ied up to now in relation to semantic subtyping. We have shown how to
give a sound type system for such languages by adding to types an explicit
representation for divergence.

A point to be stressed is that, throughout this work, we have been able to
preserve the existing results on semantic subtyping. Notably, the subtyping
relations defined in the different parts of the thesis can all be decided by
the existing algorithms, with at most trivial modifications. Analogously, we
can rely on the tallying algorithm for constraint solving. We argue that this
illustrates that semantic subtyping is an effective technique to define expressive
subtyping relations with set-theoretic types in a wide variety of settings.

We have also met some limits of the approach. For example, in Parts I and II,
we have suggested that changes to the tallying algorithm might be desirable. It
must be noted also that the original semantic connotation of semantic subtyp-
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ing does not always hold in these settings. It is, indeed, already weakened in
polymorphic semantic subtyping by having to treat all types as non-singletons
(as explained in Section 2.1.3). It fails more noticeably in Part II (where we
must have ? \ ? be non-empty) and in Part I (as discussed in Section 14.1).
However, union and intersection types can still be thought of in terms of their
set-theoretic counterparts (and negation too except in Part II): therefore, the
guiding intuition of semantic subtyping is still valid to some extent. We have
also proven some results that show that thinking of types as sets of values
is partly justified, especially when considering type connectives and ground
types (for example, the results in Section 3.3.6). However, the focus has been
more on how to obtain expressive subtyping and less on justifying it semantic-
ally. We have outlined how we could look for a better-fitting interpretation in
Part III. It is less clear whether it would make sense to try to have subtyping on
gradual types be set-theoretic too. Currently, it seems to yield an ill-behaved
subtyping relation. It is possible that this could be changed by using a different
definition of materialization, but the current definition has the advantage of
coinciding with a well-known relation from the gradual typing literature.

Future work

We have discussed directions for future work in Section 7.2, in Section 11.2,
and in Sections 14.1 and 14.2. We recall here some of the most significant.

Type inference with annotations: The work on type inference in Chapter 5
should be improved to achieve stronger completeness results and to char-
acterize when type annotations are needed. This could require an adapta-
tion of the tallying algorithm to deal better with explicit polymorphism
from type annotations.

Record typing: While the type system in Part I is very expressive, it lacks a
way to type record-update operations precisely as permitted by row poly-
morphism. We should explore whether we can add row polymorphism or
other features that can provide similar expressiveness.

Complete type inference for gradual set-theoretic types: Type inference in
Section 10.4 is sound but not complete. We can try to achieve completeness
by leveraging the techniques in Chapters 4 and 5 and by modifying tallying
to deal with materialization constraints.

Intersection types with gradual typing: The type system in Chapter 10 does
not include a rule to introduce intersection types. This makes intersection
types less useful, in particular to express function overloading. Adding
typecases to the language and extending the type system to allow inter-
section introduction would be a major step forward in expressiveness.

Finding a model of types for non-strict languages: Reusing the set-theoretic
interpretation of types from Chapter 2 and adjusting the type system
has allowed us to describe sound typing also for non-strict languages.
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However, as we have discussed, a different interpretation could provide
more precise subtyping with a closer connection to the semantics.

Implicit typing for non-strict languages: The language in Part III is expli-
citly typed. Considering an implicitly typed language would make an
extension with polymorphism simpler, since we would not need to con-
sider types in the semantics. To do so, we need to adapt the techniques
used in Chapter 3.
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A Additional proofs

We report here the proofs that we had omitted or only sketched in the main
text. The statements follow the same numbering as in the text.

Implicit typing and type inference
Adding type annotations

55 LEMMA: IfP;M;A;0 - (e: t)? and if dom(c) # A and var(e) C A, then
P;M;AFe: to. O

Proof: By induction on e and by case analysis on the shape of e.

Case: e = X
We have P; M; A;0 Ik N\jep(X < t;) where d(t) = {t; |i €1}
Therefore, P(x) = (M;)t; and, for every i € I there is a o; such that:

hho; < tio M < Mlal- dom(ai) ﬁ A.

By Property 5.3, I is not empty and A ;¢;t; = t; therefore, A\;¢; tioc = to.
For every i € I, we have P; Myo;; A v x: tyo; by [TFE].

Then, by [TZ#], we have P; M; A I+ %: t;0.

Using [TR], P, M; A - %: Ajertio. By [T2], P;M; A X: to.

Case: e = x
We have P; M; A; 0 I (x < t), therefore M(x) < to.
We derive P; M; A I+ x: to by [T¥?] and [TE].

Case: e =c¢
We have P; M; A; 0 I+ (b, £ t), therefore b.o < to.
We derive P; M; A \ c: to by [T:?] and [T2].

Case: e = Ax.e’

Subcase: d2,(t) = {t/ > tiliel}+@
We have P, M;A; 0 I A\ ;¢ (def x: t] in {e’: )
Therefore, for every i € I, we have P; (M, x: t/o); A;o I {e’: LY.
By IH and [T}?], we obtain P; M; A I Ax.e’: (t] — t;)o.
Applying [TR], we have Py M; A - Ax.e’: N\ (t] — t;)o.
By Property 4.25, we have \;c/(t/ — t;) = t. We conclude by [TZ].

Subcase: d2,(t) = @
We have:

P; M; A; o F oy, . (def x: aq in (€7 au)?) A (a1 — ap £ 1)
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(with ay, ay § t, €/, A). Therefore there exist ¢; and t, such that
Py(M,x: t); A0 U [t /o, tafan] (e’ ap)? 1 — ty < to.
We apply the IH and conclude by [T#?] and [TZ].

Case: e = e e,
We have:

P;M; Ao F a. er: a = t)2 A (ex: a)? afite,e,A.
Therefore there exists a t” such that
P;M; Ao Ut Ja] F {er: a — t)Y2 PyM; Ao U Ja] - (ey: a)? .
We apply the IH and conclude by [T35,].

Case: e = (e, e3)
Similar to the previous cases.

Case: e = m; €’
We consider the case i = 1; the other is symmetrical.
We have P; M; A; 0 I (e’ ¢ x T)2.
By IH, P;M; A\ e": t X 1. By [Tgio;], PsM; A - mye: t.

Case: e=(eg €t?eq:ey)
We have

PyM; Ao - 3a. {eg: a)? A((a < —t)V {er: tY) A ((a@ S )V (eq: t)?)
(with « § t, e, €1, €2, A), therefore for some ¢’ we have:
P;M; Ao Ut Ja] F ey: a)?

t' < —tor P;M;A;0 U [t /a] F {er: t)°

t' <torP;M;A;o Ut Ja] v (ey: t)2
By IH we obtain
P;M;Alrey:t’ t' <—torP;M;Alrej:toc t' <torP;M;Aley:to
and we conclude by [T¢gse]-

Case: e = (letd@ x = ey in ey)
We have P; M; A; o I let : Va; a[{er: a)?V%]. a in {ey: t)”. Therefore

PiMiAUG or - er: )% (P (My)aoy); M Ao - (es: t)2
M < M1C71, dom(al) ﬁ A,& a ﬁ A, M .

By IH we have
P;Mi; AU IFeq: aoy (P,x: (M)aao1); M; A - ey: to

and we conclude by [T&].
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Case: e = (e’ == t')
We have P; M; A;o I {e/: ') A (' L t).
Therefore, P; M; A; o - {e’: ’)? and /o < to.
Since var(e) C A, var(t’) C A. Since dom(c) § A, t'oc =t'.
By IH we have P; M; A I+ €’: t'. By [T:?] and [TZ], P;M;A+ e: to. O

5.6 LEMMA: If P;M;® I e: to can be derived in F A then P M; @0 I

(e: )2 O

i Proof: By induction on e and by case analysis on the shape of e.

: In each case, we invert the judgment P; M; A I e: to. The inversion lemma
can be derived analogously to how we did for the reformulated system
: without annotations in Definition 4.15 and Lemma 4.16.

Case: e = x
We have P(x) = (M’)t’ and, for some ¢’,t'0c’ < tc and M < M'c’.
By Property 5.3, we have d(t) = {t; |[i€ I} # @ and A t; > t.
Since t < Aj¢sti, for each i € I we have t < t;. Therefore, t'0”’ < t;o.
Therefore, P; M; @;0 IF N\ (X < 1)

Case: e = x
We have M(x) < to, therefore P; M; A;0 I (x < t).

Case: e=c
Straightforward.

Case: e = A\x.¢e’
We have P; (M, x: t1);@ Fe’: tyand t; — t, < to.

Subcase: d2,(t) = {ti->tiliel}#0
We have (e: t)? = A\, (def x: t!in {e’: t:)?).
By Property 5.3, we have:

Niert] = ti =t var(Ajert; = ;) =@
Viel. t;]~0 = t; ~1.

For every i € I, we prove P; M; @; 0 I defx: t] in {e’: t; ) as follows.
Note that t/o =t/ and t;o = t;.
Since t; — t; < to, we have t; — t; < t] — t;. By definition of

subtyping, either we have t/ < t; and t; < t; or t; < 0; but in the
latter case, we have t; ~ 1, which also ensures t; < t;.

Therefore, we have P; (M, x: t]); @ - e’: t; by [TZ].

By IH, we obtain P; (M, x: t); @;0 I {e’: t:)°.

We conclude by [C33?].

Subcase: d2,(t) = @
Let a7 and a3 be such that oy, ap § ¢, 0. Let 6 = 0 U [t1 /oy, t2/ az].
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Then, (e: t)? = Fay, az. (def x: a7 in {e': w)°) A (a1 — az £ 1),
and we have P; (M, x: a16); @ IF e’: ay6.

Therefore, by IH, P; (M, x: a16);2;6 I {e’: az)°.

Hence, we have P; M; A; o I {e: t)°.

Case: e = eq ey
We have P;M; @ - e;: t' > tocand P,M;D I ey: t’.
Let a be suchthat o § t. Let 6 = o U [t'/«a].
Then, {e: t)? = 3a. {e1: a — t)? A ey: a)®.
We have P;M; @ IF e;: (¢ — t)6 and P; M; @ I+ ey: ad.
Therefore, by IH,

P;M;2;6 I {er: a — t)? P;M;2;6 I {ey: a)® .
Hence, we have P; M; @; 0 I {e: t)°.

Case: e = (eq, e))
Analogous to the previous case.

Case: e =m; e’
We consider the case i = 1; the other is symmetrical.
We have P, M; @ I e’: to x 1.
By IH, we obtain P; M; @; 0 I+ {e’: t X 1)°.

Case: e=(eg €t ?e;:e)
Analogous to the previous cases.

Case: e = (letx = eq in e3)
We have:

P;M;@ ket by (P,%: (M)t1); M; @ I+ ey: to M < Mo’

We choose a type variable «, and we have P; My; @ I e1: a[t;/a].
Therefore, by IH,

P; My; @; [t /a] F {er: ) (P,x: (M)t1); M; @;0 - {e: t)

and we obtain P; M; @; 0 I+ {e: t). O

57 LEMMA: IfP;A+C~» D|M|&ando Ikp D, then P;Mo;A;ol z FC. O

Proof: By structural induction on C and by case analysis on the shape of C.
: Most cases are analogous to those in the proof of Lemma 4.28. The interesting
cases are those for (£ < t) and let constraints.

Case: C= (% <t)
We have

P;AFC~ {t[f/a) <t} | Mi[B/@) | B nlB/@lo < to
PE)= (M)t @=var((M)t)\A  fHtA
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and we must show P; M, [ﬁ/&]a; A; 0|\g I C, which requires finding a o1
such that

hoy < to] 5 My[B/&)o < Moy dom(oy) # A
We choose 07 = [,E/Ec']o: We have to = t0'|\/-§ since Eﬁ .

Case: C = (letX: Va; a[C1]. a in Cy)
We have:

-

P;AI—C’\/)D2|M10'1[)7//3]/\MZ|072U)7 o Ikp Do
P;AU&FCl’\»Dl |M1 |6_"()1
(P, %: (Myo1)a01); A+ Co ~> Dy | My | aty

o1 € tallyp3(D1) d§ A M, f=var(Myoy) arfa y4#Ca,A
By Property 4.25, we have o1 5u5 D;.
Analogously to Lemma 4.27, we can prove that, if P;A+C~ D | M | a,
then var(D) U var(M) C var(C) Ua U A.
Since y § Cy, da, A, then y § Dy. Therefore, o\ I Ds.
By IH we obtain:

P;Mio1; AU @; 01l g, F Ci
(P, x: (Myo1)aor); Mao| ;A 2]\ (a,07) I+ Ce
We have aoy = ao|. 5, because @, § a.

We have Myo|.; = Mzo because y § M,.
Therefore, we have (P, X: (Myo1)a01] z,); Mao; 02

We have (Mlal[ﬁ/ﬁ] A Ms)o < Myo.
Therefore, by the same result as Lemma 4.23,

\<&2Uﬂ*> - Cs.

(P, x: (Myor)aai|\z,); (Myo1[B/&] A Mz)a; ozl (a,u5) I+ Ca -
To conclude, we also need to find o] such that
(Mlal[ﬂ/&] A\ Mz)O' < Mlalo'l’ :

we take o] = [ﬁ/&]a. m|
Gradual typing
Gradual typing for Hindley-Milner systems

9.6 LEMMA: IfIh+e:randj CV Iy, thenTyFe: 7. o

Proof: By induction on the derivation of I'; + e: 7 and by case analysis on
. the last rule applied.

Case: [Ty]
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We have e = x. By inversion of [T ], we have:
Iy(x) =Vay. 1 T =112/ )

By definition of Iy £ I, we have I'(x) C¥ Iy(x). Let V&,. 7 be I'(x).
Then we can find an instance 7;[f;/@;] of I'(x) such that ;[f; /@] C 7.
We have Iy + x: 1[f1/@] by [Tx] and I} + x: 7 by [Tc].

Case: [T.] Straightforward.

Case: [Ty], [Th.], [Tapp], [Tpair]’ [Tproj]’ [Tc]
By direct application of the IH.
For [Ty] and [Ty.], for every 7, r CV 7: therefore (I';, x: 7) C¥ (I, x: 7).

Case: [Tiet]
We have derived I'; + (let @ x = €1 in e3): T from the premises:

vre:n Tz,x:V&,E.rlkezzr &,Eﬁrzandﬁﬁfz

By IH, we have ® I F e;: 73.

Since CV is reflexive, I, x: V&,ﬁ. 7 TV Iy, x: V&,E. 7.

By IH, we have ® I, x: V&,ﬁ. T ke T.

By Lemma 9.5, we have © var(I'y) C var(I3).

From © we obtain ® &5 # I

From ®, ®, ®, and Eﬁ e, wehave Il + (let & x = e; iney): T. O

PROPOSITION: For every two types r; and 73,

TM1~T & Ir.quCrand, C 7. m]

Proof:  We first prove the implication from left to right.

Note that if 7; = ? then we cantake 7 = 1 since ? C p and 7, C 1.

Similarly, if 7, = ? then we can take 7 = 7;. We prove the result by induction
: on 7y for the cases where both 7; and 7, are not ?.

Case: 11 =« Then we have 7, = a and we can take 7 = 7y = 15.
Case: 11 =b Then we have 75 = b and we can take 7 = 71 = 1.

Case: 7 = 1] X 1]’
By consistency, we have 7, = 7, X 7,” where 7] ~ 7, and 7" ~ 7,’.
By IH, there exist two types 7" and 7"’ such that 7 C 7" and ;" C 7"’ for
every i € {1,2}.
Then, we have 7/ x 7" C 7’ X "’ for every i € {1, 2}, whence the result.

Case: 1y =1/ —> 1/’ Analogous to the previous case.

We now prove the other direction. As before, if 7; = ? or 7z = ? then the

: result is immediate. We reason by induction over 7 for the cases where both
i 11 and 7, are not ?.

Case: 7 =7 We have 11 = 7, = ?, which is impossible.
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Case: T=«a Then 7; = 5 = «, and the result is immediate.
Case: T =b Same as before.

Case: t=1" — 1"
By materialization, we have 7; = 7/ — ;" where 7/ C 7" and /" C 7" for
every i € {1,2}. By IH, we then have 7/ ~ 7, and 7{” ~ 7, and the result
follows by definition of consistency.

Case: T =1' x1” Analogous to the previous case. ]

9.9 PROPOSITION: IfI kgre:r,thenT k e: 7. Conversely,if '+, e: 7, then
there exists a type 7” such that I' +sr e: 7" and 7" C 7. ]

: Proof: We prove the two results by induction over e and the last rule used
. in the typing derivation.
To prove that I' st e: 7 implies I" +, e: 7, the cases are the following.

Case: [GVAR]
We have I' 51 x: 7 and, by hypothesis, I'(x) = 7. We conclude by [T,].

Case: [GCoONST]
We have I' +sr c¢: 7 and, by hypothesis, Ac: 7, which is equivalent to
b. = 7 in our system. We conclude by [T.].

Case: [GLAaM] This rule is identical to [Ty.].

Case: [GAPp1]
We have I' bt e1 e3: 2, with I' Fsr eq: 2and I Fgr ey: To.
ByIH,wehave I' H e1: 7and I' F; e3: 7o.
Then, by [Tc] we obtain I'" + e;: 7, — ?since 2 C 1o — 2.
We can then apply rule [Ty, ] to deduce that I' +; e; e;: 2.

Case: [GArp2]
Wehavel' bgr e eq: 7/, withI'bkgre1: 7 > 7/, T bsr €2: mand 7 ~ 1.
By IH,we have '+ e;: 7 — 7’ and '+ e3: To.
Moreover, by Proposition 9.8, we know that there exists a type r such
thatt C rand 7, C 7.

Therefore, by applying [Tc] we deduce that I' +, e;: 7 — " and I +,
eo: 7. We conclude by applying [Tapp] to deduce that I' ks €1 ez: 7.

For the opposite direction, the cases are the following.

Case: [Ty] By hypothesis, I'(x) = . We conclude by rule [GVAR].

Case: [T.]
We have b, = Ac in the system of Siek and Taha (2006).
We conclude by rule [GConNsT].

Case: [Tqpp]
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Wehave ' ey ey: T, withI' ki ei: 7/ > rtand T+ ey: 77

By IH, we have I" <7 €1: 7y and I kst €3: 7, where ry E 7/ — 7 and
7, € 7’. Then, if r; = ? then we deduce by rule [GApp1] that I kst e e2: ?
and ? C 7, hence the result. Otherwise, we have 7; = 7/ — 7" where
7, C 7’ and 7;" C 7. Since 7, C 7', we deduce by Proposition 9.8 that
7, ~ 7. Therefore, we deduce by rule [GAPr2] that I ks e; e;: 7" and
the result follows from the fact that 7;" C 7.

Case: [T).]
Wehave '+ Ax: 7’ e: ¢/ > 7, with [Lx: ¢/ He: 7. By IH, I, x: 7/ Fsr
e: 7" where "’ C 7. Thus, by rule [GLaM], we obtain I" kst Ax: /. e: 7/ —
7"/, and the result follows from the fact that 7’ - 7" C 7/ — .

Case: [Tc]
Wehave '+ e: 7,with "'+ e: 7’ and 7’ C 7. By IH, we have I' ks e: 7”7
where t”/ T 7’. By transitivity of the materialization, "/ C 7 and the

result follows. O

9.14 PROPOSITION (Soundness of solve): If o € solves(D), then the following
hold:

e 0lp D;
« dom(o) C var(D);
« var(D)o C vars(D)o U A. O

Proof: Let o be in solvea(D), where D = { (¢} < t?) i€ I} U{(r; £ a;) |
j € J}. Then, we have:

oc=(0)000) lvar 00 =unifys(T' =T2) o) = [@'/X]U[X'/&]

T'=T?={(t; =t]))|ie [YU{(Tj=a)|je]}
X = Fvarn vare(D)oy a@ = var(D) \ (AU dom(oy) U varg(D)oy)
@, X' fresh

We first prove o I D. First, we show that, for every i € I, we have
tlo = t2c. Note that, since var(t}) U var(t?) C TVar, we have t!o = (¢} 6y0])"
and t2c = (t?cy0{)". By the properties of unification, we have t/ 6y = t20y.
: Then, we also have tl.logo(; = tiZO'OO'(; and finally tl.la = tiZG.

: Now, we show that, for every j € J, we have 7,0 C ajo. We have 7j0 =
(TjO'oO'(;)T and ajo = (ajaoa(;)T. By the properties of unification, we have
: Tijop = ajoy and therefore (chrocr(;)T = (ajaoa(;)T. Therefore, we must show
(rjaoa(;)T C (Tjaoa(;)T, which holds trivially since 7; = TJ.T.

:  Now, we show that, for every j € J and every f € var(t;), Bo is a static
! type. Note that 8 € var(D). We have o = (Boy0))". If fo were not static,
there would be an X € var(fogo,): we show that this cannot happen. If there
were an X € var(fogo), then there would be an A € Tvar U Fvar such that
A € var(fop) and X € var(Ac,). We would have A € varz(D)oy. Therefore, if
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A € FVar, then A € X and it would be mapped to a static type variable; if
A € TVar, then it could not be in dom(ay), so it could not be mapped to a type
containing frame variables.

: Finally, we show that dom(c) N A = @. Let « € A. We show a ¢ dom(o),
that is, @0 = a. We have ao = (a0yo])". By the properties of unification,
! since @ € A, we have aogy, = a. We also have aoy = a because a ¢ a.

: To prove dom(c) C var(D), consider & ¢ var(D). We prove a ¢ dom(o),
that is, a0 = a. We have ao = (agyo})". By the properties of unification,
i since a ¢ var(D), aoy = a. Then, since a ¢ var(D), we have a ¢ @; hence,
ao; = a.

: To prove var(D)o C var=(D)o U A, consider an arbitrary a € var(D)o. We
: show a € var=(D)oUA. By definition of var(D)o, there must exist a € var(D)
such that ¢ € var(fo). We have fo = (,Baoa(;)T. Either a € var(foy) \ dom(o;)
or a € var(oy).

« If @ € var(foy) \ dom(oy), then a € var(D) (because € var(D) and
because solutions of unification do not introduce new variables). Then,
a € AUdom(og)Uvare(D)ay. The case @ € dom(ay) is impossible because
0y is idempotent. Therefore, & € A U varg(D)oy and (since o ¢ dom(c;))
a € AUvarz(D)o.

« If a € var(oy), then a € )20'(;. Therefore, there exists an X € varg(D)oy
such that « € var(Xo;). Hence, a € varz(D)o. O

9.15 LEMMA: Leto: TVar — GType and ¢’: Var — TFrame be two type substitu-
tions such that Var € TVar.(ao”’)’ = ao. For every T, we have T'o C (To’)'. O
Proof: 'We choose & : Tvar — TFrame such that:

: Ya € TVar. (a6) = ao fvar(&) #f dom(c”), fvar(T) .
We define & : FVar — GType as
& = [(X0")'/X]xedom(or) Y [2/X] X etvar(Té)\dom(o") -
We have (T6)" = T'o because:

. for every a € var(T), we have (a6)' = ao = o'

g,
. for every X € var(T), we have (X6)' = X' =7 = 720 = X'o.
We have T65 = (To’)" because:

« forevery a € var(T)Ndom(6), since fvar(¢) #f dom(5), we have a6 = a6
and a(6 U &) = ad;

« for every a € var(T) \ dom(o), since ao = a, also @6 = a and ac’ = a:
then we have a66 = a = (ac”’)';

« for every X € var(T) N dom(c”’), we have X66 = X5 = (Xo')';
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o for every X € var(T) \ dom(c”’), we have X € var(T6) \ dom(c”’): then,
X65=X5=1=X"=(Xo")".

Therefore, we have T6 € *(T'o) and T66 = (To’)! with & : Fvar — GType:

hence, T'o C (To’)". O

PROPOSITION (Completeness of solve): If ¢ -5 D, then there exist two
type substitutions ¢’ and ¢’ such that:

« o’ € solves(D);

« dom(c”) C var(c’) \ var(D);

. forevery @, ac’(c Uc”)C a(c Ud”);

« for every a such that ao”’ is static, ao’(c U ¢”’) = a(c U ¢”). O

EProof: Let D = {(t] < )i el}u{(j £ a)|je J}andleto :

TVar — GType be such that o o D. The first step of computing solve, (D) is
! to construct

TT=T2= (=) ieJU{(T=a)lje]}

with each T; such that T]T = 7; and with unique frame variables.

First, we show that from o we can obtain a substitution & : Var — TFrame

which is a unifier for T! = T2. For every j € J, we have 7j0 C «;o; further-
: more, o is static on all variables of 7;. By definition of materialization, there
exist a type frame Tj’ € *(7j0) and a substitution o; : FVar — GType such that
T!o; = ajo. In particular, we can choose Tj’ = Tjo (because Tjo € *(rjo) and

J

: because it has unique frame variables) and we can assume dom(o;) = fvar(T}).
Let 6 = 0 U ey 0): 6 is well defined since the frame variables in every T;
: are distinct. We choose an arbitrary frame variable X. Let ¢ : Var — TFrame
. be such that VA € Var. (A5)" = A6 and that fvar(§) C {X}. We have
dom(5) N A = @, since dom(c) N A = &, dom(5) \ dom(c) C Fvar, and
A C TVar. Moreover, & is a unifier for T! = T2,

By the properties of unification, we have unify,(T! = T?) = ¢y and & =

EOV'OO'().

By definition of solve, we have:

o’ €solvea(D) o' =(0p000) lvar  0f = [@/X]U[X'/d]

X = Fvar Nvar=(D)oy @ = var(D) \ (A U dom(ap) U vars(D)ay)
@', X’ fresh

. - o . v v
: Since &’ and X’ are fresh, we can assume they are outside dom(&) and var(¢).

We choose ¢” = [()Z'é')T/o_f’]. Since a’ is chosen fresh by solve, it is outside

of var(D): therefore, it is in var(c”) \ var(D).

We must show:

Va.ac'(cUc”)E a(oc Uc”)

Ya.aoc'! = ac’(cUc"”)=a(c Uc")
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If « ¢ dom(c”), the results hold trivially.
We consider the case a € dom(c”). Then, we have a ¢ @’.
We have:
a(ocUc”) =ao = (ad)" = (a0y5)’
We have:
ad’(cUa”) = (acyay) (o Ua”)
C (aopoy(d U [X5/a@)! by Lemma 9.15
= (aoo([@ /X1 U [X' /@& U [X&/@'])!
= (@00(Slaom(sna Y [X'/@D)"
C (0(0'05')T
If oo’ is static, then fvar(aoyo;) = @ and therefore var(aoy) #§ @ and

fvar(aoy) C X. Then:

(acpa)) (e Ua”)

ac’(cUc”)

acyo)(oc Uc’)
= aoo[@ /X](o U [(X&)!/&']
= agy(o U [(X6)/X]

(o) ]

9.17 LEMMA (Stability of typing under type substitution): IfI"F e ~» E: 7, then,
for every static type substitution o, we have I'c + ec ~» Eo: 70. O

. Proof: By induction on the derivation of I' + e ~» E: 7 and by case analysis
: on the last rule applied.

Case: [Ty]
We have I' F x ~» x [f]: 7[f/&@], with I'(x) = Va. .
By a-renaming, & §f o. Therefore, (I'c)(x) = Va. ro.
Since the fo are all static, by [Ty] we have ® I'c F x ~» x[to]: to(fo/d].
Since @ # o, we have ® ro[to/d] = t[t/d]o.
From ® and ®, we have I'o + x ~» x [f]o: 7[f/d]o.

Case: [T.]
Straightforward, since b.c = b,.

Case: [Tk]a [TX:], [Tapp]a [Tpair]a [Tproj]
Direct application of the IH. For [T; ], note that to is always static.

Case: [Tc]
7’ C 7 implies 7’0 C 7o for any type substitution o.

Case: [Tiet]
We have I' + (let @ x = e in e3) > (let x = Aa,f. E; in Ey): 7, derived
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from
®T'tewE 7 F,x:V&,/?.rll—eszz:T
© &,Bﬁfandﬁﬁel

Let a; and ﬁl be vectors of distinct variables chosen outside var(I"), var(e;),
dom(c), and var(c). Let p = [ /&) U [B1/B).

By IH from ® we have I'p F e;p ~»» E1p: 7yp.

By ©, we have ® I' + e;[@;/a] ~ Eip: 1ip.

By IH from ® we have ® I'c + e;[@;/a]o ~ Eipo: 11p0.

By IH from ® we have ® I'c, x: (V&,ﬁ. T1)0 F e30 ~» Es0: 0.

By a-renaming from ® we have ® I'c,x: (\7’071,51. T1P)0 F €0
Eyo: 10.

From ®, since &1,,51 # o, we have ® I'c, x: (V&l,ﬁl. T1p0) b €0
Eyo: 10.

By [Tiet] from ® and ®, we have I'c + (let @; x = ej[a@;/a]o in ex0) >
(let x = A&l,ﬁl. Eipo in Exo): 10.

This concludes the proof because let @; x = e;[a@;/&]o in e;0 and (leta x =
ey in ez)o are equivalent by a-renaming, as are letx = A&l,ﬁl. Eipo in Ezo
and (let x = Ao?,ﬁ. E,in Ey)o. O

9.21 LEMMA: IfTI';A+ C ~» D, then var(I') Nvar(D) C var(C) U varg(D). O
Proof: By induction on C (the form of C determines the derivation).

Case: C=(t; £ ) orC=(r C a) We have var(D) C var(C).
Case: C=(r C a) We have var(D) C var=(D) U {a} and a € var(C).

Case: C = (defx: 7in C’)
By IH, var(I', x: 7) Nvar(D) C var(C’) U varg(D). This directly yields the
result since var(C”) C var(C).

Case: C = (3a.C’)
By IH, var(I'") N var(D) € var(C’) U varg(D). The side condition on the

rule imposes @ # I'. Then, var(I") N var(D) C var(C) U vars(D) since
var(C) = var(C) \ a.

Case: C = (Cl A C2)
By IH, for both i, var(I") N var(D;) < var(C;) U var=(D;). This directly
implies var(I") N var(D; U D3) C var(Cy; A Cz) U vars=(D; U Dy).

Case: C = (let x: Y&; a[C1]%. a in Cy)
By IH,

var(I") N var(Dy) C var(Cy) U varg(Dy)
var([, x: V&,E. ao1) Nvar(Dy) C var(Cy) U vare(Dy)
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We have

D = D, U equiv(oy, Dq)
var(D) = var(D;) U var(D;)o1 U varz(D;) US U Soy
vare(D) = varg(D;) U var(D;)oy U vare(Dy)
var(C) = (var(Cy) \ (& U {a})) U var(Cy)

where S = { « € dom(oy) | a0y static }.
Consider an arbitrary f € var(I") N var(D).

Subcase: f € var(D;)
Then f € var(C;) U varg(D;) and hence f € var(C) U var:(D).

Subcase: B € var(D;)oy U vare(Dy)
Then f € var=(D).

Subcase: f €S
Then § € dom(oy). By Proposition 9.14, § € var(D;).
Since f € var(I') N var(D;), we have f € var(C;) U vars(D;). Since
B € var(I'), by the side conditions of the rule we know f # «a and
f & a. Therefore, § € var(C) U var=(D).

Subcase: f € Soy
Then f € var(yoy) for some y € dom(oy) such that yo is static.
By Proposition 9.14, y € var(D;). Then f € var(D;)o; C vare(D). O

9.22 LEMMA:

;AR {e:a) ~ D
o € solves(D)

VI,Ae,a,D, 0. = static(o, var(I))
var(e) C A

a ¢ var(I')

Proof: Consider an arbitrary f € var(I"). We show that o is static.

Case: f ¢ dom(o) Then fo = f, which is static.

Case: f € dom(o)
Then f € var(D) (by Proposition 9.14), and therefore f € var(I") N var(D).
By Lemma 9.21, ff € var({e: a))) U varx(D).

Subcase: f € var({e: a))
This case is impossible because var({e: a)) = var(e) U {a}, dom(c) #
var(e) (because var(e) C A), and « ¢ var(I').

Subcase: p € var=(D) Since ¢ ko D, fo must be static. O
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9.23 LEMMA:
o Ik equiv(oy, Dy)
dom(p) # I'oy

= l'oo’ =Toypoc’
static(o”, var(equiv(oy, D1))o)

VI,A, Dy, 01,p,0,0 .

static(oy, var(I))
O

Proof: Consider an arbitrary x € dom(I"). We have I'(x) = Va.r. We as-
: sume by a-renaming that @ § o1, p, 0, ¢’; then, (I'co”’)(x) = Ya.roo’ and
(Fo1poc’)(x) = Ya.roipoc’. We must show roo’ = to1poc’. We show
Va € var(r). oo’ = aoipoo’. Consider an arbitrary « € var(r).

Case: a € @
Then (by our choice of naming) aco’ = @ and ao1poc’ = a.

Case: a ¢ d
Then « € var(I') and hence: var(ao;) C var(I'oy), and ao1p = oy, and
oo is static.

Subcase: o ¢ dom(oy)
Then a0y = @, ao1p = @, and aoypoo’ = acao’.

Subcase: o € dom(oq)
Then {(a < aoy), (ao; £ a)} C equiv(oy, Dy).
Therefore, we have aoy0 = ao and aoy00’ = aco’. O

9.24 THEOREM (Soundness of type inference): Let D be a derivation of I'; var(e) +
{e: t) ~ D. Let o be a type substitution such that o Irys() D. Then, we have
T'otre~w {e}?: to. O

Proof: 'We show the following, stronger result (for all D, I', A, e, t, D, 0, ¢'):

DuT;AF{e:t) ~ D
oclp D

= TIoo’ Fed’ w {e}Po’: too’
static(o”, var(D)o)
var(e) C A
This result implies the statement: we take A = var(e) and ¢’ = [] (the
i identity substitution).
The proof is by structural induction on e.

Case: e = x
We have

® D:uT;AF{x:t) ~» D olkpa D © static(o”’, var(D)o) .
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By Lemma 9.20 from ®:
rx)=Va.r D={([/a]Ea)(a <t)}.

Assuming @ § o, ¢’ by a-renaming, we have (I'oo’)(x) = Va&.too’.

By ® and ©, we know that the types ﬁaa’ are static.

Since @ § 0, 0’, we have Ya € var(r). aoa’[ﬁaa’/&] = a[ﬁ/&]oo’.

Therefore, rao"[[?oo"/&’] = f[ﬁ/&]aa’.

By Lemma 9.19, r[ﬁ/&]aa’ C aoo’.

By Lemma 9.18, aoo’ = too’.

By [Ty], oo’ F x ~» x [ﬁaa’]: Taa’[ﬁacr'/o_f].

By [Tc], ['oo’ F x ~»» x [EGO”](T[,E/O_Z]O'O" éaoa’): too’.

This concludes this case since {x[}2¢’ = x [Eaa’](r[ﬁ/&]aa’ :[Nxao").
Case: e =¢

Wehave D :: ;A + {c: t) ~ D.

By Lemma 9.20, D = {b. < t}. By Lemma 9.18, b.oo’ = too’.

By [T.], o0’  coo’ ~» c: too’. Note that {c[}Po’ = c.

Case: e = Ax. e’
Wehave D :: ;A F {(Ax.e’: t) ~ D.
By Lemma 9.20:

D' (Fx:a0);AF (e’ ax) ~ D’
D=D"U{(a1 E 1), (a1 — az < 1)}
We know that a;o0” is static.
By Lemma 9.18, (a¢; — az)o0’ = too’.
ByIH, I'oo’,x: ajo0’ + e’'c0’ ~» {[e/]}?'a’: ayoo’.
By [Ty], oo’ F (Ax. e'aa’) ~s N@ @) {Ie']}?,a’: (a1 = a)oo’.
Therefore, oo’ F (Ax. e’g0”) w» M@ 2@ x [/} D67 tg07,
Note that {Ax. e} Lo’ = N@=@)o0 x [/} D',

Case: e = Ax: 7.¢’ Wehave D = T;A+ {Ax: t.e’: t) ~ D.
By Lemma 9.20:
D' = (x:1);AF (e’ ag) ~ D’
D=D"U{(t Cay), (1 = oz < 1)} .
By Lemma 9.19, 700’ C ay00”.
By Lemma 9.18, (a; — az)o0’ = too’.
By IH, I'co’,x: t00’ + e'ga’ ~ ('} D' 0’: ayo0’.
By [Ty.], Too’ F (Ax: 7.€')o0” ~> NT2%)9 x ('} D'6": (1 — ay)oc’.
By [Tc].

oo’ v (Ax: 1.¢e')o0’ ~»

(?\(T_)O‘Z)””'x. {[e']}?o")((r — az)oo’ é(al — az)oo’): (o — ay)oo’.
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Therefore,

Too' + (A\x: t.e")oc’ ~»
(A9 ('} 2 0" )((r = ay)o0” D(a — @)oc’): toa” .

Note that

{Ax:r.e}Po’ =
(AT2@79 x ('} Do) (r - ay)o0’ Doy — ay)oa’) .
Case: e = e ey
We have D :: I A+ {eg ex: t) ~ D.
By Lemma 9.20:
Di=T;AF {er: a > t) ~ Dy Dy T;AF {ex: a)) ~ Dy
D=D;UD,
ByIH, I'co’ + eyo0’ ~» {Iel]}Dl " (a > t)oo’.
ByIH, I'co’ v ez00” ~» {162]}6 o’ aoco’.
By [Tappl, oo’ + (&1 e2)o0” ~ {]el]}cy o’ el
We have {le; e;} 20" = {e; ]}UDlo" {le2 Degr,

Z)z/

:too’.

Case: e = (eq, e3)
We have D :: ;A F {(e1, e2): t) ~ D.
By Lemma 9.20:
Dy = T5AF (er: ar) ~ Dy Dy = A (ea: az)) ~ Dy
D=D1UD2U{0{1X052 St}
By Lemma 9.18, (@1 X az)o0’ = too’.
By IH, 'co’  ejo0’ ~» {[el]}?la’: ajo0’.
ByIH, I'co’ + eq00” ~» {Iez]}g o’ oo,
By [Tpair], oo’ F (€1, €)00” ~» ({131]}0 o', {Iez]}@2 ): too’.
We have {[(e1, e2)} 207 = ({17 0", {e2) 7% 0”).

Case: e =m; e’ Wehave D = ;A F {mje’: t) ~ D.
By Lemma 9.20:

D' =TAF{e': a; Xaz) ~ D’ D=D"U{a; £t}

By Lemma 9.18, a;00” = tao’.

ByIH, 'oo’ + e’co’ ~» {Ie’]}?/a’: (a1 X ax)oo’.

By [Tprojl, oo’ + (mt; € )oc” ~w m; {e'}2o"): too’.
We have {1; ¢’} 2¢’ = (n; {e’[}2)o’.

Case: e = (letax =ej; iney;) Wehave D = I'; A+ (letdx = e, iney: t) ~> D.
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By Lemma 9.20:
Dy =AU {eg: a) ~ Dy
Dy i (T, x: Y@, f. ao ;A F (ex: t) ~ Dy
D = Dy U equiv(oy, D1) o1 € solvesyuz(D1)
a B var(I'oy) E =var(ao) \ (var(I'oy) U @ U var(e;))

Let ; and ,El be vectors of distinct variables chosen outside var(e;),
dom(o), var(c), dom(c”’), and var(c’). Let p = [a1/&] U [ﬁl/ﬁ]

Since ﬁﬁ e and a; § o/, we have ec’ = (let ay x = elpO' ineyo’).

We have {[e]}D (letx = (Aal,ﬁl {[61]}01 po) in {ex] 2 ).

Since al,ﬁl # o’, we have

felPo’ = (letx = (Aalaﬁl {131]} 'poa’) in {Iez]}szf)

Considering e;, we have o1 -5y Ds.
We prove static(o” o o o p,var(Dy)ay).
Take an arbitrary a € var(D;)o;.

« If @ € dom(p), then ap is a variable in &1,51 and ap = apoo’
(because @, § 0,0’): hence apoo’ is static.

« If a ¢ dom(p), then apoo’ = aco’.
We have (a C a) € equiv(oy, D).
Since equiv(oy, D1) € D, ao is static. Furthermore, var(a¢o) C
var(D)o; hence, aoo’ is static too.

We have var(e;) C AU Q.

By IH, I'oipoc’ v e1poc’ ~» {[el]}?llpao”: aoipoo’.
Since dom(o) N var(e;p) = @, we have e;poo’ = e1po’.
By inversion, a ¢ var(I").

By Lemma 9.22, we have static(oq, var(I)).

By Lemma 9.23, 'oo’ = T'oypoo’.

We obtain I'oco’ + e;pa’ ~» {Iel]}?lpaa’: aoipoo’.
Considering e;, we have:

o lkp Dy static(o’, var(D3)o) var(ey) C A

By IH, Fcra x: (Vaﬂ a01)00 Feys’ o {[ez]}D2 "1 too’.

Since al,ﬂ1 #o,0, (Va, ﬁ acrl)acr = (Val,ﬁl ao1poo )

We obtain FO'O' x: (Val,ﬁl ao1poc ")k eyo’ v {Iez]}a2 " too’.
Moreover, 0{1,[31 § 'co’ and [31 fepo’.

Therefore, by [Tiet], o0’ + e’ ~ {e}Po’: too’. |

9.26 LEMMA: IfI';ArC~» D|a,thenvar(D) C var(I') Uvar(C) U a. m|
Proof: By induction on the derivation of I'; A + C ~» D | @. All cases are

: straightforward except that of let constraints.
Let C = letx: Y&@; a[C1]% . « in Cy. Assume ;A F C ~> D, Uequiv(oy, D1) |
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@3. Consider an arbitrary f € var(D,) U equiv(oy, D). We must show f €
var(I") U var(C) U as.

Case: f € var(D,)
By IH, we have f € var(I") U var(V&,E. aoy) Uvar(Cy) U .
If § € var(I") U var(C3) U &, then f € var(I") U var(C) U @s.
If B € var(Va@,f. aoy), then either B = a or B € var(a).

« If f =, then f§ € ;.
o If B € var(oy), either € var(D;) or not. In the latter case, € @s.

In the former, by IH, we have f € var(I") U var(C;) U @;. Note that
var(C;y) € var(C) U {a} U &. Then, f € var(I") U var(C) U @;.

Case: B € var(equiv(oy, D1))
By Proposition 9.14, dom(oy) C var(Dy). Then, § € var(D;) U var(oy). Both
cases have already been treated above. O

9.27 LEMMA: IfT;AF {e:t) ~ D | a,then var(t) C var(D). O

Proof: We define a function v mapping structured constraints to sets of type
: variables. We show these two results, which together imply the statement:

« for every t and e, var(t) C v({e: t));

« foreveryI', A,C,D,and @, if ;A + C ~ D | a, then v(C) C var(D).
i The function v is defined by induction on the structured constraint as
follows:

v(t; £ ty) = var(ty) v(rCa)=0 vxCa)=0
v(defx: 7in C) = v(C) v(@a.C)=v(C)\ a
v(C1 ACy) =v(C)U(Cy)  vlletx: Ya;a[C1]% . a in Cy) = v(Cy)

:  The two results are proven easily by induction, respectively on e and on
i the derivation of I';AFC ~ D | a. O

9.29 THEOREM (Completeness of type inference): IfI'  e: 7, then, for every
fresh type variable a, there exist D and o such that I';var(e) + {e: ) ~ D
and [7/a] U 0 Iryare) D. O

Proof: 'We show the following, stronger result (for all ', o, e, t, A, and ):

I'ore:to

static(o, I)

dom(c) § A D var(e)
UH At T, dom(o)

Ar{e:thy~D|a
— 3dAD,a,0’. yoUc ko D

dom(c’) Ca cU

This result implies the statement: take t = « (with « § I, var(e)), o = [7/a],
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i and A = var(e).
i The proof is by structural induction on e.

Case: e = x
We have I'o + x: to. Therefore, x € dom(I').
Let I'(x) be Va. r and assume, by a-renaming, @ # o. Then, (I'o)(x) =
Va.to.
By inversion of the typing rules, there exists an instance ro[f/@] of
(I'o)(x) such that ro[f/&] C to.
We take a € . Then, {x: t)) = Ja. (x T a) A (a < t) (since a § t).
We take E € U (with ,E # a). We have

A (xCa)~ {t[fl@lCat | f  DAr(@ast~{a<t)|o
and therefore (since a § I, E)
[ A+ G t) ~ {(e[f/d] E ) (a £ D} | fU {a}
We take ¢’ = [to/a]U[f/B] and show o U’ I 5 {(r[ﬁ/&] C a),(a <t)}:
e a(cUo’)=toand t(c Uc’) = to;
. T[ﬁ/&’](d Uo’) = to[f/@] (because var(r) \ @ C var(I") § dom(c”));

« o U’ is static on var(r[ﬁ/&]), because o is static on var(I") and ¢’
is static on .

Case: e=c¢
By Lemma 9.25, to = b,.
Moreover, {c: t) = (be < t).
We can derive I'; A+ (c: th) ~ (b < t) | @.
Taking o’ = [ ], we have 6 Uc”’ 5 (b. < t) since b, = to and dom(o) § A.

Case: e = (Ax.e;)
By Lemma 9.25:

to=t —>1n I'o,x:ti+te:ny

We partition the variable pool as U = {a, 2o} W Uj.
Let6 = o U [t /aq] U [11/az].
We have

(Ox.e): th
= Jday, az. (defx: ar in {er: ax)) A1 C ar) Alag — ap £ t)

since a1, a0 § t, e1.

Since oy, a3 # t,I', we have I'c = I'é and to = t6.
We have static(6, (I',x: a1)) and (I, x: o1)6 + eq: a20.
By IH:

(Ix:oq);AF {eg: ) ~ Dy | @y 6Ua{ ka Dy dom(o]) Ca; €Uy
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Then we have
A {(Ax.er): t) ~ Dy U{(a1 E ), (a1 = az < 1)} | @ U {ag, a2}

since a1, a3 § T, ds.

We take 0’ = [t;/a;] U [11/a2] U 0]. Note that c U o’ = 6 U 0.

We have cUc” Iy D1U{(a; C a1), (a1 — az < t)} because a1(cUc”) = t
is static and because (a; — a3)(c Uoc’) =t = 11 = to = t(oc U o).

Case: e = (Ax: T.¢e;)
By Lemma 9.25:

to=1t > 1 rCr’ T'o,x:Tke:n

We partition the variable pool as U = {a;, a} W . Let 6 = o U1’ /a1] U

[11/2].
We have

(Ox: 7.e1): 1)

=y, az. (defx: Tin {er: M AT E ) Alay = az £ t)

since a1, az § t, T, €;.

Since aj, az i t,I', we have I'c = I'6 and to = t6.

We have 16 = 1o = 1 because ay, ay § 7 and var(r) C A.
We have static(6, (I',x: 7)) and (I',x: T)0 F e1: a0,

By IH:

(Iyx:7);AF {er: a2y ~ Dy | &y 6Uo] kpa Dy dom(o]) C @ €Uy
Then we have
AR {(Ax:T.ep): t) ~ Dy U{(r C ay), (o1 — ag < 1)} | oy U {ag, o}

since a1, az § T, ds.

We take 0’ = [t’/ay] U [11/a2] U 0. Note that c U o’ = 6 U g].

We have 0 Uo’ ko D; U {(r C a;), (a1 — a3 < t)} because (o U ¢’) =
T E 1’ = a1(c Uo’), because o U ¢’ is static on 7 (since it is the identity),
and because (a1 » a)(cUc’)=17" —> 11 =to = t(c Uo’).

Case: e = e ey
By Lemma 9.25, we have 'c - e;: 7 —» tocand I'o + e;: 7.
We partition the variable pool as Ul = {a} W l; W, Let 6 = o U [r/a].
Since a f§ t, e;, €2, we have {e; ex: t) = Ja. {er: a — t) A {ez: a)).
Sincea § t,I, I'c = I'6 and to = 6.
We have static(6,1), 6 Fer: (a = t)dand I'6 F ey: ab.
By IH:

F;AI—((elza—>t>)'\/>D1|071 6'UO'1’ ||—AD1 dom(O'l')QO_ﬁQlIl
AR {ez:a) ~ Dy|az  6Uo,kpa Dy dom(o,) C @2 C Uy
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Then, since &; § a; and a § T, (&, U &), we have I'; A + {e; ep: t) ~
DiUD; | a3 Uday U {a}.

We take o’ = [r/a] U o] U 0.

By Lemma 9.26, we have that o] § var(D,) and o, # var(D;).

Then, by Lemma 9.28, 0 U ¢’ -4 D1 U D;.

Case: e = (e1,e3) ore = 7; e;
Analogous to the previous cases.

Case: e = (letad x = e; in ey)
By Lemma 9.25:

T'otre:n Fo,x:V&,E.flkezzta &’,Eﬁra Eﬁel

By a-renaming, we can assume & C . We partition the variable pool as
U={alWwawl; Wi, wls Let 6 = 0 U[r;/a]. We have:
Ce: t) = letx: V@ a[{er: a)]™ N\ & in (ey: t)

I'c=TI6andtoc =té static(6, T') I'6re:as
By IH (using A U @ instead of A):
IAUAF (er:a) ~ Dy |dr 6Uo| kaug D1 dom(oy) € o €Uy

Since 6 U 0] I pug D1, by Proposition 9.16, there exist two substitutions
o7 and o7 such that

o1 € solvepyz(D1) dom(&) C var(oy) \ var(Dy)
Ya. ao1(6 Uo, UG) E alé Uol Udy)

Ya. aoy static = a01(6 U o] Udy) = a(6 U o] Udy)

We can choose the variables in var(o7) \ var(D;) freely from a set of fresh
variables: we take them from ;.

Let5 = o U|[r/a]Uo] Ua.

We have I'c = I'é and to = t4.

Let y = var(aoy) \ (var(I'oy) U @ U (var(ey) \ @)) = var(aoy) \ (var(I'oy) U
@ Uvar(ey)). Let I'" = ([, x: Ya,y. aoy).

We show static(oy, I'). Take § € var(I"). If § ¢ var(D,), then fo; = f, which
is static. Otherwise, by Lemma 9.21, we have f € var({e;: a))) Nvars(D).
We have var({e;: a))) = var(e;) N {a}. The case f = « is impossible
because ¢ var(I"). If § € var(ey), then oy = B.If f € varz(D;), then foy
is static.

Note that & = 6 U o] U 67. Therefore we have:

Ya. ao16 C ad Ya. aop static = ao16 = ao

We have I'¢ = I'o16 because, for every a € var(I'), a0 is static.
We show U, # I,
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We already have U, # I'. It remains to show that the variables of
Va,y. aoy are not in Uy, which is true because all these variables are
either « or variables in var(oy), and var(o) C var(D) U Us.

We show static(5, I'’).

We have static(J, I') since & and o are equal on var(I"). We must show
that, for every variable f§ € var(Va,y. aoy), B is a static type. We have
B € var(aop)\(@Uy). By definition of y, we have 8 € var(I'o;)Uvar(ey).
If B € var(I'oy), then there exists a y € var(I") such that § € var(yoy);
since y & is static and y& = yo;6, yo15 is static; therefore, 55 is static
as well. If § € var(ey), then € A and S5 = .

We show static(&, var(Dy)o).

Consider y € var(D;)o;. By Proposition 9.14, y € var=(D;)o; UA U @.
Ify € AU &, we have y& = y. If y € varz(D;)oy, there exists y’ €
vare(D;) such that y € var(y’o;). We know that y’J is static. Since
Y’ oy is static too, we have y’016 = y’¢. This implies that y& must be
static.

Now we show /G + ey: t&.
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We apply Lemma 9.6 by showing I'"¢ C' (I'c, x: V&,E. 71). Since
I'é = I'o, we must only show (Y&,y. acy)5 C¥ V&,ﬁ. 7;. Note that
ad = 11 and ao16 C ad. Hence, we have V&,ﬁ. ao 5 C¥ VO_Z,E. 7.
Since C" is transitive, we conclude by showing

(Ya@.j. a01)5 £ Va,f. aor5 .

We choose fresh variables ay,y; (ensuring ai,y; #§ &) and let p =
[@i/a] U [y1/7]; then (Va,y. ao1)G = Ya,y1. aoipd.

To show VYa,,y;. o1 p& C¥ Va,B. ao,5, we consider an arbitrary in-
stance @156 of V&,E. aoy6, with ¢ : &,E — SType. We choose the
instance ao1p56’ of Vay,y1. ao1p&, with 6" = [@6/a;] U [y&6 /1]
We must show that ¢’ is a valid instantiation. It has the correct do-
main, but it remains to show that @6 and y & are static. For @&, the
result is immediate. If y € ¥, instead, we must show that y &4 is static.
We have y € var(aop). By Lemma 9.27, we have a € var(D;). Hence,
Yy € var(Dq)o;. We have already shown static(¢, var(D;)oy). Hence,
Y is static; since & is static, y& ¢ is static too. Now, we must show
ao1pd6’ E ao166; actually, we show that the two types are equal.
Consider § € var(aoy): we must show fp5é’ = 6.

« If f € dom(p), then fp56’ = fpé’. In particular, if § € a, then
Bpdé’ = p6 = f&ao (because & = f since & is not defined on
@).If p € y, then fp66’ = f&6.

« If f ¢ dom(p), then fp56’ = f&. Since f € var(ao), neces-
sarily f € var(I'oy) U var(ey). If § € var(I"gy), then var(f5) C
var(fo16) = var(I'c); but then, since dom(6) # I'o, we have
poc = p&. If f € var(ey), since f ¢ a, we have f € A and
therefore f6o = f = 6.
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We apply the IH using the premises:
I''érey:ts static(¢, I'")
dom(&) # A D var(e,) Uy, § AL, I, dom(5)
We derive:
I AR (eg: th) ~ Dy | @y FUo, ka Dy dom(a,) C az C Uy

We show & # I'o; by contradiction. Assume that there exists an o € &
such that a € var(I'o;). Then, since & is not defined on @, we would have
a € var(I'016). But I'o16 = I'é = I'o. Then, we would have « € var(I'o),
which is impossible.

From the premises

F;AU&F«Cli 0(>>’\/)D1 |(}1
(F,x: V&',}?’ 0((71);A F <<€22 t>> ~> D, | C_fz
o1 € SOIVGAU&'(Dl) a ﬁ I'oy

¥ = var(aoy) \ (var(I'oy) U @ U (var(ey) \ @))

we derive

I;A R {e: t) ~ Dy Uequiv(or, Dy) | @3
where a3 = {a} Ua U a; U a, U (var(oy) \ var(D;)) C .
Let 0’ = [11/a] U ] U 61 U o,. We have dom(c”) C a5 C .
It remains to prove that 0 U ¢’ IFo D, U equiv(oy, D1). Note that o U o’ =
& U o,. Therefore, we have o U ¢’ Ik D,. We show that o U ¢’ solves
equiv(oy, Dy).

« When f € varz(D;), we must show that (o U ¢”) is a static type.
Note that, since & U o] IFxuz D1, we know B(6 U o)) is static. This
gives the result we need since o U 0’ = (6 U o) U (61 U 0,) and
dom(y U o) §f var(Dy).

« When f € var(D;)o1, we must show that (o Uc”) is a static type. We
have shown static(6, var(D;)oy). This is sufficient because o U ¢’ =
& U o, and dom(o;) # var(D;) U var(oy).

« When f € dom(oy) and foy is static, we must show f(o U ¢’) =
Poi(o U ¢’). We have & = o1, which gives the result we need
since & and o U ¢’ differ only on variables outside dom(o) and
var(oy). O

Gradual typing for set-theoretic types

10.5 LEMMA: LetT be a type frame with var(T) = { A; | i € I }. There exists a
type frame T’ such that the four sets

vart Ty c {AT" |iel} vart™(T") c {ATV |iel}
var Ty c {A;" |iel} var “(T") C {A;V |iel}
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are pairwise disjoint and that

T =T ([Ai/AT i1 U [Ai /AT lier U [Ai /A7 ier U [Ai /AT lier) . O

Proof: Clearly, T’ is definable as a tree: it is the tree that coincides with T
except on variables, and that, where T has a variable A;, has one of A;’A, Afv,
: A7, or A7V depending on the position of that occurrence of A;. The tree T’
: is also clearly contractive and the sets of variables in different positions are
disjoint.

:  For T’ to be a type frame, it must also be regular. Since T is regular, it can
be described by a finite system of equations

X1=T1

xp =Ty
such that every T; is an inductively generated term of the grammar
T=x|X|a|b|TXT|T—>T|TVvT|-T|O
(x serves as a recursion variable) and that (reading the equations as a tree)

;T=X1.

Then, T’ can be defined as x" where

1

xif—v — f+V(T1)
x "= fNT)
x; ¥ = (T
X, = f(Tn)
and where (defining ¥+ = —,= = +, A = V,and V = A) fP%(T) is defined

inductively as:

= RO =X @ =t ) = b
T X T) = [ X D) T - T) = fPU(R) - fPUT)
TV T) = TV T T = fPRT) fPR0) =0

i At most 4n equations are needed to define T’ (they could be less, since
some xf] “ could be unreachable from x;"). Therefore, T’ is regular. O

10.9 LEMMA:

T£0

either {X, Y} # fvar (T) or {X, Y} # fvar*(T)} = T[X/Y] £0
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Proof:  We first give some auxiliary definitions.

Let s range over the two symbols B and B. We define s as follows: B =g
' and B £ @
: Given a type frame T’, we write T’ £ @ if {X, Y} § fvar (T) and T’ £ 8 if
L {X, Y} fvar*(T).
Note that, for all T/, T}, and T, we have:
(-T'es) = (T"k5)
(T1VT2 IZS) - (T1 IZS)/\(T2|:S)
(Ti1xT,es) = (T1Es)A(Tz k)
(Tl —)TgI:S) - (T1|:S)/\(T2|:S)
We define a function F* on domain element tags (finite sets of variables):
PR - {LU{X,Y} ifXeLorYel
otherwise
(L) = L\{X,Y} ifX¢LorY¢L
L otherwise
We also define F on domain elements as follows:
FS(CL) — CFS(L)
Fo((d1, dp)") = (F*(dh), F(dy))"
F({(dr,dy), . ... (dn, di)}") = {(F3(d1), F*(d})), . . .. (F5(dn), F*(d}))}" V)
F(Q)=Q
We must show:
T£0
= T[X/Y]£0
either {X, Y} # fvar (T) or {X, Y} # fvar*(T)
This can be restated as:

3d € Domain. (d : T)

} — 3d’ € Domain. (d' : T[X/Y])
ds. TEs

We prove the following, stronger claim:

VdT.s. Trs — @1 = (F@:TIX/Y])
—(d:T) = =(F5(d): T[X/Y])

by induction on the pair (d, T), ordered lexicographically. For a given d, T,
. and s, we assume T F s and proceed by case analysis on T and d.
Let o = [X/Y].
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Case: T =«
Since o = a, we must show

d:a) = (FF[d):a) —d:a) = =(Fd):a).
If (d : «), then « € tags(d) and also a € tags(F*(d)).
Likewise, if d ¢ [«]], then « ¢ tags(d) and also « ¢ tags(F*(d)).

Case: T=Z, withZ #XandZ #Y
Like the previous case.

Case: T=X
Since X € fvart(X), we have s = m&.
We must show

d:X) = (F(d): X) -(d:X) = —(FFd):X).
If (d : X), then X € tags(d) and X € tags(F®(d)). If =(d : X), then
X ¢ tags(d) and X ¢ tags(FE(d)).

Case: T=Y
Since Y € fvar*(Y), we have s = @.
We must show

d:Y) = (F*(d):X) -(d:Y) = —(FF@):X).
If (d : Y), then Y € tags(d) and X € tags(F®(d)).
If =(d : Y), then Y ¢ tags(d) and then X ¢ tags(FE(d)).

Case: T=1Db
Since bo = b, we must show

(d:b) = (F5(d):b) —=(d:b) = (F°(d):b).
If (d : b), then d = ¢* with ¢ € B(b). Then, F5(d) = ¢ and (F*(d) : b).
If =(d : b) and d is of the form ¢, then ¢ ¢ B(b): then, F5(d) ¢ [b]. If d is
not of the form ¢k, then F*(d) is not either and we have F°(d) ¢ [b].
Case: T =T, X T,

Since T Es,wehaveT; Esand T, E s.
We must show

(d : Ty X Tg) - (Fs(d) : Tio X TzO')
~(d: Ty xT,) = —(F5(d): Tio x T,0).

If (d : Ty X Ty), then d is of the form (d;, d;)* and, for both i, (d; : T;). We
have F5(d) = (F5(d,), F*(dy))"°" (D). By IH, (d; : T;) implies (F*(d,) : T10);
likewise for d,. Therefore, (F°(d) : Tyo X T0).

If =(d : Ty x T;) and d = (dy, d>)*, then either —~(d; : Ty) or =(d, : Ty).
Then, by IH, either ~(F*(d;) : Tyo) or ~(F*(d;) : T, o). Therefore, ~(F(d) :
Tio X T,0). If d is of another form, then the result is immediate.
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Case: T=T, - T,
Since T Es,wehaveT; Esand T; E s.
We must show

d: Ty > T) = (F¥(d):Tioc — T0)
_|(d : Tl — Tz) == _I(Fg(d) : T10' e Tzo') .
If (d: Ty = T), then d is of the form { (d;, dj’) |jeJ} and, forallje J,

we have:
(dj ZTl) - (d]’ : Tz) .

We have F*(d) = { (F*(d;), F*(d})) | j € J}7 V.
For every j, by the induction hypothesis applied to T; and d;, and to T,
and d]’., we get
(dj : Tl) - (Fs(dj) : Tlcr) —|(dj : Tl) - —|(F§(dj) : Tla)
(d;: Tz) = (F°(d)) : Tz0) -(d: ;) = —|(F§(dj’.) : To) .
We must show, for all j € J:
(F°(dj) : Tio) = (F°(d}) : T0)

which we prove using the induction hypothesis (in particular, using the
contrapositive of the second implication derived by induction).
If +(d : Ty = Tp) and d is of the form { (d;,d’) | j € J }*, then there exists
a jo € J such that

(dj, : Tv) -(d; € Tr).

We have F*(d) = { (F*(d;). F*(d})) | j € J }7"(1). By IH, we show
(FS(d;,) : Tio)  —(F5(dj,) : Txo) .

If d is of another form, we have the result directly. then we get the result
directly.

Case: T = T1 \% Tz
Since TEs,wehaveT; Esand T E s.
By the induction hypothesis applied to d and T;, we get

d:T;) = (F5(d): T,o) —(d:T;) = —(F(d):Tio).
We must show
d:Tyvh) = (F’(d):Tio V T,o0)
=d:T;VT) = (F°(d):TioV Tyo).

To show the first implication, assume (d : Ty V T3): then either (d : T;) or
(d : Ty); then either (F*(d) : Tyo) or (F°(d) : T,0); then (F*(d) : Tio V Ty0).
To show the second, assume —(d : T; V Ty): then =(d : T}) and —=(d : Tv);
then =(F5(d) : Ty) and ~(F°(d) : Ty); then ~(F5(d) : Ty V T5).
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A Additional proofs

Case: T = =T’
SinceTEs, T ES.
By applying the induction hypothesis to d and T’, we get
d:T) = (F5(d): T'0) —(d:T') = —(F5(d):T'o).
We must show
(d:-T") = (F’(d): ~(T'0)) =(d:=T") = =(F5d): ~(T"0)).

For the first implication, assume (d : =T"): then —(d : T*), =(F*(d) : T'0),
and (F*(d) : =(T’0)). For the second, assume —(d : =T”): then =—(d : T’),
that is, (d : T”); hence (F°(d) : T’¢), and =(F*(d) : =(T’¢)).

Case: T=0
Both implications are trivial. O

LEMMA:
T, <T,
X € fvart(T}) = X ¢ fvar™(Ty)
X efvar (Ty) = X ¢ fvar (Ty)
YHT, T, X

O

Proof: If X ¢ fvar(Ty), the result is immediate because T1[Y/X] = T;. If
: X ¢ fvar(T), then we have T, = T,[Y/X] and the result can be derived by
Proposition 10.2. We consider the case X € fvar(T;) N fvar(T3). In this case, we
have X ¢ fvar™(T;) N fvar (T} ): otherwise, X could not occur in Ty. Therefore,
X occurs only positively or only negatively in T7.

Given T1, T, X, and Y satisfying

X € fvart(T}) = X ¢ fvar'(Ty) X € fvar (T}) = X ¢ fvar (Ty)
YHT, T2, X,

we must show T} < T, = Ti[Y/X] < T,.

We show the contrapositive: Ty[Y/X] £ T, = T £ T,. Assume

 T[Y/X] £ T..

We have Ty = T1[Y/X][X /Y] and T, = T,[X/Y]. Let T = T1[Y/X] \ T. We

have T £ 0 by definition of subtyping.

We show that either {X, Y} # fvar (T) or {X, Y} # fvar™(T) holds. Note that

fvar™(T) = fvar™ (T1[Y/X]) U fvar (T3)
fvar™(T) = fvar (T1[Y/X]) U fvar™ (T3) .

If X € fvar™(Ty), then X ¢ fvar (T}) and X ¢ fvar*(T3): therefore, {X,Y} #
D fvar (T). If X € fvar (Ty), then X ¢ fvar™(Ty) and X ¢ fvar™(T3): therefore,
F{X, Y} fvart(T).
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: By Lemma 10.9, we have T[X/Y] £ 0: that is, (T1[Y/X] \ T,)[X/Y] £ O;
that is, T1[Y/X][X/Y] £ To[X/Y], whichis T} £ T. |

10.12 LEMMA:
T£0
X ¢ fvar®*"(T)y = T[X/Y]£0
Y ¢ fvar®(T)

Proof:  We first give some auxiliary definitions.
: Let s range over the two symbols A and v. We define 5 as follows: A Sy
L and V = A.
Given a type frame T’, we write T’ £ A if X ¢ fvar®®d(T’) and Y ¢
L fvar®e"(T”); we write T’ £ v if X ¢ fvar®®"(T”) and Y ¢ fvar®®(T’).
i Note that, for all T’, T}, and T, we have:
(=T"es) = (T'Es)
(IiVTLes) = (TiEs)AN(Tz k)
(TixTes) = (TiEs)A(TzES)
(Ti > Thks) = (T1Es)A(TLEs)
We define a function F* on domain element tags (finite sets of variables)
 as:
PO -1 P - {LU{X} ifYy el
L\{X} ifYe¢lL

We also define F on domain elements as follows:
FS(cl) = D)
F((dr do)") = (F(dy), F(dp))"™ )
F({(d1,dy), . ... (dn, di)}") = {(F3(d1), F*(d})), . . .. (F3(dn), F*(d}))} V)
F(Q)=Q
We must show:
T£0
X ¢ fvar®(T)p = T[X/Y] £ 0
Y ¢ fvar®dd(T)
This can be restated as:

3d € Domain. (d : T)

} — 3d’ € Domain. (d' : T[X/Y])
TEV

We prove the following, stronger claim:

Vd,T,s. Tes = ((d:T) & (F°(d): T[X/Y])
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: by induction on the pair (d, T), ordered lexicographically. For a given d, T,
i and s, we assume T F s and proceed by case analysis on T and d.
:  Leto =[X/Y].

Case: T =«
Note that ao = .
(d:a) = a € tags(d)
— « € tags(F*(d))

(neither F2 nor FV affect variables other than X)
— (F°(d):a)

Case: T=Z,withZ+XandZ #Y
Like the previous case.

Case: T=X
Note that we must have T £ A because X € fvar®®"(X) and X ¢ fvar®d(X).
Note that Xo = X.

(d:X) & X € tags(d)
& X € tags(F*(d))
= (F*d):X)

Case: T=Y
Note that we must have T £ v because Y € fvar®®"(Y) and Y ¢ fvar®(Y).
Note that Yo = X.

(d:Y) & Y € tags(d)
& X € tags(F'(d))
— (F'(d): X)

Case: T =D
Note that bo = b.
If (d : b), then d must be of the form ¢* with ¢ € B(b). Then, F*(d) = ¢
and (F°(d) : b).
If (F5(d) : b), then F*(d) must be of the form ¢! with ¢ € B(b). Then,
d=ct and (d:b).

Case: T =T, X Ty
If(d : Ty X Ty), then d = (dy,d»)*, (d; : Ty), and (dy : Ty). We have
F3(d) = (F5(d), F5(d2))"* ™). By IH we have, for i € {1,2}, (d; : T}) &
(F5(d;) : Tio); hence, (F*(d) : Tio X T;0).
If (FS(d) : Tyo X Ty0), then F*(d) = (dy,do)’, (dy : Tyo), and (d, : Ty0).
Then, we have d = (d/, dé)L,, with d; = F¥(d]) and d; = F*(d,). By IH we
have, for i € {1,2}, (d] : T;) &= (d; : Tio); hence, (d : T1 X T5).
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Case: T=T, - T,
Note that, since T £ s, wehave T; Esand T, E s.
If(d: T, » T,), thend = {(dj,d]’.) |jeJ} and

VieJ.(dj:Ty) = (d}:Ty).
Then, F$(d) = { (FS(d;), F*(d))) | j € J}*""). By TH, for every j € ],
dj:T)) & (F'(dj):Tio) (d}:Ty) & (F°(d)): Tyo).
Therefore, we have
VjeJ.(F°(dj): Tio) = (F°(d)): To0)

and hence (F°(d) : Tioc — T»o0).
If (F°(d) : Tyo — Ty0), then F*(d) = { (d}, djf) |jeJ} and

V]E_] (dj:Tlﬁ) - (d;TzO')

Thefl, d = {(d;, Jj’) | j € J}Y¥, with, for every j € J, F(d;) = d; and
Fs(d]'.) = d;. By IH, for every j € J,

dj:T)) & (dj:Tio) (dj:Ty) & (dj:T0).
Therefore, we have
Vie].(dj:Ty) = (dj:T)
and hence (d : T} — T).
Case: T=Ti VT,
d:T1vVT) & d:T1)V(d:Tp)

— (F’(d):Tio) VvV (F°(d) : T,0) by IH
— (F°(d): Tio V Tyo)
Case: T = =T’
d:-T)  —=d:T)
— =(F’(d):T'o) by IH
& (F*(d):~(T'0))
Case: T =0

Trivial, since (d : ) never holds for any d and since 0o = 0. O

1014 LEMMA:
T"<0
T<0 = 3T, X,Y. {T=T[X/Y]
fvar®e"(T”) # fvar°dd(T”)
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Proof:  Assume that fvar(T) = {Xy,..., X, }.
i By Corollary 10.7, we can find T’ such that fvar®*"(T”) C {Xy,...,X,} is
disjoint from fvar®®(T”") € {X],..., X} and that T = T'[X;/X]]",.
:  We must prove T" < 0. We have T < 0, which is T'[X;/X/]"., < 0
: Therefore, we also have T'[X;/X]]" [X]/X;]", < 0 (by Proposition 10.2),
- which is T'[X//X;]", < 0.
: Let X be the vector X;...X, and X’ be the vector X{...X;. We have
X # fvar*¥(T”) and X’ # fvar®e"(T’). We also have X 4 Y.
: By Lemma 10.13, we have

T£0 = T'[X'/X] £0
and, by contrapositive,

T[X'/X]<0 = T’ <0
which yields T’ < 0. O

1017 LEMMA: Ifr < 5, thent! <17, O

Proof: By definition of 7; <’ 15, there exist T} and T such that:
. Tf:’l'l T2T=’Z'2 Tl STZ

fvar™(Ty) § fvar (Ty) fvar™(Ty) § fvar (Ty) .

: Let X = (fvar* (Ty) Nfvar™ (Ty)) U (fvar™(T;) Nfvar*(T3)) and let Y be a vector
: of variables outside T; and T». Since T; and T; are polarized, we have

X e fvar(Ty) = X ¢ fvar*(Ty)

VX € X.
X e fvar (Ty) = 