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Résumé

Dans la lutte contre le cancer, la médicine personnalisée est une stratégie nécessaire et très prometteuse.

En effet, il est primordial de pouvoir tester l’innocuité et l’efficacité de médicaments anticancéreux sur des

échantillons provenant du patient lui-même, du fait de la diversité des réponses entre patients. Le but est

d’améliorer la performance des soins et d’éviter des traitements inutiles et même parfois nocifs pour le pa-

tient. Ainsi, l’exemple de la chimiothérapie illustre parfaitement cette stratégie. Le coût élevé des molécules

thérapeutiques, la nocivité de ces molécules et les réponses variées des patients face à une même molécule

implique le recours aux tests de ces molécules sur un échantillon provenant du patient lui-même. Il en résulte

un intérêt croissant dans le développement de tests simples, robustes et peu coûteux permettant l’évaluation

de la chimio sensibilité de cellules biologiques issues d’une biopsie. Les problématiques liées à la mise

en place de tels tests sont la quantité de cellules disponibles dans une biopsie, la diversité des molécules

thérapeutiques à tester et également le choix d’une technique de détection permettant de suivre la cinétique

d’action des molécules sur les cellules biologiques. L’une des réponses à la faible quantité de cellules est

le développement de tests dans des environnements microfluidiques qui nécessitent donc l’intégration et la

miniaturisation d’une technique de dètection. La stratégie qui sera étudiée dans cette thèse est l’utilisation

de l’impédancemétrie par le biais d’électrodes interdigitées d’Oxyde d’Etain et d’Indium (ITO) pour l’ana-

lyse quantitative de l’état de cellules de cancer du sein pour des applications de criblage de médicaments

anticancéreux. Ce matériau présente l’avantage d’être transparent permettant ainsi des mesures d’impédance

qui pourrait être couplées à des mesures optiques dans un environnement microfluidique.

Dans une première partie, nous avons caractérisé et étudié des électrodes interdigitées d’or et d’ITO pour

des mesures d’impédance avec des cellules cancéreuses. Cette caractérisation par spectroscopie d’impé-

dance réalisée dans des solutions de milieu de culture en présence et absence de cellules, ont permis de

démontrer que la différence de sensibilité entre ces deux matériaux provenaient à la fois d’une différence

de comportement résistif mais également d’une différence d’impédance interfaciale, dans les deux cas à la

défaveur de l’ITO. Après ce constat, nous avons donc poursuivi l’étude afin d’évaluer les capacités de l’ITO

pour des mesures de chimiosensibilité de la molécule 5-fluorouracil et également proposé une stratégie pour

améliorer la sensibilité de l’ITO tout en conservant sa transparence. La stratégie développée consiste en la

modification de la surface de d’électrodes d’ITO avec de l’oxyde d’iridium pour améliorer la sensibilité de

l’ITO, tout en gardant sa transparence. Cette approche est intéressante pour pouvoir concevoir un dispo-

sitif transparent et facile à coupler avec un système d’observation microscopique dans un environnement

microfluidique.

Mots clés : Médicine personalisée, electrodes interdigitées, impédancemétrie, ITO, oxyde d’ iridium, cel-

lules de cancer du sein
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Abstract

In the fight against cancer, personalized medicine is a necessary and very promising strategy. In fact, it is

essential to be able to test the safety and effectiveness of anticancer drugs on samples from the patient, due to

the diversity of responses between patients. The aim is to improve the performance of health care and avoid

unnecessary and sometimes harmful treatments. Thus, chemotherapy perfectly illustrates this strategy. The

high cost of therapeutic molecules, the harmfulness of these molecules and the varied responses of patients

involve the use of tests with chemotherapeutic molecules on samples coming from cancer patients. This

results in a growing interest in the development of simple, robust and inexpensive tests for assessing the

chemo sensitivity of biological cells from a biopsy. The problems related to carrying out such tests are the

quantity of cells available in a biopsy, the diversity of the therapeutic molecules to be tested and also the

choice of a detection technique, able to monitor the kinetics of action of the molecules on the biological

cells. One solution to the small amount of cells is to carry out the tests in microfluidic environments which

therefore require the integration and miniaturization of a detection technique. The strategy that will be

studied in this thesis is the use of electrical impedance with interdigitated electrodes of indium tin oxide

(ITO) for the quantitative analysis of the state of breast cancer cells for screening applications of anticancer

drugs. This material has the advantage of being transparent allowing impedance measurements that could

be coupled to optical measurements in a microfluidic environment.

In the first part, we characterized and studied interdigitated electrodes of gold and ITO for impedance mea-

surements with cancer cells. This impedance spectroscopy characterization carried out in culture medium

solutions, in the presence and absence of cells, demonstrated that the difference in sensitivity between

these two materials comes from a difference in resistive behavior and also from a difference in interfa-

cial impedance, in both cases to the disadvantage of ITO. After this, we continued the study to evaluate the

capabilities of ITO for chemosensitivity measurements using the molecule 5-fluorouracil and we suggested

a strategy to improve the sensitivity of ITO while maintaining its transparency. The strategy developed con-

sists of modifying the surface of ITO electrodes with iridium oxide to improve the sensitivity of the ITO,

while keeping its transparency. This approach is interesting for developing a transparent device and easy to

couple with a microscopic observation system in a microfluidic environment.

Keywords: Personalized medicine, interdigitated electrodes, impedance sensing, ITO, iridium oxide, breast

cancer cells
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Introduction

Generally, the health care system is based on "trial and error" model. This means that doctors prescribe

drugs following the same standardized treatment process for each patient suffering the same condition. If

the medication does not help the patient, then the doctor may change the drug or the dosage. However, there

is variability between patients and not all drugs are as effective as they should be for every patient with the

same illness[1]. Some of them, that work for some patients with a condition are completely useless on others

and can cause unwanted side effects. Due to this heterogeneity of the patient population, the "one drug fits

all" approach needs to be changed, leading to the application of the new approach known as Personalized

Medicine. Within this approach, doctors can provide "the right drug, with the right dose at the right time to

the right patient"[2]. This type of medicine aims at offering more effective treatments based on individual

features of each patient by identifying particular biological markers. These markers will help to diagnose

the disease before clinical signs and symptoms appear[1].

In this manuscript, we are focused on cancer, which ranks the second most common cause of death world-

wide following cardiovascular diseases[3]. Cancer is considered a disease that starts by genetic mutation[4].

Due to this mutation, cancer cells cannot enter into the programmed cell death process and they start to

accumulate mutations, becoming abnormal cells. One of their principal characteristics is that they can un-

controllably divide forming tumors in the body[5]. Moreover, cancer cells are able to invade new body parts

through bloodstream and lymphatic system, leading to metastasis and invasion of neighboring tissues[6].

Additionally, in cancer, several tumors may share the same genetic information, but the gene expression

pattern varies in different tumor types[7]. Hence, identifying a treatment based on the molecular and ge-

netic information of patient’s tumor is highly needed. This will avoid unnecessary toxicity and costs for

patients who are not good candidates for a certain treatment. Personalized medicine could be extremely

helpful in chemotherapy, the principal method for cancer therapy, where its effectiveness is limited by drug

resistance[8]. It has been shown that tumors can contain high degree of molecular heterogeneity, leading to

drug resistance through the therapy-induced selection of a resistant minor subpopulation of cells that was

present in the original tumor[9]. However, before finding which medical treatments and procedures will

work best for each patient, it is necessary that the patient’s molecular and genetic information are available.

This means that for each patient, proteins, different expression patterns and gene variants associated with the

disease need to be identified. In addition, prediction of individual treatment responses by in vitro assays us-

ing cells extracted from patients is highly needed if more effective treatments want to be offered to patients.

In order to achieve this, scientists need to take repeated biopsies of resistant tumors or biopsies of distant

metastatic sites and then perform in vitro tests[10]. However, one of the major challenges in drug screening

of cancer biopsies is the small amount of available cells. For instance, in mammary tumors, a sample may

result in less than 1 million cells in total after dissociation of the tumor[11]. As for liquid biopsies, contain-
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ing circulating tumor cells (CTCs), the number of available cells is extremely low, 1 to 10 CTCs in 7.5 mL

of blood sample[12]. To circumvent this limitation, a possible solution could be to work in a microfluidic

environment. The use of micro-volume channels not only could reduce sample size, but also could reduce

costs as less reagents are consumed during tests.

Furthermore, in order to improve the success rate of cancer chemotherapy, it is necessary to have a rapid and

sensitive assay to predict chemosensitivity of individual patients. Usually, in drug screening, an early part of

the experimental process often involves screening a large number of compounds using defined biochemical

assays in an ultrahigh-throughput format[13]. Nevertheless, the effect of a drug on an organism is complex

and involves interactions at multiple levels that cannot be predicted using only biochemical assays. There-

fore, in order to understand this complexity, cell-based screening assays have become biologically relevant

candidates to predict the response of the organism. There is also the need to carry out multiplexing during

the assays so that multiple compounds can be tested at the same time. Another important aspect that has

to be taken into account is the method used to follow the cell response to the drugs without damaging cells

during assays. In the literature, there are two types of assays to study cell activity for drug discovery and

screening. First, label-based methods, such as colorimetry[14] based on color changes, luminescence[15]

and fluorescence[16] based on fluorophores and emission of light after a chemical reaction. Label-based

methods offer rapid and selective detection. Nevertheless, one of the limitations of these end-point label-

based methods is the labeling step. It has been demonstrated that chemical labels interferes with the natural

functions of proteins[17]. Therefore, the second type of assays, real-time label-free detection methods have

become an attractive approach over traditional end-point assays for screening and profiling drugs in native

cells[18]. In the literature there are several techniques, such as resonant waveguide grating[19], surface plas-

mon resonance[20] based on evanescent wave and refractive index, surface acoustic wave[21] and quartz

crystal microbalance[22] based on piezoelectric effect, and finally electrical impedance sensing based on

impedance changes[23]. As we mentioned earlier, in the personalized medicine approach, we would need

a technique compatible with microfluidics and multiplexing but also inoffensive to cells. Among the label-

free methods, we have chosen electrical impedance sensing as the method for following cell activity in drug

screening and cytotoxicity assays. However, reducing the dimensions of an impedimetric sensing system

in order to work in a microfluidic environment, brings some challenges, such as the small sized electrodes

inducing high impedance which affects the sensitivity of the measurements.

This thesis aims at studying Indium-Tin-Oxide (ITO) as electrode material for Electrical Cell-substrate

Impedance Sensing (ECIS) experiments in the context of personalized medicine. This transparent mate-

rial provides the advantage of combining electrical impedance with microscopy. We therefore focus on

evaluating the ability and compatibility of ITO with the integration in microfluidic systems. In the following

manuscript, we introduce the context of personalized medicine in cancer treatment and the technique used

for monitoring cell activity in real-time, ECIS, in Chapter 1. Chapter 2 presents the different materials and

methods that were used in this thesis for studying cancer cell activity using electrical impedance sensing.

Following this, in Chapter 3 we discuss the results about the characterization of gold and ITO interdigi-

tated electrodes for ECIS experiments. We studied the impedance response of both electrode materials in

absence of biological cells. Here, we tried to understand why ITO is not widely used for ECIS experiments

despite its transparency. As for Chapter 4, we present the results obtained for both electrode materials in the

presence of biological cells and an example of cytotoxicity assay using the chemotherapeutic agent 5-FU

on breast cancer cells. We investigated the response to 5-FU exposure using electrical equivalent circuit to

describe the cytotoxic effects of this chemotherapeutic drug on the cell lines, MCF-7 and MDA-MB-231.

Later, in Chapter 5 we evaluated a possible strategy to enhance the sensitivity of ITO IDEs (Interdigitated

Electrodes). We focused on how to obtain transparent ITO electrodes that offer both transparency and sen-

sitivity close to that of gold electrodes. Finally, Chapter 6 resumes the conclusions of this PhD thesis and

give some perspectives for future works using impedance sensing.
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1
Impedance sensing for personalized medicine in cancer

treatment

In this chapter, we would like to describe the concept of personalized medicine and the benefit of imple-

menting this approach for cancer patients. Then, we present the interests of developing cell based assays in

this context and the challenges linked to this work. Finally, based on the investigation of the literature, we

explain the choices taken for this PhD thesis.

1.1 Personalized medicine and Cancer
Typically, patients and clinicians are involved in a medicine that is oriented towards "trial and error" model.

In this approach, doctors take decisions about what drugs to prescribe following the same standardized

treatment process for each patient suffering the same condition. For instance, for a person coming to see the

doctor due to an infection, the doctor will prescribe some antibiotics. If the medication does not work after a

few weeks, the doctor may change the drug or the dosage. However, it has been found that not all drugs are

as effective as they should be for all the patient population[1] as shown in Fig.1.1. Some of them, that help

some patients with a condition, are ineffective on others, causing sometimes severe or even life-threatening

side effects that are worse than the condition itself.

Figure 1.1 – Percentage (in blue) of the patient population for which a particular drug in a class is ineffective, on

average. Figure adapted from figure 1 in[1].
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1.1. Personalized medicine and Cancer

Based on this heterogeneity of the patient population, it is obvious that the "one drug fits all" approach is

no longer valid, leading to the implementation of a new approach called: Personalized Medicine. The 21st

century vision of this type of medicine is to provide "the right drug, with the right dose at the right time

to the right patient"[2]. Personalized medicine seeks to offer more effective treatments based on individual

characteristics of each patient by detecting specific biological markers. These markers may help to detect

the disease before clinical signs and symptoms appear, offering an opportunity to focus on prevention and

early intervention rather than on reaction at advanced stages of the disease[1]. In this work, we are focused

on cancer, which is among the leading causes of death worldwide.

In many countries, cancer ranks the second most common cause of death following cardiovascular dis-

eases[3]. For example in 2012, there were 14.1 million new cases and 8.2 million cancer-related deaths

worldwide and the number of new cancer cases per year is expected to increase to 23.6 million by 2030[4].

Cancer is considered a disease of the genome, in which the process is initiated by mutation[5]. Cancer cells

can start growing almost anywhere in the human body, which is made up of trillions of cells. Normally,

human cells grow and divide to form new cells as the body needs them. When cells grow old or changes

have occurred in their DNA sequence, they enter apoptosis, and new cells are created. Nonetheless, when

cancer develops, this programmed cell death process, known as apoptosis, gets disrupted. Then cells be-

come abnormal and start accumulating mutations because they do not die even though they become old.

These damaged cells can divide without stopping and may form tumors. These tumors can be either benign

tumors, which cannot spread to other parts of the body or malignant tumors which are able to invade new

body parts through bloodstream and lymphatic system, leading to metastasis and invasion of neighboring

tissues[6].

Nowadays, there are three primary modes of cancer treatment: surgery, radiation, and pharmacological ther-

apy. Some patients receive all three modalities of treatment, while others receive only one or two. The

choice of therapy depends on the type and stage of cancer, past response rates, legal and clinical infrastruc-

ture, patient’s health conditions, etc[7]. Moreover, costs to the patient vary depending on the type and extent

of the treatment.

• Surgical resection or surgery: It is often used to remove tumors, diagnose cancer, and/or to deter-

mine how far a cancer has disseminated. Many cancer patients have surgery at least once as part of

their treatment in order to cut out primary tumors and surrounding tissues to prevent cancer spreading.

When used as a single treatment, surgery cures more patients than any other cancer therapy method

because with surgery 100 % of excised cells are killed[8]. However, this method is only effective

when it is done on localized tumors, which are easy to get to without compromising vital organs,

blood vessels or nerves. In addition, this method can result in several charges to patients and health

insurers due to multiple medical bills from medical providers and hospitals or specialized facilities[9].

• Radiation therapy: It uses high doses of radiation to destroy or damage the DNA of cancer cells.

Usually, cells whose DNA is damaged beyond repair stop dividing and then die. Radiation therapy

using either external or internal beam is used as a curative option in a variety of tumor types such as

early stage brain and neck tumors, nasopharyngeal cancers, prostate cancer and early stage Hodgkin’s

disease[7, 8]. Most of the time, this treatment method requires complex equipment and a team of

health care providers. Moreover, treatment protocols might vary from one patient to the other. For

instance, some cancer patients receive radiation daily or several times a week for many weeks, which

contributes to relatively high patient costs[9]. The downside of this therapy is that radiation not only

kills or slows the growth of cancer cells, but it can also affect surrounding healthy cells, leading to

some side effects such as fatigue, nausea and skin problems[10].
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1.1. Personalized medicine and Cancer

• Chemotherapy: It involves medication during cancer treatment as well as supportive care like pain

or anti-nausea medication[9]. Chemotherapy has become one of the principal modes of treatment or

as auxiliary therapy for surgically resected tumors. Nevertheless, its effectiveness is limited by drug

resistance[11]. The drug resistance can be either intrinsic or acquired. Intrinsic resistance means

that before receiving chemotherapy, the patient already has resistance mediating factors in the tumor

cells that make the therapy ineffective. As for the acquired resistance, it can be developed during

cancer treatment due to some DNA mutations and adaptive responses that promote drug inhibition

and degradation over time [11, 12]. For instance, tumors are highly adaptable and the activation of

survival signaling pathways and the inactivation of downstream death signalling pathways can lead

to drug resistance.

As it was mentioned before, the main objective of personalized medicine is to prescribe the right drug at

the right dose, with minimal or no toxicity, for the right patient at the right time[13]. With this approach,

the scientific community wants to move away from the "one treatment fits all" mindset[14], particularly in

cancer therapy. In cancer, various tumors may share the same DNA, but the gene expression pattern varies

in different tumor types. Therefore finding a treatment based on the molecular and genetic information

of patient’s tumor is highly needed. This will avoid unnecessary toxicity and costs for patients who are

unlikely to benefit from a treatment. Especially in chemotherapy, the principal method for cancer therapy,

where its effectiveness is limited by drug resistance. It is increasingly recognized that tumors can contain

high degree of molecular heterogeneity, leading to drug resistance through the therapy-induced selection of a

resistant minor subpopulation of cells that was present in the original tumor[11]. Thus, in order to determine

which medical treatments and procedures will work best for each patient, it is essential that the information

about the patient’s unique physiology and the components leading to cancer are available. In personalized

medicine, for each patient it is crucial to identify proteins, different expression patterns and gene variants

associated with the disease or the disease predisposition. For example, this approach allows to determine in

advance who is at risk of developing cancer by getting information about a patient’s proteinaceous, genetic

and metabolic profile. In addition, prediction of individual treatment responses by in vitro assays using cells

coming from patient biopsies is highly needed if more effective treatments want to be offered to patients.

1.1.1 Molecular profiling of healthy and cancer patients
Nowadays, different disciplines, known as "-omics" sciences, are used to characterize and better understand

the heterogeneity of the tumors so that a physician can have enough information to select a treatment that

may minimize negative side effects and guarantee a more successful result. The word "-omics" refers to a

field of study in biological sciences that ends with -omics, such as genomics, transcriptomics, proteomics, or

metabolomics. The ending -ome is used to address the objects of study of such fields, such as the genome,

proteome, transcriptome, or metabolome, respectively.

• Genomics: It focuses on DNA sequencing and the analysis of the genomes of tumors and non-

malignant cells from patients. It can reveal individual targetable alterations, mutational load, com-

plex mutation signatures, and tumor-specific antigens, which might inform the utilization of targeted

therapies, immune-checkpoint inhibitor, and personalized anticancer vaccines[15]. Understanding

the genetic changes and gene expression profiles that are in cancer cells leads to develop more effec-

tive treatment strategies based on the genetic profile of each individual patient’s cancer. Moreover,

sequencing of tumor-derived RNA enables the identification of differentially expressed genes, gene

fusions, small RNAs, aberrantly spliced isoforms and allele-specific expression patterns[15].

• Pharmacogenomics: It identifies patients who, based on their genotypes, will respond to a spe-

cific therapy. In fact, genetic variations influence the response of an individual to drug treatments.

Thus, understanding this heterogeneity is essential for making cancer therapy safer and more effec-

tive by determining selection and dosing of drugs for an individual patient[16]. This is critical in
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1.1. Personalized medicine and Cancer

cancer therapy, particularly in chemotherapy where most of the anti-cancer drugs affect malignant

and healthy cells. Pharmacogenomics aims at optimizing a therapy based on the unique genotype of

patients, by ensuring maximum efficiency with minimal adverse effects. For instance, more than 100

pharmacogenomic biomarkers can be used to identify responders and non-responders to medications

avoiding unfavorable events and optimizing the dosage for drugs[17].

• Proteomics: It is the large scale study of proteins, understanding protein profiles and their expression

in normal and cancer states. Although the capability of functions is coded in genes, the actual function

is accomplished by proteins. Therefore, being able to compare the profile of all the peptides and

proteins present in a clinically healthy person and the proteomic profile of a cancer patient is crucial.

As a matter of fact, most of the pathways in cancer development and their signal transduction are

based on protein interactions[13].

• Metabolomics: It is the study of low molecular weight molecules, known as metabolites, found

within cells and biological systems. Metabolomics is considered to be more representative of the

functional state of a cell than other "omics" sciences such as genomics or proteomics[13]. In on-

cology, cancer cells are known to have a highly unique metabolic phenotype, thus it is possible to

isolate specific biomarkers, which might be used in identifying fingerprints, profiles, or signatures to

detect the presence of cancer by characterizing the tumor metabolome1[19]. For example, tumors, in

general, display high phospholipid levels, increased glycolytic capacity, high glutaminolytic function

and overexpression of the isoenzyme pyruvate kinase type M2[20].

1.1.2 Cell based assays for drug testing
In personalized medicine, selection of the right therapy requires extensive molecular characterization of in-

dividual tumors. Particularly, due to the complexity and heterogeneity of cancer, research has been focused

on finding more targeted anticancer drugs. The aim is to predict how the tumors might respond to certain

chemotherapeutic drugs. In other words, for optimal personalized medicine clinicians need to take repeated

biopsies of resistant tumors or biopsies of distant metastatic sites and then perform in vitro tests[14]. Car-

rying out those tests means that ex vivo tumor culture systems are also needed. In the literature, various

culture methods can be used to preserve the tumor samples intact before testing. One of the greatest chal-

lenge in drug screening of cancer biopsies is the small amount of available cells. For example, in mammary

tumors of 2 cm x 2 cm, a sample may result in less than 1 million cells in total after dissociation of the

tumor[7]. In the case of fine needle aspiration biopsies, 1 to 4 million cells can be collected depending on

the tumor structure and expertise of the clinician[21]. As for liquid biopsies, containing circulating tumor

cells (CTCs), the number of available cells is extremely low. Usually, there are only 1 to 10 CTCs in 7.5

mL of blood sample[22]. Besides the small amount of available cells, sample quality also depends on the

shipment time and storage method depending on the laboratory intended analyses[7].

Microfluidics is known as the science and technology on the processing and manipulation of small amounts

of fluids (10-9 to 10-18 L) in channels with dimensions of tens of micrometers[23]. The micrometer dimen-

sion conveniently matches with the size of typical biological cells, making microfluidics an ideal platform

for cell studies. Based on the advantageous features of microfluidic technologies, microfluidics has been

used for characterizing the biochemical and/or biophysical properties of cells at the single-cell level[24, 25].

Moreover, many efforts have been made to miniaturize "high-end" systems. In fact, microfluidic chips can

incorporate on-chip cell preparation, cell culture, lysis and different modules for optical, electrophoretic

or genomic analysis[26]. For example, drug screening platforms based on nano- and micro- volume flu-

idic channels have been vastly explored[7, 27, 28]. Wong et al.[7] demonstrated that their centimeter-sized

1The metabolome is the global collection of all low molecular weight metabolites that are produced by cells during

metabolism, and provides a direct functional readout of cellular activity and physiological status[18]
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1.2. Strategies implemented in cell-based assays for drug screening

PDMS-based droplet microfluidic chip, depicted in Fig. 1.2a, could be used to screen as few as 16,000 cells

obtained from primary cancer for each treatment condition within 24 h after tumor resection from cancer

patients. Rapid screening for effective therapy is extremely crucial, particularly for fast-growing cancers

from the pancreas, lung, brain and oesophagus, which kill patients within one year after diagnosis[29]. As

for Kim et al.[27], they developed a microfluidic high-throughput single-cell screening platform, shown in

Fig. 1.2b, with the capability of capturing, culturing, and analyzing C. reinhardtii cells with single-cell

resolution, followed by selectively extracting particular cells of interest off-chip for further study[27]. The

use of micro-volume channels not only reduces sample size, but also reduces time of analysis and costs as

less reagents are consumed during tests. Thus, in personalized medicine, miniaturization of the in vitro tests

platforms and working in a microfluidic environment seems to be a highly needed strategy to circumvent

the low sample "input" issue. In addition, some authors have incorporated microfludics into impedance

measurements as an interesting analytical approach for cell-based assays in personalized medicine.

(a) (b)

Figure 1.2 – Impedance based microfluidic systems: (a) Wong’s chip. Figure adapted from figure 1 in[7] and (b)

Kim’s platform. Figure adapted from figure 1 in[27]. Copyright 2001 by Royal Society of Chemistry. Adapted with

permission.

In the next section, we will present both aspects of cell based assays: (i) ex-vivo tumor culture models and

(ii) detection methods.

1.2 Strategies implemented in cell-based assays for drug screen-
ing

Currently, chemotherapy is one of the most commonly used methods to treat cancer[11], but the success of

treating cancer using chemotherapy remains limited[11]. The major reasons for limited success with cancer

chemotherapy are drug resistance and the lack of rational approaches to select optimal therapy for individual

patients[11]. Therefore, to improve the success rate of cancer chemotherapy, it is necessary to have a rapid

and sensitive assay to predict chemosensitivity of individual patients.

Nowadays, pharmaceutical companies approach drug discovery in a variety of ways. An early part of the

experimental process often involves screening a large number of compounds using defined biochemical as-

says in an ultrahigh-throughput format[30]. However, the effect of a drug on an organism is complex and

involves interactions at multiple levels that cannot be predicted using only biochemical assays. Therefore,

in order to understand this complexity, cell-based screening assays have become biologically relevant can-

didates to predict the response of the organism. For example, in vitro cultured cells exist as a heterogeneous
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1.2. Strategies implemented in cell-based assays for drug screening

population even when cultured under controlled conditions. When populations of cells are exposed to test

compounds, they do not all respond simultaneously. Cells exposed to toxin may respond over the course

of several hours or days, depending on many factors including the mechanism of cell death, the concen-

tration of the toxin and the duration of exposure. As a result of culture heterogeneity, the data from most

plate-based assay formats represent an average of the signal from the population[30]. Furthermore, in drug

discovery there is also the need to carry out multiplexing during the assays. Some general requirements for

multiplexing include that the detection signals of the different assays are distinguishable from each other

and that the assay chemistry must be compatible or separable in time and/or location.

1.2.1 Ex-vivo tumor culture models for drug testing
Since in vitro tests are limited by the low sample "input", various culture methods shown in Fig.1.3 for

tumor cells "amplification", such as two-dimensional (2D) monolayer cell culture, three-dimensional (3D)

organoid culture and patient-derived xenografts (PDX) models have been explored and coupled to detection

methods in order to quantify drug effects on cells.

(a) 2D cell culture (b) 3D cell culture

(c) Patient-derived xenograft

Figure 1.3 – Different culture methods: (a) 2D monolayer culture, (b) 3D organoid culture. Figures adapted from figure

1 in[31] and (c) Patient-derived xenograft. Figure adapted from figure 1 in[32].

• 2D monolayer cell culture: This is the simplest culture method and it is the one we used in this

work. First, in order to obtain the cancer cells, the tumor has to be dissociated by specific proteolytic

enzymes such as collagenase, dispase and/or trypsin. Enzymatic digestion can be also combined with

mechanical dissociation for better dispersal of the tumor mass if needed. However, not all tumors

can be cultured ex vivo in monolayers. This culture method is only possible with adherent cells that
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attach to the bottom of the culture dish. There are two types of 2D monolayer cultures: (i) primary or

tumor cell cultures and (ii) immortalized cancer cell lines, which we used in this work. The first type

keeps the heterogeneity of the original tumor but it does not have the limitless proliferative capacity of

immortalized cell lines. The second type are considered as clonal outgrowths from a primary tumor

cell culture and are useful tools for high-throughput screening[33]. However, although monolayer

cultures may proliferate well, cells might become increasingly different from the tumor they were

originally extracted from, showing many genetic, epigenetic and gene expression differences[34]. In

addition, monolayers lack the 3-D structure of tissue in vivo, crucial for the formation of oxygen

gradients and developing tumor resistance to hypoxia. This resistance, which is not developed in

2D monolayer cultures, is necessary for studies about tumor resistance to different radiotherapy and

chemotherapy[35].

• 3D organoid culture: As planar cultures are often insufficient for more complex studies, including

drug interaction and cellular differentiation, 3D organoid models are chosen due to their proximity to

the actual phenotype expressed in vivo[34]. The limited cell-cell and cell-extracellular matrix com-

munication in 2D monolayer cultures, lead to changes in cellular physiology. The introduction of

organoid cultures has created new opportunities for high-throughput drug screens helping personal-

ized cancer treatment , biomarker discovery and studies on drug resistance mechanisms. Nevertheless,

the requirement of a collagen gel for 3D culturing seems to complicate potential drug screening and

it increases the complexity of the culturing[33].

• Patient-derived xenografts (PDX): This is another method to "amplify" tumor cells and preserve

individual tumors from patients by implantation of fresh pieces of the tumor in immunodeficient

mice, subcutaneously or in a place that more closely resembles the original tumor location[36]. PDX

models maintain various characteristics of the in vivo tumor such as histopathological features, gene

expression profiles, copy number variation and metastatic behavior. Thus, PDX are prefered mod-

els for drug screening, biomarker discovery, identification of resistance mechanisms and preclinical

evaluation of treatment strategies[37]. However, there are still some drawbacks about the use of PDX

in personalized medicine. One of them is the variability of the success rate of tumor engrafment[38].

For instance, compared to other tumors, clinically aggressive tumors with many proliferative cancer

cells have the highest engrafment2 rate[39]. A second major downside of PDX is the long generation

time, between implantation and progressive growth of the PDX, ranging from 2 to 12 months[33].

This means that some patients might not survive this generation time. Furthermore, since animals are

used as hosts, the heterogeneity in the human tumor micro environment is lost due to susbtitution of

the tumor stroma by mouse stroma upon passaging[33].

1.2.2 Detection methods

a) Label based methods:

In order to fully understand the mechanisms underlying drug response variation in individuals, functional

characterization on a physiologically relevant molecular and cellular level is essential. In the literature,

several label-based assays are available to measure a variety of different markers that indicate the number

of dead cells (cytotoxicity assay), the number of live cells (viability assay), the total number of cells, or the

mechanism of cell death (e.g., apoptosis)[30] for drug screening.

• Colorimetric assays: This type of methods are based on color change of the growth medium after

cell metabolites react with chemical agents such as ruthenium dye[40] and Alamar Blue[41]. For

example, the CellTiter-Blue R© cell viability assay commercialized by PROMEGA uses an optimized

2Engraftment is when the blood-forming cells present in the transplant, start to grow and make healthy blood cells
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reagent containing resazurin, which is blue and non fluorescent. Then living cells reduce it to pink

and highly fluorescent resorufin. This reagent is added directly to cells in culture, incubated, and the

signal is read using a multiwell fluorometer[30]. In addition, there are also several methods based

on the cleavage of a tetrazolium salts by a mitochondrial enzyme, succinate dehydrogenase, leading

to the formation of a colored product, formazan that can be quantified by spectrophotometry[42].

Tetrazolium salts mostly used in drug screening are MTT [43], MTS[44] and XTT[45].

These assays have been associated with some drawbacks. For instance, the low sensitivity of ruthe-

nium dye and the poor reliability of Alamar Blue for the measurement of kinetics limit their appli-

cations in the development of high-throughput screening. In addition, colorimetric methods are time

consuming because they require multiple additions of chemicals at certain time points, which inter-

fere or disrupt cellular events. Furthermore, they usually can only provide end-point data, an intrinsic

drawback for in vitro cytotoxicity tests[46].

• Luminescent methods: Another type of methods commonly used in drug screening are the ones

based on luminescence. In luminescent assays, the oxidation of luciferin catalyzed by luciferase in

the presence of ATP, magnesium and molecular oxygen produces light that can be detected by a light

sensitive apparatus such as an illuminometer or optical microscope, allowing observation of biological

processes[47]. For example, Sykes et al.[48] reported the successful development and optimisation of

a luciferase based cell viability assay in 384-well format for use in high throughput screening of the

bloodstream parasite T.b.brucei BS427 based on ATP estimation. Regarding commercialized assays,

we can find the CellTiter-Glo R© reagent that works in three steps upon addition to cells. First, it lyses

cell membranes to release ATP then it inhibits endogenous ATPases and it provides luciferin and

luciferase necessary to measure ATP using a bio-luminescent reaction. The “glow-type” signal of the

luciferase can be recorded with a luminometer, CCD camera or modified fluorometer and generally

has a half-life of five hours, providing a consistent signal across large batches of plates[30]. There

are two types of luciferase assays: “flash” vs. “glow”. As their names imply, a “flash” luciferase

assay is one where the signal is strong but short-lived. “Glow” type assays prolong the signal, so their

half-lives are on the order of hours, not minutes. The trade-off is that “Glow”-type assays have lower

signal intensities[49]. Therefore, for most applications, the trade-off is a good deal.

Although firefly luciferase is widely used in cell based assays, its application is usually limited to end-

point assays because the requirements of cell lysis and addition of luciferase substrates. Moreover,

besides of the amount of luciferase, the bioluminescence intensity can also be affected by many other

factors such as luciferin absorption, availability of co-factors, pH, and transparency of culture media

or buffer, causing differences between the detected bioluminescence signals and actual changes in

cellular activity[50].

• Fluorescent assays: This type of methods are widely used in high-throughput screening due to their

high sensitivity, diverse selection of fluorophores, ease of operation and various readout modes[51].

Usually, the fluorophores used for labeling can be divided into intrinsic probes, which occur naturally

in the system, and extrinsic probes, which need to be introduced into the system during assays. In-

trinsic probes can be part of a protein’s covalent structure, a co-factor or a ligand such as the aromatic

amino acids tryptophan and tyrosine and some fatty acids and lipids[52]. However, their typically

short excitation wavelengths in the UV or mid-UV make them less suitable for assays used in high

throughput screening. Therefore, extrinsic probes seem to be a better option for fluorescence sensing.

For example, fluorogenic substrates are one type of tool that can be used to measure caspase activity.

Fluorogenic substrates contain a peptide sequence that is based on the preferred cleavage site of each

caspase and a fluorophore. When an active caspase cleaves the substrate, a detectable shift in the

fluorescent properties of the fluorophore occurs and then it can be detected[53]. The activation of
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caspases is a marker for cellular damage during the initiation and progression of apoptosis for drug

research[54].

On the other hand, necrosis, which is another form of cell death, can be studied by the release of

lactate dehydrogenase (LDH) activity. A key characteristic of necrotic cells is the permeabiliza-

tion of plasma membrane. Cells that have lost membrane integrity release LDH into the surrounding

medium[55]. For instance, the CytoTox-ONETM homogeneous membrane integrity assay is a fluores-

cent method that uses coupled enzymatic reactions to drive the LDH conversion of lactate to pyruvate

and NADH. This NADH, in the presence of diaphorase and resazurin, is used to drive the diaphorase-

catalyzed production of the fluorescent resorufin product[30]. Although, fluorescent methods have

high selectivity and sensitivity, there is still a critical issue concerning the photostability of the fluo-

rophores, particularly for organic labels[56].

As shown in Table 1.1, each method has advantages and limitations that will determine the choice of the

most appropriate assay depending on the application. All the aforementioned methods only provide end-

point data. Thus, it could be interesting to complement label-based assays with real-time measurements,

leading to cell-based assays that are able to provide a continuous record of cellular activity.

Method Advantages Limitations Information
obtained References

Colorimetry

• Designed for multiplex-

ing
• Low sensitivity

• Cell viabil-

ity
[46]

• Rapid detection time
• High background

noise
[56][57]

Luminescence

• Rapid and simple assays
• Interference by ex-

ternal factors

• Cell viabil-

ity

• Long-lived signals

• Cofac-

tors/Substrates

are required

• Apoptosis [58][46]

• No Photobleaching

Fluorescence

• High sensitivity
• Sensitive to the en-

vironment

• Cytotoxic-

ity
[56]

• High selectivity
• Photostability of the

fluorophores
• Apoptosis [59][60]

• High specificity

Table 1.1 – Advantages and limitations of different label-based methods.

b) Label-free methods

Label-free detection methods not only overcome the problem of potential negative impact of labels on the

cellular processes[34] but they also enable real-time kinetic measurements. This type of methods has been
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emerging as an attractive approach over traditional endpoint assays for screening and profiling drugs in

native cells, owing to their ability to provide rich information content, real-time kinetics, flexible assays and

high throughput[61]. Label-free technologies generally consist of three components: a biological element

such as living cells, a detector system and a transducer between them. In the literature, we find several

label-free cell based assays used for drug discovery as shown in Fig.1.4:

(a) (b)

(c)

(d) (e)

Figure 1.4 – Principle of different label-free techniques: (a) Resonant wave guide grating. Figure adapted from figure

2 in[62], (b) Surface acoustic wave. Figure adapted from[63], (c) Surface plasmon resonance. Figure adapted from

figure 2 in[64], (d) Quartz crystal microbalance. Figure adapted with permission from figure 1 in[65](Copyright 1876

by Royal Society of Chemistry) and (e) Electrical impedance. Figure adapted with permission from figure 1 in[66].

Copyright 1876 by Royal Society of Chemistry.
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• Resonant Waveguide Grating (RWG): In this technique there is a waveguide, which consists of

a thin film of niobium pentoxide (Nb2O5) on a glass substrate having a nanograting structure. The

Nb2O5 thin film act as a waveguide, since it has higher refractive index (∼ 2.36) than either the glass

substrate (∼ 1.5) or live cells (∼ 1.37)[67]. The diffraction grating allows the resonant coupling of

light into the waveguide thin film, thus creating an evanescent wave at a solution-surface interface.

With respect to cells, this evanescent wave is sensitive to perturbations in local refractive index at

a short distance (100-200 nm) from the sensor surface into the cells. Local changes in the refrac-

tive index can give information about mass redistribution of proteins and organelles due to different

treatments such as stimulation with toxic compounds. For example Voros et al.[68] demonstrated

that is possible to carry out online toxicological evaluation by using optical waveguide light-mode

spectroscopy, based on an RWG biosensor. As for Cunningham et al.[69], they have applied an RWG

biosensor to study the potency of vinblastine, an antiproliferation agent, on the inhibition of cell pro-

liferation. Zaytseva et al.[70] developed a microfluidic RWG biosensor system for studying the het-

erologous desensitization of β2-adrenergic receptor (β2AR) by forskolin in native human epidermal

carcinoma A431 cells. Their system enables medium throughput measurements of cellular responses

under microfluidics in a 32-well format[70]. Similar to Zaytseva, Goral et al.[71] combined RWG

and microfluidics for sensing ligand-directed functional selectivity on trafficking of PAR1 thrombin

receptor. The human lung adenocarcinoma epithelial cell line A549 was used as a model to describe

a microfluidic RWG biosensor system which enables label-free cellular assays under the control of

the duration of agonist exposure and of the functional recovery of activated receptors[71].

• Surface Acoustic Wave (SAW): SAW devices are made of piezoelectric materials on which a peri-

odic comb-shaped interdigital transducer (IDT) is patterned. These electrodes are generally made of

inert metals or alloys, for example Au or Cr/Au/Cr[72]. When an AC voltage is applied to the elec-

trodes, an acoustic wave is generated which travels across the crystal surface, perpendicular to the IDT

having penetration depths of a few wavelengths[72]. Fang et al.[73] demonstrated that wave-guided

shear-horizontal surface acoustic wave, known as "Love mode" devices were capable of monitoring

the dynamic procedure of Huh7 liver cells attachment and spreading, as well as detachment induced

by toxicants such sodium calcium edetate (EDTA). Moreover, Mitsakakis et al.[74] developed a SAW

device integrated with a multi-channel microfluidic module for the rapid and efficient analysis of car-

diac markers. In their study four biomarkers were successfully detected, kinetics and affinity studies

on their interactions with the surface immobilized antibodies were also presented. This device ap-

pears to be a potential diagnostic tool for cardiovascular risk assessment, where simultaneous analysis

of various protein markers is required[74].

• Surface Plasmon Resonance (SPR): Surface plasmon resonance occurs when a photon of incident

light hits a metallic surface (typically a gold surface). At a certain angle of incidence, a portion of the

light energy couples through the metal coating with the electrons in the metal surface layer, which

then move due to excitation. The electron movements are now called surface plasmons (SPs), and

they propagate parallel to the metal surface. The plasmon oscillation in turn generates an electric field

whose range is around 300 nm from the boundary between the metal surface and sample solution[75].

The angle at which the resonance occurs, the resonance angle, depends on the refractive index of the

material near the metallic surface. Therefore, when there is a local change in the refractive index

at the metallic surface due to target analyte recognition and capturing on the surface, SPs cannot be

formed. Detection is thus accomplished by measuring the changes in the reflected light obtained on a

detector. SPR-based technology has been explored in the discovery of drugs. For instance, Kosaihira

et al.[76] verified apoptosis by cancer drugs (Herceptin, Quercetin and trans-Resveratrol) in living

pancreatic cells cultured on a sensor chip with a surface plasmon resonance (SPR) sensor. Similarly,

Maltais et al.[77] reported that SPR signal of apoptosis can be analyzed to quantify the duration of

the latency period, the rate of the execution phase and the maximum extent of the apoptotic reaction.

According to them, these parameters could be used to establish a SPR signature of apoptosis, which
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is distinct from the responses produced by other molecules that also produce rounding, blebbing,

detachment or disruption of the cellular membrane. Lei et al.[78] presented an automated polymer

based microfluidic analysis system integrated with a SPR biosensor for detecting the specific binding

of biomolecules and qualitatively monitoring of cell adhesion on the sensor surface. Tokel et al.[79]

developed a portable, multiplex, inexpensive microfluidic-integrated SPR platform that detects and

quantifies bacteria, such as Escherichia coli and Staphylococcus aureus rapidly. According to Tokel,

plasmonic-based microchip sensitive pathogen detection could potentially be used for point of care

applications[79]

• Quartz Crystal Microbalance with dissipation (QCM-D): This acoustic based biosensor is based

on measuring the resonant frequency of piezoelectric quartz crystals. It consists of thin AT-cut3

quartz discs that are placed between two gold electrodes. Due to the piezoelectric nature of the

quartz crystal, when an AC signal is applied across the electrodes, this leads to oscillating in-plane

shear of the quartz crystal, which acts as a sensitive oscillator circuit[80]. The resonant frequency

of this oscillating crystal is sensitive to nanogram-scale changes in mass coupled to the surface fre-

quency. Therefore, by measuring this frequency as well as the decaying or dissipative frequency of

cells associated with the crystals, it is possible to obtain relevant biological information such as cell

adhesion, cell proliferation and cytotoxicity[80]. For instance, Wang et al.[81] reported the ability of

a quartz crystal microbalance biosensor to distinguish benign from toxic exposures and reveal unique

kinetic information about cellular responses of macrophages to varying doses of single-walled car-

bon nanotubes (SWCNTs). They found that high SWCNT treatment doses, 100-150 μg/ml, lead to

a significant decrease in crystal oscillation frequency revealing toxicity in the form of apoptosis and

cell loss compared to cell responses to Zymosan A and polystyrene beads. QCM-D can potentially

be used in biodetection for applications in drug screening tests and diagnosis. For example, Fatisson

et al.[82] showed that the cell response to different cytomorphic agents can generate different QCM-

D signals. They found that these signatures are characteristic of cell morphology changes such as

cell shrinkage, lysis and cell rounding, resulting from different mechanical and/or biochemical path-

ways. Moreover, they suggested that cell toxicity can be predicted since cytotoxic agents induced a

decrease in dissipation, while non-cytotoxic agents lead to a normal increase in dissipation[82]. This

technique has also been explored in microfluidics. For instance, Thies et al.[83] developed a particle-

based microfluidic QCM biosensor combined with mass amplification and magnetic bead convection.

According to them, this device could implement all of the sample preparation steps and target analyte

quantification into one microfluidic chip while providing measurement results in a shorter time frame

than commercial enzyme-linked immunosorbent assay tests[83]. Tao et al.[84] integrated QCM with

a microfluidic chip for amyloid Beta-Aβ42 quantitation, which is a biomarker of Alzheimer disease.

They showed that this microfluidic device is reusable, has fast-response and small-sample consump-

tion, and is applicable for early Alzheimer disease diagnosis in the clinic[84].

3One of the most widely used cut is the AT cut. This is at 35◦ 25’ to the Z axis of the crystal.
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• Electrical Impedance Spectroscopy: Impedance based assays have also emerged as an alternative

technique to conventional label based methods. A small AC signal is applied to the system and then

the resultant current is measured in order to compute the total impedance of the system. The applied

AC signal is harmless to the cells and it does not adversely affect the physiology of the cells un-

der study[80, 85, 86, 87]. Impedance has been measured in single cells[88], cells in suspension[89]

and cells adhered to substrates[90]. Impedance based 2D culture devices have been developed for

monitoring a multitude of cellular parameters. For instance, Park et al.[91] studied chitosan cyto-

toxicity to MCF-7 breast cancer cells using a multidisc ITO microelectrode array. They observed

that chitosan treatment caused cell viability deterioration and detachment from the electrode surface,

thus decreasing impedance in a concentration dependent manner in terms of applied chitosan. Chen

et al.[92] investigated the direct biological function of endogenous placenta growth factor (PlGF),

which is a key molecule in angiogenesis and vasculogenesis, in human lung cancer cell line A549.

They used impedance measurements to determine that the migration of A549 cells and the activation

of the PlGF resulted in remarkably reduced migrating capacity. Moreover, Ren et al.[93] conducted

invasion assays of ovarian cancer cells (SKOV3 and HEY) using impedance sensing. They assessed

the ability of SKOV3 cells to invade into a confluent monolayer of peritoneal mesothelial cells pro-

ducing lysophosphatidic acid (LPA) which is a potential diagnostic marker and a therapeutic target

for ovarian cancer. They observed that cell invasion through the mesothelial cell layer resulted in a

significant decrease in resistance[93].

In the literature, some authors have presented impedance-based 3D culture monitoring studies. For

example, Thielecke et al.[94] investigated the detection of the effect of active substances on spheroids

positioned on planar electrode arrays. In their study as a 3D tissue model, multicellular aggregates

(spheroids) of T47D clone 11 tumor cells was used. They demonstrated that the effect of cytotoxins,

such as DMSO and Triton X-100 on spheroids can be detected by recording the effective impedance

of planar electrodes covered by spheroids. Other researchers have employed planar microelectrodes

fabricated onto microcavities to measure the impedance response of cellular spheroids to different

stimuli. For instance, Kloss et al.[95] trapped human melanoma spheroids between four gold elec-

trodes in 100 μm deep square microcavities and the cells were exposed to the drug Camptothecin

(CTT) for various time intervals to induce apoptosis. They demonstrated that drug (CTT) induced

apoptosis will not directly result in a disintegration and damage of a complex aggressive 3D in vitro
melanoma tumor[95]. Similarly, Krinke et al.[96] optimized and redesigned a microcavity array for

a feasible and sensitive detection of cellular alterations in neuroblastoma tumor spheroids. They ob-

served that neuroblastoma spheroids exposed to okadaic acid formed hyperphosphorylated tau protein

similar to the processes believed to cause Alzheimer’s disease associated neurodegeneration[96]. Re-

garding impedance-based PDX systems, in the literature no studies were found on combining animal

model with impedance sensing.

Zhang et al.[97] used microfluidic perfusion barriers inside cell culture chambers to minimize disrup-

tion of the cell monolayer, as shown in Fig. 1.5a. According to them, the perfusion barriers minimize

fluid shear stress and are able to maintain the integrity of the cell monolayer. In their study, they

showed that bovine aortic endothelial cells (BAECs) are suitable for impedance measurements us-

ing ECIS R© gold interdigitated electrodes and toxicity testing because this cell line generated higher

impedance values and formed cell monolayers at a faster rate compared to rat fat pad endothelial cells

(RFPECs). In addition, they demonstrated that combining the advantages of label-free ECIS mul-

tiparametric cellular sensing with microfluidic technology can enhance long-term cell maintenance

and cytotoxicity sensing capabilities for field use[97]. Similarly, Rothbauer et al.[98] presented a

microfluidic cell culture system containing embedded gold IDEs microsensors to continuously and

non-invasively monitor the effects of silica nanoparticles on human H441 lung adenocarcinoma cells

under varying flow conditions, as shown in Fig.1.5b. They concluded that in addition to the physical,
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chemical and biological characteristics of the nanoparticle, cellular nanoparticle uptake and toxicity

is also governed by applied fluidic exposure scenarios[98].

Some authors have combined microfluidics with impedance sensing to study cells in a 3D environ-

ment. For instance, Nguyen et al.[88] have presented a microfluidic device integrated with multidisc

ITO electrode array for investigating single cancer cell migration in 3D matrices, as shown in Fig.1.5c.

They demonstrated that migration of single metastatic MDA-MB-231 cells in their initial stage can be

monitored in real time. They observed a rapid change in impedance magnitude of approximately 10

Ω/s, whereas no prominent impedance change was observed for less metastatic MCF-7 cells. Henry

et al.[99] described a microfluidic Organ Chip design that contains semi-transparent, platinum black

sensing electrodes to measure both Trans-Epithelial Electrical Resistance (TEER) and cell layer ca-

pacitance using 4-points impedance measurements, as depicted in Fig.1.5d. They demonstrated the

utility of this device for assessing formation and disruption of barrier function both within a human

lung airway Chip lined by a fully differentiated mucociliary human airway epithelium and in a human

Gut Chip lined by intestinal epithelial cells. Moreover, Luongo et al.[100] reported the design, fabri-

cation, and testing of a lab-on-a-chip based microfluidic device, presented in Fig.1.5e, for application

of trapping and measuring the dielectric properties of MCF-7 microtumor spheroids using gold elec-

trodes. They observed that multicell spheroids induced changes in impedance magnitude consistent

with diameter increase[100].

(a) (b) (c)

(d) (e)

Figure 1.5 – Impedance based microfluidic systems: (a) Zhang’s system. Figure adapted with permission from figure

2 in[97] (Copyright 2015 by Elsevier), (b) Rothbauer’s system . Figure adapted from figure 1 in[98], (c) Nguyen’s

device. Figure adapted with permission from figure 1 in[88] (Copyright 2013 by American Chemical Society), (d)

Henry’s system. Figure adapted from figure 1 in[99] (Copyright 2001 by Royal Society of Chemistry) and (e) Luongo’s

system. Figure adapted with permission from figure 4 in[100]. Copyright 2013 by AIP Publishing.
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In this PhD thesis we focused on impedance measurements on adherent cell layers using ECIS. This

method offers the possibility of recording a variety of cellular parameters such as proliferation[101],

adhesion[102], and cellular morphology[103] in one combined read-out in real time. In addition,

we worked with 2D monolayer culture because it is the simplest cell culture method to start with.

However, in the future one could consider to extend this work to 3D organoid models which would

increase the complexity of the system, particularly the design of the electrodes which need to be

adapted to a 3D structure under study. Furthermore, we chose electrical impedance sensing as the

method for monitoring cell activity because it is harmless to living cells, enables multiplexity and

compared to the other methods, we consider that ECIS system can be easily miniaturized and inte-

grated in a microfluidic environment. Thus, it appears to be interesting to explore ECIS experiments

carried out with transparent electrodes so that in the future a transparent microfluidic impedance

based chip can be developed. In addition, this could allow the combination of ECIS with microscopy

observation which could be a promising approach in cancer treatment where the mechanism of action

of chemotherapeutic agents need a thorough understanding.
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Method Advantages Limitations Information
obtained Ref.

RWG

• Ability for multiparam-

eter measurements

• Limited penetration

depth of the evanescent

wave ∼ 100 nm)

• Receptor medi-

ated signaling
[104]

• Cell adhesion [105]

• Cell prolifera-

tion

SAW

• Simple handling
• Damping problems in

the liquid phase
• Cell adhesion [106]

• Low consumption of

chemicals

• Sensitive to perturba-

tions

• Cell prolifera-

tion
[72]

• Cytotoxicity

SPR

• Easy multiplexing
• Poor sensitivity of the

apical regions of cells
• Cell adhesion [107]

• High specificity

• Low discrimination

between specific and non-

specific interactions

Cell proliferation [108]

Receptor mediated

signaling

QCM

• Well operated in opti-

cally opaque media

• Poor sensitivity of the

apical regions of cells

• Cell prolifera-

tion
[109]

• Ease of use
• Multiplexing is com-

plex
• Cytotoxicity [108]

• Cell adhesion

ECIS

• It integrates many assays

into one
• Low specificity • Cytotoxicity [110]

• Easy miniaturization
• Only works with adher-

ent cells
• Cell adhesion [111]

• Sensitive to changes

over the entire cell body

• Poor image resolution

(due to gold electrodes)

• Cell prolifera-

tion

• Barrier function

• Receptor medi-

ated signaling

Table 1.2 – Advantages and limitations of different label-free based assays.
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1.3 Electrical Cell-substrate Impedance Sensing (ECIS)
Electrical bioimpedance has been a subject of research for a long time, covering the electric currents and the

biopotentials associated with the life processes. Bioimpedance measurements can be carried out on different

types of tissue ranging from dead biological material to living plant, fruit, egg, animal or human[112]. These

measurements give information about the electrical processes in the cells and tissue, becoming useful for

monitoring physiological changes that are hidden inside the cells[112]. Many investigations have been

carried out to exploit this potential technology in areas such as electrical impedance tomography[113], body

composition[114], cell micromotion[115], organ viability[116], skin hydration and skin pathology[117]. In

fact, bioimpedance can be used at different levels, such as tissues[118], organs[116] and cells[86].

In 1984, Electric cell-substrate impedance sensing (ECIS) was pioneered by Giaever and Keese[86], who

were the first to grow mammalian cells directly on the surface of electrodes and to record and analyze

the corresponding changes in the electrode electrical impedances. Since then, ECIS has become a well

known technique capable of real-time and label-free impedance measurements for several biomedical appli-

cations[28].

1.3.1 Electrodes’ geometries
In the literature, the planar electrodes used in ECIS experiments can be classified in two major categories,

monopolar and interdigitated electrodes (IDEs), as shown in Fig. 1.6:

• Monopolar electrodes: This type of electrodes consists on an array of small sensing electrodes and

a large counter electrode. Making an almost 1000 times larger counter electrode ensures that the

impedance of the sensing electrode dominates the read out of the entire circuit[86]. The observed

changes in the electrical impedance can be clearly assigned to changes that occur at the small sens-

ing electrode with negligible contributions due to the presence of cells on the counter electrode or the

electrical wiring of the setup[119]. Giaever and Keese first introduced ECIS measurements with small

gold electrodes with a diameter of 250 μm and a much larger counter electrode, both located at the

bottom of a cell culture well. Nevertheless, with monopolar electrodes only a few cells contribute to

impedance measurement, which results in large fluctuations among experiments and becomes prob-

lematic for high throughput cell-based bioassays[120, 121]. Furthermore, fabricating a large counter

electrode results in space waste, which hinders the miniaturization and integration of ECIS sensors,

which is essential in a high-throughput screening system[120, 122]. Moreover, a large number of cells

are required to be initially seeded on the electrode to obtain sufficient number on the working elec-

trode. Hence, in order to address these problems and improve the utilization efficiency of electrodes,

interdigitated electrodes were explored for bioimpedance measurements.
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• Interdigitated electrodes: They are a series of parallel microband electrodes, in which alternat-

ing microbands are connected together, forming a set of interdigitated electrode fingers[123]. The

branches of the counter electrode and the working electrode weigh equally during the measurement

because they have identical dimensions in geometry. As the cells cover either one of the two branches,

impedance changes in the same manner. Moreover, the typical dimensions of an individual microband

finger are 0.1-0.2 μm in height; 1-20 μm in width and 2-10 mm in length with a gap of 1-20 μm be-

tween the fingers[123]. Among microelectrodes, IDEs have become an attractive option. IDEs offer

ease of fabrication, ready integration in electronic devices, the potential for multi-analyte sensing

through the fabrication of arrays and higher sensitivities compared to conventional electrodes[124].

In addition, the IDEs commonly cover up to about 50% of the area of each well, lowering the well-

to-well differences in the high-throughput screening system[122]. Based on this, we decided to use

interdigitated electrodes over conventional monopolar electrodes for our ECIS experiments with cell

monolayers.

Several methods for fabricating planar electrodes have been developed depending on the type of array

required such as mechanical methods[125], template approaches[126] and lithographic techniques[127].

However, lithographic methods have the advantage of being highly controllable and reproducible over me-

chanical and template approaches[128].

(a) (b) (c)

(d) (e) (f)

Figure 1.6 – Monopolar and IDEs used in ECIS. (a) Arrangement of four small WEs (0.03 cm2) and a common CE

(0.6 cm2)[129]. Copyright 1996 by Elsevier. Adapted with permission. (b) Array of electrodes with different areas

0.00025 cm2, 0.0004 cm2, 0.0013 cm2 and 0.004 cm2[130]. Copyright 2004 by John Wiley and Sons. Adapted with

permission. (c) ECIS R© array of 10 electrodes of 250 μm[131]. (e) Interdigitated parallel line electrode array[132]. (f)

Electrode structures with disc electrodes added on the electrode lines[133]. (g) Interdigitated finger configuration of

ECIS R© electrodes[134].
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1.3.2 Electrode material
ECIS technique is fully dependent on the use of patterned microelectrode arrays, in which cells can adhere

and spread during the bioimpedance experiment. Hence, the electrode is an essential component for the sen-

sitivity of the ECIS system. Usually, the electrodes are fabricated on two major substrate materials, glass and

silicon. The glass substrate is transparent and thus compatible with diverse microscopy systems[135, 121].

Conversely, silicon substrates are not transparent, therefore observation it is only possible with reflected

light microscopy[136, 137]. Nevertheless, silicon is more compatible with electronic circuits if supplemen-

tary structures need to be incorporated in the ECIS system. Despite their difference in transparency, both

substrate materials seem suitable platforms for ECIS sensing. For instance, Srinivasaraghavan et al.[138] in

their studies with MCF-10A cells proliferating on silicon and Pyrex/glass substrates, found similar electrode

coverage and high cell viability for both materials[138].

Regarding the electrode material, in the literature we can find electrodes fabricated on a variety of materials

such as gold (Au)[124, 139, 140, 86, 141], platinum (Pt)[123, 142, 143, 144] or indium tin oxide (ITO)[91,

145]. For instance, Pt has been used for impedance detection due to its attractive physical properties, such

as biocompatibility, high melting point, high density, high electrical resistivity and slightly low electronega-

tivity[123]. As for Au, it is the most used material in ECIS due to its high electrical conductivity, resistance

to corrosion and non-toxicity[132]. This later property is very important when it comes to culturing cells on

Au surfaces. In fact, Au electrodes are used in the aforementioned commercialized cell impedance analyz-

ers xCELLigence R© and ECIS R©. In the case of ITO, although it offers an electrical conductivity (104 S/cm)

three orders of magnitude less than that of gold, it has transparency over the visible domain, which allows

morphological observation of cells and cell growth monitoring[132]. Despite of this advantage over Au and

Pt, ITO is less used as electrode material for ECIS applications.

In this PhD thesis we believe that working with interdigitated electrodes can facilitate the miniaturization

and integration of the electrodes in a microfluidic environment, compared to monopolar electrodes which

are limited by the need of a large counter electrode. We focused on studying ITO, which is transparent, as

an electrode material used in ECIS experiments and that can be combined with optical measurements. In

this study, Au was considered as the reference electrode material for characterization in terms of sensitivity

to cancer cell proliferation.

1.3.3 Cell-substrate impedance sensing experiment
A classic ECIS experiment consists on monitoring the adherence of cells in culture medium with planar elec-

trodes. When cells are exposed to certain stimulants either environmental or chemical, they may respond

in different ways such as: morphological changes, increased or decreased adhesion, as well as increased

or decreased metabolic output[34]. Variation in cell behavior during cell culture can result in changes in

impedance that can be monitored in real time, as shown in Fig. 1.7. Monitoring these impedance changes

over a wide range of different frequencies can provide relevant information about the cells under study in

culture medium. The basic principle of this technique consists on depositing two coplanar metallic film

electrodes on a substrate and the cells are allowed to settle, adhere and spread on their surface under ordi-

nary cell culture conditions[119]. The electrical connection between the two electrodes is provided by the

culture medium, which contains all nutrients and growth factors that cells require. A schematic of an ECIS

experiment is depicted in Fig. 1.13. Cells adhere to both the surface of the substrate and the electrodes

influencing the current exchange through the culture medium. Many kinds of mammalian cells adhere to the

substrate to grow and propagate, particularly cancer cells, which can also survive in suspension status and

spread rapidly[133].
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Figure 1.7 – ECIS measurement graph showing various cellular morphological changes of normal human dermal

fibroblasts neonatal cells (HDFn) growth response for 20 hours. Figure adapted from figure 2 in[146]. Copyright 2006

by Dove Medical Press Ltd. Adapted with permission.

The impedance measured during each experiment can depend on different parameters related to the electrode

and medium interface, the medium itself and the adherent cells. Ideally, contributions from cell behavior

should be dominant over other contributions. However, this is not always the case, since contributions

different from those of cells cannot be always neglected and they play an important role in the overall

impedance of the system under study. In Chapter 3 these contributions and their electrical models are

presented and discussed in more detail.

Here, we focused on the contributions from cells. Understanding the structure of biological cells helps to

have a better insight about cell impedance in an ECIS system. Typically, mammalian cells have a phospho-

lipid bilayer that separates the extracellular fluids from intracellular cytoplasm and organelles such as the

nucleus. In addition, there are proteins of the membrane that either act as ion carriers or undergo conforma-

tional changes to form pores and channels through which ions can pass. Therefore, the cell membrane has

both resistive and capacitive properties due to lipids acting as insulators and proteins serving as conducting

channels[147]. Electrically, this means that the capacitive behavior of the membrane can be modeled with

a capacitance Cm and the resistive behavior with a resistance Rm both being in parallel. In the literature,

Cm is about 1 μF/cm2[132] and as mentioned before it is related to the cell membrane structure, which is

similar to a capacitor because the hydrophobic portions of the lipids forming the core of the membrane are

insulators that separate conducting intracellular and extracellular fluids[132]. Moreover, the ion channels

and proteins across the membrane, are responsible for the resistive behavior corresponding to Rm, which

is about 10 kΩ-200 kΩ[148]. Fig. 1.8 shows equivalent electrical circuit models proposed to represent a

cell in suspension, which include four elements: Cm, Rm, Rs and Ri where Rs and Ri correspond to the

extracellular medium resistance and the intracellular resistance of around 50 Ω-400 Ω[149], respectively.
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(a) (b)

(c)

Figure 1.8 – (a) Electrical model of cell in suspension. Figure adapted from figure 1 in [132], (b) Simplified electrical

model of cell in suspension. Figure adapted from figure 4 in[150] and (c) Circuit model neglecting Rm with Cm
* =

Cm/2. Figure adapted from figure 8 in[151]

The aforementioned models were for cells in suspension, here we focused on cells adhered to the electrode

surface. Few groups have studied the formation of a confluent cell layer using electric equivalent circuit

models. Most of the studies found in the literature present the experimental data of cell proliferation in

terms of normalized impedance[152, 153, 154] (detailed later) as a function of frequency (or time) but

few[155] go further and use equivalent circuit modeling. This method consists of ascribing passive circuit

elements to different components of the system in such a way as to have physical significance, hopefully

isolating observed changes in the overall impedance to isolated components of the equivalent circuit. For

instance, Wang et al.[156] proposed the model in Fig.1.9 to study the cell cycle of Human cervical carcinoma

(HeLa) cells with a cellular impedance-sensing chip. In the model, the authors take into account the solution

resistance, the formation of a resistive gap, the cell membrane and the impedance of the electrode-electrolyte

interface. The latter was divided into two components represented by constant phase elements (described

later): CPEint1 and CPEint2, which are thought to represent the impedance of the uncovered areas and

of the cell-covered areas of the electrode surface, respectively. A large number of works usually do not

distinguish between these two aspects of the impedance and hence the impedance value of the electrode-

electrolyte interface is in effect an average involving covered and uncovered components. In these cases
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only one CPE is used to represent the electrode-electrolyte interface.

Figure 1.9 – Equivalent circuit model used by Wang et al.[156] where Rs represents the resistance of the solution. Rgap

corresponds to the gaps between the underside of the attached cells and the electrode surface, and its value is related to

the closeness of cell adhesion to the substrate. Cm is associated with the capacitive behavior of the cell membrane.

In contrast, Benson et al.[157] reported a model to analyze barrier function, where they included the influ-

ence of tight junctions between neighboring cells and denoted it as RTEER, as shown in Fig. 1.10. This

is a common name for the Transepithelial/Transendothelial Electrical Resistance (TEER), which measures

the integrity of tight junction dynamics in cell culture models of endothelial and epithelial monolayers.

RTEER values are strong indicators of the integrity of the cellular barriers before they are evaluated for

transport of drugs or chemicals[158]. For example, tight barriers should be expected to exhibit TEER values

of 1,000 Ω.cm2 or more, which corresponds to absolute resistance values of 200,000 Ω or more in an ECIS

system[157].

Figure 1.10 – Equivalent circuit model used by Benson et al.[157] where Cm is the membrane capacitance, Rs is the

resistance of the cell culture medium and the electrode-electrolyte interfacial capacitance is Cint.

A more complex model in Fig. 1.11 was proposed by Xiaoliang et al.[155] to monitor the adhering behavior

of HeLa cells. This included the intracellular resistance Rintra in series with Cm and in parallel with Rgap.

In contrast to the other models, they represented the interfacial impedance by a CPEint in series with the

solution resistance Rs. Moreover, they included a parasitic capacitance Cparasitic, to represent the parasitic

effects existing in the microchip and the measuring system due to the sensor substrate and electrical cables.
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Figure 1.11 – Equivalent circuit model used by Xiaoliang et al.[155] where Cparasitic represents the parasitic effects in

the chip and measuring system, CPEint represents the interfacial impedance, Rs is the cell culture medium resistance,

Cm is the cell membrane capacitance, Rintra is the intracellular resistance and Rgap is the resistance between the

adhered cells and the electrode surface.

So far, we have seen that the electrical properties of a cell can be described by means of an equivalent

circuit made of Cm, Rintra, Rgap and RTEER. Nevertheless, a cell population under study, comprises many

cells with different microenvironments and variation of properties implying a multitude of such equivalent

circuits with different time constants. Therefore, Meissner et al.[143] replaced Cm by a CPEcells to take into

account heterogeneity in the cell population. Usually, CPE behavior is attributed to interfacial heterogeneity

and/or surface roughness. In Fig.1.12 we can assume that Rextra takes into account RTEER, Rgap and Rs.

Figure 1.12 – Equivalent circuit model used by Meissner et al.[143] where Cparasitic corresponsds to parasitic ef-

fects in the system, CPEint represents the interfacial impedance, Rextra is the extracellular resistance, Rintra is the

intracellular resistance and CPEcells corresponds to the cell membrane.
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Figure 1.13 – Schematic of electrical impedance measurement on planar electrodes (Draw not to scale). Figure adapted

from figure 7.1 in[133]

Furthermore, depending on the frequency of the applied AC signal, the current will follow different pathways

when cells adhere on the electrode surface. At low frequencies (f < 4 kHz)[152], the cell membrane due

to its bilayer structure becomes electrically insulating, so that current cannot easily go through the cells.

Hence, most of the current will be forced to flow through the confined and narrow channels between the

ventral plasma membrane4 and the electrode surface before it can escape through the tight junctions between

adjacent cells into the medium, as shown in Fig. 1.14a. Since the current has to go around the cells,

impedance contributions from the cell-substrate adhesion zones as well as from tight-junctions between

neighboring cells can be investigated[119]. While at high frequencies (f > 40 kHz)[152], the current goes

through the cell membrane and cytoplasm, as depicted in Fig. 1.14b. The current does not have to go around

the cells anymore but can flow transcellularly through cells passing the ventral and dorsal membranes5[119].

(a)

(b)

Figure 1.14 – Current pathways at (a) low frequencies and at (b) high frequencies in an ECIS system.

4Ventral plasma membrane: the portion of the cell membrane in contact with the electrode surface
5Dorsal plasma membrane: the portion of the cell membrane that is not in contact with the electrode surface (apical

region)
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Additionally, in an ECIS assay in order to extract the necessary information about the electrical parameters

contributing to the impedance change, one must use a modeling method to explain the behavior of the system

and there are two ways of doing it[34]:

• One is to use an analytical expression derived from a physical model. For instance, Giaever and

Keese[115] used the model shown in Fig. 1.15 in order to calculate the impedance of cell-covered

electrode ZC as a function of the frequency and they found the following expressions:
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where Zm = -i/2πf(Cm/2) corresponds to the specific membrane impedance of the cells, Zn is

the impedance of a cell free electrode, Rb corresponds to the resistance between the cells for a unit

area, I0 and I1 are modified Bessel functions of the first kind of order 0 and 1, rc is the cell radius,

h is the height of the space between the ventral surface of the cell and the electrode and ρ is the

resistivity of the cell culture medium. Over the years, there have been a number of modifications in

the electrical models of ECIS, resulting in two cell electrode models used for impedance analysis.

One is appropriate for cells with dislike shape, such as transformed fibroblasts, endothelial cells and

epithelial cells[159], whereas the other one is used for rectangular cells with semicircular ends, such

as normal fibroblasts[160].

Figure 1.15 – Diagram of the cells in tissue culture and the model used to calculate the specific impedance of a cell-

covered electrode. Figure adapted from figure 2 in[115].
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• The second and most often used method to study ECIS experimental data consists on using an equiv-

alent circuit model that ascribes passive circuit elements to different components of the system. This

is the method that we used in this PhD thesis for impedance data analysis.

1.4 Drug screening applications based on ECIS sensing
ECIS has been used as a label-free method to study and monitor biological changes in different cellular

assays. There are some companies that developed and now commercialize products based on ECIS sensing

for in vitro monitoring of cells. These products developed by different companies are listed in Table 1.3.

The first commercialized product is known as ECIS R© by Applied BioPhysics, which was started by the

pioneers Giaever and Keese. This system measures the impedance of mammalian cells cultured on small

electrodes[161]. Another impedance-based biosensor is the Real-Time Cell Electronic Sensing (RT-CES)

now called XCELLigence R© supplied by ACEA Biosciences. In this technology, the cells are seeded in stan-

dard microplates that contain arrays of interdigitated electrodes (IDEs) located in the bottom of each well

of a 16 or 96-well plate[162]. Likewise, MDS Sciex introduced the CellKey R© system that enables the mea-

surement of endogenous receptor targets in whole live cells seeded on a 96 or 384-well plate[163]. We can

also find the Bionas 2500 R© analyzing system. This product is able to measure online and label-free many

parameters of cell activity, such as metabolism (potentiometric sensor), respiration (Clark-type electrodes),

cell adhesion and cell confluence (interdigitated electrodes)[164]. However, all of the aforementioned com-

mercial cell analyzers are based on gold electrodes which is an opaque material. Although the gold film on

the electrodes is only 500 nanometers thick[165], none of the commercial systems offers impedance assays

with transparent electrodes. In the perspective of combining impedance with optical quantification, it is rel-

evant to explore this type of electrodes in which cell morphology changes, due to cell adhesion, spreading,

proliferation and chemosensitivity effects, can be monitored as if cells were proliferating on glass slides

and complement the impedance data. In addition, most of the commercial cell analyzers are not designed

for microfluidic environment[166]. They do not monitor the cell activity in microfluidic channels but in

wells of electronic microtiter plates filled with cell culture medium and the electrodes at the bottom. In

addition, in the approach of integrating ECIS into microfluidics and into a more biomimetic environment,

electrode geometries need to be adapted. This brings some challenges, such as reducing the dimensions of

the electrodes which induces high impedance that can affect the sensitivity of the measurements.
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Company Product Cell-based assays Selected
References

Bionas Bionas 2500
Cell adhesion, proliferation, metabolism,

and cytotoxicity
[167][168]

Applied

Biophysics
ECIS

Cell adhesion, proliferation, barrier func-

tion, receptor-mediated signaling, and

wound healing

[169][101]

ACEA Bio-

sciences

and Roche

xCELLigence

(RT-CES)

Cell adhesion, proliferation, cytotoxicity,

receptormediated signaling, barrier func-

tion, immune-cell signaling, cell migra-

tion, and invasion

[170][171][140]

MDS Sciex Cellkey Cell adhesion, proliferation, receptor-

mediated signaling
[172][173]

Table 1.3 – Commercialized impedance based biosensors.

In Fig.1.16, we present several applications of ECIS in drug screening studies, which are critical in the

context of personalized medicine. For example, it is important to understand the mechanism of action of

a drug before the development of effective treatment for various health problems such as cancer. Hence,

ECIS appears to be a helpful tool to analyze treatment responses in in vitro assays using cells extracted from

patients so that more effective treatments can be offered to patients.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 1.16 – Different applications of ECIS. (a) Barrier function, (b) Cancer metastasis, (c) Ion channel activity, (d)

Cell signaling analysis, (e) Cell metabolism analysis, (f) Cytotoxicity screening, (g) Drug resistance and (h) Photopro-

tectivity. Figure adapted form figure 4 in[146]. Copyright 2006 by Dove Medical Press Ltd. Adapted with permission.
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1.4.1 Barrier function activities
In vivo, barriers are formed by monolayers of epithelial cells, separating organs from their environment

or endothelial cells, separating the blood stream from underlying tissues[174]. These cell layers play an

important role regulating the free movement of molecules between different tissues and/or interstitial com-

partments. In many diseases as well as in inflammation, these barriers become compromised, and hence,

measuring their permeability is of considerable interest to biologists. For example, Mei et al[175] exam-

ined the affinity modulation and homophilic6 adhesive properties of the Platelet Endothelial Cell Adhesion

Molecule (PECAM-1) as well as endothelial monolayer resistance by ECIS. PECAM-1 is a cellular adhe-

sion and signaling receptor, which mediate homophilic adhesion molecule interactions. These interactions

are directly responsible for enhancing intercellular junctions, which provide steady-state barrier stability to

endothelial cells and have the capability to recover vascular endothelium[146]. This study demonstrated that

the homophilic binding affinity of PECAM-1 can be enhanced by IgD6-specific antibodies, which could be a

novel therapeutic strategy for treating vascular endothelial injury-related disorders[175]. Similarly, Heijink

et al.[176] investigated the junctional integrity of human bronchial epithelial cells using ECIS sensing and

immunofluorescent staining. They observed that the addition of house dust mite (HDM) induced a rapid and

substantial decrease in electrical resistance whereas the capacitance was not affected, indicating selective

disruption of cell-to-cell adhesion.

Some authors have used ECIS to study barrier function in cancer metastasis. Metastasis occurs when cancer

cells gain the ability to attack neighboring cells and tissues. Thus, it is important to understand the migratory,

adhesive, and invasive capabilities of malignant tumors[146]. For instance, Ren et al.[93] used three different

cell lines NIH3T3, MCF-7 and SKOV3 (two with low or no metastatic potential) versus metastatic ovarian

cancer SKOV3 cells to carry out invasion assays on confluent monolayer of peritoneal mesothelial cells7

using the ECIS system. When metastatic cells invade the endothelial monolayer, they break down the barrier

function of the endothelial cell layer, resulting in large drops in impedance, which is not visible with non-

metastatic cells. Their work demonstrated that the measured resistance changes reflect the ability of cells

to affect cell junctions and penetrate monolayer peritoneal mesothelial cells, which reflects the metastatic

potential of the cells[93]. Likewise, Kuo et al.[177] studied the invasive behavior of human breast carcinoma

cell lines by electrical impedance measurements. They monitored the real-time invasion of human breast

carcinoma cell lines (MDA-MB-435 cells) to human umbilical vein endothelial cells (HUVECs). In their

work, MDA-MB-435 cells pretreated with transforming growth factor TGF-β reduced the intact HUVEC

monolayer resistance. They observed a change in impedance at 4 h when the tumor cells first attached to

the HUVECs. As they then invaded through the HUVEC monolayer, there was a breakdown in the cell-cell

contact of the monolayer leading to a fast decrease of impedance. Moreover, they elucidated that TGF-β
would induce CD448 cleavage on the cell surface and this enhanced the migration and invasiveness of the

MDA-MB-435 cells[177].

1.4.2 Ion channel activities
From a drug discovery point of view, ion channels are very interesting and challenging targets. They play

a central role in human physiology by helping regulate cellular ion homeostasis, shaping the electrical

activity of nerve and muscle cells, and controlling the release of transmitters and hormones[178]. Electrical

impedance has been utilized as tool for monitoring ion channel activities in the cell membrane. For example,

Marimuthu et al.[179] found several possible mechanisms by which fibroblast cells (L929) oscillate during

their culture period using ECIS sensing. The possible mechanisms involved in L929 oscillation were the

6That reacts only with a specific antigen
7Cells that that line the body’s serous cavities and internal organs
8Cell surface glycoprotein associated with various adhesion-dependent cellular processes including cell migration,

tumor cell metastasis and invasion[66]
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periodic extension and contraction of lamellipodia followed by blebbing9, which is produced by signals

from the actomyosin complex initiated by connexin hemichannel opening and adenosine triphosphate (ATP)

release. They applied the connexin hemichannel inhibitor, flufenamic acid, then the hindrance of ATP release

and calcium transients were analyzed to elucidate their hypothesis. As for Han et al.[180], they developed a

micro electrical impedance spectroscopy system to differentiate ion channel activities of bovine chromaffin

cells. They found differences in the magnitude and the phase impedances between cells with K+ and Ca2+

channels blocked and unblocked chromaffin cells. This demonstrated that positive/negative information of

ion channel blockage can be distinguished using impedance sensing.

1.4.3 Cell signaling
Cell-signaling mechanisms correspond to molecular events activated within cells to mediate growth, pro-

liferation, differentiation, and survival. Usually, regulatory pathways are activated by extracellular fac-

tors such as hormones, growth factors or cytokines[181]. These extracellular factors activate intracellular

cascades of protein networks within the cell to transmit the signal. Most diseases present aberrations of

cell-signaling processes and the compounds that target disease-specific alterations of cell-signaling mech-

anisms are considered interesting compounds for future therapies[181]. For example, Huang et al.[182]

investigated the hypothesis that the signals of Lysophosphatidylcholine (LPC), which is a bioactive proin-

flammatory lipid that can be generated by pathological activities, increase endothelial permeability. In this

study, when human dermal microvascular cells and bovine pulmonary microvascular cells were treated with

LPC, the transendothelial electrical resistance decreased whereas the endothelial permeability increased.

They found that LPC stimulation directly impairs the endothelial barrier function that is sensitive to albumin

concentration. This LPC-induced barrier dysfunction was dependent, at least in part, on cross talk of the

phosphotransferase PKCα and RhoA10 signals. Furthermore, Sawhney et al.[183] studied multiple cell sig-

naling mechanisms regulating cell adhesion functions in human colon cancer cells (HCT116) by cell motility

measurements using ECIS. Attachment and movement of the cells on the electrode changed the flow of the

current, resulting in fluctuations in the electrode resistance and capacitance. These cellular movements were

called micromotion and were a measure of the motile ability of the cell being examined. Moreover, by

inhibition of different phospholyration sites of S6K11 with MEK12 inhibitors, bisindolylmaleimide13 and ra-

pamycin14, they showed for the first time that autocrine TGFα15 regulates cell adhesion function by multiple

signaling pathways via specific phosphorylation sites of S6K in cancer cells.

1.4.4 Cell metabolism
With the help of bioimpedance measurements, metabolism studies are providing a more physiologically

relevant model of several types of cellular metabolism, and such ECIS systems can help to identify drugs

with high potential in preclinical novel drug development[146]. General characteristics of cell metabolic

activities are the uptake of metabolites, pathways regulating metabolisms in cells, energy metabolism, and

elimination of waste acid and byproducts. Park et al.[184] used impedance measurements to distinguish

normal mouse fibroblasts cells (NIH3T3) from NIH3T3 transformed with a constitutively active chemokine

receptor, CXCR2. This receptor is a member of the G-protein coupled receptor (GPCR) family, which is

9The formation of irregular bulge in the plasma membrane of a cell
10RhoA: Type of GTPases known as molecular switches that control a wide variety of signal transduction pathways
11S6K : Ribosomal protein S6 kinase
12MEK : Mitogen-activated protein kinase kinase enzymes
13Protein kinase C (PKC) inhibitor
14Macrolide immunosuppressant
15TGFα: Transforming growth factor α
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normally involved in cellular activation and migration. They found that ECIS is sensitive enough to dis-

tinguish between transformed and untransformed cells. Both the resistance and reactance of transformed

cells increased more rapidly and peaked higher. Moreover, they observed that the increase in the impedance

fluctuations was also consistent with increased micromotility associated with transformed cells. These mi-

crofluctuations were the result of cytoskeletal changes reflecting increased motility[184]. This demonstrates

that ECIS could allow the assessment of potential anti-cancer or anti-transforming drugs that uniquely affect

transformed cells with minimal effects on non-transformed cells. In another study with neonatal Sprague

Dawley rat renal cells, Hu et al.[185] combined ECIS with a light addressable potentiometric sensor to si-

multaneously detect the change of cell electrical impedance and extracellular acidification, which could be

used for monitoring and analyzing the correlation between cell growth status and cell energy metabolism

status in a noninvasive and label-free way.

1.4.5 Cytotoxicity and drug resistance
In the literature, electrical impedance has been used to evaluate in real-time cell movement morphological

changes and functional alterations when exposed to harmful substances. For example, we can find in the lit-

erature studies about detection of toxic compounds, such as the detergents Tween 20, benzalkonium chloride

(BAK), Triton X100 and sodium lauryl sulfate on WI-38/VA13 fibroblastic and MDCK epithelial cells[186].

Keese et al.[186] demonstrated that analysis of these cytotoxicity measurements can correctly rank the dif-

ferent detergents according to their established in vivo toxicity. Other substances, such as cadmium chloride

(CdCl2), sodium arsenate (Na2HAsO4), mercury chloride (HgCl2), 1,3,5-trinitrobenzene (TNB) have also

been tested on fibroblastic V79 cells by Xiao et al.[187]. In their study, they showed that the exposure time

to the different toxicants made the cells detach from the working electrode leading to a gradual decrease

in capacitance. Moreover, their inhibition assays revealed that the half inhibition concentration in real time

agreed with that of the standard neutral red uptake assay, which provides a quantitative estimation of the

number of viable cells in a culture[187]. Arndt et al.[188] monitored porcine brain capillary endothelial

cells (PBCECs) exposed to cycloheximide (CHX), which is an antibiotic produced by S. griseus. They ob-

served that disassembly of barrier-forming tight junctions preceded changes in cell–substrate contacts and

correlated strongly with the time course of protease activation. All the aforementioned works studied how

cell attachment and spreading are affected by different toxin concentrations, varying inoculation and expo-

sure time. In general, a pronounced resistance change corresponding to different toxin concentrations was

observed with great reproducibility[189].

Opp et al.[190] examined dose-dependent responses for cytochalasin B, known to disrupt actin filaments,

on human umbilical vein endothelial cells (HUVECS) and they studied how the cellular morphology was

affected. They observed that the cytochalasin B caused a decrease of cell-to-cell junction resistance, reduc-

tion in micromotion and increase in membrane capacitance at concentrations lower than 0.1 μM[190]. Yeon

et al.[191] demonstrated a microfabricated cell chip to monitor cell growth and cytotoxic effects of human

hepatocellular carcinoma cells (HepG2) after treatments with the chemotherapeutic agents, tamoxifen and

menadione. Tamoxifen induces apoptosis in human malignant cell lines, especially in hepatocytes[192].

Menadione produces superoxide radicals and induces apoptosis[193]. In their study, when the concentra-

tion of the two toxicants increased the impedance decreased, which was associated with damaged cells

detaching from the gold electrode surface[191]. Similarly, Adcock et al.[194] used impedance sensing for

screening effective anticancer drugs, such as Docetaxel, Carboplatin, Abiraterone acetate, Mitoxantrone and

Sunitinib Malate to different types of prostate cancers (DU145, LNCaP and PC-3). Each drug works on

the cancer cells via a different mechanism of action. Docetaxel prevents the de-polymerization of micro-

tubules required for mitosis, which induces cell apoptosis. Carboplatin undergoes activation inside cells and

forms reactive platinum complexes that cause cross-linkage of DNA molecules within the cell. Abiraterone

acetate induces a significant loss of androgen production in the peripheral organs, particularly adrenal andro-

gens. Mitoxantrone causes DNA fragmentation and inhibits the enzyme topoisomerase II, which is essential
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for DNA replication, transcription, and repair. Sunitinib malate inhibits multiple receptor tyrosine kinases

(RTKs)[194]. In this study, they noted that all the tested cell lines did not draw them to the same conclusion

for the drug combination treatments. For instance, the reduction in impedance for the PC-3 cell line was

greater in the presence of the combined drugs docetaxel with sunitinib malate whereas the signal for DU145

cells was not affected by the same combination. These results demonstrated that electrical impedance exper-

iments can be used to identify drug combinations that can effectively be used to treat prostate cancer[194].

Furthermore, Xie et al.[195] investigated the cytotoxic effects of several anticancer drugs, such as carbo-

platin, (CDP), the antimetabolite 5-fluorouracil (5-FU) and the DNA alkylating agent cyclophosphamide

(CTX) on human proximal tubular epithelial cells (HK2). They found that the impedance measurements

with CTX displayed a different cytotoxic time-response pattern compared to those of CDP and 5-FU. They

observed that the cellular impedance drastically decreased a few hours after exposure to all concentrations of

CTX and then it slowly increased to a level which diminished with increasing concentrations. According to

them, the drug specific observations illustrate the advantage of the continuous monitoring with ECIS assays,

as the the standard end-point measurements would not readily detect intermediate time events such as signif-

icant decrease induced by CTX or the subsequent recovery of the HK2 cells after the initial decrease[195].

Furthermore, ECIS has been utilized by Eker et al[196] to distinguish drug resistant breast cancer cells

(MCF-7 DOX) from their parental cells (MCF-7 WT) by studying their inherent dielectric properties using

electrical equivalent circuit modeling. They demonstrated that drug resistant breast cancer cells could be

distinguished from their parental cell population based on the differences in the values of extracellular

resistance. In addition, the effect of doxorubicin, an anti-tumor antibiotic, was investigated over a wide

frequency range and revealed sharp differences in the temporal evolution of cellular changes between the

two phenotypes. According to them, this is the first study that differentiates drug resistant breast cancer cells

from their parental cells based on their dielectric properties and investigates their drug response at different

stages of the disease using impedance screening at different frequencies[196].

1.4.6 Photodamaging and Photoprotective effects
Besides drugs and chemical compounds, scientists have been interested in studying the effect of light radi-

ation, which is the primary cause of skin photo-oxidative damage, leading to chronic skin conditions such

as premature aging of the skin, melanomas, and non-melanoma skin cancers[197, 198]. Due to the presence

of chromophores in the skin, intense light from the sun can penetrate skin cells, causing cellular damage

and mitochondrial oxidative stress, which is the principal responsable of cellular dysfunction and even cell

death. Therefore, the oxidative stress pathways are interesting targets for the development of new therapeu-

tic drugs for photooxidative diseases and for exploration of photoxidative and protective mechanisms[146].

For instance, Bennet et al.[199] used the ECIS system for the study of continuous light radiation toxicity

and protective effects of enhanced nanoparticles containing Apple Peel Ethanolic Extract (nano-APETE)

to inhibit the production of free radicals on human dermal fibroblast, neonatal cells (HDFn). In this study,

the ECIS data of cellular activities in response to photooxidative stress correlated well with data from cell

viability assay such as MTT assay. Moreover, they found that among three different preparations of nano-

APETE, the preparation with the lowest concentration showed small, spherical, monodispersed and uniform

particles[199] with enriched antioxidant properties. This shows that the ECIS has potential to screen the

photoprotective agents in early stages of drug discovery. Furthermore, Bennet et al.[200] demonstrated the

usefulness of ECIS for the continuous measurement of different color light-induced effects on the response

of retinal ganglion cells (RGC-5) that were exposed to protective drugs such as β-carotene, quercetin, ag-

matine, and glutathione. These measurements showed that ECIS could be used to evaluate different RGC-5

cell behaviors due to different color light-induced damage.
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1.5 Conclusions
We have seen that personalized medicine seeks the right drug at the right dose, with minimal or no toxicity,

for the right patient at the right time[13]. This is particularly important in cancer therapy where clinicians

want to avoid unnecessary toxicity and costs for patients who are unlikely to benefit from a treatment. This is

why cell based assays using cells coming from patient biopsies are highly needed if more effective treatments

want to be offered to patients. Electrical impedance measurements have emerged as an alternative technique

to conventional label based methods to monitor cell activity. The applied AC signal is harmless to the cells

and it does not adversely affect the physiology of the cells under study[80, 85, 86, 87] which makes it an

attractive tool for label-free and real-time cell monitoring. However, one of the greatest challenges in drug

screening of cancer biopsies is the small amount of available cells. A possible solution would be to work

in a microfluidic environment in order to reduce sample volumes. The micrometer dimension conveniently

matches with the size of typical biological cells, making microfluidics an ideal platform for cell studies. The

miniaturization of an impedimetric platform brings some challenges, such as reducing the dimensions of the

electrodes which induces high impedance that can affect the sensitivity of the measurements. Furthermore,

if one wants to couple the impedance measurements with optical quantification, it is relevant to explore

transparent electrodes, such as ITO IDEs in which cell morphology changes, due to cell adhesion, spreading,

proliferation and chemosensitivity effects, can be monitored as if cells were proliferating on glass slides and

complement the impedance data. Despite of this advantage over Au and other materials, ITO is less used

as electrode material for ECIS applications. Probably due to the fact that it offers an electrical conductivity

(104 S/cm) three orders of magnitude less than that of gold, which represents a significant limitation in

a miniaturized impedance system. The objective of this thesis is to evaluate ITO as electrode material for

ECIS experiments in the context of personalized medicine. First, we focus on understanding the relationship

between the electrical components in the ECIS system and the sensitivity of the measurement. Then, we

evaluate this material used in chemosensitivity assays with a chemotherapeutic agent on breast cancer cells.

Finally, we study a possible strategy to enhance the sensitivity of ITO electrodes for ECIS experiments that

can be coupled with optical quantification.
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2
Materials and Methods

In this chapter we describe all of the experimental procedures used in this work. It includes the preparation

protocols for the different solutions; the cell culture procedures; the electrode fabrication protocols and the

experimental set-up for the electrical impedance measurements.

2.1 Cell lines
Dr. Hichem Mertani from the Centre de Recherche en Cancérologie de Lyon (CRCL) supplied both of the

human breast adenocarcinoma cell lines, MCF-7 and MDA-MB-231. These two cell lines are widely used

for breast cancer studies due to their different invasive and metastatic abilities[1]. For instance, MCF-7

breast cancer cells are non metastatic and poorly invasive, containing receptor proteins specific for andro-

gen, glucocorticoids and progesterone[2]. These cells are classified into luminal subtype and tend to form

tight cell-cell junctions[1]. On the other hand, MDA-MB-231 is known as a "triple-negative" breast cancer

(TNBC) cell line because it lacks expression of estrogen receptor, progesterone receptor and human epider-

mal growth factor receptor 2[3]. MDA-MB-231 cells are classified into claudin-low subtype and they are

highly invasive and metastatic[4]. As can be observed in Fig.2.1, MCF-7 cells grown in vitro exhibit the

classical "cobblestone" morphology[2] whereas MDA-MB-231 cells form loosely cohesive stellate struc-

tures consistent with a more invasive phenotype[5].
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2.1. Cell lines

MCF-7

(a)

MDA-MB-231

(b)

(c) (d)

Figure 2.1 – Phase contrast microscopy images of the cell lines MCF-7 and MDA-MB-231 grown in Petri dish at (a,b)

20X and (c,d) 40X magnification (Leica D2000).
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2.2. Preparation of solutions

2.2 Preparation of solutions
All the described solutions were filtered using a sterile filter (pore size: 0.20 μm) before any experiment

involving living cells.

2.2.1 Potassium chloride solutions
Potassium chloride (KCl, Sigma-Aldrich) MKCl = 74.5 g/mol) was dissolved in deionized water to prepare

the KCl solutions at the desired concentrations shown in Table 2.1. During the experiments, these solutions

were used at room temperature and then stored at 4◦C.

KCl Concentration Conductivity σ
0 mM (D.I water) 2.0 μS/cm

1 mM 183 μS/cm

100 mM 15.7 mS/cm

Table 2.1 – Conductivities of the various KCl solutions at room temperature.

2.2.2 PBS 1X solution
Phosphate buffered saline (PBS, Bisolve Chemicals BV) was used as a washing solution during cell sub-

culture and electrode preparation for bioimpedance measurements. The solution of PBS 1X (σ = 16 mS/cm)

was prepared by diluting 50 mL of PBS 10X concentrated solution in 450 mL of sterilized deionized water

and stored at 4◦C.

2.2.3 Iridium bath
The solution used to electrodeposit iridium oxide (IrOx) was prepared following the steps reported by K.

Yamanaka[6]. First, 4.5mM of IrCl4.H2O (Alfa Aesar) was dissolved in deionized water. Then, 400 μL of

H2O2 (35%) was added and the solution gently mixed for 10 min. At this point, the solution turned yellow

due to oxidation of iridium (Fig.2.2). Afterwards, 55.5mM of oxalic acid C2H2O4 (Alfa Aesar) was added

and mixed for a further 10 min in order to form the complex Ir(IV)-oxalate, which stabilizes the (IrOx)

nanoparticles[7] during the aging process. Then, the pH of the solution was adjusted to a value of 10.5 by

slowly adding K2CO3 (Sigma-Aldrich). Finally, the solution was kept at room temperature for 5 days to

age, until it turned violet as shown in Fig.2.3, and then stored at 4◦C.
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2.2. Preparation of solutions

Figure 2.2 – Steps in the Yamanaka protocol for the preparation of the iridium bath: (i,ii) water and Ir(IV) salt mixing;

(iii) hydrogen peroxide addition; (iv) oxalic acid addition; (v) potassium carbonate addition. Figure adapted from

Fig.III-8 in [7].

Figure 2.3 – Color changes during aging process of iridium oxide solution at room temperature. Figure adapted from

Fig.III-9 in [7].
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2.2. Preparation of solutions

2.2.4 Cell culture medium
Cells were grown in Dubelcco’s Modified Eagle Medium (DMEM, ThermoFisher), which is a widely used

basal culture medium for supporting the growth of many different mammalian cells. This medium contains

no proteins, lipids or growth factors[8]. We therefore added fetal bovine serum (FBS, ThermoFisher) and

antibiotics, penicillin and streptomycin (PS, ThermoFisher). FBS provides most of the growth factors re-

quired for cell attachment, growth and proliferation[9] whereas antibiotics PS are added to prevent bacterial

contamination of cell cultures. This supplemented DMEM medium (σ =15.37 mS/cm) was stored at 4◦C.

The composition of the DMEM medium and the additives that we used are listed in Table 2.2

Supplemented DMEM Concentration

DMEM

L-Glutamine 4 mM

D-Glucose (Dextrose) 25 mM

Phenol Red 15 mg/L

Sodium Pyruvate 1 mM

+ Fetal Bovine Serum 10% (v/v)

+ Penicilin-streptomycin 1% (v/v

Table 2.2 – Composition of the supplemented cell culture medium used for MDA-MB-231 and MCF-7 cells. (DMEM

was supplemented with FBS and PS).

2.2.5 CN/BSA coating solution
In order to enhance cell adhesion, we used a coating solution containing a mixture of type IV collagen (CN,

Sigma-Aldrich) and bovine serum albumin (BSA, Sigma-Aldrich) where the ratio of nCN /nBSA= 99[10].

Type IV collagen is essential for the formation of stable and functional basement membranes, which play

fundamental roles in differentiation, proliferation, survival and migration of cells[11]. Moreover, combined

with non-adhesive proteins such as BSA, CN/BSA coating promotes cell attachment[12]. First, we mixed

10 μL of CN solution (Sigma-Aldrich, 1 mg/mL) and 490 μL of acetic acid (0.25 % (v/v)) in order to prepare

a CN solution (20 μg/mL). Then, we prepared a BSA solution (Sigma-Aldrich, 0.02 % (w/v)) in PBS 1X.

Finally, the CN/BSA coating solution was obtained by mixing 298.8 μL of CN solution (20 μg/mL) and

1.2 μL of BSA solution (0.02 % (w/v)).

2.2.6 5-FU solution
The cytotoxicity experiments were carried out by adding 5-fluorouracil (5-FU) to the cell culture medium. 5-

FU is a chemotherapy drug commonly used for colorectal and metastatic breast cancers, which are resistant

to first line chemotherapy drugs[13]. 5-FU’s mechanism of action is depicted in Fig.2.4. This chemotherapy

drug enters the cells through a carrier-mediated transport system. Once, inside the cell, 5-FU is converted to

5-fluorodeoxyuridine monophosphate (5-FdUMP) and , this product binds to the nucleotide-binding site of

the enzyme thymidylate synthase, thereby blocking binding of the normal substrate deoxyuridine monophos-

phate (dUMP)[14]. This enzyme, converts dUMP to deoxythymidine monophosphate (dTMP) during DNA

replication and repair. As a result, 5-FU drug inhibits DNA synthesis and eventually blocks cell division.
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2.3. Cell culture procedure

A 7 mM solution of 5-FU (Sigma-Aldrich) was prepared by dissolving 5-FU (M5-FU = 130.08 g/mol) in

dimethyl sulfoxide (DMSO). DMSO is a frequently used organic solvent for drugs in cell culture[15]. For

the cytotoxicity assays, 5-FU (7 mM) was diluted in the supplemented DMEM at the desired concentrations

10 μM and 100 μM for the cytotoxicity experiments.

Figure 2.4 – Mechanism of action of 5-FU drug inside the cell. Figure adapted from Fig.1 in [16]. Copyright 2016 by

Elsevier. Adapted with permission.

2.3 Cell culture procedure

2.3.1 Cell culture conditions
The cells were cultured in a humidified incubator at 37◦C and under a 5% CO2 environment to maintain

physiological pH. Moreover, cell culture work was carried out under sterile conditions in a laminar flow

Cytosafe 2004 (Faster) with autoclaved cell culture equipment.

2.3.2 Sub-culturing cells
MCF-7 and MDA-MB-231 cells were cultured in Petri dishes (5 mL), where they freely proliferated. How-

ever, in cell culture, when the cells reach a confluent state occupying all the available surface, contact

inhibition within the cell layer occurs[17]. This means that cell proliferation is significantly slowed down.

Therefore, in order to maintain an active cell cycle and cell proliferation, the cells were sub-cultured before

reaching confluency by seeding a fraction of the cells in new Petri dishes filled with fresh growth medium.

First, cell medium was gently removed using a Pasteur pipette and the cell monolayer was washed twice

with PBS 1X. Afterwards, 1mL of Trypsin (ThermoFisher), which is a proteolytic enzyme frequently used

to detach cells from the adherent substrate, was added. Then, the Petri dish was incubated at 37◦C for 3 min

to ensure optimum activity of the enzyme[18]. After that, detached cells were transferred to 4mL of cell

culture medium and centrifuged at 1000 g for 5 min. Right after, the supernatant was removed and the spun

down cell pellet was re-suspended in 1 mL of fresh culture medium. Finally, cells were transferred into new

Petri dishes. The seeding densities were adjusted for a sub-cultivation of cells twice a week for both MCF-7

and MDA-MB-231 cells.
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2.4. ECIS device fabrication

2.3.3 Cell preparation for ECIS experiments
Cells for ECIS experiments were collected following the sub-culturing steps described in the previous

section. In addition, before electrode inoculation, cells were counted to determine a cell density ∼ 1000

cells/mm2 and then seeded.

2.4 ECIS device fabrication
In electrical impedance experiments, another important aspect that has been explored is the electrode de-

sign optimization of the microelectrodes used for the cell-based assays. A geometrically optimized sensor

for bioimpedance measurements can result in enhancement of the electrode sensitivity. Therefore, several

design parameters have been evaluated to understand their effects on the sensitivity and overall working of

the IDEs, such as the number, width, height and length of bands as well as the inter-band spacing[19]. For

example, IDE optimization was performed by Radke et al.[20] for enhanced detection of bacteria. Their sim-

ulations revealed that the optimal IDE electrode band width and spacing were 3 and 4 μm, respectively for

their application. They demonstrated that careful design of the electrode spacing influenced the penetration

depth of the electric captured bacteria instead of the bulk solution[20]. Similarly, Alexander Jr et al.[21]

examined the effect of electrode width and spacing of IDEs for impedance-based breast tumor cells (Hs

578T) detection and characterization. Their results were in agreement with Radke[20], IDEs with smaller

electrode spacing (on the order of cell size), in their case 15 μm, were more sensitive to the presence of cells

due to the concentrated penetration depth. By decreasing the electrode gap the effective electrode area was

increased causing an increase in the sensitivity of the device[21].

Another group interested on optimization of IDEs for bioimpedance experiments was Ibrahim et al.[22],

who investigated the optimal ratio between the width of the electrodes and the gap between the electrodes

to expand the useful frequency range and the optimal number of electrode bands. According to them, the

optimized geometry of an interdigitated sensor is to choose a ratio between the gap and the width of the

electrodes equal to 0.66 in order to expand the useful frequency range. This design rule contrasts with the

results of Radke and Alexander with ratios of 0.75 and 0.33, respectively. It is important to bear in mind

that if the electrode width and length are reduced to increase the sensitivity, the number of effective cells

covering the electrodes would be reduced, which is not desirable. Therefore, a trade-off of the sensitivity

and the effective cell number has to be made in sensor design[23]. Additionally, as the electrode width

reduces, the impedance of each electrode branch will increase, which would cause a large electrical potential

difference along the electrode[23]. Moreover, reducing the width and the gap of the electrode bands might

increase the complexity of the fabrication process described in this chapter, particularly during the lift-off

process where adjacent electrode bands could easily be removed. Thus, we decided to work with a ratio

between the gap and the width of the electrodes equal to 1, a value near the one proposed by Ibrahim[22]

and easy to fabricate.
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2.4. ECIS device fabrication

In this work, the ECIS system was made using interdigitated electrodes (IDEs) located at the bottom of a

reservoir (diameter of 5mm) of PolyDiMethyl Siloxane (PDMS). The IDEs were patterned on glass slides

following the protocols described in the next sections. PDMS is a chemically inert and hydrophobic silicone

elastomer frequently used in soft lithography and microfabrication for biomedical applications[24]. It was

bonded to the glass slides by surface activation with oxygen plasma treatment for 3 min at 1100 mTorr with

40 sccm O2 and 29.6 W. The interdigitated electrode configuration comprised 39 electrode fingers of 20 μm
width, 1mm length and with inter-electrode gaps of 20 μm as depicted in Fig.2.5. The following sections

describe the fabrication processes for Au, ITO, Au coated with IrOx and ITO coated with IrOx IDEs.

(a) (b)

Figure 2.5 – (a) Top view of the ECIS system with bonded PDMS reservoir (5 mm diameter). (b) Interdigitated

electrode dimensions: s = 20 μm , w = 20 μm and l = 1 mm.
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2.4.1 Gold electrodes
Au IDEs were fabricated following the process depicted in Fig. 2.6:

• A 1.5 μm layer of positive photoresist (S1813, ROHM Haas) was spun coated at 3000 rpm for 30 s

onto glass slides (76 x 26 mm, Knittel glass).

• After softbaking on a hotplate at 120◦C, for 3 min, the glass slides were exposed to UV light (7.5

mW/cm2) using a photomask.

• The photoresist was then developed in an alkaline solution (Developer 351, dilution 1:10) for 1 min.

• The slides were cleaned using oxygen plasma treatment (29,6 W, 1100 mTorr and 40 sccm O2 for 3

min).

• A layer of titanium (15 nm) and a layer of gold (50 nm) were deposited by electron beam physical

vapor deposition (EVA300, Alliance Concept).

• The photoresist was removed by lift-off with acetone leaving only the Au electrode pattern on the

glass slide.

(a) (b)

Figure 2.6 – (a) Fabrication process of Au IDEs: S1813 spin coating, UV exposure on mask, photoresist development,

Au evaporation and lift-off. (The drawing is not to scale) (b) Microscopy image of Au IDEs on glass slides.
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2.4. ECIS device fabrication

2.4.2 ITO electrodes
The ITO IDEs were fabricated using the same photolithography steps (spin coating, exposure and develop-

ment) as Au IDEs. However, there were a few differences. As substrates we used glass slides coated with a

370 nm layer of ITO (76 x 26 mm, Solems) as depicted in Fig. 2.7a:

• Following the photolithography steps, we deposited a 200 nm layer of chromium (Cr) instead of Au

by electron beam vapor deposition. The Cr layer was used as a mask to locally protect ITO during

the subsequent Reactive Ion Etching (RIE, Oxford Instruments) steps.

• A lift-off step with acetone was then used to reveal the Cr pattern on the slides.

• The following RIE process was adapted from previous studies[25] and it consisted of the following

two phases:

– First, plasma etching with CH4 and H2 (5 sscm and 50 sscm respectively) 100 mTorr and 250

W for 50 min to etch the unprotected ITO surface.

– Second, a treatment with Ar and O2 (100 sscm and 100 sscm respectively) with 400 mTorr and

350 W for 20 min to remove the amorphous carbon layer produced during the first step.

• Finally, the Cr layer covering the ITO electrodes was removed with a Cr etch solution for 2 min

(Chrome etch 18, OSC).

(a) (b)

Figure 2.7 – (a) Fabrication process of ITO IDEs: S1813 spin coating, UV exposure on mask, photoresist development,

Cr evaporation, Cr Lift-off, RIE and Cr etching (the drawing is not to scale). (b) Microscopy image of ITO IDEs on

glass slides.
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2.4.3 Electrodeposition of IrOx

The electrodeposition step was carried out using filtered IrOx solution at room temperature (pore, 0.20 μm).

Fig.2.8 shows the three-electrode configuration used. The working electrode (WE) was the IDEs, the refer-

ence electrode was an Ag-AgCl electrode (RE) and finally we used a Pt electrode as the counter electrode

(CE). IrOx was deposited on the electrodes by cycling the WE potential between 0 and 0.7 V Ag-AgCl at a

scan rate of 20 mV/s.

Figure 2.8 – IrOx electrodeposition set-up. Working electrode (WE), Counter electrode (CE) and Reference electrode

(RE)

2.5 Experimental set-up

2.5.1 Device preparation for ECIS experiments
Electrode connections for Au-IDEs were welded with soldering tin, whereas for ITO-IDEs connections

were made with an electrically conductive, silver-filled epoxy paste (EPO-TEK R© E4110). We then rinsed

the electrodes with ethanol for 3 min. When electrodes were prepared for cell adhesion, we cleaned the

electrodes 3 times with supplemented DMEM and with PBS 1X. Once cleaned, the electrode surfaces were

incubated with the mixture CN/BSA at 37 ◦C for 30 min. After that, the electrodes were rinsed again with

PBS 1X and the supplemented DMEM. This coating step was used to enhance cell adhesion[10].

2.5.2 Impedance measurement set-up
The standard Electrical Impedance Spectroscopy method (EIS) consists on using electrodes to apply a small

amplitude sinusoidal voltage to the system under test, for a wide range of frequencies and measuring the

resultant AC current. The excitation signal, expressed as a function of time is:

V (t) = V0sin(ωt) (2.1)

where V0 and ω represent the voltage amplitude and the angular frequency, respectively.
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Due to the fact that a small voltage is used, the system remains in the linear response region and the resulting

current can be described by the following expression:

I(t) = I0sin(ωt+ φ) (2.2)

where I0 is the current amplitude and φ is the phase shift. The current signal will have the same frequency

as V (t) but with a shift in phase[26]. The electrical impedance Z(ω) of the system can then be calculated

using an expression similar to Ohm’s law:

Z(ω) =
V (t)

I(t)
(2.3)

For practical reasons, this impedance is represented as a complex number detailed as follows:

Z =
V

I
= Z ′ + jZ” = |Z(ω)|ejφ (2.4)

where Z ′ and Z” correspond to the real and imaginary component respectively; j is the imaginary unit

number that satisfies j2 = -1, and |Z(ω)| is the magnitude of the impedance.

Z is associated to a vector quantity that has a magnitude and a direction given by the angle φ = tan−1(Z”
Z′ )

which depends on the frequency of the signal f = ω
2π . Hence, by varying the frequency of the applied signal

one can get the impedance of the system as a function of the frequency. This electrical impedance can be

considered as the opposition encountered when an alternating current (AC) flows through the system. EIS

measurements are typically visualized using two kinds of plots. One of them is the Nyquist plot in which

−Z ′ is plotted as a function of Z”. In this plot, low frequency data are found on the right side and high

frequency data on the left. However, they have one major drawback: frequency values are implicit rather

than explicit[27]. Therefore, Bode plot format is also widely used to represent the data. In this case, both

impedance magnitude and phase shift are represented as a function of frequency in a logarithmic scale. Both

Nyquist and Bode plots complement each other in the analysis of impedance results.

EIS is a commonly used experimental technique that can deconvolute the contributions of multiple phys-

ical processes to the overall electrical impedance of a sample. Typically, researchers fit the experimental

impedance spectrum with an appropriate physical model in order to quantify relevant properties of the sys-

tem[28]. Nonetheless, the choice of the model is a fundamental step because it requires careful justification,

as there is more than one model that may fit the EIS data equally well. That is why the choice of the model

will depend on the system under investigation and on the physical intuition of the researcher, which can be

reinforced by the use of numerical simulation[29]. A common way to model EIS data is to use an equivalent

circuit, made of a network of resistors, capacitors and other circuit elements that can describe the system be-

havior. Depending on how the electronic components are configured, both the magnitude and the phase shift

of the resulting current in a measurement can be determined. Hence, some knowledge of the impedance of

the standard circuit components, shown in Table 2.3 is quite useful to start with electrical circuit modeling.
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Element Impedance Z
Phase
angle

Frequency
Dependence

Resistor (R) R 0◦ No

Capacitor (C) 1
jωC

-90◦ Yes

Constant Phase Element (CPE) 1
Q(jω)α

0-90◦ Yes

Table 2.3 – Impedance of standard circuit components.

Furthermore, in impedance spectroscopy there are three main electrode configurations that can be used in

measurement setup. In order to understand these setups, it is essential to know the common designations

for the electrodes: Working, Reference and Counter or Auxiliary electrode. The working electrode (WE)

is the sensing electrode on which cells adhere and relevant data are collected whereas the counter electrode

(CE) is the one that closes the current circuit in the experiment. As for the reference electrode (RE), it is

characterized by a stable and well defined electrochemical potential (at constant temperature), which does

not change with the change of ions concentration in solution and are used as a reference for measuring

potentials of other electrodes[30].
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(a) (b)

(c)

Figure 2.9 – Schematic view of the different electrode configurations. a) 2-electrode setup. b) 3-electrode setup and c)

4-electrode setup. Figure adapted from figures 4-6 in[31].

• Two electrode configuration: It is the simplest set up in which voltage is being applied through

the WE and measured through CE and RE connected together, as shown in Fig. 2.9a. Hence, total

impedance corresponds to contributions from connections, electrodes, electrode-electrolyte interfaces

at both electrodes and impedance between the two of them[32].

• Three electrode configuration: In this mode, the potential difference is controlled between the WE

and CE while the RE is kept at close proximity of the WE, as depicted in Fig. 2.9b. This kind of setup

is often used to measure the voltage drop depending on the position of RE and WE. Therefore, it is

useful for studying changes on the WE surface without the influence of electrode polarization effects

(discussed later) coming from the CE. Thus undesirable drifting of electrode potential can be avoided

by using three electrode configuration[32].

• Four electrode configuration: In this configuration, the sensing electrode is decoupled from working

electrode and potential drop is measured between inner two electrodes (sensing and RE) while current

is passed through outer two electrodes (WE and CE), as shown in Fig. 2.9c. Basically, this method

provides information of the medium between the inner electrodes[32].

In our case, we chose a two electrode configuration which is well suited for an IDE geometry. We carried

out the impedance measurements using a potentiostat (PGSTAT, Metrohm). Results were analyzed using

the Nova 2.1 (Metrohm) software (Fig.2.10). The two classical impedance representations of the measured

data, Bode and Nyquist, are available. Measurements were performed from 1 MHz to 100 mHz, using a

sinusoidal signal amplitude of 10 mVRMS (0 V off-set). The small AC signal applied should be harmless to

the cell and does not adversely affect the physiology of the cells during the experiment[33]. With a signal

of 10 mVRMS, the average applied electric field between the interdigitated electrodes separated by 20 μm
would be approximately 500 V/m, which is a low value. Nevertheless, we have to take into account that
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the electric field will not be the same along the electrode surfaces due to both the ohmic loss along the

electrode itself (ITO for example) and the hemispherical symmetry of the electrodes’ geometry. The electric

field applied to the cells on the border of the electrodes will be higher (> 500 V/m) than that applied to the

cells on the center. Therefore, we would need to use a finite element simulation in order to determine the

electric field at each point on the electrode surfaces. According to the literature, in addition to Joule heating,

the application of an external electric field may cause the formation of pores in the cell membrane, termed

electroporation[34]. This formation requires high-intensity electric fields (tenths of kV/m)[35] that increase

the membrane potential from its resting value of around 100 mV up to the breakdown membrane potential,

which, depending on the cell membrane, ranges from 200 mV to 1 V[36]. Finally, in order to isolate the

system from external interferences, measurements were carried out inside a home-made Faraday cage.

(a) (b)

Figure 2.10 – Measurement set-up elements: (a) PC-data acquisition with Nova software (b) ECIS device connected to

the Potentiostat.
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3
Characterization of Au and ITO IDEs for ECIS experiments

The objective of this chapter is to compare Au and ITO as electrode materials in ECIS experiments. As

explained previously, Au material is largely exploited for the development of ECIS assays in both academic

and commercial systems. Conversely, ITO is scarcely reported in literature. Therefore, we decided to start

our study with a comparison of Au and ITO IDEs responses from an impedance viewpoint. These electrode

materials were characterized by impedance spectroscopy. This chapter includes the measurements carried

out in KCl solutions at different concentrations and in the supplemented cell culture medium before and after

functionalization of the electrodes with the CN/BSA coating. In addition, we characterized these materials in

terms of ECIS sensitivity by introducing a normalized impedance. Finally, we compared different strategies

including equivalent circuit modeling, to compare and extract the electrical parameters of our Au and ITO

IDEs without the presence of biological cells.

3.1 Interdigitated electrodes in contact with an electrolyte

3.1.1 Theoretical aspects

3.1.1.1 Impedance contributions in an ECIS system without cells

The experimental setup for ECIS studies is a complex system in which the electrical impedance of every

component contributes to the total impedance measured during an experiment. An example of an equivalent

electrical impedance model representing a coplanar two-electrode configuration in the absence of biological

cells, is presented in Fig. 3.1. The total impedance of the system is affected by several contributions: Zlead

represents the impedance of the connecting cables and bonding wires of the system; Zelectrode includes the

ohmic resistance of the electrodes; Zinterface results from the formation of an electrical double layer at the

electrode/electrolyte interface when the electrode is immersed in an electrolyte; Zparasitic is associated with

direct coupling between the two electrodes and Zsolution corresponds to the resistive behavior of the cell

culture solution in between the two electrodes. Among these contributions, depending on the experimental

conditions, Zlead can generally be neglected. We will next present in detail the different contributions that

can affect the value of the total impedance and therefore, electrode sensitivity and response.
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3.1. Interdigitated electrodes in contact with an electrolyte

Figure 3.1 – Schematic of the different impedance contributions in a coplanar two electrode system in absence of cells

during an ECIS assay (the drawing is not to scale).

1. Contribution of the cell culture medium: As mentioned earlier, during an ECIS experiment, cells

need to be immersed in culture medium. Generally, cell culture media and physiological buffers

contain a high concentration of ions such as Na+, Cl−, K+, Ca2+, Mg2+ and SO2−
4 in order to

provide osmotic balance for the cells and also contain necessary inorganic chemicals[1]. In Fig. 3.1,

Zsolution corresponds to the resistance of the culture medium. Its value can be determined from the

"spreading resistance", which is the resistance encountered by the current as it spreads in through the

electrolyte from one electrode to the other. For microelectrodes fabricated using planar fabrication

techniques, there is only one side of the electrodes that is exposed to the electrolyte solution. In the

case of planar interdigitated electrodes, the spreading resistance Rs can be expressed by the following

equation[2]:

Rs =
KIDE

σ
(3.1)

where σ is the medium conductivity and KIDE is the IDE cell constant which is expressed by[2]:

KIDE =
2

(N − 1)L
.

κ(k)

κ(
√
1− k2)

(3.2)

where N is the total number of electrode bands in IDE configuration, L is the electrode band length.

κ(k) is the complete elliptic integral of the first kind calculated using relation 3.3 and k is expressed

by equation 3.4 in the case of more than two bands.

κ(k) =

∫ 1

0

1√
(1− t2)(1− k2t2)

dt (3.3)

k = cos(
π

2
.

w

s+ w
) (3.4)

where s and w are respectively, the inter-electrode gap and the electrode band width.
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Additionally, Zparasitic which represents the direct capacitive coupling between electrodes, also de-

pends on the cell culture medium and the geometry of the electrodes. The value of its parasitic

capacitance Cparasitic for IDE can be expressed as[2]:

Cparasitic =
εrε0
KIDE

(3.5)

where ε0 is the permittivity of free space (8.854.10−12 F/m) and εr is the relative dielectric constant

of the medium between the two electrodes.

2. Contribution of the electrode-electrolyte interface: When metallic electrodes are immersed in an

electrolyte, there are two processes that can occur: non-faradaic and faradaic processes[3]. In faradaic

processes electrons are transferred between the metallic electrode and a chemical species, resulting in

either reduction or oxidation of this species present in the electrolyte solution. The electron transfer

phenomenon can be modeled for example as a linear resistive component, called the charge transfer

resistance Rct[4]:

Rct =
RT

J0zF
(3.6)

where J0 is the equilibrium exchange current density, R is the gas constant, T is the temperature, n is

the number of electrons involved in the charge transfer reaction and F is the Faraday’s constant.

In non-faradaic reactions, no charges are transferred between the metallic electrode and species in

solution. The flow of current is induced by ion organization after metal polarization. Indeed, if the

metal electrode surface is polarized, a layer of ions of opposite charge on the electrolyte side of the

interface is formed in order to restore charge balance. This results in the formation of a thin layer

of solution where electrical neutrality is not kept, in the solution side and in close proximity to the

electrode surface. This layer is referred to as an electrical double layer as shown in Fig.3.2. Since

charges cannot cross the electrode-electrolyte interface, this latter phenomenon is modeled by an

interfacial capacitance, also known as the double layer capacitance. Various models are presented

in the literature to describe this capacitance. For example, in the early Helmhotlz model, all the

counterions were assumed to be adsorbed at the electrode surface. This structure is associated with a

conventional dielectric capacitor with two planar electrodes separated by a distance dH . Later, Gouy

and Chapman developed an electric double layer model accounting for the fact that the ions are mobile

in electrolyte solutions and are driven by the coupled influences of diffusion and electrostatic forces.

In this model, the ions are treated as point charges in the so called diffuse layer[5]. There is also

the Gouy-Chapman-Stern model combining the two models previously described. According to this

model, the double layer is formed by two layers: (i) a first layer known as the Stern (or Helmholtz)

layer consisting of the compact layer of immobile ions adsorbed to the electrode surface and (ii) the

diffuse layer where the ions are mobile and the Gouy-Chapman model applies[5].
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(a) (b) (c)

Figure 3.2 – Models of the double layer structure: (a) Helmholtz model (b) Gouy-Chapman model and (c) Gouy-

Chapman-Stern model (ψs is the surface electrical potential and r is the diameter of solvated ions). Figure adapted

from Fig.1 in [5]. Copyright 2011 by American Chemical Society.

According to the Gouy-Chapman-Stern model, the interfacial capacitance Cint is the series con-

nection of the Helmholtz layer capacitance CH and the diffuse layer capacitance (Gouy-Chapman

capacitance) Cdiff [4]. The interfacial capacitance is given by the following expression[4, 6]:

1

Cint
=

1

CH
+

1

Cdiff
=

dH
ε′rε0

+

√
kBTabs

2.10−3z2e2εrε0c0NA
(3.7)

where dH is the thickness of the Helmholtz layer (approximated as the radius of solvated ions), ε′r is

the permittivity of the double layer, z is the valence of the ion in solution, c0 is the bulk concentration

of ions in the solution, NA is the Avogadro constant, e is the electron charge, kB is the Boltzmann

constant and T is the absolute temperature.

If the electrolyte is very dilute, CH » Cdiff leading to Cint ≈ Cdiff whereas for highly concentrated

solutions, CH « Cdiff leading to Cint ≈ CH . The double layer capacitance for our electrodes is

mainly determined by the relatively small diffusive capacitance for ionic concentrations below 1 M.

Nevertheless, due to the fact that in real systems, capacitance is almost never ideal, the double

layer capacitance in equivalent circuit models is often replaced by an empirical frequency-dependent

pseudo capacitive Constant Phase angle Element (CPE) that fits better experimental results. This

CPE behavior has been attributed to different phenomena, such as non-uniformity, electrode rough-

ness and surface reactivity[7] [8]. The electrical impedance of this element is given empirically by

the expression:

ZCPEint
=

1

Qint(jω)
αint

(3.8)

where Qint is a measure of the magnitude of the pseudo capacitance, which is equal to the ideal

capacitance when αint = 1 [9], αint being a factor between 0 and 1.

99



3.1. Interdigitated electrodes in contact with an electrolyte

3. Contribution of the connecting cables: The connections contribute to the total impedance of the

system. For instance, the cables and boding wires can give rise to parasitic resistance and induc-

tance[10]. Based on the experimental conditions of the present studies, these contributions can be

neglected.

3.1.1.2 Equivalent circuit modeling

In the literature, several studies have been published on the characterization of interdigitated electrodes

using impedance spectroscopy. Various equivalent circuit models representing the experimental impedance

data of these electrodes in contact with an electrolyte have been suggested[11] [12][6][13]. For instance, in

Fig.3.3a, Timmer et al.[6] used an equivalent circuit comprising a double layer capacitance Cint, a parasitic

capacitance Cparasitic, a solution resistance Rt and a lead resistance Rlead to study the frequency response

of a conductivity platinum detector in contact with NaCl solutions at low ion concentrations. In another

study, Hong et al.[13] used Pt electrodes in contact with 1X Tris-EDTA buffer solution to determine AC

frequency characteristics as design parameters for coplanar impedance sensors (Fig.3.3b). In fact, they

suggested two equivalent circuits: one model with Cint and a second model with CPEint. They showed

that using CPEint (WSS1< 0.1), the fitting was much better than using Cint (WSS< 5). They therefore

chose the model with Cint in order to simplify the complexity of real systems for developing impedance

equations whereas the model with CPEint was used for phenomenological interpretation. Similarly, Rana

et al.[10] reported the equivalent circuit model in Fig.3.3c for Au IDEs in contact with KCl solutions. They

focused on the quantification of Rt and Cparasitic in the equivalent circuit, comprising Rt in series with Cint,

both of which are in parallel with Cparasitic. Conversely, Baccar et al.[14] introduced the circuit model in

Fig.3.3d for gold interdigitated electrodes in PBS solution for E. Coli detection using T4 phages. Here, in

their model they did not take into account Cparasitic and the double layer is represented by CPEint instead

of Cint. Rct corresponds to the resistance of charge transfer at the chip/electrolyte.

1Within Sum of Squares (WSS) estimates the population variance based on the variance within each of the samples
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3.1. Interdigitated electrodes in contact with an electrolyte

(a) (b)

(c) (d)

Figure 3.3 – Equivalent circuits models of IDEs in contact with an electrolyte reported by (a) Timmer et al.[6] (Copy-

right 2001 by Royal Society of Chemistry. Adapted with permission), (b) Hong et al.[13] (Copyright 2001 by Royal

Society of Chemistry. Adapted with permission), (c) Rana et al.[10] (Copyright 2011 by Elsevier. Adapted with

permission) and (d) Baccar et al.[14].

3.1.2 Impedance response of gold and ITO IDEs in KCl solutions
In this section, we studied at room temperature the behavior of Au and ITO electrodes in contact with

solutions containing KCl at different concentrations over the frequency range f= 1 MHz to f= 100 mHz.

3.1.2.1 Gold IDEs

Gold IDEs were used here as the model electrode since it is the material that has been mainly used in

reported ECIS assays. The impedance magnitudes and phases of Au IDEs using Bode representation are

shown in Fig.3.4.
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3.1. Interdigitated electrodes in contact with an electrolyte

(a) (b)

Figure 3.4 – (a) Magnitude and (b) Phase of the impedance spectra of Au IDEs (s = 20 μm, w = 20 μm and L = 1 mm)

in contact with KCl solutions of different concentrations in the frequency range from 1 MHz to 100 mHz.

Both magnitude and phase plots depend on the presence or absence of KCl in solution and its concentration.

For the solution of deionized water, we can observe three regions in the impedance spectrum:

1. In zone (I), at low frequencies from 100 mHz to ∼ 100 Hz, log|Z| decreases linearly with a slope of

plow= -0.76 with log(f ). This corresponds to CPE behavior associated with the electrical double layer

formed at the interface Au/solution. The slope measured here demonstrated clearly that a CPE com-

ponent (ZCPEint
) is more suited than an ideal capacitor. However, in order to simplify the approach,

several authors still use a capacitor Cint. In this region, the overall phase angle, φ, varies from -28 at

100 Hz to -80◦ at 100 mHz.

2. In zone (II), at mid-frequencies from ∼ 100 Hz to ∼ 85 kHz, |Z | is approximately constant and is

associated with a resistive behavior due to the resistance of the system Rt, which can have different

resistive contributions: from the solution conductivity giving Rs, the electrode material resistivity Re

and the connector resistance Rlead. In this region, the overall phase angle φ reaches a maximum value

of -7◦ at a frequency fmax = 1.8 kHz

3. In zone (III), at high frequencies from ∼ 85 kHz to 1MHz, log|Z| once again decreases linearly with a

slope phigh= -0.92. In this region, the slope is closer to one, indicating characteristic of pure capacitive

behavior and is attributed to the parasitic capacitance Cparasitic. In addition, the overall phase angle

φ varies from -7◦ at 1.8 kHz to -90◦ at 1 MHz.

As the KCl concentration was increased, we noticed that the low "crossover" frequency flow, the frequency

at which the system changes from a CPE to a resistive behavior (from zone I to zone II), shifted towards

higher frequencies. More precisely, it shifts from 100 Hz to 10 kHz and to 100 kHz for 1 mM and 100

mM, respectively. For DI water, we can define a high crossover frequency, fhigh, i. e. the frequency at

which the system changes from a resistive to a capacitive behavior. For DI water, fhigh = 16 kHz. At

concentrations above 1 mM, this frequency has a value above 1 MHz and therefore cannot be observed with

our spectra. Another visible effect of the increase in the concentration was that the resistive plateau in the

spectrum associated with Rt decreased. Indeed, increasing KCl concentration leads to a higher amount of
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3.1. Interdigitated electrodes in contact with an electrolyte

ions dissociated in the solution, which increases the conductivity of the solution σsolution [7]. As shown in

equation 3.1, Rs for IDEs depends on 1/σsolution and on the cell constant KIDE , i. e. on electrode geometry.

Therefore, by increasing σsolution, we expect that Rs will diminish, leading to a decrease in Rt.

At lower frequencies, in zone I, we observed that increasing KCl concentration appears to have little effect

on the curves. However, we found a slight difference between the values of plow for the three concentra-

tions. After increasing the concentration, ρlow slightly increased from -0.76 to -0.90. The behavior in this

frequency range goes from a CPE characteristic with αint = 0.76 to a behavior closer to that of a pure capac-

itor. Although this difference is not readily visible in the Bode plot due to the log scale, we know that the

diffusive capacitance is affected by ion concentration. Thus, differences are expected in zone I which are as-

sociated with the double layer. Similarly to the plot of the magnitude of impedance, the frequency at which

φ reaches its maximum value shifted towards higher frequencies when KCl concentration was increased.

The experimental data were also presented using Nyquist representations in Fig.3.5. For a concentration of

DI water, we observed an impedance locus with a semi-circular arc at high frequency, corresponding to the

contribution of Cparasitic and Rt in parallel. As the concentration is incremented, this semi-circle shrinks

(due to the reduction of Rt) and eventually disappears due to the shift of fhigh out of the experimental

frequency "window" used in this study. Hence, the value of the parasitic capacitance Cparasitic can only be

measured at low electrolyte concentration. At lower frequencies, we identified a non vertical straight line,

which seems to be identical for all three concentrations. Nevertheless, we found a slight increment in the

slopes, as concentration was increased, in the frequency range from 3 kHz to 100 mHz. This non vertical

line can be attributed to the dominant CPE pseudo-capacitive behavior of the double layer formed at the

electrode-electrolyte interface, which is affected by the ion concentration and surface roughness (discussed

later).
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(a) (b)

(c) (d)

Figure 3.5 – Imaginary part -Z" vs real part Z’ of impedance spectra of Au IDEs (s = 20 μm, w = 20 μm and L = 1 mm)

in contact with KCl solutions of different concentrations in the frequency range (a) from 1 MHz to 100 mHz, (b) from

1 MHz to 40.7 Hz, (c) from 1 MHz to 1.8 kHz and (d) from 1MHz to 16.6 kHz.
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3.1. Interdigitated electrodes in contact with an electrolyte

In parallel, we did equivalent circuit modeling of the Au IDEs in contact with KCl solutions to analyze the

impedance spectra. Based on the models reported in the literature, the simplest circuit model describing

the impedance of the IDEs in contact with an electrolyte would comprise a capacitance (Cparasitic) attached

in parallel to a resistance (Rt) and a constant phase element (CPEint) (Model 1) in Fig.3.6a. Due to our

polarization conditions, we consider that there is no electrochemical reaction taking place at the electrode

surface. We can therefore assume a value for Rct sufficiently high that we do not need to include it in the

model.

(a) Model 1 (b) Model 2

Figure 3.6 – (a) Fitting model 1 of the electrodes in contact with DI water and KCl solutions. (b) Fitting model 2 of

the electrodes in contact with DI water and KCl solutions.

Ideally, this electrical model would have been used to fit our data. However, we found that this circuit did

not fit very well at low frequencies with our experimental data of IDEs in contact with KCl solutions. The

quality of the fit was characterized visually but also by using χ2 values2, as shown in Fig. 3.7. In the case

of Au IDEs in contact with a 100 mM KCl solution, we obtained a χ2 value of 0.172 when using Model 1.

Several times, when we tried to fit the experimental data of Au IDEs using Model 1, we observed that it did

not provide a good visual fit, particularly at the high frequency part of the impedance spectrum. Initially,

we thought that the fitting process with Model 1 did not work because of a missing "time constant". We

therefore developed a second circuit model (Model 2) to better fit our data. This new equivalent circuit model

shown in Fig.3.6b is the same circuit as in Fig.3.6a except that a combination of (CPE2 // R2) was added

in series with Rt and CPEint. We believed that CPE2 // R2 could be associated with adsorption of ions

on the metallic surface. However, the results with DI water did not show a good visual fit either, suggesting

that the second time constant does not appear to be associated with adsorption of ions but with the surface

of the electrodes. We hypothesized then that Model 2 with CPE2 // R2 may include the contribution from

surface defects, such as "pore like irregularities" on the electrode surface. Keiser et al[15] showed that the

pore shape has an important impact on the impedance locus. As shown in Fig. 3.8, the impedance loci varies

depending on the shape of the pores. According to Lei at al.[16], a model of porous electrodes can include the

ionic resistance, which is the electrolyte ionic resistance inside the pores of the electrodes. This resistance

depends on the electrolyte conductivity and the porous texture of the electrode[16]. Nevertheless, it appears

that modeling the effect of the surface by an arrangement of electrical components is more complicated

than what it seems[17]. An alternative approach could be to use fractal geometry, which is a mathematical

concept that describes objects of irregular shape, in order to describe the expected physics of the system

under study. For instance, Ball et al.[18] presented a fractal model for a rough interface between an electrode

and an electrolyte. Despite this, the data of Au IDEs in contact with 100 mM KCl solution was fitted using

2A quantity commonly used to test whether any given data are well described by some hypothesized function.

Such a determination is called a χ2 test to determine the goodness of the fit.
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Model 2, which provides a better visual fit and a χ2 value of 0.025, lower than with Model 1, as depicted

in Fig. 3.7. In fact, for every KCl concentration that we measured, we obtained lower χ2 values using the

Model 2. We then decided to continue our analysis of the IDEs in contact with an electrolyte using the fitting

model 2.

(a) (b)

Figure 3.7 – Comparing equivalent circuit models for Au electrodes in contact with 100 mM KCl solution. (a) Nyquist

plot in the frequency range from 1 MHz to 100 mHz and (b) from 1 MHz to 16.6 kHz.

Figure 3.8 – Impedance loci for different shapes of pore on the electrode surface. Figure adapted from figure 5 in[19].

Copyright 2006 by Elsevier. Adapted with permission.
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Fig. 3.9 shows the electrical parameters Q2, α2 and R2 of model 2 as a function of the concentration. We

observed that when the KCl concentration was increased, R2 decreased from 716 kΩ to 226 Ω while Q2

increased from 6.1× 10−8sα.Ω-1 to 1.9× 10−7 sα.Ω-1 and α2 remained relatively constant. These behaviors

could be explained by the fact that ionic resistance depends on the electrolyte conductivity and as mentioned

earlier, the double layer capacitance of the IDEs is mainly dependent on the ionic concentration. As shown

in Fig. 3.10, the semi circular arc due to R2 // CPE2 shrinks when the concentration increases. We observed

the same behavior for the ITO IDEs in contact with KCl solutions, presented later. We therefore decided to

neglect R2 // CPE2 in the model for cells proliferating on the IDEs with cell culture medium, as described

later.

(a) (b)

(c)

Figure 3.9 – (a) R2 (b) Q2 and α2 (c) versus KCl concentration for Au IDEs. (n = 7, Mean ± SD).
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3.1. Interdigitated electrodes in contact with an electrolyte

Figure 3.10 – Sketch of the Nyquist plot of Au IDEs depicting the effect of increased concentration on the semi circular

arc due to R2 // CPE2.

The rest of the electrical parameters obtained with Model 2 are shown in Table 3.1. Here, we observed that

as the KCl concentration increased, Cparasitic increased. As shown in equation 3.5, this parameter depends

on the electrode geometry and the relative permittivity of the solution in contact with IDEs. As KIDE is

kept constant, Cparasitic can evolve due to the variation of the solution relative permittivity caused by the

addition of KCl. Chen et al.[20] and Mollerup et al.[21] showed that εr decreases as KCl concentration

increases. This trend is in opposition to what is observed from our measurements. We have to bare in

mind that estimating Cparasitic using high electrolyte concentrations might not be precise because we have

shown that the capacitive behavior due to Cparasitic is not visible in the frequency range used in this work

at high KCl solution. Therefore, the fitting can only be done with few points, leading to unprecise values.

As for the parameter Rt, it decreased due to the fact that the resistance of the solution depends on the

concentration of dissolved ions. As shown in equation 3.1, Rs varies linearly with 1/σsolution with a slope

corresponding to KIDE . We measured Rt for different KCl concentrations and for different values for

the electrode band width w (20 μm, 10 μm and 5 μm). For these IDE geometries, Table 3.2 shows the

value of KIDE calculated from equation 3.2 and obtained from our measurements. We can note that as the

inter-electrode gap decreases, both theoretical and experimental values of KIDE increase.

Theoretical and experimental values were close but not identical. For w = 20 μm we calculated a value

for KIDE of 51 m−1, whereas we obtained from our measurements a value of 34 m−1. The difference

found between these two values could be explained by the fact that equation 3.4 only takes into account the

number of electrode bands in contact with the solution. However, in the PDMS reservoir of 5 mm, part of

the track connections are also in contact with the electrolyte, affecting the experimental KIDE value. In

order to minimize the error between these two values, we would need to carry out the measurements with a

reservoir where only the electrode bands are in contact with the solution. A possible strategy might be to use

an insulating layer for the gold traces, leaving only the electrode bands exposed. Nevertheless, this requires

additional photolithography steps that would make our electrode fabrication more complex. Moreover, the

insulation layer must not be toxic for the cells, which will later on proliferate on top of the electrodes.

Concerning CPEint, we can notice that Qint increased at higher electrolyte concentrations whereas αint

remained relatively constant. This could be explained by the fact that, as shown before, higher KCl concen-

trations increase the double layer capacitance, which is associated with the pseudo-capacitance Qint. αint,

which is associated with the state of the surface, was not affected.
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CPEint

Concentration KCl Cparasitic (pF) Rt (kΩ) Qint (nsα.Ω-1) αint

0 mM (n = 5) 19.4 ± 0.3 16.8 ± 25.5 28.7 ± 4.9 0.873 ± 0.011

1 mM (n = 6) 29.8 ± 0.4 3.250 ± 0.052 128 ± 25 0.899 ± 0.014

100 mM (n = 7) 200 ± 19 0.106 ± 0.008 286 ± 83 0.890 ± 0.020

Table 3.1 – Impedance fitting results of Au IDEs in contact with KCl solutions using fitting model 2 (Mean ± SD).

w (μm) KIDEtheoretical
(m−1) KIDEexperimental

(m−1)

20 51 34

10 65 37

5 83 49

Table 3.2 – Values of KIDE calculated and measured of IDEs with different w sizes.

3.1.2.2 Indium Tin Oxide IDEs

We also characterized ITO IDEs in contact with the same KCl solutions. In order to compare the ITO

impedance spectra with those of Au in Bode graph, we normalized |Z | with the value of Rt,Au obtained

with the fitting model 2. In Fig.3.11, we observed that for the 3 concentrations, at lower frequencies there

is a difference between the spectra. This could be associated with differences in the interfacial impedance

for each material. Moreover, results with 1 mM KCl showed that the resistive plateau for ITO IDEs has

a higher value compared to Au IDEs and at 100 mM KCl, this difference is noticeably marked. This

could be explained by the fact that there is a difference in resistivity between Au (10−8 Ω.m)[22] and

ITO (10−2 Ω.m)[23], which leads to a higher resistive behavior for ITO electrodes. This is particularly

observable at high concentrations of KCl where the resistive contribution of the solution is minimal, leaving

only a resistive contribution from the electrode material. Regarding the phase response, we found a similar

behavior to the case of Au IDE where the frequency fmax at which φ reaches its maximum value was shifted

towards higher frequencies after increasing the concentration. However, contrary to Au IDEs at 100 mM,

the frequency of the maximal phase angle is still visible within the measurement range. As for the Nyquist

representations in Fig.3.12, we also observed a reduction of the semi-circular arc due to the decrease in Rt

as the concentration incremented.
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(a) (b)

(c) (d)

Figure 3.11 – Impedance magnitudes of ITO IDEs normalized with Rt,Au at different KCl concentrations: (a) DI

water, (b) 1 mM and (c) 100 mM. (d) Phase of the impedance spectra of ITO IDEs in the frequency range from 1 MHz

to 100 mHz.
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(a) (b)

(c) (d)

Figure 3.12 – Imaginary part -Z" vs real part Z’ of impedance spectra of ITO IDEs in contact with KCl solutions at

different concentrations in the frequency range (a) from 1 MHz to 100 mHz, (b) from 1 MHz to 23.6 Hz, (c) from 1

MHz to 1 kHz and (d) from 1 MHz to 2.4 kHz.
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We present the electrical parameters extracted by fitting the equivalent circuit model 2 to the impedance

spectra of both materials in Table 3.3.

CPEint

Concentration KCl Material Cparasitic (pF) Rt (kΩ)
Qint

(nsα.Ω-1)
αint

0 mM
Au (n = 5) 19.4 ± 0.3 168 ± 25 29 ± 5 0.87 ± 0.01

ITO (n = 5) 20.2 ± 0.1 228 ± 28 38.7 ± 0.3 0.991 ± 0.004

1 mM
Au (n = 6) 29.8 ± 0.4 3.25 ± 0.05 128 ± 25 0.90 ± 0.2

ITO (n = 4) 15.8 ± 0.5 4.2 ± 0.3 47 ± 8 0.93 ± 0.05

100 mM
Au (n = 7) 200 ± 19 0.106 ± 0.008 286 ± 83 0.89 ± 0.02

ITO (n = 6) 13.6 ± 0.6 1.920 ± 0.144 70 ± 14 0.939 ± 0.005

Table 3.3 – Impedance fitting results of Au and ITO IDEs in contact with KCl solutions using fitting model 2 (Mean

± SD).

.

We observed, as described earlier for Au electrodes that as we increased the KCl concentration, Cparasitic

increased whereas the same parameter decreased for ITO IDEs. As the solution permittivity decreases with

the increase in KCl concentration[20, 21], we see that the behavior of ITO electrodes is in agreement with

the evolution of the permittivity. However, as we mentioned earlier, values at high electrolyte concentrations

such as 1 mM and 100 mM are not precise due to the lack of sufficient data points for the fitting of higher

frequencies phenomena. Regarding Rt, we notice a difference of 1800 Ω between the two materials, corre-

sponding to a difference in internal electrode resistance. Conversely, for both materials, the parameter Qint

increased while αint remained relatively constant. Although, the behaviors of these electrical parameters

appeared to be the same, we noticed that ITO IDEs, for the same KCl concentration, have lower values of

Qint suggesting higher values of interfacial impedance associated to the ZCPEint
in equation 3.9. Further-

more, for each concentration, Au IDES show lower values of αint. As this parameter is associated with the

electrode roughness, we evaluated electrode roughness using atomic force microscopy (AFM) (Fig.3.13).

The AFM results revealed that ITO IDEs, with a square root mean (RMS) roughness of 6.6 nm on 2μm x

2μm area, appears to have a rougher surface than Au IDEs, with a RMS roughness of 2.2 nm on 2μm x

2μm area. These measurements would imply a term αint for ITO which should be smaller than that of Au,

however, experimentally we found the opposite.
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(a) (b)

Figure 3.13 – Atomic force microscopy images of the surface of (a) Au IDEs and (b) ITO IDEs on 2μm x 2μm areas.

This could be explained by the fact that for a rough surfaced electrode, the frequency range used for the

fitting process is extremely important. As shown in Fig.3.14a, the Nyquist plot of a "flat" electrode with a

CPEint pseudo-capacitive behavior is a straight line at an angle θ to the real axis. Fricke[24] found that this

angle is related to αint such that:

θ = αint.90
◦ (3.9)

For a rough surfaced electrode, when viewed over a very wide frequency range, the value of θ (therefore

αint) has been observed to gradually vary, leading to a concave impedance spectrum at higher frequencies

especially in the presence of pronounced surface roughness effects[25], as depicted in Fig.3.14b.

(a) (b)

Figure 3.14 – High frequency impedance spectra for (a) flat metal electrode and (b) rough surfaced electrode. Figure

adapted from figures 3 and 4 in [25]. Copyright 1995 by Elsevier. Adapted with permission.
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In order to better understand how surface roughness affects the impedance response, we focused on the

simple and qualitative model of De Levie[26]. This model seeks to explain the influence of surface roughness

of solid electrodes on electrochemical measurements. De Levie postulated that the impedance response of a

porous electrode on which no Faradaic process takes place can be thought to consist of two parts:

(i) a low frequency interface part consisting of a capacitive response associated with a "smooth surface" and

an angle θ that tends to 90◦.

(ii) a high frequency interface part where the interfacial impedance is proportional to the square root of

the "smooth surface" impedance, leading to θ = 45◦. The De Levie model is based on the assumption

that the pores are cylindrical, of uniform diameter rp and semi-infinite length l, not interconnected and

homogeneously filled with electrolyte[26]. Moreover, the behavior of the porous electrodes depends on

their geometry, which is represented by the penetration depth λ of the AC signal in the pore given by the

expression[27]:

λ =
1

2

√
σsolutionrp
ωCint

(3.10)

The low frequency end of the interface part corresponds to frequencies at which λ is large enough to pene-

trate the entire pore depth so that porosity of the electrode is no longer reflected in the electrode impedance

and a "smooth" electrode impedance is seen in the Nyquist plot[28]. As for the high frequency interface

part, this corresponds to the frequencies at which the AC signal penetrates the pores only partially since λ
is not large. According to Musiani et al.[29], the transition between "capacitive behavior" (low frequency)

and "porous behaviour" (high frequency) occurs around a critical frequency f0, given by[29]:

f0 =
3rσsolution
4πl2Cint

(3.11)

We therefore decided to fit manually our data with an equivalent circuit comprising CPEint in series with

a resistance in order to extract the electrical parameters Qint and αint at high and low frequency portions of

the impedance responses for each KCl concentration, as shown in Table 3.4.

114



3.1. Interdigitated electrodes in contact with an electrolyte

High frequency interface Low frequency interface

Concentration KCl Material
Qint

(nsα.Ω-1)
αint

Qint

(nsα.Ω-1)
αint

0 mM
Au (n = 5) 32 ± 7 0.81 ± 0.01 29 ± 5 0.85 ± 0.05

ITO (n = 5) 58.1 ± 0.2
0.762 ±

0.003
38 ± 2 0.962 ± 0.004

1 mM
Au (n = 6) 84 ± 21 0.83 ± 0.02 119 ± 24 0.86 ± 0.02

ITO (n = 4) 136 ± 75 0.76 ± 0.06 46 ± 8 0.91 ± 0.01

100 mM
Au (n = 7) 400 ± 151 0.85 ± 0.03 302 ± 83 0.88 ± 0.04

ITO (n = 6) 127 ± 47 0.88 ± 0.01 80 ± 22 0.93 ± 0.01

Table 3.4 – Impedance fitting results of Au and ITO IDEs in contact with KCl solutions at low and high frequency

interface parts (Mean ± SD).

.

At high frequency end of the interface impedance, we observed that Qint and αint for Au IDEs increased as

the concentration incremented. As for ITO IDEs we found the same tendency with higher concentrations,

except for the 100 mM where Qint decreased. At this part of the impedance response, low values of αint and

high values of Qint compared to those of Au IDEs are in good agreement with the roughness of each material

found by AFM measurements. Musiani et al.’s calculations demonstrated that the value of σsolution affects

the impedance response through the critical frequency f0. For larger σsolution values, f0 shifts towards

higher frequencies and the phase angle of 45◦ is not attained within the explored frequency range. This

could explain why at the high frequency interface part (f > 16.7 kHz), for 100 mM KCl concentration,

ITO appears "smoother" exhibiting lower Qint and higher αint compared to those of Au. Perhaps, at this

concentration the critical frequency shifts out of the frequency range where we can see the roughness effect

of ITO, leading to unexpected values.

At the low frequency interface part (f < 2 Hz), we found that ITO behaves as a very "smooth" material with

αint closer to the unity, which is coherent with De Levie’s model that postulates that in the low frequency

domain the roughness effect wears off, leading to a "smooth surface" impedance. Surprisingly, however

Au IDEs still show rough electrode surface behavior with low αint and high Qint compared to ITO IDEs.

Furthermore, if we compare Qint values of Au at high and low frequency interface parts of the spectrum,

we expected lower values at low frequencies indicating a smoother surface. However, at 1 mM KCl, Au

IDEs show higher Qint. This could be explained by the fact that in some of the measurements at 1 mM KCl,

we observed that the spectrum bends towards the real part of the impedance axis, as shown in Fig. 3.15.
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We think that this could be due to a switching of scales of the measuring instrument, which increases the

apparent value of Qint, giving a rough surfaced electrode behavior to Au IDEs at the low frequency interface

part.

Figure 3.15 – Diagram of the Nyquist plot showing the bending effect on the impedance spectrum at 100 mM for Au
IDEs.

As we have seen, De Levie’s model explains qualitatively many aspects of the interface impedance we ob-

served. Nevertheless, the effect of the surface roughness on the impedance response appears to be more

complex than what De Levie’s model can explain. For instance, in contrast to what we presented earlier,

some authors have proposed that high values of Qint or low values of αint do not necessarily correspond to

"rougher" electrode surface. For example, Torres et al.[30] found no direct relationship between αint behav-

ior and surface topography. In contrast to what is widely accepted, it has been shown in some works[31, 32,

33] that αint may in some cases be observed to increase with the surface roughness. For example, Kerner

and Pajkossy[34] suggested that the CPE behavior seemed to be more associated with surface disorder, i.e.

heterogeneities on the atomic scale such as crystallographic orientations rather than to "roughness", which

corresponds to geometric irregularities much larger than the atomic scale. Atomic scale irregularities can not

be monitored with microscopy techniques, such as AFM, leading to the apparent erroneous results concern-

ing an electrode’s actual degree of surface "roughness" and its effects on the measured interface impedance.

We have demonstrated that in electrode characterization by electrical impedance, the term "roughness" goes

beyond the concept of the electrode texture which is due to some irregularities on the surface.

Finally, the values of flow, fhigh, fmax, φmax, plow, phigh and Rt derived from the Bode representations for

Au and ITO IDES in contact with KCl are listed in Table 3.5.
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3.1. Interdigitated electrodes in contact with an electrolyte

Concentration Material flow (kHz)
fhigh

(kHz)
plow phigh

0 mM
Au (n = 5) ∼ 0.121 ∼ 38 -0.776 ± 0.024 -0.860 ± 0.029

ITO (n = 5) 0.043 ± 0.006 43 ± 12 -0.775 ± 0.003 -0.941± 0.005

1 mM
Au (n = 8) 7 ± 2 n/a -0.747± 0.063 n/a

ITO (n = 4) 2.6 ± 1.1 n/a -0.855 ± 0.019 n/a

100 mM
Au (n = 9) 153 ± 16 n/a -0.774 ± 0.076 n/a

ITO (n = 6) 3.1 ± 0.6 n/a -0.916 ± 0.014 n/a

Table 3.5 – Values obtained from Bode plots of Au and ITO IDEs in contact with KCl (Mean ± SD).

We noticed that for both materials, the value of flow increased at higher electrolyte concentrations and that

Au IDEs showed higher flow values than ITO IDEs. Ibrahim et al.[35] found that in order to improve

the sensitivity of the impedance measurement, the influence of the interfacial double layer on the total

impedance needs to be removed by shifting flow towards lower frequencies. Based on this, one could

conclude that ITO IDEs show better sensitivity than Au IDEs. However, we found the opposite in the

experiments with IDEs in the presence of biological cells, which are detailed later. This difference may

be attributed to the fact that ITO shows higher internal resistance. Thus, it would be better to compare

both materials using solely the values of their interfacial impedances Zint. On the other hand, at 0 mM

(DI water), fhigh of ITO IDEs is higher than that of Au IDEs. We also saw that for Au IDEs at 100 mM

it was not possible to extract this parameter from the Bode plots. Furthermore, the value of plow slightly

increased with higher concentrations for both materials. As for phigh at 0 mM we found values between

-0.86 for Au and -0.941 for ITO. For both, plow and phigh we did not find the expected values of plow = -αint

(associated with CPEint) and phigh = -1 (associated with the pure capacitance Cparasitic). This makes us

think that extracting the values manually from the Bode plots is less precise than using the equivalent circuit

model 2 to fit our data. In fact, when using the Bode plots, one is manually extracting the slopes values

and frequencies from specific regions of the impedance curves whereas the equivalent circuit model takes

into account the overall impedance contributions of the system and each circuit component comes from a

physical process occurring in the system.

Overall we have seen that although Au and ITO IDEs in contact with KCl solutions seem to show similar

impedance responses, we observed two major differences between these two electrode materials. First, ITO

IDEs have higher resistive behavior, which is particularly visible for high concentrations. In addition, we

could obtain the values of the parameters of CPEint from the fit and we found that ITO showed higher

interfacial impedances compared to those of gold.
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3.1. Interdigitated electrodes in contact with an electrolyte

3.1.3 Impedance response of Au and ITO IDEs in culture medium

3.1.3.1 Influence of CN/BSA coating

In this section we studied the impedance response of the Au and ITO IDEs in contact with the supplemented

DMEM. We first focused on the effect of the CN/BSA coating on the IDEs. For instance, the Bode plots

for the Au IDEs before and after the CN/BSA coating in contact with the supplemented DMEM (σ = 15.37

mS/cm) are shown in Fig.3.16. Qualitatively, there is no significant difference in the magnitude impedance

plot between Au and Au-CN/BSA IDEs. As for the phase angle plot, from 100 mHz to 14 Hz there was a

slight decrease and then from 14 Hz to 1 kHz an increase. Moreover, in fig. 3.17, we present the Nyquist

plot where we observed that at low frequency the slope of the impedance spectrum increased from 2.9 (Au)

to 4.1 (Au-CN/BSA) whereas at higher frequencies both spectra overlapped.

(a) (b)

Figure 3.16 – (a) Magnitude and (b) Phase of the impedance of Au and Au-CN/BSA IDEs in contact with the supple-
mented DMEM in the frequency range from 1 MHz to 100 mHz.
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3.1. Interdigitated electrodes in contact with an electrolyte

(a) (b)

(c)

Figure 3.17 – Nyquist plot of Au and Au-CN/BSA IDEs in contact with the supplemented DMEM: (a) from 1 MHz

to 100 mHz, (b) from 1 MHz to 362 Hz and (c) from 1 MHz to 9.6 kHz.

In addition, we extracted the electrical equivalent circuit parameters for the Au IDEs before and after

CN/BSA coating by fitting the impedance spectra with model 2. Results of the fit are listed in Table 3.6. We

conducted a t-test3 to determine if the differences found in Table 3.6 were statistically significant. The pa-

rameter Cparasitic does not seem to be affected by the coating since both values are not statistically different.

Rt decreased after the CN/BSA coating whereas Qint and αint increased. This is coherent with the results

of Nguyen et al.[36] who observed the same effect on Qint and αint after covering Au electrodes with a

fibronectin layer to provide better surface properties for cell adhesion. The effect on the parameters of Qint

and αint could be explained by the fact that the CN/BSA coating does not completely cover the electrode

surface. In fact, Freire et al.[37] demonstrated that there are pores among proteins of macromolecules such

as collagen type IV. Therefore, following Qiu et al.[38], we can assume that electrical current can follow two

different paths: (i) via protein molecules in the coating and (ii) via the solution in the pores in the CN/BSA

coating. In other words, we can imagine a Qpore accounting for the interface in the pore that is not covered

by CN/BSA and a QCN/BSA associated with the coating layer. Since both Q values are in parallel, the

equivalent Qint would be higher, leading to an increase in Qint after CN/BSA coating.

3A statistical test that uses the t Student distribution to compare the means of two independent samples on a given

variable.
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3.1. Interdigitated electrodes in contact with an electrolyte

CPEint

Au IDEs Cparasitic (pF) Rt (Ω)
Qint

(nsα.Ω-1)
αint

Au (n = 4) 165 ± 48 159 ± 10 35.2 ± 5.5 0.918 ± 0.023

Au-CN/BSA (n = 5) 185 ± 18 126 ± 4 133 ± 23 0.960 ± 0.003

t-test ** 0.5 * 0.004 * 0.0004 * < 0.03

Table 3.6 – Impedance fitting results of the Au IDEs before/after CN/BSA in contact with the supplemented DMEM
(Mean ± SD) ( *:statistically significant and **: not statistically significant).

In Fig.3.18 we compared the impedance response of Au and ITO IDEs covered with CN/BSA. As expected,

due to the conductivity of the medium, the impedance spectra of Au-CN/BSA and ITO-CN/BSA IDEs are

similar to the ones of IDEs in contact with the 100 mM KCl solution (σsolution = 15.7 mS/cm) in Fig.3.11.

(a) (b)

Figure 3.18 – (a) Magnitude and (b) Phase of the impedance of Au-CN/BSA and ITO-CN/BSA IDEs in contact with

the supplemented DMEM over the frequency range 1 MHz to 100 mHz.

As we did for the data of the IDEs in contact with KCl solution, we fitted our data with model 2. The fitting

parameters presented in Table 3.7 revealed differences between Au-CN/BSA and ITO-CN/BSA electrodes

in contact with the supplemented medium. The first difference concerns the parameter Cparasitic. We

observed that Cparasitic for Au is higher than the Cparasitic for ITO. Nevertheless, as we mentioned before,

determining Cparasitic for a high concentration solution, such as the supplemented DMEM is not precise

as the region corresponding to this electrical parameter is not clearly visible on the impedance spectra. As

for Rt, we found that despite measuring with the same solution of supplemented DMEM, there is again a

difference of 1,700 Ω between Au IDEs and ITO IDEs, similar to what was observed with KCl 100 mM
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3.2. Conclusion

and corresponding to ITO lower electrode resistance. Two additional differences concern the electrical

parameters Qint and αint. We observed that Au IDEs have a higher value of Qint, which could reflect a

lower interfacial impedance. The parameter αint for Au was slightly higher than αint for ITO. A lower

interfacial impedance could explain why in most of the studies, Au is chosen as the electrode material. In

ECIS, the global impedance corresponds to different impedance contributions of the elements of the system,

therefore one would prefer that the measured impedance is not governed by the interfacial impedance. If

this impedance due to the electrical double layer at the interface between the solution and the electrodes

is high enough, it can mask the impedance contribution coming from the cells in the measurement data,

leading to loss of information about cell proliferation. Hence, ECIS requires low electrode-solution interface

impedance, especially for biomedical and biophysical applications[39].

CPEint

Material Cparasitic (pF) Rt (Ω) Qint (nsα.Ω-1) αint

Au-CN/BSA 185 ± 18 126 ± 4 133 ± 23 0.960 ± 0.003

ITO-CN/BSA 14 ± 1 1840 ± 71 84 ± 8 0.936 ± 0.009

t-test *< 0.001 *< 0.001 *0.0077 *< 0.001

Table 3.7 – Impedance fitting results of Au-CN/BSA and ITO-CN/BSA IDEs in contact with the supplemented
DMEM and using fitting model 2 (Mean ± SD with n = 5 for Au and n = 8 for ITO) ( *:statistically significant and **:

not statistically significant).

3.2 Conclusion
In this chapter, we first presented the characterization of Au and ITO interdigitated electrodes in contact with

KCl solutions at different concentrations. As it has been previously reported in studies using IDEs[10][6],

we identified for both materials 3 regions in the impedance spectrum. We observed a capacitive response in

the high frequency region, a CPE behavior in the low frequency region, whereas in the mid-frequency region

we saw a resistive response. This means that depending on the measuring frequency, we can study different

behaviors of the interdigitated electrodes. In addition, we observed that the high frequency capacitive zone is

not visible when the KCl concentration increases due to the fact that as the solution conductivity increased,

the resistive region shifted towards high frequencies. Nevertheless, despite of having similar behaviors, we

noticed that for high conductivity solution, ITO electrodes show higher resistive plateau than that of Au

IDEs.

Additionally, we did equivalent circuit modeling in order to obtain the electrical parameters describing the

Au and ITO electrodes covered with the CN/BSA coating and in contact with the supplemented DMEM.

The fitting parameters revealed two differences between Au and ITO electrodes.The first one was that the

value of Rt, 126 ± 4 Ω for Au and 1,860 ± 72 Ω for ITO, which might be due to differences in resistivity

between the materials, leading to higher values of the resistive plateau for ITO. The second difference

concerns the value of the interfacial impedance given by the parameters of CPEint. We observed that

in the frequency range from 1 MHz to 100 mHz, Au IDEs showed lower interfacial impedance than ITO

IDEs. This is important in ECIS, where low impedance contribution from the electrical double layer that
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3.2. Conclusion

forms at the electrode-solution interface is required, especially when measuring the impedance of live cells

and biological molecules[40]. The differences in resistive behavior and interfacial impedance between Au

and ITO, obtained by equivalent circuit modeling, might explain why most of the studies prefer using Au

as electrode material over ITO despite of its transparency. Furthermore, using the De Levie’s model for

"rough" electrodes and AFM measurements, we have demonstrated that when one characterizes electrodes

by electrical impedance, the term "roughness" goes beyond the concept of the electrode texture which is due

to some irregularities on the surface. For example, roughness could also depend on heterogeneities on the

atomic scale such as, crystallographic orientations[34]. This type of irregularities can not be monitored with

microscopy techniques, such as AFM, leading to the apparent erroneous results concerning an electrode’s

actual degree of surface "roughness" and its effects on the measured interface impedance. Here, we found

that Au IDEs are not completely flat electrodes and their impedance results can be analyzed using porous

electrode theory.
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4
Au and ITO behaviors during ECIS and cytotoxicity

experiments

In this chapter we used equivalent circuit modeling for comparing and extracting the electrical parameters of

our Au and ITO IDEs with breast cancer cells proliferating on the surface. In addition, we gave an example

of a possible application of ECIS in drug screening. We monitored the effect of the chemotherapeutic agent

5-fluorouracil (5-FU) on the non metastatic MCF-7 cell line and the metastatic MDA-MB-231 cell line.

We decided to start our study with impedance measurements carried out on MCF-7 cells with different

concentrations of 5-FU using Au and ITO IDEs. We then used equivalent circuit modeling to extract and

compare the electrical parameters for the MCF-7 cells and for MDA-MB-231 cells treated with 5-FU.

4.1 IDEs in contact with biological cells
In this section, we monitored cell proliferation on Au and ITO IDEs using AC impedance measurements.

First, we characterize the two cell lines used in this work in terms of morphology on these two materials.

Then, we carried out ECIS impedance assays combined to phase contrast microscopy in order to compare

Au and ITO IDE sensitivities.

4.1.1 MCF-7 and MDA-MB-231 morphology comparison on different mate-
rials

In this section, we evaluated the behavior of both MCF-7 and MDA-MB-231 cell lines proliferating on

glass and ITO substrates functionalized with CN/BSA coatings and on Petri dishes. Petri dishes are cell

culture dishes manufactured in polystyrene, which provide optical transparency, they are easy to mold and

can be sterilized by irradiation[1]. However, the major drawback is that polystyrene is very hydrophobic

leading to poor cell attachment. Therefore, its surface must be modified. For example, some cell re-

searchers began coating culture vessel surfaces to improve both cell attachment and performance. They

used a variety of biological materials including extracellular matrix, attachment and adhesion proteins, such

as collagen[2], laminin[3], fibronectin[2] and mucopolysaccharides such as heparin sulfate[4]. Moreover,

commercial dishes such as the ones we used (Thermo Scientific cell culture dishes) have a NunclonTM Delta

surface. This is a fully synthetic, energy-treated surface which makes the hydrophobic polystyrene surface

more hydrophilic, thus facilitating cell attachment and growth[5].
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4.1. IDEs in contact with biological cells

In fig.4.1, we observe that MCF-7 cells proliferating on Petri dishes exhibit a "cobblestone" form while

MDA-MB-231 cells appeared elongated and with a "stellate" structure. As for the glass slide, it can be seen

that MCF-7 cells attached showing a similar morphology as in the Petri dish images. However, MDA-MB

231 appeared less elongated than in the Petri dish. This could be explained by the fact that the number of

cells increased and there was less free surface for cell spreading. Regarding the ITO substrate, we observe

that MCF-7 show their "cobblestone" shape and MDA-MB-231 appear elongated and with lamellipodia

(cytoskeletal protein actin projections on the leading edge of the cells) as in the Petri dish. These images

revealed that due to its transparency, ITO clearly enables us to obtain images comparable to those of cells

grown on glass or on Petri dishes. Despite this, few studies have chosen ITO electrodes as sensors in

applications combining impedance with optical measurements[6, 7, 8].

Figure 4.1 – Phase contrast micrographs of MCF-7 and MDA-MB-231 cells after 46 h of cell culture on different

substrates covered with CN/BSA at 40X magnification (Leica D2000).
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4.1. IDEs in contact with biological cells

Furthermore, we tried to determine if the two cell lines had different spreading behavior depending on

the type of substrate: Petri dish, ITO-CN/BSA or Glass-CN/BSA. Using ImageJ, we manually contoured

cells to find Saverage, the surface occupied by a single cell spreading on each of the substrates. We also

characterized the spreading behavior by the ratio of the large axis La and the small axis Lb (extracted with

ImageJ), as depicted in Fig.4.2.

Figure 4.2 – Axes used in ImageJ for each cell line. La: big axis, Lb: small axis.

The values of the extracted parameters using ImageJ are shown in Table 4.1. For cells proliferating on Petri

dish, we found no significant difference between Saverage for each cell line. However, we observed that the

value La of MCF-7 is lower than that of MDA-MB-231 whereas its parameter Lb is higher. This leads to a

higher ratio La/Lb for MDA-MB-231, showing quantitatively that these cells tend to elongate more along

one axis during cell spreading while MCF-7 with their "cobblestone" shape tend to stay more "round" and

show a ratio La/Lb close to the unity.
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Substrate Cell line Saverage (nm2) La (nm) Lb (nm) La/Lb

Petri dish
MCF-7 859 ± 295 30 ± 5 35 ± 10 0.9± 0.07

MDA-MB-231 823 ± 275 103 ± 38 10 ± 3 10.3± 1.3

ITO-CN/BSA
MCF-7 855 ± 271 49 ± 11 21 ± 6 2.3± 0.2

MDA-MB-231 1687 ± 725 92 ± 39 33 ± 17 2.8± 0.5

Glass-CN/BSA
MCF-7 997 ± 507 50 ± 14 27 ± 10 1.9± 0.2

MDA-MB-231 631 ± 203 60 ± 14 14 ± 5 4.3± 0.5

Table 4.1 – Parameters extracted with ImageJ for each cell line proliferating on Petri dish, ITO-CN/BSA and Glass-
CN/BSA (Mean ± SD) with n = 14 for each cell line.

In the case of ITO-CN/BSA, MDA-MB-231 occupied a larger surface than MCF-7 cells. Visually MDA-

MB-231 appears globally less elongated than on Petri dish and more similar to MCF-7 cells. This can be

confirmed with the ratio La/Lb which was found very close for both cell lines on ITO/CN-BSA surfaces. As

for the spreading behavior on Glass-CN/BSA, in contrast to the previous substrate, MCF-7 cells show larger

Saverage values. Regarding the axes, MCF-7 cells have lower La but higher Lb compared to MDA-MB-231

cells. Once more, the ratio La/Lb is higher for MDA-MB-231, which reinforces the idea that MDA-MB-

231 cells tend to elongate along one of the cell axis during cell spreading. For example, Hermans et al.[9]

studied the motility efficiency of MDA-MB-231 cells and MCF-7 cells on glass bottomed dishes coated with

laminin and they found that MDA-MB-231 cells are able to spatiotemporally coordinate significant parts

of the cell boundary to perform synchronized large protrusions and retractions, leading to large centroid

displacements. As for MCF-7 cells, they have similar temporal protrusion-retraction activities but they do

not have the ability to spatially localize/synchronize their protrusions and retractions, resulting in small net

centroid displacements[9].
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It is important to realize that giving a precise estimation of the parameters shown in Table 4.1 based on the

microscopy images and using ImageJ is complicated. Particularly, when manually contouring cells and the

axes can introduce error in the measurement and prevent seeing real differences between the cancer cell

lines. In addition, we have to bear in mind that cells were not synchronized, i.e, cells are not at the same

phase in the cell cycle and they probably exhibit different morphologies during spreading. For instance, cells

in mitosis become rounded and lose most of their attachment to the substratum[10]. Despite this difficulties,

we can conclude that between Saverage and the ratio La/Lb, the latter could be more suitable in describing the

spreading behavior. Basically, it revealed that on the three substrates, MDA-MB-231 cells tend to elongate

more along one axis (even slightly on ITO) while MCF-7 cells tend to spread uniformly while staying more

"compact". Based on this, we can hypothesize that in the same way as we found different behaviors on

ITO and Petri dish, we could find different behaviors on Au as well. It would be interesting to make these

measurement on Au surfaces in order to be able to discuss if these morphological changes could also explain

differences in impedance measurements between Au and ITO.

4.1.2 Monitoring cell proliferation with impedance
In this section, ECIS assays were carried out using the following protocol:

First, impedance measurement of the system in absence of cells was carried out in order to obtain the

impedance parameters (|Z0|, φ0, Re(Z0), Im(Z0)) used to normalize the data and to follow the impedance

variation in the presence of cells. Then, cells were injected into the PDMS reservoir and the system was

stored in an incubator. Finally, impedance measurements were performed and microscopic images were

taken periodically, with a period depending on the measurement configuration. The time, t, reported on

the pictures and plots is the time after cell seeding. We usually tried to inject ∼18,000 cells in the 5 mm

diameter reservoir. However, we observed after cell sedimentation some inhomogeneity inside the reservoir

with areas more densely covered than others. In addition, we found variations between reservoirs. This

resulted in poor cell density reproductibility at the start of the assay. We therefore tried to vary the injection

protocol in order to improve it. Unfortunately, we were not able to fully optimize it. That is why in some

experiments, due to enable meaningful comparisons, we presented our results as a function of a normalized

time, T , which was computed as T = t/tmonolayer, where t, corresponds to the time after cell seeding and

tmonolayer is the time that was necessary to reach a cell monolayer during the experiment.

4.1.2.1 Preliminary experiments:

At first, we were interested in following the cell activity inside of the incubator from the moment of cell seed-

ing to the formation of the cell monolayer on top of the electrodes. In order to achieve this, we connected the

Potentiostat to our electrodes using shielded cables to prevent parasitic interferences in our measurements.

However, before carrying out the measurements inside of the incubator, we verified that indeed the shielded

cables did not affect our impedance data by comparing the measurements with the shielded cables, per-

formed outside and inside of the incubator at 37 ◦C. Then, just before conducting an experiment with cells,

we followed the impedance of the system in contact with only cell culture medium inside of the incubator.

We found that every time the culture medium was refreshed, the impedance increased, leading to fluctua-

tions in the signal. This could be due to evaporation which effectively increases the ion concentration in

the medium and further decreases the resistance of the solution. Thus, when we refreshed the medium, this

addition had a lower ion concentration, which increased the impedance. In the future, in order to circumvent

this evaporation issue, we need to find a way to continuously refresh the medium. A possible solution to this

problem, could be to work in a microfluidic environment that will also, as it was mentioned in chapter 1, re-

duce the sample volumes. Ideally, this microfluidic device has to enable both recirculation and refreshing of

the cell culture medium during the experiment. Nevertheless, although this seems to be a promising strategy,
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as previous works have outlined, there are important practical considerations related to operating microflu-

idic perfusion culture systems that arise, such as cell seeding, management of physicochemical properties,

mass transport, shear stress, and bubble formation [11, 12]. For instance, the introduction of air bubbles

inside the system can apply stress to cells and even lead to cellular death[13]. Moreover, precise control of

the flow is required in order to prevent detachment of the cells by shear stress[14] and to reduce cell clog-

ging to improve uniformity of cell distribution[15]. Taking all these considerations into account means that

the fabrication process of our system and experimental set-up will have higher complexity. Therefore, in

order to not waste too much time solving technical issues and optimizing the set-up, for this PhD thesis we

decided culture the cells inside of the incubator but to carry out the measurements outside of the incubator

where the cell culture medium could be refreshed before each impedance measurement.

4.1.2.2 Cell proliferation on Au and ITO

We used phase contrast microscopy and impedance measurement to monitor the formation of a cell mono-

layer of MCF-7 on the interdigitated electrodes. Microscopy images of MCF-7 cells proliferating on top of

Au IDEs surface are shown in Fig.4.3. We can see that one hour following cell seeding, the majority of the

cells are round shaped and they have not adhered onto the surface with a cell coverage ratio η = 47 %. At

t = 19 h, cells have begun to adhere with a cell coverage ratio η = 60 %. It is important to note that giving

a precise estimation of the cell coverage ratio η for Au IDEs was more difficult compared to ITO due to its

lack of transparency. As time went by, MCF-7 cells proliferated increasing the cell coverage ratio η from 47

% to 99 %, corresponding to a culture time of t = 70 h.

As for ITO, microscopy images of cell proliferation on the electrode surface are shown in Fig.4.4. We

observe that at t = 6 h, most of the cells are still round and have not completely adhered to the surface,

which has a cell coverage ratio η = 16 %. It is only at t = 22 h that cells have started to adhere covering

34 % of the electrode surface. Similar to the images of Au IDEs, as time went by, the cell coverage ratio η
increased from 16 % to 96 %, corresponding to a culture time of t = 175 h.

For both materials, what we observed in the microscopy images is coherent with the cell adhesion process

depicted in Fig.4.5 where 3 stages can be identified: (I) attachment of the cell body to its substrate after

injection, (II) flattening and spreading of the cell body and (III) the organization of the actin filaments with

the formation of focal adhesion between the cell body and its substrate[16]. This process takes a certain

time so that the cells can attach to the surface and start growing. In ECIS experiments, the initial cell density

is subjected to variations due to pippeting error and differences in the number of cells that actually survive

and attach after seeding[17]. That is why, prior to any molecule or drug addition, it seems necessary to wait

∼ 24 h in order to have adhesion of cells, which is consistent with what other authors have reported in the

literature[18, 19, 20, 21]. For example, according to Egger et al.[22] in their study on cellular uptake of metal

compounds in adherent tumor cells, preincubation in culture medium prior to drug addition varies from 8 h

to 48 h or the time is adapted to fulfill the requirement of a certain degree of confluence depending on the

cell line. The manufacturer of the xCELLigence system (Roche Diagnostics), it recommends that before

cells are exposed to any compounds during an experiment, cells should be incubated for approximately 16

h to 24 h[18].
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Figure 4.3 – Phase contrast micrographs of MCF-7 cells on the surface of the Au IDEs at 10X magnification (Leica

D2000).
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Figure 4.4 – Phase contrast micrographs of MCF-7 cells on the surface of the ITO IDEs at 10X magnification (Leica

D2000).
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Figure 4.5 – Stages of the cell adhesion process: (I) Sedimentation, (II) Cell attachment and (III) Cell spreading and

stable adhesion. Figure modified from Table 1 in[16].

In parallel, we carried out impedance measurements over the frequency range 1 MHz to 100 mHz for both

materials in the presence of MCF-7 cells. Fig.4.6 shows the magnitude and phase of the impedance spectra

for Au IDEs. We observe that the proliferation with time of MCF-7 affects |Z | in the whole frequency range.

However, the most noticeable change occured between 10 kHz to 100 kHz, in the crossover frequency range.

This latter zone is clearly more affected by the MCF-7 cells attaching to the surface, which is consistent

with the literature that shows that the presence of cells on Au electrodes can be best identified in the kHz

range[23, 24]. As time and surface coverage η incremented, impedance, between 1 kHz < f < 1 MHz, also

incremented. In addition, we found that at low frequencies (< 10 Hz) the phase angle decreased and then it

remained relatively rather constant (φ→ -85◦) for a while. Soon after, it increased in the frequency range

from 10 Hz to 30 kHz and then we see a "kink " appearing with a phase value around - 45◦. Finally, it

decreased at higher frequencies (> 30 kHz).
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(a) (b)

(c) (d)

Figure 4.6 – Magnitude and Phase of the impedance spectra of MCF-7 cells on Au IDEs during cell growth in the

frequency range (a, c) from 1 MHz to 100 mHz and (b, d) from 1 MHz to 100 Hz.

The ITO IDEs, results are found in Fig.4.7 where, at low frequencies (<1 kHz), we observe that the

impedance did not seem to be affected by cell proliferation. Nevertheless, there was a slight increase in

the magnitude of |Z | within a frequency range from 1 kHz to 10 kHz. Then, at higher frequencies (>10

kHz), the impedance did not appeared to be influenced by cell growth. Concerning the phase angle, it re-

mained relatively constant (φ→ -86◦) at low frequencies (<70 Hz), associated with the electrode-solution

interface (CPEint). Then, almost imperceptibly, it increased over the range from 70 Hz to 3 kHz and finally

slightly decreased at higher frequencies (> 3 kHz). Phase angles obtained at 194 kHz are much closer to 0◦
compared to those at lower frequencies, revealing more resistive characteristics at high frequencies due to

the resistance of the electrode.
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(a) (b)

(c) (d)

Figure 4.7 – Magnitude and Phase of the impedance spectra of MCF-7 cells on ITO IDEs during cell growth in the

frequency range (a, c) from 1 MHz to 100 mHz and (b, d) from 1 MHz to 100 Hz.

When we compared the Bode plots of these electrode materials we found certain significant differences.

First, the range of frequencies where the impedance is influenced by the cell growth was narrower for ITO

IDEs (1 kHz to 10 kHz) compared to Au IDEs (1 kHz to 1 MHz). Moreover, we noticed that for similar

values of surface coverage η= 99% (Au IDEs) and η= 96% (ITO IDEs), the impedance variation (Δ|Z |) due

to cell proliferation was slightly higher for Au IDEs (Δ|Z | = 773 Ω) compared to that of ITO IDEs (Δ|Z | =

619 Ω). Although, we used the same cell line, MCF-7, it seems that the Au IDEs are more sensitive to cell

growth than ITO IDEs. Perhaps, this means MCF-7 cells do not attach in the same way onto Au and ITO

surfaces, therefore the impedance of the systems is not affected in the same way. According to Asphahani

et al.[25], cell adhesion and spreading directly affect the impedance properties of cell-based sensors, and

a tight cell binding to the electrode and a high surface coverage of the electrode by the cell may increase

the sensitivity. Therefore, secondary studies would be needed in order to investigate the focal adhesions1 of

MCF-7 on both materials. Focal adhesions provide contacts between the cells and the surface where they are

1Focal adhesions are complex plasma membrane-associated macromolecular assemblies that are linked with the

surrounding extracellular matrix
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going to proliferate. For example, focal adhesion quantification of MCF-7 cells on Au and ITO IDEs could

be achieved by identifying a focal adhesion complex and then labelling any protein within it[26] in order

to understand the distribution and formation of focal adhesions by MCF-7 cells on both materials. Another

possibility would be to carry out cell detachment experiments in a microfluidic environment. For example,

Rupprecht et al.[27] designed and tested a simple 4-channel tapered microfluidic device for cell adhesion

strength measurements based on the analysis of cellular response to varying hydrodynamic shear stresses.

The experimental data for cell growth on both materials ITO and Au were also presented using the Nyquist

representation-in Fig.4.8 for Au IDEs and in Fig.4.9 for ITO IDEs. In the case of Au IDEs, at low frequencies

(f < 1 Hz), the cell proliferation straightens up the curve. In fact, this is possibly due to the adsorption of

proteins or products released during cell growth, affecting the low frequency interfacial impedance which is

sensitive to surface effects. We do not know if more studies have found this behavior for Au IDEs at low

frequencies because most of the time authors show impedance results using only the Bode representation

and the Nyquist plot is omitted. As for mid-frequencies from 110 kHz to 5.5 kHz on the other hand, the

slope of the impedance spectrum decreased from 2.8 (η= 66%) to 1.1 (η= 99%) as the electrode surface was

covered by the cells.

(a) (b)

(c) (d)

Figure 4.8 – Imaginary part vs Real part of the impedance spectra of MCF-7 cells on Au IDEs in the frequency range

from (a) 1 MHz to 100 mHz, (b) 476 Hz to 100 mHz, (c) 1 MHz to 12.6 kHz and (d) Diagram of the evolution of the

Nyquist curves during cell growth on Au IDEs.

In contrast, the Nyquist plots for ITO in Fig. 4.9 reveal that at low frequencies, the curve is not affected

by cell proliferation. However, at higher frequencies, we found that as η increased with cell growth, the
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intercept with the Z ′ axis slightly shifted towards higher values. Moreover, the slope of the curves at mid-

frequencies (∼ 3 kHz to 100 kHz) decreased from 5.7 (η= 40%) to 2.4 (η= 96%). For both materials we saw

that when the MCF-7 cells attached and spread on the surface, the slopes at mid-frequencies of the Nyquist

curves decreased.

(a) (b)

(c) (d)

Figure 4.9 – Imaginary part vs Real part of the impedance spectra of MCF-7 cells on ITO IDEs in the frequency range

from (a) 1 MHz to 100 mHz, (b) from 1 MHz to 1 kHz, (c) from 1 MHz to 3.2 kHz and (d) Diagram of the evolution

of the Nyquist curves during cell growth on ITO IDEs.
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In the vast majority of ECIS assays[28, 29, 30], results are usually collected at a single frequency and

represented as a normalized impedance magnitude, also termed cell index, which is defined by equation

(3.12):

Znorm =
|Z(t)cells| − |Z0|

|Z0|
(4.1)

where |Z(t)cells| is the impedance value of a cell-covered electrode at time t and |Z0| corresponds to the

impedance value of the same electrode without cells.

When cells grow and attach to the electrodes, an increase in Znorm is expected. Conversely, cells detaching

from the electrode leads to a decrease in Znorm[31]. Various authors[32, 33, 34] have concluded that in

order to follow cell proliferation, this parameter is sufficient and that the phase information is not needed.

In this section, we decided to compare different strategies to analyze cell proliferation impedance assays: (i)

using a normalized impedance magnitude representation and (ii) using an equivalent circuit model approach.

4.1.3 Normalized impedance Znorm

Fig.4.10 presents the normalized impedance of MCF-7 proliferating on Au IDEs as a function of frequency.

As expected, we observe an increase in the normalized impedance over time due to adhesion and prolifer-

ation of the cells on the electrode surface. During mammalian cell growth, the number of adherent cells

attached to the interdigitated electrodes increases and they restrict the passage of electrical current giving an

increase in the measured impedance. The normalized impedance plot has a "bell shape" with a maximum

value that increases with time and it occurs at a specific frequency, which is in agreement with similar curves

in the literature[7, 35]. The frequency at which we find the maximum value of Znorm (proportional to the

change in impedance) indicates the optimal frequency, fpeak, to provide the highest sensitivity to changes in

the cell layer under study in ECIS experiments[36]. We observed that when the cell monolayer was formed,

Au IDEs showed (Znorm)peak = 1.7 and fpeak = 21.8 kHz. Moreover at very low frequency (0.1 Hz < f < 1

Hz), we can see that Znorm decreases until it remains relatively constant around 0.

Figure 4.10 – Normalized impedance of MCF-7 cells grown on Au IDEs and measured over a frequency range from 1

MHz to 100 mHz.
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Znorm for ITO IDEs is plotted in Fig.4.11, and we note a similar behavior to that of Au IDEs as time

increases. Nevertheless, the values of fpeak and (Znorm)peak indicative of cell proliferation are different.

For instance, when the cell monolayer was reached, the ITO IDEs had a maximum (Znorm)peak value of

0.27 at fpeak = 5.5 kHz. Moreover, at around 1 kHz, we observe a negative peak that disappears when

η increments. We conducted various ECIS experiments with MCF-7 cells proliferating on both materials

and the mean values of (Znorm)peak and fpeak for Au and ITO IDEs are shown in Table 4.2. In spite of

using the same cell line with the same electrode geometry, we found that Au IDEs exhibit a (Znorm)peak
approximately 4 times larger than that of ITO IDEs. Regarding fpeak, we also found differences between

ITO IDEs and Au IDEs. Scientists have observed that the shape of the curve, as well as the maximum

Znorm obtained, is cell-type specific[32, 37]. Since Au IDEs have higher Znorm values, once the monolayer

is formed, we can say that these exhibit a higher sensitivity to proliferative activity of MCF-7 cells compared

to ITO IDEs. This is coherent with the work of Choi et al.[38], where they found that circular 250 μm ITO

electrodes showed similar but somewhat reduced sensitivity to endothelial cell attachment compared to

250 μm Au electrodes. The low sensitivity of ITO IDEs might be due to differences observed in previous

sections of this thesis regarding the adhesion behaviors of cells on different materials, which appears to play

an important role in the overall impedance of the system. In addition, in the previous sections we found

that Au-CN/BSA IDEs showed Qint = 133 ± 33× 10−9 sα/Ω, αint = 0.960 ± 0.003 and Rt = 126 ± 4 Ω.

While ITO-CN/BSA IDEs exhibited Qint = 84 ± 8× 10−9 sα/Ω, αint = 0.936 ± 0.009 and Rt = 1840 ± 71

Ω. Based on these results, we concluded that Au IDEs have lower interfacial impedance and lower resistive

behavior compared to ITO IDEs. If we look at the schematic representation of an ECIS system depicted

in Fig.3.1, a large interfacial impedance contribution and a high resistive contribution from the electrodes

could mask the information pertaining to cell growth during an ECIS experiment, thus adversely affecting

the measurement sensitivity. Hence, when comparing these two materials, Au IDEs with their low ZCPEint

and Rt values will experience a greater impedance variation due to cell proliferation. This means if we

would like to use transparent electrodes for ECIS experiments, we would need to find a strategy that lower

the interfacial and resistive contributions of ITO, as will be shown in chapter 6.

Figure 4.11 – Normalized impedance of MCF-7 cells grown on ITO IDEs and measured over a frequency range from

1 MHz to 100 mHz.
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Material (Znorm)peak
fpeak

(kHz)

Au 1.06 ± 0.48 51 ± 43

ITO 0.24 ± 0.02 7.4 ± 1.6

Table 4.2 – (Znorm)peak and fpeak values when η = 99 % for Au IDEs and η = 96 % for ITO IDEs. (Mean ± SD with

n=6 for Au and n=4 for ITO).

4.1.4 Normalized impedance at low frequency (fLF), high frequency (fHF and
peak frequency (fpeak)

Normalized impedance, also known as "cell index" is the most popular representation in ECIS to show the

temporal evolution of cellular induced changes at the specific frequency, fpeak, where the contribution of

cells to the measurement is the highest. Nevertheless, as we presented in chapter 2, in ECIS, depending on

the working frequency, the current will follow different pathways. Therefore, some authors[39, 40] have

proposed to distinguish cellular events by measuring the impedance spectra at distinct frequencies: low

frequency (fLF ) and high frequency fHF . fLF is taken as the frequency before the current starts going

through the cell membrane, which, due to its capacitive behavior acts as an insulator at low frequencies[39].

Working with fLF could therefore give information concerning extracellular events occurring in the system,

since the current at f < fLF cannot penetrate the cell membrane and must go through the spaces between

cell-electrode and cell-to-cell junctions. fHF , on the other hand, is taken as the frequency at which the cell

membrane is short-circuited and the current can go through the cells, providing information concerning the

intracellular space[39].

Contrary to fpeak, the determination of these two frequencies involves phase information. fLF is defined as

the frequency where the normalized phase angle φnorm is maximal. φnorm is given by the expression:

φnorm = max(
φt − φ0

φ0
) (4.2)

where φt is the impedance phase angle of the cell-covered electrode at time t and φ0 is the impedance phase

angle of the cell-free electrode.

Eker et al.[39] found that the impedance magnitude at this maximum phase difference frequency, fLF , is the

most sensitive to the extracellular resistive contribution. Regarding fHF , this one needs to be chosen high

enough to circumvent the capacitive behavior of the cell membrane that blocks the current. Hence, fHF is

chosen as the frequency where the phase angle is closest to 0◦.

We determined as shown in Fig.4.12, the three key frequencies for both materials. Au IDEs have the follow-

ing values fpeak = 21.8 kHz, fLF = 4.2 kHz and fHF =194 kHz while ITO IDEs have fpeak = 5.5 kHz, fLF
= 1.8 kHz and fHF = 194 kHz.
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(a) (b)

Figure 4.12 – Znorm versus frequency with fpeak, fLF and fHF indicated during cell proliferation on (a) Au IDEs and

(b) ITO IDEs.

The normalized impedances Znorm at these specific frequencies as a function of time are presented in

Fig.4.13 for Au IDEs and in Fig.4.14 for ITO IDEs. For Au IDEs, we notice that when the number of

adherent cells covering the electrodes rises, the 3 signals increased. Znorm at fLF varied by 0.43 (from 0.46

to 0.89), Znorm at fHF increased by 0.72 (from 0.25 to 0.97), Znorm at fpeak incremented, 1.11 (from 0.57

to 1.68) during cell proliferation. Surprisingly, Znorm at fLF has similar behavior to Znorm at fHF rather

than to fpeak. We expected fLF and fpeak to be more sensitive to cell proliferation. For instance, when mea-

suring with fLF , we are studying extracellular events such as the formation of cell-to-cell junctions during

cell proliferation. Normally, cells adhere to one another through junctional structures formed by transmem-

brane adhesive proteins that are responsible for cell-to-cell adhesion. The transmembrane proteins interact

with the cytoskeleton and stabilize the junctions between cells such as adherens junctions, tight junctions

and desmosomes[41]. The formation of new junctions blocks the current, which increases Znorm.

While with fHF , we are studying intracellular events such as cytoskeleton reorganization, which might

block less the current than the formation of new cell junctions. In fact, we could say that the fHF curve

increases due to cell spreading. As cells spread and flatten on the electrode surface, they lead to an increase

in the resistance of the cytoplasm, which is determined by cell morphology[42]. As for the ITO electrodes,

we observe similar behaviors as for Au IDEs. However, in this case Znorm at fLF and at fpeak appears to

increase more rapidly than Znorm at fHF .

143



4.1. IDEs in contact with biological cells

Figure 4.13 – Znorm at fpeak (21.8 kHz), fLF (4.2 kHz) and fHF (194 kHz) versus time during MCF-7 proliferation

on Au IDEs.

Figure 4.14 – Znorm at fpeak (5.5 kHz), fLF (1.8 kHz) and at fHF (194 kHz) versus time during MCF-7 proliferation

on ITO IDEs.

So far, with the normalized impedance representation, we have identified 3 frequencies (fpeak, fLF and fHF )

that can be used to analyze cell proliferation data. For both materials, we observed that fpeak increased as the

cell covered electrode surface incremented whereas the fHF curve seemed to be less sensitive to the presence

of cells. Regarding fLF , we observed that although this frequency provides information on extracellular

properties, it did not show the same behavior as the fpeak curve for both materials. For instance, for Au

IDEs, Znorm at fLF was not similar to Znorm at fpeak whereas for ITO IDEs both curves were resembling.

Based on this, we might conclude that, of the 3 frequencies, fpeak seems to be most suitable to monitor the

formation of the cell monolayer, in terms of extracellular information.
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4.1.5 Evolution of fpeak as a function of time
In the previous sections we saw that we can present the same data either as the evolution of Znorm as a

function of frequency or Znorm at 3 different frequencies as a function of time. From these plots we can

confirm that for both materials, Znorm increases over time as the number of cells covering the electrodes

increments, as depicted in Fig.4.4 and Fig.4.3. However, some studies suggest that monitoring the value of

fpeak could gives us supplementary information regarding cell adhesion on the electrodes.

Finite element simulations of impedance changes due to cell growth carried out by Xiaqiu et al.[43] and

Greve et al.[44] have shown that fpeak provides information on cell attachment to the substrate and cell-

surface gaps. According to them, fpeak depends on the cell size, the growth medium resistivity and the cell-

sensing electrode gap, which may furnish more information regarding the interaction between the cells under

study and the electrodes. We therefore carried out a simulation using the data of MCF-7 cells proliferating

on ITO IDEs and the electrical model of the system in the presence of cells, described in the next section.

Basically, we only varied the parameter Rextra associated with the cell-electrode gap using the values: 3.4

kΩ, 8.4 kΩ and 28.4 kΩ. Results are shown in Fig.4.15, where we observe that as Rextra increased, the fpeak
shifted towards lower frequency values from 5.5 kHz to 2.4 kHz, which is in agreement with Xiaqiu’s and

Greve’s results.

Figure 4.15 – Simulation results of Znorm versus frequency for MCF-7 cells proliferating on ITO IDEs, the resistance

Rextra was varied as described in the text. fpeak = 5.5 kHz (Rextra = 3.4 kΩ), fpeak = 4.2 kHz (Rextra = 8.4 kΩ) and

fpeak = 2.4 kHz (Rextra = 28.4 kΩ).

Fig.4.16 presents the temporal evolution of fpeak of MCF-7 cells proliferating on Au IDEs and fig.4.17

on ITO IDEs. In the case of Au IDEs, fpeak decreased from 28.6 kHz to 12.6 kHz and from t = 34 h it

increased again up to 21.8 kHz; whereas for ITO IDEs, fpeak decreased from 85.5 kHz to 5.5 kHz and

remained relatively constant. Our experimental results are consistent with the visual observations as cells

appeared rounded at the beginning of the assay and more flat during proliferation. We can hypothesize that

at longer time, the cells adhere more on the surface.

During the first few hours, corresponding to the sedimentation stage, the cells have a spherical shape, which

could be associated with high fpeak values. Once they start interacting with the substrate, they undergo

morphological changes during cell attachment and finally cell spreading. When cells are allowed to settle
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on a solid surface they tend to flatten on it. Thus, we can infer that as time went on, the cells spread more on

the surface of the IDEs, reducing the distance between the cell and the electrode surface, leading to lower

values of fpeak. It appears that fpeak could potentially be a useful parameter reflecting the complex processes

of focal adhesion formation and cellular skeleton reorganization and providing additional information to the

Znorm representation. Although we observed that fpeak for ITO and Au decreased during cell growth,

Au IDEs showed higher values when the cell monolayer was formed, as shown in Table 4.2. Based on

this change in fpeak, one can conclude that the cell attachment is not the same for each material and that

probably MCF-7 spread more on the ITO IDEs than on the Au IDEs. In fact, cell attachment is a complex

process, where several aspects play an important role, such as cell behavior, material surface properties and

environmental factors. For instance, material surface properties include hydrophobicity, charge, roughness,

softness and chemical composition of the surface.[45].

In order to validate this hypothesis, supplementary experiments that are beyond the scope of this thesis,

such as cell attachment studies would need to be carried out to furnish more insight on the cytoskeleton

reorganization of MCF-7 and the focal adhesions formed when they adhere to ITO and Au IDEs. These

experiments cover the analysis from the formation of a molecular bond between the cell’s surface receptors

and the complementary ligands on the substrate to the observation of a population of cells’ responses through

the cells’ behavior and changes in morphology during attachment events[16].

Several techniques have been developed to study cells. For instance, wash assays provide basic qualitative

adhesion data by determining the fraction of cells which remain adhered after one or more washings[46,

47]. One can also use the quartz crystal microbalance that is based on changes in resonant frequency when

interactions between the cell membrane and the substrate take place[48, 49]. Adhesion events can also be

studied using microfluidics. In this latter technique, it is possible to observe cell spreading, tracking and

migration inside a channel under the influence of fluid flow, this providing information on cell adhesion[50,

51].

Figure 4.16 – Temporal evolution of fpeak of MCF-7 cells on Au IDEs
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Figure 4.17 – Temporal evolution of fpeak of MCF-7 cells on ITO IDEs.

4.1.6 Equivalent circuit model of cells adhered on Au and ITO IDEs
We decided to fit the experimental data of IDEs using model 3 in Fig.4.18. In the previous section, we

found that the semi circular arc due to R2 // CPE2 shrank for high conductivity solutions. When we fit

our data with model 2 we obtained χ2 values around 0.05. However, as mentioned earlier, R2 // CPE2

could be associated to surface roughness and this would not provide information about the cell monolayer

on the surface of the electrodes. We therefore hypothesized that, since the cell culture medium is a high

concentration electrolyte, adding cells to the system could mask the contribution of the semi circular arc

due to R2 // CPE2. That is why we ignored these parameters in model 3 which includes the electrical

parameters of the cells CPEcells, Rextra and Rintra, as shown in Fig. 4.18. We used this equivalent circuit

model to obtain the electrical parameters describing MCF-7 cells proliferating on top of Au and ITO IDEs

and we obtained χ2 values around 0.05, as shown in Fig. 4.19.

Figure 4.18 – Model 3 with Rextra, Rintra and CPEcells.
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(a)

(b)

Figure 4.19 – Comparing equivalent circuit models for Au IDEs covered with MCF-7 cell monolayer. (a) Nyquist plot

in the frequency range from 1 MHz to 100 mHz and (b) from 1 MHz to 16.6 kHz.

First, we used the results in Table 3.7 of the impedance spectra of the supplemented medium without cells

in order to deduce Cparasitic= 185 pF and Cparasitic= 14 pF for Au and ITO IDEs, respectively. Then, the

impedance spectra of MCF-7 cells proliferating on Au and ITO IDEs were fitted with Cparasitic as fixed

value. In figures 4.20 and 4.22 we observed the temporal evolution of each parameter for Au and ITO IDEs,

respectively.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 4.20 – Temporal evolution of the extracted parameters of MCF-7 cells on top of Au IDEs: (a) Qint, (b) αint,

(c) Rextra, (d) Rintra, (e) Qcells, (f) αcells and (g) Rt.

In the case of Au IDEs, we observed that Qint slightly increased from 5× 10−8 sα.Ω-1 to 8× 10−8 sα.Ω-1

whereas αint remained practically constant during cell growth. Interestingly, Qint for Au IDEs with cells

on the surface is lower than that of Au IDEs without the presence of cells. This could be due to the fact

that when cells proliferate on the surface, they reduce the electrode area in contact with the culture medium,

leading to an increase of the interfacial impedance with lower values of Qint. Additionally, Rextra increased

from 249 Ω to 4330 Ω giving a ΔRextra ∼ 4 kΩ, once the monolayer is formed. This increment could be

explained by the formation of new cell-to-cell junctions, cell spreading and new focal adhesions.
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Conversely, during the growth of the cell monolayer, Rintra decreased from 80 Ω to 40 Ω. According to Liu

et al.[42], we can model the cell during the adhesion process as shown in Fig. 4.21 and the impedance of

the cytoplasm Rcytoplasm is given by the expression:

Rcytoplasm = ρc
d

πr2
(4.3)

where ρc is the resistivity of the cytoplasm, d and r correspond to the cell height and the cell radius, re-

spectively. During proliferation, the cells’ radius increases and the height decreases, leading to a decrease in

the resistance of the cytoplasm Rcytoplasm. This could explain why Rintra decreased during cell monolayer

formation.

Figure 4.21 – Equivalent cylindrical shape of the cell. Figure adapted from Fig. 2 in[42]. Copyright 2014 by Taylor

Francis. Adapted with permission.

As for Qcells, this parameter increased during cell proliferation from 2.4× 10−7 sα.Ω-1 to 2.1× 10−6 sα.Ω-1

whereas αcells slightly decreased. Since the number of cells adhered on the electrode surface is increasing

and they start to connect to each other through tight junctions, we can consider the cell monolayer as a

group of capacitances in parallel, whose equivalent value will increase as the monolayer is formed. Rt

slightly increased from 80 Ω to 137 Ω probably due to some metabolites which are released during cell

culture, affecting the conductivity of the cell culture medium.

Regarding the ITO IDEs, in Fig.4.22 we found the behaviors of the parameters similar to those of Au IDEs.

For instance, parameters of the interface Qint and αint remained practically constant during cell growth.

Moreover, Rextra, increased from 1,420 Ω to 3,500 Ω giving a ΔRextra ∼ 2 kΩ, once the monolayer was

formed. On the other hand, Rintra decreased from 716 Ω to 366 Ω, which can be explained by equation

(3.14). As for the parameter Qcells, it slightly increased the first 46 h and then decreased. After that, it

remained relatively constant during 38 h and then rapidly increased from 1.5× 10−7 sα.Ω-1 to 5.8× 10−6

sα.Ω-1 while αcells took values between 0.4 and 0.6 during cell proliferation. In contrast to Au IDEs, Rt

remained relatively constant during cell proliferation. This could be due to the high resistive behavior of

ITO, shown earlier, which appears to mask variations for Rt.

Despite working with the same cell line, we found that a monolayer of MCF-7 cells on Au IDEs have

higher Rextra and lower Rintra than MCF-7 cells on ITO IDEs. Probably, in order to find out the reason

behind these differences, we would need to study MCF-7 cellular tight junctions, adhesive junctions and

cytoskeleton structure by occludin staining, E-cadherin staining and actin labeling, respectively. This could

help us identify structural changes due to cell monolayer formation on both materials. For example, Eker

et al.[39] use these labeling techniques to investigate an increase of Rextra on doxorubicin resistant MCF-7

cells due to significant changes in the cell morphology and structure upon drug resistance. Regarding the

parameters values, it is difficult to compare it with values found in the literature because as we mentioned

before, few groups have extracted the electrical parameters associated with cell proliferation on electrodes[7,

52].
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 4.22 – Temporal evolution of the extracted parameters of MCF-7 cells on top of ITO IDEs: (a) Qint, (b) αint,

(c) Rextra, (d) Rintra, (e) Qcells, (f) αcells and (g) Rt. Monolayer reached at η = 96 %.
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In Fig. 4.23 we present how the different parts of model 3 affects impedance locus. At high frequencies, the

semicircular arc is due to the contribution of Rt // Cparasitic, which were not significantly influenced by the

formation of the cell monolayer. At mid-frequencies, the variation of Rextra clearly affects the impedance

locus. In fact, for both materials, we observed that Rextra was the electrical parameter that varied the

most with cell proliferation. When the cell monolayer is forming, neighboring cells are sticking together

through cell-to-cell junctions and focal adhesions, leading to an increase of the semicircular arc associated

with Rextra. At low frequencies, CPEint, which was not affected by cell proliferation, is the electrical

component that dominates the electrical impedance of the system. Based on this information, one could

explain the bell shape of the graphs in Fig. 4.2 where the highest contribution due to cell proliferation

occurs at mid-frequencies mostly due to variation of Rextra. Nevertheless, model 3 can not explain the

fact that in Fig. 4.8, at low frequencies, the impedance spectrum straightens up with cell proliferation for

Au IDEs. One could think that this is due to an additional contribution coming from a parallel resistance,

which increases with cell proliferation. In contrast, ITO IDEs do not show this behavior at low frequencies.

Supplementary experiments need to be carried out in order to confirm if this additional resistance could

be associate with adsorption of proteins on the surface of Au IDEs. As mentioned earlier, it is difficult to

compare our fit results with other studies because in the literature, it is very rare that authors present their

results using Nyquist plots.

Figure 4.23 – Schematics of the different contributions of model 3 to the impedance locus for IDEs in the presence of

biological cells. Drawing not to scale.
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Furthermore, in Fig. 4.24 we showed that from the three frequencies presented earlier, fpeak directly reflects

key components of cell proliferation whereas fLF and fHF are indirectly influenced by several components

of the system. Since fHF is the frequency at which the phase angle φ is closest to 0◦, in the impedance

locus it corresponds to the "valley" point influenced by the value of Rt instead of the cell monolayer. As for

fLF , its position in the impedance locus depends on various parameters such as, the resistance Rt and the

proliferating cells with Rextra, Rintra and CPEcells. This could explain the differences observed in Figures

4.13 and 4.14, where Znorm at fLF for Au IDEs did not show a similar behavior as Znorm at fpeak whereas

for ITO IDEs both signals were resemblant. As mentioned earlier, fLF depends on several parameters

and we observed that the impedance locus for Au IDEs appeared to be affected by an additional parallel

resistance which is not included in model 3. Hence, this resistance could affect the signal of fLF in the

case of Au IDEs but not in the case of ITO IDEs. Based on this, one could conclude that fpeak is the most

suitable frequency to monitor cell activity using ECIS.

Figure 4.24 – Schematics of the dependency of the phase angle to the impedance locus for IDEs in the presence of

biological cells. Drawing not to scale.
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To summarize this section, we have presented 2 approaches to analyze cell proliferation impedance data: The

first one is about representing the normalized impedance at a certain frequency, such as fpeak, which does not

require phase angle information to be determined whereas fLF and fHF are extracted from phase angle data.

Depending on the chosen frequencies, either extracellular or intracellular events can be studied. However,

we observed that depending on the material Znorm at fpeak and Znorm at fLF have different behaviors.

The second approach consists in using an equivalent circuit model to extract the electrical parameters of the

system, where the cell monolayer is covering the IDEs. Compared to the normalized impedance approach,

this method enables the analysis of the temporal evolution of each part of the system in more detail. In

addition, the equivalent circuit model allowed us to demonstrate why the Znorm representation shows a bell-

shape with cell contribution at mid-frequencies. Furthermore, we demonstrated that fLF and fHF are not

suitable for cell monitoring because due to the fact that they are extracted using phase angle information,

they are both influenced by several parameters in the model whereas fpeak clearly reflects the variation of

impedance due to the cells.

4.2 Real-time monitoring of cellular response to 5-FU exposure
In this section, we were interested in monitoring the cytotoxic effects of the anticancer drug, 5-FU, on breast

cancer cells using impedance measurements. Cytotoxicity involves inhibition of enzyme activity and of

cellular respiration, resulting in an acute and immediate cell death[53]. In cancer treatment, chemotherapy

relies on cytotoxic compounds administered to the patient with the aim of selectively eradicating the tumor

cell population in an attempt to improve the length and quality of life of the cancer patient. Nevertheless,

as mentioned in Chapter 1, this type of treatment very often comes with side effects. Classic chemotherapy

agents are not tumor cell-specific and they destroy all cells actively undergoing cell division. These agents

interfere with the function of intracellular signaling molecules, membrane receptors and kinases that are

responsible for the proliferation of cells, inhibiting cell growth and division before inducing cell death[54].

Besides malignant cells, all normal cells found in the grastrointestinal tract, bone marrow and hair follicles

and in other tissues are affected[55]. Hence, within the personalized medicine approach, it is extremely

important to perform cytotoxicity assays in order to study the toxic effects of the active substances on the

cancer cells of a given patient. The aim is to assess the potential of anticancer compounds, choose the most

appropriate, search for the lowest cytotoxic concentration[54] and understand the action mechanism of these

compounds.

4.2.1 Impedance response of cancer cells to 5-FU
We used our interdigitated electrodes to study the response of MCF-7 cell monolayers to 5-fluorouracil (5-

FU) using phase contrast microscopy and electrical impedance. Treatment with 5-FU is known to improve

patient survival in various cancers. The largest impact of the drug has been reported in colorectal cancer[56].

As described in chapter 2, active metabolites of 5-FU disrupt both DNA and RNA synthesis, leading to cell

death. In the literature, 5-FU 10 μm to 500 μm treatment is considered to be appropriate for induction of

apoptosis of cancer cells in vitro, but it highly depends on the cell context and medium component[57, 58,

59]. Microscopy images of the cell monolayers on Au IDEs following addition of 200 μM 5-FU are shown

in Fig. 4.25. We can see that at the beginning of the experiment, 42 h after cell seeding, the cell monolayers

is completely formed, covering the entire surface of the Au IDEs. Then, 2 h after drug addition, we observe

that certain holes started to appear and η decreased to 97 % (44 h after cell seeding). As time went by,

24 h after drug exposure, the cell monolayer was disrupted and the number of holes increased, leading to

rupture of the cell monolayer with a η = 91 % (46 h after cell seeding). At this point of the experiment,

cells shrunk and started to form loosely attached cell clusters, indicating that MCF-7 cells had entered

apoptosis. Apoptosis is characterized by a series of typical morphological events, such as shrinkage of the
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cell, fragmentation into membrane-bound apoptotic bodies and rapid phagocytosis of neighboring cells[60].

Finally, 47 h after drug addition, most of the cells had rounded shapes and had detached from the surface,

leading to η = 74 %. Our microscopy images are coherent with those of other studies where MCF-7 cells

were treated with 5-FU. For example, Chen et al.[61] found that MCF-7 cells treated with 960 μM 5-FU for

48 h became round and spindle. Shah et al.[62] observed that, 48 h after exposure to 1 μM 5-FU, MCF-7

cells appeared to have shrunk and had detached from the flask surface.

In parallel, we monitored the cellular response of MCF-7 cells to 200 μM 5-FU using electrical impedance

over the frequency range from 1 MHz to 100 mHz on Au IDEs. Fig. 4.26 shows the magnitude and phase

of the impedance spectra of MCF-7 cells exposed to this chemotherapeutic drug. We observed that, as in

Chapter 3, the presence of MCF-7 cells on top of Au IDEs affects the impedance spectra at low frequencies

f < 1 kHz and at high frequencies f > 1 kHz. However, it is only over the frequency range from 1 kHz <

f < 1 MHz that the effect of 5-FU is clearly seen. As time of drug exposure incremented, η decreased due

to cell death and detachment from the surface. In this case, the current is not blocked anymore by the cell

monolayer and the impedance diminishes with time. In the phase plot, we found that at low frequencies (f
< 10 Hz) the phase angle was relatively constant (φ→ -85◦). It increased in the frequency range from 100

Hz to 6 kHz and then we observed a "kink " appearing with a phase value around -50◦. Finally, it increased

at higher frequencies (f > 20 kHz).
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Figure 4.25 – Phase contrast images of MCF-7 after 200 μM 5-FU addition on the surface of the Au IDEs at 10 X

magnification (Leica D2000). 19,800 cells were injected for this experiment.
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(a) (b)

(c) (d)

Figure 4.26 – Magnitude and Phase of the impedance spectra for MCF-7 cells on Au IDEs in the frequency range (a,

c) from 1 MHz to 100 mHz and (b, d) from 1 MHz to 100 Hz during 200 μM 5-FU exposure.
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Additionally, we present the experimental data for MCF-7 cells exposed to 200 μM using the Nyquist rep-

resentation in Fig. 4.27. In Fig.4.27a, we observe that at low frequencies (f < 12.6 kHz), cell activity did

not affect the slopes of the spectra. In Fig.4.27b, at mid-frequencies from 255 kHz to 12.6 kHz, on the other

hand, the slope of the impedance spectrum increased from 1.3 (η= 100%) to 2.9 (η= 74%) as the electrode

surface covered by the cells decreased due to cell death. This behavior agrees with the behavior observed in

Fig. 4.8 of this chapter concerning, in contrast, cell proliferating on Au IDEs, where we noticed the opposite

tendencies, at mid-frequencies the slope of the spectrum decreased as cells covered the surface.

(a) (b)

(c) (d)

Figure 4.27 – Imaginary part vs Real part of the impedance spectra for MCF-7 cells on Au IDEs over the frequency

range (a) 1 MHz to 100 mHz, (b) 1 MHz to 1 kHz, (c) 1 MHz to 21.8 kHz and (d) Diagram of the evolution of the

Nyquist curves during cytotoxicity experiments with 200 μM 5-FU.
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We present in Fig.4.28 the evolution of the normalized Znorm at fpeak versus T , where T is t/tmonolayer,

for MCF-7 cells on Au IDEs and treated with 200 μM 5-FU. In order to compare both impedance spectra,

i.e. the one of the negative control (treated only with cell culture medium) and the one with drug exposure,

we had to normalize the Znorm at fpeak data and the time t for each experiment. Normalized Znorm at

fpeak is (Z(t)norm at fpeak)/(Z(monolayer)norm at fpeak), where Z(t)norm at fpeak corresponds to the

normalized impedance at fpeak at time t after cell seeding and Z(monolayer)norm at fpeak corresponds to

the normalized impedance at fpeak when the cell monolayer is reached before 5-FU addition. We observed

that before adding 200 μM 5-FU, both signals increased, corresponding to the cell proliferation phase and

to the formation of cell monolayer, as shown in this chapter. After adding 200 μM 5-FU (42 h after cell

seeding), we found that the signal (dotted line) increased abruptly from 0.6 to 1 and then decreased to 0.07

within 47 h of exposure to 200 μM, indicating that the cell monolayer was destroyed. This is coherent with

the images in Fig. 4.25 where cells detached after 5-FU exposure. However, for the experiment with 200 μM
5-FU, we observed that before 5-FU addition, Znorm = 1.3 at 49 kHz and immediately after addition of 5-

FU, Znorm = 2.1. This abrupt increase in impedance after drug addition, which was observed for every

experiment carried out with 5-FU, can not be associated with drug-induced cellular changes because, as

mentioned earlier, 5-FU affects DNA and it would require a few hours before, it affects the genetic material

of the cells in culture. In another experiment, we measured the spectra of the cell culture medium with and

without 10 μM 5-FU. We did not find differences between the spectra that could explain the abrupt increase

after injection of 5-FU. In fact, we observed this peak in impedance for every experiment carried out with

5-FU. Perhaps it is due to an initial reaction of cells to the chemotherapeutic drug and it would therefore

need to be studied in more detail with supplementary experiments, such as fluorescent staining of cell-to-cell

junctions in order determine if they are responsible for this abrupt variation.

Regarding the control signal (solid line), we saw that during the period of drug exposure, it started to de-

crease. This may suggest that although MCF-7 cells were not treated with 200 μM, the cell culture medium

was not enough and long periods of cell culture started to affect the cell monolayer. For instance, Jacobs

et al.[63] in their study involving higher density culture of human embryonic stem cells determined that

medium acidification is the main causal factor of DNA damage in high-density cultures and that, by increas-

ing the frequency of the medium refreshments, the levels of DNA damage and genetic instability can be

restored[63]. According to them, the high density cultures result in a nutrient deficit and/or detrimental con-

centration of waste products. These can then interfere with the metabolism of the cells[64], cause replication

stress, and increase the risk of DNA breakage and chromosomal abnormalities[65]. As mentioned earlier,

we did not work in a microfluidic environment with a refreshing system of the cell culture medium. More-

over, more than one ECIS assay can not be carried out at the same time, making it impossible to monitor the

MCF-7 cells of the control and the cells treated with 5-FU, simultaneously. Thus, in order to simplify the

cytotoxicity assays and avoid long periods of cell culture, we decided to end experiments 24 h after 5-FU

addition.
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Figure 4.28 – Normalized Znorm versus T for MCF-7 cells exposed to 200 μM 5FU on the surface of Au IDEs.

Measurements were carried out outside of the incubator.

4.2.2 Concentration effect of 5-FU
The MCF-7 cells were exposed to 5-FU at three different concentrations: 10 μM, 200 μM and 50 mM to

study dose dependent cell responses 24 h after 5-FU injection. The microscopy images in Fig.4.29 show the

cell monolayer of MCF-7 cells formed on ITO IDEs and Au IDEs before and 24 h after 5-FU exposure to

10 μM and 50 mM and 200 μM, respectively. We observed that 24 h after injection of 10 μM 5-FU, there

were no visible holes as in the images of 200 μM 5-FU on Au IDEs. On the other hand, 24 h after exposure

to 50 mM 5-FU, most of the MCF-7 cells were detached and the remaining cells were loosely attached cell

clusters, indicating that the speed of onset and the effectiveness of the cytotoxic effects increased with the

5-FU concentration.
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(a) ECIS assay with 10 μM 5-FU

(b) ECIS assay with 50 mM 5-FU

(c) ECIS assay with 200 uM 5-FU

Figure 4.29 – Microscopy images of the cell monolayer before and after 24 h of exposure to (a) 10 μM 5-FU and (b)

50 mM 5-FU on ITO IDEs. (c) The cell monolayer before and after 24 h of exposure to 200 μM 5-FU on Au IDEs.

Images were taken at 10 X magnification (Leica D2000).

We also took the impedance results of the cells exposed to these three concentrations and we compared it

with a control experiment, where cells were not treated with 5-FU. We presented the normalized Znorm

values, 24 h after the 5-FU was added, in Fig. 4.30 and 48 h after the 5-FU was added, in Fig. 4.31.

Similar to the microscopy results in Fig. 4.29, we found that compared to the control with a normalized

Znorm value of 0.85, MCF-7 cells treated with 10 μM had a slightly lower normalized Znorm value of 0.83

whereas cells treated with 200 μM and 50 mM showed a greatly reduced normalized Znorm values of 0.05

and -0.17, respectively. In the case of 48 h after 5-FU exposure in Fig. 4.31, we observe a similar trend.

The control with a normalized Znorm value of 0.84, MCF-7 cells treated with 10 μM had a slightly lower

normalized Znorm value of 0.82 whereas cells treated with 200 μM and 50 mM showed a greatly reduced

normalized Znorm values of 0.02 and -0.17, respectively. This could be explained by the fact that 5-FU is an

161



4.2. Real-time monitoring of cellular response to 5-FU exposure

antimetabolite drug. This type of drugs are cell-cycle specific, which affects cells only when they are in the

S-phase or getting divided[66]. In fact, it is well-established that treatment of cells with 5-FU causes DNA

damage, specifically double-strand and single-strand breaks, during the S-phase2[62]. Moreover, in the case

of DNA damaging agents, such as 5-FU, the onset of cell death is easy to adjust. When DNA damage occurs,

cells initially perceive the damage, activate cell cycle checkpoints, arrest cell cycle progression, and attempt

to repair the damage[67]. Thus, at low levels of damage, such as in the case of cells treated with 10 μM
5-FU, cells may recover and continue proliferation. However, when the level of damage is too high, such

as with 50 mM, the damage is beyond repair and cells can not maintain genomic stability. The damaged

cells appear to undergo a mitotic "catastrophe" and then apoptosis[67, 66]. In the case of the normalized

Znorm values for 48 h after 5-FU exposure, shown in Fig. X, we observe a similar behavior. When the 5-FU

concentration increases, the normalized Znorm decreases: 0.84 for the control, 0.82 for 10 μM 5-FU, 0.02

for 200 μM 5-FU and -0.17 for 50 mM 5-FU.

It is important to realize in this section that we were expecting a higher cytotoxicity effect for a concentration

of 10 μM. For example, Akbari et al.[68] determined that the half maximal inhibitory concentration (IC50)

for the MCF-7 cell line after 24 h of treatment was 10 μM. In cytotoxicity assays, IC50 is a measure of the

effectiveness of a compound in inhibiting biological or biochemical functions. It indicates how much of a

particular drug is needed to inhibit a given biological process[68]. In their study, 24 h after treatment with

10 μM 5-FU, 50 % of the MCF-7 were dead. In the literature, however, we can find different values of IC50 of

5-FU for MCF-7 cells. For instance, Hernandez-Vargas et al.[57], in their study on transcriptional profiling

of MCF-7 cells in response to 5-FU, showed that 10 μM was the IC50 after 48 h of exposure. In contrast to

Hernandez-Vargas, Jeong et al.[69], in their study on low level light therapy on cancer cells determined that

IC50 after 48 h of exposure to 5-FU for MCF-7 cells was 70 μM. In fact, the use of IC50 data appears to

be problematic, as they are assay specific and comparable only under certain conditions[70]. According to

Aykul et al.[71] results using whole cell systems can depend on the experimental cell line used and may not

differentiate a compound’s ability to inhibit specific interactions[71].

Figure 4.30 – Comparison of normalized Znorm for 10 μM and 50 mM 5-FU after 24 h drug exposure to MCF-7 cells.

2S phase is the period during which DNA replication occurs
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Figure 4.31 – Comparison of normalized Znorm for 10 μM and 50 mM 5-FU after 48 h drug exposure to MCF-7 cells.

So far we have seen that the magnitude of the impedance spectra in Fig. 4.26 do not provide more detailed

information on cellular response after the 5-FU compound is added. We can only observe that there is

a decrease in the signal due to cell detachment. Hence, we used equivalent circuit modeling as a more

meaningful method to obtain information on the cytotoxic effects of 5-FU. As shown in Chapter 3, by

modeling the cell monolayer-electrode system, it is possible to break down and study every component of

the system.
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4.3 Equivalent circuit modeling of breast cancer cells exposed
to 5-FU

4.3.1 Cytotoxicity effects on MDA-MB-231 cell line
In this section, we treated the metastatic MDA-MB-231 cells, which form loosely cohesive stellate structures

consistent with a highly invasive phenotype, on ITO IDEs with 100 μM 5-FU. We present the temporal

evolution of each parameter in Fig. 4.32. As was done in previous sections, we fitted our data with a fixed

value of Cparasitic = 14 pF. We observe that Qint and αint appears to be relatively constant before and

after addition of the 5-FU. The parameter Rextra, during the first 45 h, reached 634 Ω and is associated

with the cell monolayer covering the ITO surface. Then, after addition of 100 μM 5-FU, Rextra decreased

to a value = 294 Ω. This indicates that the cell-to-cell junctions that block the current once the monolayer

is formed, may be affected as cells start to die due to an accumulation of the drug. As mentioned earlier,

during apoptosis cells undergo several morphological and biochemical changes. For example, it has been

pointed out that in early stages, cytoplasmic Ca2+ levels change and the cell volume decreases and contact

with neighboring cells and the extracellular matrix is lost[72].

We found that Rintra was not affected in the same way as Rextra. During the first 45 h, Rintra decreased

form 205Ω to 192Ω, which can be associated with cell spreading and flattening of cells. After addition of 5-

FU, it increased reaching 319 Ω, which possibly corresponds to cells having a round shape due to cell death.

Regarding Qcells, we observed that it increased during, formation of the cell monolayer (first 45 h), from

5.7× 10−8 sα.Ω-1 to 6.9× 10−8 sα.Ω-1. Then, after 5-FU injection, it decreased down to 9.2× 10−9 sα.Ω-1.

This behavior can be explained in terms of cell membrane deterioration due to cell death, as described by

Zhang et al.[73]. According to them, dying cells undergo some characteristic morphological changes. For

example, the plasma membrane will first undergo formation of circular bulges, a transient stage which

rapidly evolves toward bleb separation and generation of apoptotic bodies[73]. Finally, the parameter αcells,

started decreasing from 0.82 to 0.78 during the formation of the cell monolayer 27 h after 5-FU exposure,

it increased and reached the value 0.98 and remained relatively constant, thereafter. One could say that

this behavior is related to the morphological changes of the cell membrane when cells are under stress due

to the low concentration 5-FU, but supplementary tests of the cell membrane would be needed in order to

confirm this hypothesis. Rt showed relatively constant values around 1,600 Ω during the cytotoxicity assay.

Based on these results, one could say that in this case our lumped equivalent circuit model is valid and

provides "clear" trends, with few fluctuations, for each parameters for the interdigitated electrodes covered

with MDA-MB-231 cells.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 4.32 – Temporal evolution of the extracted parameters of 100 μM 5-FU treated MDA-MB-231 cells on ITO
IDEs: (a) Qint, (b) αint, (c) Rextra, (d) Rintra, (e) Qcells, (f) αcells and (g) Rt.
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4.3.2 Cytotoxicity effects on MCF-7 cell line
We extracted the equivalent circuit parameters for MCF-7 cells, exposed to 10 μM 5-FU on ITO IDEs,

using circuit model 3 shown in Fig. 4.18. The temporal evolution of each parameter is presented in Fig.

4.33 and the images corresponding to each arrow are shown in Fig. 4.34. Similar to the MDA-MB-231

cells, we extracted the equivalent electrical parameters of cells exposed to 5-FU, using a fixed value of

Cparasitic = 14 pF. We observe that Qint and αint remain relatively constant before and after addition of

the 5-FU. Rextra during the first 69 h reached 4,120 Ω, which can be associated with the formation of the

cell monolayer due to new cell-to-cell junctions that block the current. Afterwards, 93 h after addition of

10 μM 5-FU, Rextra continue to increase from 2,840 Ω (cell monolayer) to 30,200 Ω and then it decreases

until Rextra = 2,090 Ω. This type of behavior after drug addition might be explained by the fact that cells

can go through morphological changes when they try to avoid induced apoptosis by cytotoxic compounds.

For instance, Caviglia et al.[74] in their study on cytotoxic assays with 2.5 μM of doxorubicin on HeLa

cells found an initial increase in impedance after drug addition, which was also observed by others[39,

75]. According to Caviglia, this increase in impedance could reflect intensified metabolic activity, increased

adhesion properties and/or changes in cell morphology in response to the stress when cells are trying to

overcome the apoptosis induced by the accumulation of the drug[74]. Imam et al.[76] treated the colon

cancer cell line HCT116 with 10 μM 5-FU and they also found a dual real time monitoring profile. It started

with an increase in the normalized impedance during the first 24 h of treatment and then it decreased. The

increase in normalized impedance was higher than for the one involving non-treated cells, indicating that

the 10 μM 5-FU treated cells established more contacts with the surface than the non-treated cells. In fact, in

their study, using an MTS assay, they found that 10 μM 5-FU treated cells exhibited a constant cell viability,

suggesting that the increase in normalized impedance corresponded to a change in morphological state rather

than in a proliferative state[76].

Regarding Rintra, in contrast to the MCF-7 cells, we observe much more fluctuations over time. Despite

these fluctuations, we can see that during the first 69 h, Rintra decreased from 385 Ω to 85 Ω due to cell

spreading, as explained in Chapter 3. After addition of 5-FU, Rintra increased up to 200 Ω and then it

decreased, staying relatively constant for 95 h. After that, it increased once again reaching 210 Ω which at

this stage can be associated with the round shape that cells adopt when they die, as shown in Fig. 4.34.

Similar to Rintra, the parameter Qcells also shows significant fluctuations. These fluctuations could be due

to the inherent limitations of using a simple lumped equivalent circuit model to represent a complex system,

such as the interdigitated electrodes covered with MCF-7 cells. However, a key "variation" tends to occur

at the same time at which Rextra reaches its highest value, 30,200 Ω. 93 h after addition of 5-FU, Qcells

decreased from 7.7× 10−6 sα.Ω-1 to 2× 10−6 sα.Ω-1 and subsequently increased to 1.2× 10−5 sα.Ω-1.

This variation of Qcells could be correlated with the effect of changes in the cell membrane in response to

stress when cells are trying to overcome the cytotoxic effects of 5-FU, as it was observed in the case of

Rextra. Finally, 167 h after exposure to 5-FU, Qcells decreased once more reaching a value of 2.9× 10−6

sα.Ω-1. This may be associated with the final deterioration of the cell membrane when cells enter into an

apoptotic state, as described by Zhang et al.[73].

The parameter αcells, started decreasing during the formation of the cell monolayer and 93 h after 5-FU

exposure, it reached 0.58. Later, it decreased to 0.39 before increasing again withαcells = 0.54. Similar to

the observations made concerning the MDA-MB-231 cells, supplementary tests on the cell membrane would

be needed to understand the evolution of αcells during cytotoxicity tests. Regarding Rt, this parameter tend

to show values around 1,400 Ω but compared to the results of MDA-MB-231, some fluctuations can be

observed.
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(a) (b)

(c) (d)

(e) (f)
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Figure 4.33 – Temporal evolution of the extracted parameters of 10 μM 5-FU treated MCF-7 cells on ITO IDEs: (a)

Qint, (b) αint, (c) Rextra, (d) Rintra, (e) Qcells, (f) αcells and (g) Rt.
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Figure 4.34 – Phase contrast micrographs of 10 μM 5-FU treated MCF-7 cells on the surface of the ITO IDEs at 10X

magnification (Leica D2000).
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In these cytotoxic assays, we observed that between the MCF-7 (at η = 100 %) and MDA-MB-231 (at η
> 100 %) cell lines, there were significant differences in the order of magnitude of the parameters Rextra,

Rintra and Qcells. For example, MCF-7 cells presented Rextra ∼ 103 Ω whereas for MDA-MB-231 cells,

Rextra was one order of magnitude lower ∼102 Ω. This could be explained by the fact that MCF-7 cells tend

to form tight cell-to-cell junctions[77] whereas MDA-MB-231 cells tend to form loosely structures[78]. We

also found that MCF-7 showed lower values of Rintra (∼103 Ω) compared to those of MDA-MB-231 cells

(∼104 Ω). This is in agreement with equation 4.14 and the results found in Chapter 3, where we observed that

MDA-MB-231 cells tend to elongate more along one axis whereas MCF-7 cells tend to spread uniformly

and stay more "compact". Regarding, the parameter Qcells, MCF-7 cells showed higher values (∼10-6)

compared to those of MDA-MB-231 cells (∼10-9). This difference could be associated with differences

in the cell membrane properties between these cell lines. In fact, lipid alterations on the cell membrane

are found in cancer cells with variations between stage and cancer types[79]. We have to bear in mind

that MDA-MB-231 are more "aggressively" metastatic than MCF-7 cells. It has been demonstrated that

metastatic cancer cells for many cancers are known to have altered cytoskeletal properties, in particular to

be more deformable and contractile[80]. In addition, a number of changes in the biochemical characteristics

of malignant cells’ surfaces have been observed. These include the appearance of new surface antigens,

proteoglycans, glycolipids, and mucins[81], which could differ in these breast cancer cell lines.
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4.4 Conclusion
In this chapter, we first presented the impedance results for Au and ITO interdigitated electrodes in contact

with breast cancer cells. We showed that ITO presents a reduced sensitivity compared to that of Au to MCF-

7 cell proliferation. The same behavior was observed for endothelial cells[38]. In addition, we showed that

there are different adhesion/spreading behaviors depending on the electrode material, which could also affect

the sensitivity in the same way as the interfacial impedances and the resistive behaviors for Au and ITO IDEs.

Furthermore, we showed 2 approaches to analyze the experimental data of cell proliferation: In the first one

we represented the normalized impedance at a single frequency, such as fpeak, which does not require phase

angle information to be determined whereas fLF and fHF , suggested by Eker and Meissner[39, 40], needed

phase angle information. The second approach consists in using an equivalent circuit model to extract the

electrical parameters of the IDEs covered with the cell monolayer. This approach in a cytotoxicity assay in

which a drug effect on the cells is studied, could be helpful to analyze individually the electrical parameters

and understand how the drug affects them. In contrast to the normalized impedance where we only see

variation of the impedance without knowing which electrical parameters are being affected. This second

approach demonstrated that the increase in |Z | is mainly due to Rextra. In addition, the equivalent circuit

model allowed us to demonstrate the bell shape of Znorm versus frequency revealing cell contribution at mid-

frequencies. Furthermore, we showed that in contrast to the studies of Eker and Meissner[39, 40], fLF and

fHF are not reliable frequencies for cell monitoring due to the fact that they are extracted using phase angle

information, which is influenced by various components in the impedance locus. fpeak appears to provide

direct information on the new cell-to-cell junctions and focal adhesions formed during cell proliferation.

The second major part of this chapter was on the cytotoxicity experiments using the chemotherapeutic agent,

5-FU. We found that equivalent circuit modeling is a more fruitful method of analyzing impedance data from

cytotoxicity assays compared to representing the real time variation of the magnitude of the impedance or the

normalized impedance versus time. Equivalent circuit modeling provides information on each, parameter

of the model and it shows how the components of the cells under study are being affected by the drug. For

instance, the use, of only, graphs of real time variations of the impedance cannot determine if a decrease in

overall impedance is due to the cell membrane or cell-to-cell junctions.

We observed that impedance changes due to 5-FU are time and concentration dependent. Moreover, at low

concentration, 10 μM 5-FU, MCF-7 cells showed a dual time response that may reflect the morphological

changes in response to the stress when cells are trying to overcome the apoptosis induced by the accumu-

lation of the drug. This appears to be of potential interest in drug resistance assays, where scientists seek

to understand why certain cell lines do not react as expected to a certain drug concentration. In addition,

we demonstrated that ECIS appears to be more sensitive to cytotoxic induced changes in the cell monolayer

compared to microscopy visualization. For instance, in the experiment using 10 μM 5-FU, even though dur-

ing the first hours of drug exposure the microscopy images did not show significant morphological changes

in the cell monolayer, impedance data revealed variations that can be associated with the cytotoxic effect of

5-FU. Hence, combining transparent ECIS electrodes with an optical system appears to be a promising strat-

egy in drug screening applications. Furthermore, we demonstrated that the orders of magnitude for Rextra

and Rintra are in agreement with the characteristics of MCF-7 cell line and MDA-MB-231 cell line. These

results lead us to conclude that ECIS experiments combined with equivalent circuit modeling provides a

promising approach for drug discovery and screening. This is particularly the case when studying the mor-

phological changes that cells undergo before cell death, which is vital in developing new chemotherapeutic

compounds for cancer treatment.
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We found that our equivalent circuit model appears to offer a reasonable fit for the impedance data collected

during the cytotoxicity assays. This is encouraging because it means that a simple lumped equivalent cir-

cuit model can provide meaningful information about the cell activity when cancer cells are exposed to a

chemotherapeutic agent. However, in the case of MCF-7 cells we found much less marked trends for Rintra,

Qcells, αcells and Rt due to clear fluctuations. These fluctuations could reflect the overall impedance contri-

butions in a complex system, such as cells covering the interdigitated electrodes. A possible explanation for

these fluctuations, only seen for the MCF-7 cells, could be the 10 μM 5-FU concentration. A cytotoxicity

experiment using a lower concentration of 5-FU, may reflect the morphological changes in response to the

stress when cells are trying to overcome the apoptosis induced by the accumulation of the drug. This will

increase the complexity of the system and therefore our simple lumped equivalent circuit model will be

limited by the marked fluctuations. In contrast to the experiment using 100 μM for which the MDA-MB-231

started to die without having time to overcome the induced apoptosis by the 5-FU and "clear" trends were

observed for each parameter of the model.

This chapter has also opened interesting perspectives on the influence of the cell adhesion on the sensitivity

of the impedance measurements. Differences on cell adhesion between Au and ITO IDEs could be a key

factor in the explanation of the reduced sensitivity of ITO IDEs. Supplementary experiments need to be

carried out either to study adhesion attachment or detachment events on different electrode materials. For

example, microfluidic systems due to fluid manipulation and control, low fluid intake and miniaturization

have become an useful tool in dynamic culturing for cell adhesion studies[16]. This technique can be used

to study the ability of cells to adhere and to monitor cell spreading, tracking, and migration inside a channel

under the influence of fluid flow[27, 50, 82]. Moreover, cell detachment can be assessed using applied shear

stress to cell monolayers[83, 84].
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5
Strategy to enhance sensitivity of ITO IDEs

In chapter 3, we demonstrated that ITO IDEs have lower sensitivity during ECIS experiments than Au

IDEs. We attributed this result to the lower global impedance of Au electrodes, corresponding to both a

lower interfacial impedance and a lower resistive contribution for Au IDEs compared to those of ITO. This

explains why Au remains the standard electrode material in ECIS experiments. Nevertheless, as already

reported by various authors[1, 2, 3], the possibility of combining impedance and optical measurements is

advantageous in order to be able to monitor cellular morphology and cytoskeletal organization. Microscopy

techniques such as Differential Interference Contrast Microscopy (DCIM)[4] or Interference Reflection Con-

trast Microscopy(IRCM)[5] enable visual confirmation of cell-to-cell and cell-to-substrate adhesions, which

complement impedance readings. These could be helpful in understanding and unraveling drug action on

cancerous cells. This is why, authors are interested in the transparency of ITO for the observation of cells

during an ECIS experiment. During this thesis, we therefore sought a strategy to enhance the sensitivity

of the ITO IDEs without affecting their transparency. This strategy consisted of modifying the electrode

surface using IrOx electrodeposition in order to decrease the interfacial impedance of the IDEs. In chapter

3, we also presented the simple model of De Levie[6]. This model successfully explains qualitatively many

aspects of interface impedance[7]. According to De Levie, apart from the effective area of the electrode,

the pores on the electrode surface play an important role in the interfacial impedance and they can be rep-

resented by transmission lines. De Levie postulates that for "rough" electrodes, the interfacial impedance is

proportional to the square root of the "smooth surface" impedance, particularly at high frequency and that

the phase angle decreases when the surface roughness increases[6].

In the literature more complex transmission line models have since been suggested. For instance, Keiser

et al[8] showed that the pore shape has an important impact on the impedance locus. Pores have been

represented by non-uniform ladder networks whose elements vary with pore depth[9] in an attempt to de-

scribe the observed form of the interface impedance. Polydimensional[10] and hierarchical branching ladder

networks[11] have also been proposed. Several distributions of pore location, depth and width have been

tried[12] in order to improve the fit with experimental data. Although the aforementioned models have been

found to more accurately reproduce measured impedances, many of them include arbitrary and questionable

assumptions and the increased number of variables involved make the drawing of meaningful conclusions

difficult[7]. An alternative approach is to use fractal geometry, which is a mathematical concept that de-

scribes objects of irregular shape, in order to describe the expected physics of the system under study. For

instance, Ball et al.[13] presented a fractal model for a rough interface between an electrode and an elec-

trolyte.
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5.1. Surface modification of electrodes used in ECIS

In this chapter we first studied the effect of the IrOx coating on the electrode impedance, more precisely on

the interfacial impedance of Au IDEs by electrical equivalent circuit modeling. Afterwards, we determined

the number of cycles that we would need to use during the electrodeposition using cyclic voltammetry

of the ITO IDEs. After that, we studied the electrical responses of the ITO IDEs before and after the

electrodeposition of the iridium oxide in KCl solution. We then focused on IrOx modified ITO IDEs covered

with CN/BSA and in contact with the supplemented DMEM. We measured the interfacial impedance after

surface modification. Finally, we used the "enhanced" electrodes to monitor the proliferation of MCF-7

cells.

5.1 Surface modification of electrodes used in ECIS
We mentioned earlier that biological in-vitro assays, in the context of personalized medicine, need to be

carried out in a miniaturized environment in order to optimally adapt to the small volume samples. This

means that for ECIS, the size of the electrodes has to be reduced in order to be compatible with the minia-

turized environment. However, reducing the size of the electrodes results in higher impedance[14] and the

large electrode-electrolyte interfacial impedance becomes one of the critical issues. Here, we present a

strategy (IrOx electrodeposition), commonly used to reduce the impedance of the electrodes in neural and

electrostimulation applications by means of nanostructuration of the surface. Nevertheless, even if nanos-

tructuration is a widely used strategy in the improvement of biosensor performances, this strategy has been

only applied to ECIS recently. For instance, V. Srinivasaraghavan et al.[15] compared the influence of a

nanoscale coating made either of gold nanoparticles (AuNP) or carbon nanotubes (CNT) on gold electrodes.

Using the MDA-MB-231 human breast cancer line in ECIS assay, they showed that the impedance change

in response to metastatic breast cancer cells was maximal on the CNT coated electrodes followed by the

AuNP electrodes. The authors also detected a shift in the frequency corresponding to the normalized peak

impedance due to the coating of the electrodes. They observed a decrease in this frequency for CNT and Au

coatings. M. Abdolahad et al.[16] used nanograss Si electrodes obtained by Reactive Ion Etching to detect

by impedance variation, the presence of a few human, colon invasive, cancer cells (SW48) in a mixed cell

culture of primary cancerous colon cells (HT29).

Basically, in order to reduce the interfacial impedance, one approach consists in artificially increasing the

active surface area of the electrodes. This can be achieved by two strategies: (i) bulk and (ii) surface

processes[17]. In bulk processes, direct modification of the metallic surface can be achieved by laser rough-

ening[18] or metal etching[19]. Although these can modify the roughness without significantly changing the

electrode chemistry, the benefits are limited because the material properties and compatibility with biolog-

ical molecules remains unchanged[20]. In contrast, surface processes, on which we will elaborate more in

this section, rely on modifying the electrode surface through a variety of methods including electrochemical,

physical or vapor deposition, spin coating and dip coating[20, 21]. Here, some of the widely used high sur-

face area (HSA) coatings, such as platinum black, titanium nitride, carbon nanotubes, conducting polymers,

gold nanostructures and iridium oxide[14] are presented. These coatings provide different surface modifi-

cations leading to different forms of roughness, which as shown before go beyond the concept of surface

"irregularities".
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5.1. Surface modification of electrodes used in ECIS

• Platinum black: (Pt-black) is a conductive material which has a rough surface structure and it is

widely used for high surface area low-impedance applications[22]. Pt-black can be electrochemi-

cally deposited over conductive and semiconductive materials such as aluminium, platinum, silver,

gold, tin-cooper alloy, indium-tin-oxide, stainless steel, and copper by reaction of platinum chloride

(PtCl4) with lead acetate (Pb(CH3COO)2 [23]. The name of Pt-black comes from the deep black

color and dull surface of the deposit. The dark black color appears when lead is used as an addi-

tive[24]. This coating material has a highly "chondritic" fractal surface as shown in Fig.5.1a that

strongly increases the active surface area of an electrode[25]. This material has been used to lower

the electrode impedance in various applications. For example, Desai et al.[26] in in vivo durability,

stimulation and recording assays in the frequency range from 10 to 10 kHz, reduced approximately

twelve fold the impedance of tungsten electrodes with Pt-black, which were implanted into the brain

of rats. Similarly, Kisban et al.[27] implanted into the cortex of Macaque monkeys, sharp tips made

of Pt-black/Pt for recording action potential of neurons, in the frequency range from 100 Hz to 10

kHz. After deposition of Pt-black, the impedance decreased by up to two orders of magnitude with-

out any cytotoxic effect. Jun et al.[28] decreased the impedance of Ti electrodes only one order of

magnitude for electrical stimulation with 5 Hz, 20 Hz and 100 Hz pulses on primary hippocampal

neurons. Maoz et al.[29] in their study on measuring field potentials of cardiomyocytes and TEER

measurements in the frequency range from 10 Hz to 100 kHz, demonstrated that Pt-black decreased

the impedance values three orders of magnitude in comparison to regular Pt electrodes. However,

despite its use in several applications, Pt-black’s major drawback is the lack of mechanical stability.

It tends to flake-off from the metal substrate surface during the application of stress[22]
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(a) (b)

(c) (d)

(e) (f)

Figure 5.1 – SEM images of (a) platinum black electrochemically synthesized on platinum substrate (Figure adapted

from figure 1 in [23]), (b) titanium nitride deposited by physical vapor deposition on titanium substrate (Figure adapted

with permission from figure 1 in [30]. Copyright 2002 by Elsevier.), (c) CNTs grown by CVD on a Ti-barrier layer

(Figure adapted with permission from figure 1 in [31]. Copyright 2015 by Elsevier.), (d) PEDOT electrodeposited on

Au neural microelectrode. (Figure adapted with permission from figure 4 in[32]. Copyright 2008 by Elsevier.), (e)

Gold nanoflakes on gold electrodes. (Figure adapted with permission from figure 3 in[14]. Copyright 1990 by IOP

Publishing.) and (f) electrodeposited IrOx by cyclic voltammetry on Pt electrodes. (Figure adapted with permission

from figure 2 in[33]. Copyright 2018 by Elsevier).
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• Titanium nitride: (TiN) has a metal-like conductivity, excellent mechanical and chemical properties

and it is known as a high surface area coating capable of reducing electrode impedance[30]. This

type of nitride provides a highly porous coating, as shown in Fig. 5.1b, which can be deposited by

physical vapor deposition (CVD) using a titanium metal target[34]. TiN films have been used in

cardiac pacemakers[35, 36] and neural stimulation applications where high charge injection capacity

is needed[37, 38]. For example, XiaoQian et al.[39] investigated flexible gold electrodes modified

by TiN, Pt-black and IrOx for functional electrical stimulation. They found that the impedance of

the gold electrodes decreased 4 fold from its initial value before surface modification with TiN. They

concluded that TiN, which is compatible with integrated circuit processes should be first considered

consideration if the impedance does not need to greatly decrease. Otherwise, other coatings must

be considered. This is coherent with the results of the study of Weiland et al.[40], in which iridium

oxide and titanium nitride stimulating electrodes were compared. They found that although TiN

has the advantage of being more compatible with the microfabrication methods used to make silicon

probes, iridium oxide remains the most effective material for injecting charge while minimizing power

consumption in stimulating electrodes.

• Carbon nanotubes: Some studies have focused on using carbon nanotubes (CNTs), as shown in

Fig.5.1c, to increase the active electrode area. These organic structures have high surface to vol-

ume ratios, which make them good candidates for fabricating electrodes with lower impedances[41].

Surface modification with CNTs can be carried out using two different techniques:

1. CVD involves direct growth of CNT films by means of a thin catalyst layer coated onto the

electrode[25]. Depending on the growth conditions, vertically aligned or randomly deposited

CNTs can be obtained[42, 43, 31].

2. The other method of modifying the surface with CNTs involves electrochemical co-deposition,

a technique that does not require high temperatures. It consists in dissolving the monomer of

a conducting polymer in a suspension of CNTs, and then co-depositing the polymer with the

CNTs into a composite coating on an electrode[44, 45, 46].

Regarding possible applications, coatings of CNTs have been shown to improve sensitivity of elec-

trochemical sensors. For instance, Gaio et al.[43] demonstrated the biocompatibility of cobalt grown

CNTs by seeding human pluripotent stem cell-derived cardiomyocytes on the surface and reported a

reduction in the overall impedance of 95 % in comparison to TiN electrodes. Abdolahad et al.[16] de-

veloped a vertically aligned CNT-based electrical cell impedance sensing biosensor, in which CNTs

arrays act as both adhesive and conductive agents for the study of SW48 colon cancer cells. Accord-

ing to these authors, impedance changes with the CNTs were achieved in as little as 30 s. Similarly,

Srinivasaraghavan et al.[15] demonstrated that changes in the impedance due to the adherence of

MDA-MB-231 breast cancer cells were most significant on CNT’s coated Au electrodes. Although

it seems a promising strategy to enhance the sensitivity, the biocompatibility of CNTs remains a

controversial issue in the literature[25].

• Conducting polymers: Coatings of conducting polymers such as polypyrrole (PPy) or Poly(3,4-

ethylenedioxythiophene) (PEDOT) have also been used to decrease the electrode impedance due

to their rough surfaces, as shown in Fig.5.1d, after being electrodeposited on the electrode[25, 47,

48]. Most of these researchers have electrodeposited the polymer layer onto inert electrodes: Pt, Au

or glassy carbon as substrate using either aqueous solutions or organic solvents[49]. Charkhkar et

al.[47] modified gold electrodes with the conductive polymer PEDOT and added a smaller counter

ion tetrafluoroborate (TFB) during electrodeposition in order to increase the stability of the PEDOT

coating in vitro. The PEDOT-TFB coating decreased seventh fold the impedance of the electrodes,

which were implanted into the primary motor cortex of rats for neural recordings. In a similar man-

ner, Karimullah et al.[50] demonstrated that PEDOT doped with poly(styrene sulfonate) PEDOT:PSS,
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decreased seventh fold the impedance of gold electrodes. In their MDCK kidney cell proliferation

experiments, an enhancement in sensitivity of PEDOT:PSS electrodes was observed due to the sig-

nificantly lower interfacial impedance compared to that of gold electrodes. Furthermore, in another

study, Ateh et al.[51] found that cell-induced impedance changes for lower cell densities of SVK14

keratinocytes were easily detected by PPy modified gold electrodes when compared with bare gold

electrodes.

• Gold nanostructures: Recently, gold due to its high conductivity, chemical stability and biocompat-

ibility[52] has been widely used to fabricate nanoparticles and nanostructures in order to increase the

effective surface area of electrodes, as shown in Fig. 5.1e. For example, Xiaoliang et al.[53] enlarged

the effective surface areas of their measuring gold electrodes using gold nanostructures, leading to a

decrease of the initial electrode impedance down to 85 % and 95 %. In a similar way, Koklu et al.[54]

developed two kinds of gold nanostructured electrodes that had increased effective surfaces compared

to flat gold electrodes. They investigated gold nanostructured electrodes by varying the duration and

electric potential involved while fabricating gold granulated electrodes using tannic acid and citrate

and a temperature treatment. In constrast to most of the studies concerning HSA coatings, they went

further and, by using equivalent circuit modeling, they determined the effect of surface modification

on the interfacial impedance of the electrodes. They found that gold nanostructured electrodes in-

creased by almost 400 the Qint value whereas gold granulated electrodes only increased the initial

value of Qint by around 50. This demonstrated that gold nanostructured electrodes are an attractive

strategy to increase the sensitivity of biosensors. Kim et al.[14] explored another type of structure

termed "nanoflakes" (flake-like gold nanostructures deposited on gold electrodes). They obtained a

reduction in the impedance of ∼ 43. They also demonstrated good biocompatibility by maintaining

healthy hippocampal neurons for a month on the modified electrodes, showing that these electrode

structures could be advantageous for neural applications.

• Iridium oxide IrOx:

Another type of coating capable of modifying the electrode surface is iridium oxide (IrOx), as shown

in Fig. 5.1f. This is a commonly used material in a range of applications, such as measurement of

extracellular acidification[55, 56]; detection of neurotransmitters[57, 58], hydrogen peroxide[59, 60]

and insulin[61]. It is also used for pH sensing[62, 63], in neural stimulation and in recording elec-

trodes[64, 65]. This material can store extremely high amounts of charges and deliver it without dam-

aging biological tissues by minimizing electrochemically irreversible processes at the electrode tissue

interface. An additional technological advantage is the ability to deposit IrOx layers using different

chemical and physical techniques, which can match a range of application-specific requirements in

chemistry, biology and medicine. In the literature, four different processes have been observed to

form iridium oxide films[66, 67]:

– From metallic iridium (Ir) using an electrochemical activation process (AIROFs)[68]: Marzouk

et al.[56] demonstrated that AIROF has excellent pH response characteristics, such as working

lifetime of at least 1 month with an accuracy of about 0.02 pH unit and a fast response time.

They tested the electrodes in extracellular myocardial acidosis during a brief regional ischemia

in a swine heart and during no-flow ischemia in an isolated rabbit papillary muscle. Blau et

al.[69] studied the electrodeposition of IrOx on Pt electrodes for in vivo nerve signal recording

and stimulation. They found that AIROF decreased the electrode impedance by three orders of

magnitude and increased the charge delivery capacity. Additionally, in the fabrication process,

large amounts of water were incorporated into the structure during prolonged potential cycling,

leading to highly porous and low density AIROFs. Nevertheless, although the resulting highly

porous structure appeared to be attractive for achieving high charge storage capacities, it was

reported to lead to flaking and delamination of AIROFs from the substrate during long term

use[25].
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– Reactive sputtering of Ir in the presence of oxidizing plasma (SIROFs)[64]: Iridium oxide

films can also be formed from an iridium metal target by reactive sputtering in an oxidizing

plasma. For example, Cogan et al.[70] confirmed that the SIROF can be easily deposited and

patterned using conventional sputtering and photolithographic techniques. They observed that

the impedance of SIROF in the frequency range from 50 mHz to 100 kHz, compared to that of

the uncoated electrode site is reduced by more than a factor of 10, making it suitable as a low

impedance recording or a stimulation coating for flexible and rigid planar multielectrode arrays

in neural stimulation applications. However, it was found that high amounts of oxygen during

the sputtering process could lead to lower mechanical stability and a decrease in charge storage

capacities[25].

– Thermal decomposition of iridium salts to form thermal iridium oxide films (TIROFs)[71]:

This type of films have similar electrochemical behaviors and charge injection properties to

AIROF[65]. For example, Robblee et al.[72] found that Ti and Pt electrodes modified with

TIROF films had charge injection capabilities similar to AIROFs. In addition, the TIROF coat-

ings remained firmly attached to the substrate metal during long term pulsing and abrasion tests.

This means that thermally-prepared Ir oxide films may have wide applicability in neural pros-

thesis development, in which improving the charge transfer properties of the electrode material

is important. However, TIROF is not used extensively due to the high decomposition temper-

ature (> 300 ◦C) necessary to form the oxide, which may not be suitable for several electrode

fabrication protocols[65].

– Electrodeposition of iridium oxide onto metals (EIROFs)[73]: In this technique, the iridium

oxide is deposited from an iridium salt solution in a process that involves direct growth of the

oxide rather than deposition and subsequent activation of the metal as in AIROFs. There are

two types of deposition solution described in the literature: those that do and those that do

not involve oxalate anions as ligands complexing Ir(IV)[74]. The first group corresponds to

oxalate-based deposition solutions, which are the most commonly used and were introduced by

Yamanaka[75] and later modified by Petit et al[76]. Whereas in the second group we find two

principal examples of deposition solutions made without oxalate ligands. One type, introduced

by Yoshino et al.[77], uses a mixture of sulfanatoiridate complexes, predominantly anhydrous

iridium III sulfate, which is dissolved in deionized DI water to saturation and left to stir for

a week. A second type, introduced by Baur et al.[78], involves deposition with either iridum

III hexachloride or iridium IV hexachloride, which is then reduced to iridium III under ethanol

flux. Meyer et al.[65] deposited EIROF on gold electrodes using a solution similar to that of

Yamanaka and they decreased the electrode impedance by two orders of magnitude. These

are promising results for retinal stimulation electrodes that have exposed gold electrode sites.

According to Meyer, the primary usefulness of EIROF compared to AIROF is its suitability for

deposition on a variety of metal electrodes, such as Au, Pt, PrIr and stainless steel alloy 316LVM

without the need of a metallic iridium surface for activation[65]. Furthermore, biocompatibility

of IrOx has also been explored. For instance, Cruz et al.[73] demonstrated that electrodeposited

IrOx allowed neuronal adhesion and survival with elongation of axons and dendrites, which

contrast with the work of Thanawala et al.[79], where they reported poor adhesion and growth

of rat cerebral cortex neurons on sputtered IrOx films. According to Cruz, as long as the oxide

surface is well functionalized for cell adhesion and does not dissolve or delaminate from the

electrode, toxic or growth inhibitory response should not be expected.

From all the above strategies to enhance electrode performance, we decided to modify the electrodes

with EIROFs as it does not involve high temperatures, it is compatible with different metallic sub-

strates and it was already studied at our laboratory in a previous work on pH sensing, where it showed

promising results in terms of sensitivity and mechanical stability.[80].
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5.2 Surface-modified electrodes with IrOx

5.2.1 Electrodeposition of IrOx on Au and ITO IDEs
IrOx has been electrodeposited on various substrates, such as Au, Pt, Ir, PtIr and stainless steel[68, 81, 82,

83, 84]. However, very few studies have explored using ITO as a substrate. For instance, Young-Jin et al.[85]

deposited iridium oxide on ITO to develop a novel pH microsensor with a built-in reference electrode while

Yamanaka [75] investigated iridium oxide films on ITO for electrochromic display devices.

In the literature, multiple electrodeposition procedures for iridium oxide have been reported:

• Galvanostatic deposition: This procedure uses fixed anodic current densities to grow IrOx films. For

example, Yamanaka and Petit both used current densities ranging from 35 μA/cm2 to 0.3 mA/cm2 and

deposition times ranging from 60 to 10,000 s[75, 76]. Elsen et al.[74] found that increasing the film

thickness progressively results in less uniform and more fragile films.

• Potentiostatic deposition: In this method, a constant potential between 0.6 and 0.7 V/AgAgCl is

applied to a static or turning electrode. It is the most suitable procedure for preparing thick layers and

it is possible to roughly determine the time at which a complete iridium oxide layer is formed[74].

• Pulsed Potential: In this procedure, IrOx is deposited by repeated application of short oxidizing

potentials, with the layer thickness determined by the length of time for which the potential pulsing

is allowed to continue. For example, Carroll et al.[82], by pulsing the potential between 0 V and 0.55

V/AgAgCl for 40 min, obtained thick, visually uniform, and reproducible IrOx deposits that were

chemically and mechanically stable in buffer solutions for months. In addition, this protocol yields

films with more constricted and narrow pore structures[74].

• Cyclic voltammetry: Similar to pulsed depositions, exists potential sweep methods also known as

cyclic growth deposition procedures, in which some parameters, such as the potential, sweep rate and

number of cycles can be varied. For instance, in Elsen et al.[74]’s work, the potential was cycled

between 0.7 and -0.5 V vs SCE at a sweep rate of 5 V/s to 10 V/s for microelectrodes and 1V/s to 2.5

V/s for macroelectrodes over 100 to several thousand cycles.

Feriel AIT-ALI[80] in her PhD thesis research on pH microsensors, determined that of all the IrOx deposition

procedures, cyclic voltammetry was the most suitable in terms of sensitivity and mechanical stability for pH

measurements. We therefore decided to explore the same deposition protocol developed in the laboratory

but for ECIS measurements.

The cyclic voltammogram of the electrodeposition of IrOx on Au and ITO IDEs after 25 cycles is presented

in Fig. 5.2. For Au IDEs, we observe that during the first cycle, the current remained relatively constant and

then, at around 0.6 V/AgAgCl, it rapidly increased. According to Elsen et al. [74], this sudden rise is due to

the fact that iridium oxide is being deposited. During the electrodeposition, the chemical reaction that takes

place involves the oxalate complex in the Ir(IV) solution[80]:

[(Ir(OH)4(C2O4)]
2− −−−−−−−−→ IrO2 + 2CO2 + 2H2O+ 2e−

The oxalate-containing solutions are supposed to function via the oxidation of the carbon-to-carbon bond

in the oxalate complex [(Ir(OH)4(C2O4)]2−, resulting in carbon dioxide CO2 and in the insoluble oxide

IrO2 that then precipitates onto the electrode. When the number of cycles increased, two redox peaks

appeared within the potential range of 0.2 to 0.3 V/AgAgCl, suggesting that the deposition of IrOx was

187



5.2. Surface-modified electrodes with IrOx

occurring at the surface of the gold electrodes. Those peaks correspond to the reduction-oxidation of the

couple Ir(IV)/Ir(V) at pH 10.5[80] and an increase in their values means that the IrOx film is growing. For 25

cycles, Au IDEs have a peak of −23.2 μA at 0.21 V/AgAgCl and another peak of 24.8 μA at 0.27 V/AgAgCl.

Regarding the electrodeposition on ITO IDEs, we can see a similar behavior in their voltammograms. As

the number of cycles incremented, the values of the redox peaks increased. For 25 cycles, ITO IDEs have

one peak of 28.7 μA at 0.26 V/AgAgCl and another peak of −3.14 μA at 0.19 V/AgAgCl. Although, the

redox peaks of ITO IDEs are slightly higher than those of Au IDEs, we found that they are visible within the

same potential range, suggesting that the electrodeposition protocol can be used to modify ITO IDEs with

IrOx.

(a)

(b)

Figure 5.2 – (a) Cyclic voltammogram of IrOx growth at pH 10.5 with 20 mV/s scan rate and cycling potential between

0 and 0.7 V Ag-AgCl on (a) Au IDEs and (b) ITO IDEs.
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Since we aim at modifying the ITO IDEs without affecting their transparency, we first had to determine the

number of cycles that we were going to use for the electrodeposition by cyclic voltammetry. As shown in

Fig.5.3, when the number of cycles of the CV is incremented, the total impedance at 10 Hz decreased from

4.15 kΩ to 3 kΩ, 1.9 kΩ and 1.6 kΩ for 5, 10 and 25 cycles, respectively. This could be explained by the

fact, that as can be seen in Fig. 5.3b, the number of IrOx particles covering the electrode surface increased.

(a)

(b)

Figure 5.3 – (a) Magnitude of impedance versus frequency of ITO IDEs after different number of cycles in contact

with 1 M KCl. (b) Microscopic images of ITO IDEs after electrodeposition. Magnification 10X.
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In contrast, in fig.5.4, the impedance of the ITO IDEs, which did not undergo electrodeposition but was in

contact with the Ir(IV) solution, was not significantly affected by the contact time.

Figure 5.4 – Magnitude of impedance versus frequency of ITO IDEs in contact with Ir(IV) solution for different time

intervals.

Regarding the effect of the number of cycles on the phase of the impedance in Fig.5.5, we observe that the

spectrum shifted towards low frequencies as the number of cycles increased. This shift is not as significant in

the spectra of the ITO IDEs that were not electrochemically modified, confirming that only being in contact

with the Ir(IV) solution is not enough to modify the impedance of the ITO IDEs.

(a) (b)

Figure 5.5 – Phase impedance spectra of ITO IDEs (a) after IrOx electrodeposition and (b) after being in contact with

the Ir(IV) solution without cycling potential.
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In addition, the Nyquist plot in fig.5.6 also showed the reduction of the impedance as the number of cycles

increased, leading to lower values of −Z” and Z ′. Moreover, we found that at low frequencies f < 3

Hz, as the number of cycles incremented, the spectra tilted over and curved towards the Z ′ axis. This

effect could be associated with the surface modification by the IrOx coating, which affects the interfacial

impedance. In addition, at high frequencies from 65 kHz to 4.2 Hz we saw that Z ′ shifted towards lower

values and, particularly at 5 cycles, formed a high frequency Nyquist semi-arc, which could be associated

with a coating response[86]. Nevertheless, this semi-arc disappeared from the diagram for 10 and 25 cycles.

We could hypothesize that this semi-arc represents a transitional state of the coating only visible after 5

cycles before more particles are deposited as the number of cycles increases. This could be confirmed

with further studies about surface composition, such as X-ray photoelectron spectroscopy (XPS), in which

differences in composition of the coating using 5 cycles could explain the transitional state visible in the

Nyquist plot at high frequencies.

(a) (b)

(c) (d)

Figure 5.6 – (a) Sketch of the Nyquist plot of ITO IDEs after different IrOx coating cycles. Nyquist representation of

the ITO IDEs after different IrOx coating cycles and in contact with 100 mM KCl in the frequency range from (b) 1

MHz to 100 mHz, (c) from 1 MHz to 53 Hz and (d) from 1 MHz to 18 Hz.

191



5.2. Surface-modified electrodes with IrOx

Additionally, using equivalent circuit modeling we determined the electrical parameters for the ITO IDEs

in contact with 100 mM KCl solution for the different cycles and the results are listed in table 5.1. We

found that as the number of cycles increased, Cparasitic remained nearly constant, Rt slightly decreased

after 5 cycles but then it stayed relatively constant. Even though it is accepted that roughness decreases high

frequency impedance[6, 87], the decrease of Rt could be explained by the fact that due to the band structure

of iridium oxide, one should expect the oxide to switch its conductivity from low to high upon oxidation[88].

Therefore, this change in the conductivity of the electrode material could decrease the resistive behavior. In

contrast, Qint clearly increased from 51.6× 10−9 sα.Ω-1 to 4.7× 10−5 sα.Ω-1 whereas αint decreased from

1 to 0.847. This is coherent with what we observed in Fig. 5.7, in which the topology of the electrodes

changed after EIROF deposition. These AFM measurements on 2μm x 2μm areas confirmed that IrOx

actually increased the electrode roughness from RMS = 6 nm (ITO IDEs) to RMS = 19.4 nm (IrOx/ITO

IDEs).

CPEint

Cycles Cparasitic (pF) Rt (Ω) Qint (nsα.Ω-1) αint

0 17.2 1720 51.6 1

5 16.2 1220 8490 0.915

10 15.4 1210 20400 0.836

25 16.1 1230 40700 0.847

Table 5.1 – Impedance fitting results of the ITO IDEs in contact with 100 mM KCl for different electrodeposition

cycles.

(a) (b)

Figure 5.7 – AFM images of the ITO IDEs surface (a) before and (d) after IrOx on 2μm x 2μm areas.

We then focused on the parameters of CPEint and the equation 4.11 to compute the interfacial impedance

Zint at 10 Hz for each cycle, as shown in Fig. 5.8 (∼ 10 Hz corresponds to fpeak of IrOx/ITO IDEs in contact

with cells detailed later in this chapter) . We observed that Zint decreased from 2.9 MΩ to 22 kΩ, 10.5 kΩ
and 5.1 kΩ for 5, 10 and 25 cycles, respectively. This is coherent with the literature where modifying the

electrode surface helped reduce the interfacial impedance of small electrodes[67, 17]. Although we found

the lowest interfacial impedance with 25 cycles, we chose 10 cycles because we believed there is a trade-off

between a low interfacial impedance and the transparency of the material. As can be seen in Fig.5.3 after 10

cycles, the transparency of ITO seemed to be adversely affected by the coating.
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Figure 5.8 – Zint at 10 Hz for the ITO IDEs before and after 5, 10 and 25 cycles of coating. Measurements carried out

in 100 mM KCl solution.

5.2.2 Modified electrodes in cell culture medium
In this section, we explored the response of Au and ITO IDEs coated with CN/BSA and modified with

IrOx in contact with the supplemented DMEM, which is the solution used to keep the cells alive during

the ECIS experiments. For IrOx/Au IDEs, the magnitude and the phase of the impedance versus frequency

are shown in Fig. 5.9. We can see that |Z| at 10 Hz decreased from 496 kΩ to 365 Ω and the cut-off

frequency flow was significantly reduced from ∼ 112 kHz to ∼ 2 Hz. This is coherent with the literature

where previous studies[68, 81, 82, 83, 84] have reported that the benefit of IrOx is in decreasing the electrode

impedance. Moreover, as mentioned in Chapter 3, according to Ibrahim et al.[89], by shifting flow towards

lower frequencies we are minimizing the influence of the interfacial double layer on the total impedance,

leading to an enhanced electrode sensitivity. Regarding the phase spectrum, after 25 cycles, the capacitive

plateau (→ 85◦) of Au IDEs without IrOx disappears from our experimental frequency range due to the flow
shift and most of the spectrum reveals an almost resistive behavior with φ ∼ -10◦.

193



5.2. Surface-modified electrodes with IrOx

(a)

(b)

Figure 5.9 – (a) Magnitude and (b) Phase impedance spectra of Au IDEs before and after IrOx electrodeposition in

contact with the supplemented DMEM.

We present the Nyquist plots in Fig. 5.10. We observe that the coating drastically reduced the −Z” and Z ′
values and slightly shifted the spectrum to the right. In the Au IDEs spectrum we identified three regions

with different slopes. First region (i) with a slope of 3.7 from 1 MHz to 21.8 kHz. Then, a second segment

(ii) with a slope of 12.8 from 21.8 kHz to 92 Hz and one third zone (iii) at low frequencies (f < 92 Hz) with

10.6 as slope value. After 25 cycles, the spectrum tilted towards the Z ′ axis and we identified two parts in

the spectrum with lower slopes. The first part corresponds to the frequency range over 200 Hz to 0.2 Hz

with a slope of 0.6 and a second region with a slope of 2.6 at low frequencies (f < 0.4 Hz).
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(a) (b)

(c) (d)

Figure 5.10 – (a) Sketch of the Nyquist plot of Au IDEs before and after 25 cycles of cyclic voltammetry. Nyquist

representation of the Au IDEs before and after 25 cycles of IrOx coating and in contact with the supplemented DMEM
in the frequency range from (b) 1 MHz to 100 mHz, (c) from 1 MHz to 1 kHz and (d) from 1 MHz to 28.6 kHz.

In the case of IrOx modified ITO IDEs, the Bode representations are shown in Fig.5.11. We can see that

similar to Au IDEs, after the IrOx coating, the magnitude of the impedance |Z| at 10 Hz decreased from 241

kΩ to 4.3 kΩ and the cut-off frequency flow was reduced from ∼ 1.4 kHz to ∼ 20 Hz. As for the phase plot,

the spectrum shifted towards lower frequencies and the capacitive plateau (→ 80◦) became invisible in our

frequency range due to flow shifting.
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(a)

(b)

Figure 5.11 – (a) Magnitude and (b) Phase impedance spectra of ITO IDEs before and after IrOx electrodeposition in

contact with the supplemented DMEM.

Additionally, we presented the Nyquist plots of the same IDEs in Fig. 5.12 where we found that the coating

significantly reduced the −Z” and Z ′ values, and that it affected the slopes of the spectrum. Before 10

cycles, we identified two regions in the spectrum of the ITO IDEs : (i) at mid-frequencies from 21.8 kHz to

1 kHz with a slope of 4.4 and (ii) at low frequencies (< 1 kHz) with a slope of 10.7. Then, after depositing

the IrOx, we identified three regions in the spectrum: (i) from 12.7 kHz to 31 Hz with a slope of 0.4. Another

zone (ii) from 31 Hz to 230 mHz with a slope of 2.7 and a third region at really low frequencies (< 230 mHz)

with a slope of 4.6.
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(a) (b)

(c) (d)

Figure 5.12 – (a) Diagram of the Nyquist plot of ITO IDEs before and after 10 cycles of cyclic voltammetry. Nyquist

representation of the ITO IDEs before and after 10 cycles of IrOx coating and in contact with the supplemented
DMEM in the frequency range from (b) 1 MHz to 100 mHz, (c) from 1 MHz to 31 Hz and (d) from 1 MHz to 823 Hz.

In this section we have seen that electrodeposition of IrOx had similar effects on both materials Au and ITO.

We found in Bode plots that the coating helps to decrease the electrode impedance and that by shifting flow,

the interfacial contribution is reduced. Although the spectra in the Nyquist plots are quite similar, the reduc-

tion of the impedance is not the same for both materials due to the difference in electrodeposition cycles.

IrOx/Au IDEs impedance decreased almost 1,300 times the initial impedance while IrOx/ITO decreased 56

times the initial impedance before coating.
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5.2.3 Electrical parameters in cell culture medium
We focused on the effect of IrOx on the electrical properties of the ECIS system using equivalent circuit

modeling. Table 5.2 shows the electrical parameters of the system, extracted using the fitting model 2,

before and after the surface modification with IrOx. In order to compare each parameter, we did a t-test
to find statistically significant differences between each parameter for both materials. Fig. 5.13 shows the

comparison of each parameter before and after coating on Au IDEs and Fig. 5.14 on ITO IDEs . Although

it is commonly accepted that roughness decreases high frequency impedance[6, 87], we observe that Rt

for Au IDEs increased whereas Rt for ITO IDEs did not change. This increment might be due to protein

adsorption on the surface of the electrode. It has been found that IrOx electrodeposited material has a large

affinity for proteins and other organic molecules in the cell culture medium than for water or for purely

ionic media such as sodium chloride solutions[73]. This might explained why we did not see this effect in

impedance measurements with 100 mM KCl which do not contain proteins. Regarding the ITO IDEs, we

suggest that its high resistive behavior could mask this variation of Rt after IrOx coating. Furthermore, as

expected, the parameters of CPEint for both materials were affected by the iridium oxide. Qint for Au

IDEs increased approximately 371 times after the coating whereas αint decreased. Similarly, Qint for ITO

IDEs also incremented 255 times after coating and αint decreased. This confirms that the electrodeposition

clearly affects the interfacial contribution to the overall impedance of the ECIS system. We then computed

the interfacial impedance at 10 Hz using the parameters of CPEint and equation 3.8, as shown in Fig. 5.15.

We found the same effect as in the case of Au and ITO IDEs in contact with 100 mM KCl solution, where

the IrOx coating decreased the interfacial impedance. In this case, the Zint of IrOx/Au IDEs was almost 128

times lower than that of Au IDEs without coating while the Zint of IrOx/ITO IDEs was 124 times lower than

that of Au IDEs without coating.

CPEint

Material Cparasitic (pF) Rt (Ω) Qint (nsα.Ω-1) αint

Au 185 ± 18 126 ± 4 133 ± 23 0.960 ± 0.003

IrOx/Au 25 cycles 195 ± 23 185 ± 11 49400 ± 10500 0.745 ± 0.040

ITO 14 ± 1 1840 ± 71 84 ± 8 0.936 ± 0.009

IrOx/ITO 10 cycles 16.6 ± 2.5 1840 ± 154 21400 ± 4200 0.795 ± 0.065

Table 5.2 – Impedance fitting results of the Au and ITO IDEs in contact with the supplemented DMEM before and

after IrOx electrodeposition.n=5 for IrOx/Au, n=5 for Au, n=4 for IrOx/ITO and n=8 for ITO (Mean ± SD).
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(a) (b)

(c) (d)

Figure 5.13 – Comparison of the electrical parameters of the Au IDEs coated with CN/BSA and in contact with the
supplemented DMEM before and after 25 cycles of IrOx: (a) Cparasitic (b) Rt (c) Qint and (d) αint. Error bars are

the standard deviation with n=5 for IrOx/Au and n=5 for Au. * : Significantly different and ** : Not significantly

different.
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(a) (b)

(c) (d)

Figure 5.14 – Comparison of the electrical parameters of the ITO IDEs coated with CN/BSA and in contact with the
supplemented DMEM before and after 10 cycles of IrOx: (a) Cparasitic (b) Rt (c) Qint and (d) αint. Error bars are

the standard deviation with n=4 for IrOx/ITO and n=8 for ITO. * : Significantly different and ** : Not significantly

different.
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(a)

(b)

Figure 5.15 – Zint at 10 Hz for (a) the Au IDEs before and after 25 cycles and (b) the ITO IDEs before and after 10

cycles. Both electrodes in contact with the supplemented DMEM. Error bars correspond to the standard deviations

with n = 5 for IrOx/Au and Au; n = 4 for IrOx/ITO and n = 8 for ITO. * : Significantly different and ** : Not

significantly different.
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5.3 Monitoring cell growth with IrOx modified ITO IDEs
In the previous sections, we confirmed that we could significantly decrease the interfacial impedance of

the ITO IDEs using 10 deposition cycles of IrOx without affecting the transparency of the electrodes for

monitoring cells. In this section, we show the impedance results of these IrOx modified ITO electrodes in

contact with MCF-7 cells proliferating on the surface.

5.3.1 Impedance response of IrOx/ITO in contact with cells
In this case, we followed the proliferation of MCF-7 cells on top of IrOx/ITO IDEs using phase contrast

microscopy, as shown in Fig. 5.16. At t = 6 h, most of the cells had a round shape and had not completely

adhered to the surface, which was covered 65 %. It was only at t = 21 h that MCF-7 cells began to spread

covering 72 % of the electrode surface. As time went on, MCF-7 cells continued to proliferate increasing

the cell coverage ratio η from 72 % to 94 %, corresponding to a culture time of t = 52 h. Visually, we found

no differences in the proliferation process compared to the images shown in Chapter 3 for the experiments

carried out with Au IDEs and ITO IDEs. This is coherent with previous studies, where it was demonstrated

that IrOx enabled neuronal adhesion and survival with elongation of axons and dendrites[73, 90].

(a) (b)

(c) (d)

Figure 5.16 – Phase contrast micrographs of MCF-7 cells on the surface of IrOx/ITO IDEs at 10X magnification (Leica

D2000): (a) t = 6 h, η = 65 %; (b) t = 21 h, η = 72 %; (c) t = 30 h, η = 80 %; (d) t = 52 h, η = 94 % (20 600 cells were

injected).
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Additionally, in Fig. 5.17 we showed the Bode representation of the growth of a cell monolayer on top of

the IrOx/ITO IDEs. We observed that the impedance increased over the frequency range 335 kHz to 100

mHz. Then, at higher frequencies (> 335 kHz), the impedance did not appear to be influenced by the cell

monolayer. For the phase angle, it increased over the range 100 mHz to 8 Hz and finally decreased at higher

frequencies (> 8 Hz). Similar to the graph of MCF-7 growing on ITO IDEs, the phase angles obtained

at high frequencies were closer to 0◦ compared to those at lower frequencies, revealing a more resistive

behavior at high frequencies due the cells covering the electrodes. Regarding the Nyquist plots in fig.5.18,

we identified 4 zones in the spectra, as depicted in Fig.5.18a: (I) A first part consisting of a semicircular

arc from 1 MHz to ∼ 9.6 kHz associated with Cparasitic and the conductivity of the supplemented DMEM.

Half of the semicircular arc is not completely visible within the frequency range of measurement. (II) A

second zone from 9.6 kHz to 53 Hz for the electrodes before cell injection, but as the cells proliferated on

the surface, we observed that this zone got wider and the slope slightly increased from 0.91 (without cells)

to 1.2 (η= 94 %). (III) A third part of the spectrum with decreasing slopes from 3.1 (without cells) to 2.1

(η= 94 %) as cells grew on the surface. Finally, we found a fourth zone (IV) that it was only visible in the

spectra of the IDEs without cells and in the curve of η= 65 % sharing similar slopes of approximately 6.6. It

appeared to be that as cell proliferation continued, the third zone increased so that the fourth zone was out

of the frequency range (< 100 mHz).

(a) (b)

Figure 5.17 – (a) Magnitude and (b) Phase of impedance of IrOx/ITO IDEs in contact with MCF-7 cells.
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(a) (b)

(c) (d)

Figure 5.18 – (a) Sketch of the Nyquist plots for MCF-7 cells proliferating on IrOx/ITO IDEs. Nyquist representation

of the IrOx/ITO IDEs covered with MCF-7 cells in the frequency range from (b) 1 MHz to 100 mHz, (c) from 1 MHz

to 0.4 Hz and (d) from 1 MHz to 6 Hz.

5.3.2 Normalized impedance
In Fig. 5.19 we compared the normalized impedance of the modified electrodes with those of Au and ITO

electrodes covered by a cell monolayer of MCF-7. We found that coating the ITO IDEs with IrOx increased

and shifted the peak of Znorm from 0.27 at 5.5 kHz to 1.7 at 8 Hz. This increase of almost 6 times the

Znorm value without IrOx could be explained by the fact that the coating reduced the interfacial impedance

of the ITO IDEs, leading to an enhancement of the sensitivity of the ECIS measurement. In addition, we

found that using IrOx we could obtain a Znorm maximum value that is closer to that of Au IDEs as shown

in Chapter 3 (Znorm = 1.22 at 65 kHz). Based on this, one could conclude that using IrOx modified ITO

IDEs for ECIS experiments is a promising strategy because these electrodes not only provide transparency

but they also have a sensitivity similar to that of gold, which is the standard electrode material in ECIS.
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Figure 5.19 – Normalized impedance of MCF-7 cells grown on ITO IDEs, IrOx/ITO IDEs and Au IDEs. (η = 99 % for

Au, η = 96 % for ITO and η = 94 % for IrOx/ITO).

5.3.3 Equivalent circuit model of MCF-7 cells adhered on IrOx/ITO IDEs
Similarly to Chapter 3, we used model 3 to extract the electrical parameters of the IrOx/ITO IDEs covered

with MCF-7 cells, as shown in Fig. 5.20. Here, we observe clear trends for each of the parameters. During

cell proliferation, Qint and αint remained relatively constant. Regarding the element CPEcells, we observe

that Qcells increased from 2.8× 10−5 sα/Ω to 4× 10−5 sα/Ω which is associated with the increasing num-

ber of cells covering the interdigitated electrodes. αcells slightly decreased from 0.55 to 0.45 during cell

proliferation. The parameter Rextra clearly increased from 2.5 kΩ to 15 kΩ suggesting that new cell-to-cell

junctions and cell adhesions were formed during cell culture. On the other hand, Rintra increased from 48

Ω to 158 Ω, which is the opposite trend that we observed for ITO IDEs covered with MCF-7 cells. This is

probably due to a different cytoskeleton reorganization of the MCF-7 cells in contact with IrOx which we

could not observe before for the ITO IDEs due to their high interfacial impedance. However, supplementary

experiments with cytoskeleton staining need to be carried out to confirm the cause of this trend. Regarding

Rt, during the cell proliferation its value remained around 2 kΩ.
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 5.20 – Temporal evolution of the extracted parameters of MCF-7 cells on IrOx/ITO IDEs: (a) Qint, (b) αint,

(c) Rextra, (d) Rintra, (e) Qcells, (f) αcells and (g) Rt.
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5.4 Conclusion
In this chapter we showed a range of possible high surface area coatings capable of modifying the impedance

of the small electrodes used specifically for neural and stimulation applications, where the high impedance

of the microelectrodes is a critical issue. From the several coatings reported in the literature, we decided to

deposit IrOx on the surface of our ITO IDEs. As we wanted to keep the transparency of the electrodes for a

better visualization of the cells during the ECIS experiments, we therefore tested several deposition cycles

and we found a good trade-off between transparency and impedance reduction using 10 cycles.

We characterized the electrical response of the ITO IDEs in contact with KCl solution and in contact with

the supplemented DMEM before and after 10 cycles. In both cases, we found that the main effect of the

coating was to significantly reduce the interfacial impedance, Zint for the ITO electrodes. In contrast, it

did not appear to affect the resistive behavior of the electrodes represented by Rt (∼ 1 kΩ) as shown in

Chapter 3. In addition, we carried out impedance measurements with MCF-7 cells and we observed that

the coating enhanced the sensitivity of the electrodes to cell proliferation. In fact, we obtained a Znorm

value similar to that of Au IDEs. The main advantage of this strategy is the fact that we greatly reduced the

interfacial impedance of the ITO IDEs without compromising the transparency of the material. As far as we

know, there are no reported studies of ITO IDEs modified with IrOx and here we confirmed that combining

ITO with IrOx could be used as an electrode material to monitor the cell proliferation of cancer cells with a

sensitivity closer to that of Au IDEs. However, coating stability experiments for IrOx/ITO IDEs in contact

with only the cell culture medium need to be carried out in order to confirm that the iridium oxide coating

do not change through time affecting the enhanced sensitivity of the impedance measurement when cells

proliferate on the surface of the interdigitated electrodes.

In the context of personalized medicine, where working in a microfluidic environment appears to be highly

useful, the fabrication process of the IrOx/ITO needs to be changed. This is because of the complexity of

carrying out an electrodeposition of IrOx in a microfluidic environment with our 3 electrode configuration

set-up. Therefore, new strategies need to be explored. An alternative solution for this fabrication challenge

is chemical bath deposition, in which the iridium precursors undergo oxidation reactions initiated by selec-

tively incorporated oxidizers. This approach does not require externally imposed current/voltage and allows

semiconducting materials to be used as the substrates for film growth[91]. The idea is to simply submerge

the electrodes into an aqueous solution of IrOx, allowing for targeted deposition without the necessity for

masking, patterning or use of external voltage to drive deposition. Chen et al.[91] developed a formulation

to deposit IrO2 films on an ITO substrate and observed that these films show moderate surface roughness.

This could be an interesting fabrication process to modify the ITO IDEs in a microfluidic channel, leading

to carry out additional experiments in order to assess the sensitivity and transparency of the electrodes after

coating.
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6
Conclusion

In this PhD thesis, we aimed at developing a transparent interdigitated electrode-based device for impedance

sensing, which could be coupled with optical measurements and integrated in a microfluidic environment

for anti-cancer drug screening applications. We first presented the characterization of Au and ITO IDEs in

the absence and presence of breast cancer cells proliferating on the surface. We demonstrated two major

differences between these two electrode materials: ITO has high interfacial impedance and resistive behavior

compared to those of Au, which is considered the standard material for electrodes used in ECIS. These two

differences were observed with measurements carried out using KCl solutions and cell culture medium, as

the electrolyte. Moreover, we developed an equivalent circuit model that we believe includes contribution

from the pores on the surface of the electrodes, which is not commonly found in studies on equivalent circuits

for a metallic electrode in contact with an electrolyte. We have also demonstrated that in the characterization

process by electrical impedance, the term "roughness" goes beyond the concept of some irregularities on

the electrode surface. For instance, there are atomic scale irregularities that can not be monitored with

microscopy techniques, such as AFM, which could provide an apparent erroneous information concerning

an electrode’s actual degree of surface "roughness" and its effects on the measured interface impedance.

The cytotoxicity assays using the chemotherapeutic agent 5-FU lead to conclude that ECIS experiments

combined with equivalent circuit modeling provides a promising approach for drug discovery and screening.

Particularly, for studying the morphological changes that cells undergo before cell death, which is vital in

developing new chemotherapeutic compounds for cancer treatment. In addition, we observed that the orders

of magnitude of the electrical parameters Rextra and Rintra were in agreement with the characteristics of

MCF-7 cell line and MDA-MB-231 cell line. One could think to use these parameters as biomarkers to

monitor the effect of different anticancer compounds or to characterize cell lines with different degrees of

metastatic activity. Furthermore, bioimpedance experiments with breast cancer cells also revealed that ITO

has a lower sensitivity to breast cancer cell proliferation compared to that of Au. We therefore decided to

modify the surface of the ITO IDEs in order to enhance their sensitivity. From all the possible available

strategies described in the literature, we showed that coating the ITO electrodes with IrOx significantly

decreased the interfacial impedance, leading to a Znorm value close to that of gold in the bioimpedance

experiments. It appeared to be that the coating only affected the interfacial impedance of the electrodes and

the resistive behavior of ITO was not affected after the coating. As far as we know, there are no reported

studies of ITO IDEs modified with IrOx for ECIS sensing and here we confirmed that modifying ITO with

IrOx could be used as a substitute for Au to monitor the proliferation of cancer cells in a sensitive and

transparent microfluidic device where ECIS and microscopy could be coupled.
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This PhD research project has opened interesting perspectives on ECIS sensors for drug screening appli-

cations in cancer treatment. It presents transparent IrOx/ITO interdigitated electrodes that allow a better

observation of morphological changes of cells during cytotoxicity assays and show similar sensitivity to Au

electrodes, which have always been the "standard" electrodes for ECIS experiments. Nevertheless, more

studies need to be carried out to understand and characterize the morphology of the IrOx coating on the

ITO surface. Moreover, different high surface area coating materials could be tested in order to determine

if the enhanced sensitivity of ITO is due to the IrOx coating itself or due to the surface modification that

could be achieved with other materials. In addition, it appears to be relevant to find a strategy to reduce the

contribution of Rt for the ITO IDEs to the overall impedance. For example, one could think of including

an isolation layer for the ITO traces, leaving only the interdigitated electrodes and contact pads exposed.

This means, the complexity of the fabrication process will increase due to supplementary photolithography

and alignment steps, necessary for making the IDEs to be only in contact with the electrolyte during the

impedance measurement.

Additionally, combining ECIS and microscopy data could provide an insightful description as to how

chemotherapeutic drugs affect cancer cells. This could be of interest to biologists who would like to mon-

itor in parallel morphological changes of cells after addition of the compound or drug under study. For

instance, one could think of carrying out ECIS experiments combined with fluorescent immunostaining as a

strategy to study epithelial tight and adherens junctions by targeting proteins such as e-cadherin, occluding

and myosin II of cancer cells in contact with commonly used chemotherapeutic agents such as Cisplatin,

Doxorubicin, Placlitaxel or Capecitabine. Furthermore, equivalent circuit modeling appears to be a helpful

tool during analysis of the ECIS data and it could reveal some effects of the drugs that are not observable

in the microscopic images. With this approach, one could get information on the evolution of the electrical

parameters of the system revealing some trends for the cancer cells under study. However, further experi-

ments need to be carried out in order to correlate the trends observed for the electrical parameters with the

morphological changes of cells in contact with the chemotherapeutic agents. In the same way, equivalent

circuit modeling could be used in further studies for characterizing and differentiating metastatic and non-

metastatic tumor cells or for studying resistance of cell lines to several drugs in breast, lung and pancreatic

cancers.

In the context of personalized medicine, IrOx/ITO interdigitated electrodes appear to be promising candi-

dates for developing an impedimetric microfluidic system for cytotoxicity assays. However, working in a

microfluidic environment, leads to some fabrication challenges, such as investigating on the design, size,

layout of the electrodes and modifying the electrodeposition process of IrOx with the 3 electrode configu-

ration set-up. An alternative solution for this latter fabrication challenge is to use chemical bath deposition.

This alternative approach does not require externally imposed current/voltage and it consists of simply sub-

merging the electrodes into an aqueous solution of IrOx, allowing for targeted deposition. This could allow

the modification of the ITO IDEs in a microfluidic channel, which constitutes a baseline for the develop-

ment of transparent impedimetric microfluidic systems with enhanced sensitivity for monitoring cell activity

during cytotoxicity assays with chemotherapeutic agents. Another challenge that needs to be addressed is

to maintain the optimal cell culture conditions in a microfluidic system. For example, strategies to refresh

the medium and keep the cell monolayer under flow need to be explored before starting to work with cells

coming from biopsies such as circulating tumor cells due to the importance of this type of samples.
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