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Abstract xiii

Modeling, analysis and simulation of two geophysical flows
Sediment transport and variable density flows

Abstract

The present thesis deals with the modeling and numerical simulation of complex geophysical
flows. Two processes are studied: sediment transport, and variable density flows. For both flows,
the approach is the same. In each case, a reduced vertically-averaged model is derived from the
3D Navier-Stokes equations by making a specific asymptotic analysis. The models verify stability
properties. Attention is paid to preserving these properties at the discrete level, in particular
the entropy stability. The behavior of both models is illustrated numerically.
Concerning the sediment transport model, the sediment layer is first studied alone. Then, a
coupled sediment-water model is presented and simulated. The influence of a viscosity term in
the model for the sediment layer is investigated. Due to this viscosity term, the sediment flux
is non-local. A transport threshold is added to the model. The water layer is modeled by the
Shallow Water equations. Adding some non-locality to the model allows to simulate dune growth
and propagation.
In the variable density flow model, the density is a function of one or several tracers such as tem-
perature and salinity. The model derivation consists in removing the dependence of the density
on the pressure. A layer-averaged formulation of the model is proposed, which is subsequently
used to propose a numerical discretization. The numerical simulations emphasize the differences
between this model and a model relying on the classical Boussinesq approximation.

Keywords: geophysical flows, sediment transport, non-local flux, variable density flow, multi-
layer model, numerical simulation

Modélisation, analyse et simulation de deux écoulements géophysiques
Transport sédimentaire et écoulement à densité variable

Résumé

Cette thèse traite de la modélisation et de la simulation numérique d’écoulements géophysiques
complexes. Deux types d’écoulements sont étudiés, le transport sédimentaire par charriage et les
écoulements à densité variable. La démarche suivie est la même pour les deux phénomènes. Dans
chaque cas, un modèle réduit, moyenné suivant la verticale est dérivé à partir des équations de
Navier-Stokes 3D en suivant une certaine asymptotique. Les modèles possèdent des propriétés
de stabilité. Ces propriétés sont ensuite préservées au niveau discret, en particulier l’inégalité
d’entropie.
En ce qui concerne le transport sédimentaire, la couche de sédiments est d’abord traitée seule,
puis un modèle couplé pour les sédiments et l’eau est présenté et simulé. L’influence d’un terme
de viscosité est étudiée. La présence du terme de viscosité rend le flux sédimentaire non-local.
Un seuil pour le transport est introduit dans le modèle. L’eau est modélisée par les équations
Shallow Water. L’ajout d’effets non-locaux permet de simuler la croissance et la propagation
d’une dune.
Dans le modèle pour les écoulements à densité variable, la densité varie en fonction d’un ou
plusieurs traceurs tels que la température et la salinité. La dérivation consiste à enlever la dé-
pendance en pression dans la loi d’état du fluide. Une formulation moyennée suivant la verticale
est proposée ; cette formulation est par la suite utilisée pour proposer une discrétisation. Les
simulations font ressortir les différences entre le modèle étudié et un modèle classique reposant
sur l’approximation de Boussinesq.

Mots clés : écoulements géophysiques, transport sédimentaire, flux non-local, écoulement à
densité variable, modèle multicouches, simulation numérique

Inria Paris
2 rue Simone Iff – 75012 Paris – France
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Context

The expression "geophysical flow" refers to a number of natural flows. Rivers, landslides,
pyroclastic flows, oceans, tsunamis, ice sheets, debris flows all fall under this category. For
civil protection purposes, it is crucial to be able to forecast accurately the occurrence and
magnitude of hazardous geophysical flows such as floods, pyroclastic flows and tsunamis.
Forecasting floods has even been made mandatory by the European Union. The European
Floods Directive (2007) "requires Member States to assess if all water courses and coast
lines are at risk from flooding, to map the flood extent and assets and humans at risk
in these areas and to take adequate and coordinated measures to reduce this flood risk."
In [101], it was reported that floods have been the costliest catastrophe in Europe for
the period 1950-2006. Moreover, designing mitigation measures becomes possible only if
the phenomena are well characterized. Due to climate change, more and more extreme
meteorological events occur, which in turn can trigger hazardous geophysical flows -
intense rain can lead to a flash flood and more cyclones will mean more storm surges.
Coastal phenomena are especially relevant since more than a half of the world population
lives in coastal areas.

Some of the most famous events are the tsunamis of 2004 and 2011. The 2004 Indian
Ocean earthquake and tsunami is one of the deadliest natural catastrophes in history, with
more than 220,000 fatalities around the Indian Ocean. The 2011 Tohoku earthquake and
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tsunami caused numerous fatalities and a very severe nuclear accident. Another famous
example of deadly geophysical flow is the Armero tragedy (Colombia, 1985), in which
22,000 people were killed by lahars.

Europe is also affected. Recent events involving geophysical flows are for instance
the floods of late May and early June 2013 in Central Europe, which caused 25 fatalities
and 3.1 billion dollars insured losses, as reported in [104]. One can also mention the
Rigopiano avalanche: on January 18, 2017, a large avalanche hit a hotel in Pescara
(Italy), and caused 29 fatalities. In Norway, several landslides are expected to happen
in the region of the mountain Mannen and the inhabitants regularly evacuate due to the
threat. A first event can even trigger a second hazardous event. On April 7, 1934, a
rockslide in the Tafjorden (a fjord near the village of Tafjord) created a tsunami which
killed 40 people as it propagated in the fjord. Experts believe that a similar event can
happen in the fjord Geiranger. A landslide could create a tsunami which would destroy
several villages while advancing in the fjord.

Finally, events are recorded in France too. In June 2016, Paris and several surrounding
cities were flooded for several days. The Aude département faced floods in October 2018.
The damage is estimated to 220Me and 15 people died. It had already been affected by
floods in 1999.

Early warning systems play a crucial role when it comes to saving human lives.
Assessing beforehand the consequences of potential events is necessary as well. In both
cases, reliable and affordable numerical simulations can help tremendously.

However, the forecast of hazardous events is not the only motivation to study geo-
physical flows. As the preservation of the environment is a growing concern, the study of
water flows is particularly relevant. For instance, one may wish to know how a hydraulic
structure built on a river affects its flow and whether the morphology of the river as
well as its chemical properties (e.g. turbidity) are affected. Studying geophysical flows
can help to decide how to manage water resources. It is also a support activity for spa-
tial planning. Geophysical flows are of interest to governments, NGOs, civil engineering
companies, electricity producers, but also, when it comes to natural risks, insurance and
reinsurance companies.

Geophysical flows are commonly described by shallow-flow models, that is to say,
models which take into account the fact that the horizontal length of the flow is much
bigger than its depth. Such models present a reduced complexity with respect to fully 3D
models, which means that their numerical resolution is faster. One of their advantages is
that they need only a fixed horizontal mesh - dealing with moving meshes is not necessary.
These models can also be used to describe shallow flows which are not strictly speaking
geophysical flows, for instance flows in pipes.

In shallow flow models, the horizontal velocity is approximated by a vertically con-
stant velocity. But in several situations (large water depth, strong wind, high friction
at the bottom), this approximation is not adapted. To overcome this limitation and
describe fully 3D flows, one can resort to multilayer models. Multilayer models do not
rely on the shallow flow approximation and necessitate only a 1D or 2D fixed mesh.

Much effort is now being dedicated by the scientific community to refining the current
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models, and to improving their numerical resolution. It is then the role of mathemati-
cians to propose models with good properties and robust numerical schemes.

In this context, the present thesis deals with two different geophysical flows. The
first part of this work tackles the topic of sediment transport, for which a shallow flow
model is used. In the second part, variable density flows are studied and described with a
multilayer model. In what follows, further motivation for the study of sediment transport
and variable density flows is given.

Sediment transport

Sediment transport occurs at very different time and space scales. Immersed sediment
transport leads to the formation of ripples on the sand of the sea bed as the water
advances and retreats. On geological time scales, sediment transport results in important
modifications of the landscape, such as the creation of river braids, meanders and oxbow
lakes. On medium space and time scales, phenomena such as the silting of dams and
harbors as well as scour around bridge piles occur, which can lead to catastrophes and/or
require costly mitigation measures. In 1987, the Schoharie Creek Bridge collapsed due to
scour. In [90], the authors analyzed 36 historical cases of bridge failures and concluded
that 64% of them were due to local scour. In [9], the case of the Loire river estuary
is described. A channel was incised in the river bed so that large ships can reach the
harbor of Nantes/Saint-Nazaire. At the point where the channel begins, the water depth
increases suddenly, so that the water velocity decreases. Therefore, the sediments are
deposited in the channel. Dredging the channel is then necessary. About 107m3 sediment
are dredged each year in the Loire estuary, and dredging is a costly procedure. During
floods, predicting correctly the bed aggradation is essential to be able to predict the
water stage. For instance, in 1987, bed aggradation depths of 2m to 5m were measured
in the in-town reach of the river Mallero, that is to say, the part of the Mallero that flows
through the centre of Sondrio [110]. The peak discharge of the flash flood of 1987 was
not catastrophic; it is because of sediment transport and bed aggradation that the city of
Sondrio was indeed flooded. Moreover, the European Floods Directive of 2007 mentions
the relevance of sediment transport for hazard assessment.

The present thesis is mainly concerned with sediment transport occurring under the
action of water, but of course, aeolian sediment transport exists as well and is responsi-
ble, for instance, for the formation of dunes in deserts.

There are many challenges in sediment transport modeling and simulation. Of course,
many difficulties arise from the variability of the parameters in a natural river. For in-
stance, in a natural river reach, the sediment mixture is not homogeneous. But existing
models may even fail to reproduce experiments performed in perfectly controlled labora-
tory conditions. Dune growth is one of the phenomena one wishes to capture. Avenues
of research include an improved description of the water flow (with respect to the com-
monly used Shallow Water equations) and/or an improved description of the sediment
flow. The models proposed should have good mathematical properties, and a stable
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numerical solver should be designed.

Variable density flows

Stratified flows, i.e. flows which exhibit density variations in the vertical direction, are
very frequent in nature. Oceans and lakes are examples of stratified fluids. The density
of the water is influenced by its temperature, the presence of dissolved chemical species
(such as salt in the ocean), and to a lesser extent, the pressure. Lakes are stratified due
to temperature variations. In the summer, the surface of the lake is heated by the sun,
therefore the water near the surface is warmer and lighter than the water at the bottom of
the lake. A thermocline (a thin layer of water within which the temperature varies rapidly
with depth) separates the surface water and the deep water. As winter approaches, the
surface water becomes cooler and thereby denser; until the moment where it actually
becomes denser than the deep water. Overturning occurs: the surface water sinks at
the bottom of the lake. Stably stratified waters don’t mix. As a result, the oxygen at
the bottom is not renewed until overturning occurs. A famous case in France is that
of the lagoon of Berre (étang de Berre). This small inland sea in the South of France
communicates with the Mediterranean sea and originally received fresh water from three
rivers only. In 1966, the lagoon started receiving a large volume of fresh water from the
channel of an electricity plant. Thus, fresh water rested on top of salted water coming
from the sea and the lagoon became stratified and eutrophic. The water supply from
the artificial channel had to be reduced, and the lake is now consistently monitored. A
3D Boussinesq model is used to understand the functioning and forecast the evolution of
the lagoon by the public authority in charge of the lagoon [128]. Density stratification
processes are relevant for the modeling of natural aquatic systems because they define
important factors for life.

Density variations induce gravity currents. In the lab, one can create a gravity current
by putting next to each other in a box two fluids with different densities. This is called a
lock-exchange experiment. The thermohaline circulation is one of many gravity currents
found in nature - it is the large scale ocean circulation driven by density variations due
to differences in salinity and temperature.

The existing models for variable density flows commonly rely on the Boussinesq ap-
proximation. They give good results in the case of small density variations. But such
models do not conserve the water mass. They do not allow to simulate water expansion
or contraction, while it is an important phenomenon, induced for instance by seasonal
temperature variation. Again, proposing an improved water flow model endowed with
good mathematical properties is a desirable goal. Due to the fully 3D nature of the phe-
nomena, 3D models are needed. Proposing a computationally affordable model is one of
the challenges scientists are confronting themselves with.
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Contributions

The present thesis is concerned with the simulation of geophysical flows. Yet the aim
of this work is not to provide realistic simulations of hazardous events such as those
described above. We tackle here upstream problems, namely the derivation of new models
and numerical schemes. Realistic test cases are out of the scope of this work.

The manuscript is divided in two parts. The first part is concerned with the modeling
and simulation of sediment transport, while the second part deals with variable density
flows.

The approach is the same in the two parts. In both cases, the objective is to describe
and simulate a complex geophysical flow. The starting point is a 3D model, which
we want to simplify. A thin-layer approximation is made - in the case of the variable
density flows, the shallow approximation is not made, but the resulting model presents
similarities with shallow flow models, because it resembles a superposition of shallow
flow models. Moreover, asymptotics are made to investigate specific regimes. Simplified
models are obtained. They are endowed with a dissipative energy balance and they
preserve the positivity of the sediment depth/of the water depth. Finite-volume schemes
are proposed. The schemes preserve the stability properties of the models at the discrete
level.

Modeling and simulation of sediment transport

η

ζ

B

u

vb

h

Figure 1 – Sediment and water layers

The system to be described is a stratified sediment-water system, see figure 1. Our
main result consists in establishing a new model for bed load transport, taking into
account the sediment viscosity, and in proposing a numerical scheme to simulate this
model. A layer of water flows over a layer of movable sediment, itself flowing above a
non-erodible substratum (the bedrock) B(x). The interface between the sediment and
water layers is ζ(x, t) and the free surface is η(x, t). The sediment layer is considered
as a homogeneous medium, i.e. it is seen as a kind of homogeneous mud, not a porous
medium in which the water flows. The water and sediment layers are not miscible. The
density of the water layer is ρw, that of the sediment layer is ρs. The ratio of the densities
is r = ρw

ρs
. The only sediment transport process modeled here is bed load transport. The

system is considered to be shallow, and the time scales of interest range from medium to
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long. To begin with, only the sediment layer is modeled. The water layer is taken into
account only by means of a pressure pζ and a velocity uζ at the interface ζ. In classical
bed load transport models, the solid flux is a closure relationship and it depends on some
characteristics of the sediment (such as density, grain size) and on variables describing
the flow in the water layer, the velocity for instance. Such models do not describe the
mechanical behavior of the sediment layer. The present work aims, among other things,
at proposing a model in which the rheology of the sediment layer is taken into account.
Starting from the incompressible Navier-Stokes equations, several models are derived.
The shallow flow approximation is made. Additionally, assumptions on the scalings of
the friction coefficients and of the viscosity are made. Depending on the scaling of the
parameters, several models can be obtained. Some of the models obtained already exist,
such as the models in [131], [58] and the Exner model with a Grass law [68]. The model
we are most interested in is new and reads{

∂tb+∇x · (bv) = 0,

fB(b, v, τ) = τ(b, v),
(1)

with τ(b, v) the shear stress

τ (b, v) = −rκζ (v − uζ)− b∇x

(
g (b+B) +

pζ
ρs

)
+∇x · (2µsbDxv) . (2)

The force fB(b, v, τ) is the effort due to the friction between the sediment layer and the
substratum, its expression is

fB (b, v, τ) =

{
(τc + κB ‖v‖γ)

v

‖v‖
if ‖τ‖ > τc

τ + v if ‖τ‖ ≤ τc

The magnitude of the critical shear stress is denoted by τc = τ
(
gb+

pζ
ρs

)
. The param-

eter τ(x) is the Coulomb coefficient. Throughout the manuscript, Dx is the symmetric
gradient Dx = 1

2(∇x + (∇x)t. The unknowns are the thickness of the sediment layer
b and the velocity in the sediment layer v. The parameters are the forcing velocity uζ
and pressure pζ , the bottom friction κB(x), the friction at the water-sediment interface
κζ , which can be any function of the forcing pressure pζ and the forcing velocity uζ ,
and the viscosity of the sediment layer µs. The first equation means that the mass of
the sediment layer is conserved. The second equation is a force balance derived from a
conservation of momentum equation. During the derivation, it emerges that the inertial
terms are small compared to the leading order terms, so they are neglected and do not
appear in the momentum balance. Thus the second equation simply means that the
bottom friction is balanced by the friction at the interface, the pressure gradient and the
viscous efforts. The definition of the bottom friction fB imposes that there is a transport
threshold. Indeed, if the value of the shear stress ||τ || exerted on the sediment layer is
below the magnitude of the critical shear stress τc, the solution of the momentum con-
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servation equation is v = 0. Such a threshold allows to obtain non-flat stationary states.
Naturally, if one chooses τ = 0, there is no threshold.

From the second equation of (1), one can get the value of the sediment velocity v.
Assume for an instant that µs = 0. Obtaining the value of v is then straightforward,
and v depends only on local quantities. Now, take again µs > 0. The viscosity term
being a nonlocal term, v has a nonlocal expression, and then, in model (1), the sediment
discharge bv is also nonlocal. Other nonlocal models for sediment transport exist, for
instance [43], [35] (a brief description of these models can be found in section 1.3). Yet
these models do not include a viscosity term; nonlocality is achieved by other means.

For smooth enough solutions, the model satisfies a dissipative balance for the me-
chanical energy. Moreover, assuming that the initial sediment thickness is positive, i.e.
b(x, 0) > 0, it can be proved that the sediment thickness remains positive as long as the
velocity v remains bounded and b remains continuous.

A numerical scheme is proposed to solve (1). The scheme is designed in 1D only.
A finite-volume, staggered-grid discretization is adopted. The sediment thickness b is
discretized at the cell centres while the velocity v is discretized at the interfaces. The
non-local model contains a "diffusion part": it is the gradient in (2). Indeed, for µs = 0,
the model (1) reduces to an advection-diffusion equation. At least the diffusion part of
this type of equation should be discretized thanks to an implicit scheme (in the sense
that the gradient of b is implicit), so that the computation is stable without imposing a
restrictive (parabolic) condition on the time step. Because of this property of the limit
model obtained when µs = 0, an implicit discretization is used for the gradient of b in (2).
The transport threshold is implemented. The velocity is obtained first, by solving a non-
linear system. Then the sediment depth is updated. The proposed numerical schemes
verify a dissipative balance for the discrete energy and the positivity of b is ensured at
the discrete level.

A numerical scheme for the local model is proposed as well. Though it shares
many features with the scheme for the non-local model, a different resolution strat-
egy is adopted. When µs = 0, it is possible to solve a system directly on the sediment
depth bn+1 instead of vn+1. This scheme is formally equivalent to the scheme for the
non-local model when µs goes to zero, which shows the asymptotic-preserving property
of the scheme for the non-local model.

In the test cases, the influence of the viscosity on the behavior of the solutions is
evidenced. The possibility of obtaining non-flat stationary states due to the presence of
a transport threshold is exhibited. A convergence test is performed.

Then, a coupled model for the water layer and the sediment layer is presented. The
water layer is modeled by the Shallow Water equations. The coupled model satisfies
a continuous energy balance. For the water layer, the staggered finite-volume scheme
presented in [73] is adopted. The coupling strategy of the schemes for the two layers is
proved not to create discrete entropy. Simulations of water flowing on a sediment dune
are performed. Adding a viscosity term to the model allows to simulate dune growth and
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propagation, whereas this is not possible with classical Shallow Water-Exner models.
The purpose of this chapter is not to provide another bed load transport formula.

It does not either attempt to be competitive when it comes to matching experimental
results - a comparison with experiments is beyond the scope of this work. The model
should probably be enriched and complexified before a comparison with experiments is
meaningful. The point here is to investigate the influence of a viscosity term in the solid
flux - because of the viscosity term, the solid flux becomes non-local. Instead of deducing
a formula from experiments, a model based on reasonable physics assumptions is derived.
A numerical scheme is proposed, and the behavior of the model is illustrated numerically.

The second chapter of this part will be submitted as an article along with E. Audusse
and M. Parisot under the title "On the Exner model and non-local approximations: mod-
eling, analysis and numerical simulations."

The author of the present thesis was awarded a "Best PhD Student Poster Award"
for this work at the conference CMWR XXII (http: // cmwrconference. org ) held in
June 2018 in Saint-Malo, France.

Modeling and simulation of variable density flows

The system of interest is a water flow with free surface over variable topography. The
water density ρ depends on the pressure and on one or two tracers (temperature T only
or temperature T and salinity S). For the simulation of variable density flows in which
the density variations are small, one typically resorts to the Boussinesq approximation.
The density variations are neglected in the equations describing the flow except in the
pressure term. Under this approximation, the water mass is not conserved. A 2D model
which does not rely on this approximation was presented in [21]. The present work
mainly aims at proposing and simulating a 3D model more rigorously derived and closer
to physics than the model in [21].

First, the compressible Navier-Stokes equations are considered. The incompressible
limit is performed so that the pressure dependence is removed from the state equation of
the water. A low-Mach approximation of the Navier-Stokes equations is obtained. Two
situations are considered: a situation where the temperature is the only tracer influencing
the density ρ = ρ(T eq) and another situation, in which ρ = ρ(T eq, S), which means that
the effects from both the temperature and the salinity are taken into account. The
temperature T eq is the temperature in the incompressible limit. The models obtained
for these two simulations are essentially the same model and the modeling approach can
be extended to any number of tracers. The model without salinity reads

∇.U = −ρ′(T eq)
ρ2cp

(∇ · (λ∇T eq) + σ : D(U)),
∂ρ
∂t +∇ · (ρU) = 0,
∂ρU
∂t +∇ · (ρU⊗U) +∇p = ρg +∇ · σ,

(3)

http://cmwrconference.org
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where U(t, x, y, z) = (u, v, w)T , σ is the deviatoric stress tensor, λ is the heat conductivity
and cp is the specific heat capacity at constant pressure. The fluid pressure is p and
g = (0, 0,−g)T represents the gravity forces. Thermodynamic considerations are taken
into account in the derivation so that the obtained models respect the second principle of
thermodynamics. The energy equations of the incompressible models are close in spirit
to that of the compressible Navier-Stokes system. An important feature of these models
is that they do not use the Boussinesq approximation. They conserve the mass, and not
the volume. Temperature variations induce expansion or contraction of the water body.
The hydrostatic assumption is then made.

Next, layer-averaged models are proposed. In a first step, the Euler-Fourier model is
vertically integrated. We denote by "Euler-Fourier" a model in which the density depends
on a single tracer, typically the temperature T , and in which the viscous effects as well
as the diffusion terms for the temperature are neglected. The layer-averaging procedure
is performed as described in [38]. The layer-averaged Euler-Fourier model reads

∂h

∂t
+

N∑
α=1

∇x,y.(hαuα) = 0,

∂ραhα
∂t

+

N∑
α=1

∇x,y.(ραhαuα) = ρα+1/2Gα+1/2 − ρα−1/2Gα−1/2, α = 1, ..., N,

∂ραhαuα
∂t

+∇x,y. (ραhαuα ⊗ uα) +∇x,y
(
hαpα

)
= pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2

+uα+1/2ρα+1/2Gα+1/2 − uα−1/2ρα−1/2Gα−1/2, α = 1, ..., N,

where the pressure terms pα, pα+1/2 are given by

pα = g

ραhα
2

+
N∑

j=α+1

ρjhj

 and pα+1/2 = g
N∑

j=α+1

ρjhj .

The quantity Gα+1/2 (resp. Gα−1/2) corresponds to mass exchange accross the interface
zα+1/2 (resp. zα−1/2) and Gα+1/2 is defined by

Gα+1/2 =
α∑
j=1

(
∂hj
∂t

+∇x,y.(hjuj)
)

= −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y.(hjuj),

for α = 1, . . . , N . The velocities uα+1/2 and the densities ρα+1/2 at the interfaces are
defined by

vα+1/2 =

{
vα if Gα+1/2 6 0

vα+1 if Gα+1/2 > 0

for v = u, ρ. This model admits an energy balance with a third order rest term. The
equilibria of the layer-averaged Euler-Fourier system are investigated in the case of an
almost flat topography. They are found to be similar to those of the Euler system. In
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particular, for the equilibrium to be stable, the fluid must be well-stratified, meaning
that ∂zρ|zα < 0 for α = 1, . . . , N . In a second step, the Navier-Stokes-Fourier system is
integrated. A simplified form of the rheology terms is used as in [6].

A finite-volume numerical scheme is then proposed for the layer-averaged Euler-
Fourier system. The hydrostatic reconstruction technique [15] is used. It is shown that
with any flux that is consistent with the semi-discrete in time Euler system and preserves
the positivity of the water depth, the resulting scheme is well-balanced and preserves the
non-negativity of the water depth. A maximum principle on the density is satisfied. In
order to prove an in-cell entropy inequality in the case of a flat topography, a kinetic
flux is adopted - the kinetic flux was already used in the context of the Shallow Water
equations in [21]. The unsigned terms in the discrete entropy balance are third-order
terms. A numerical scheme for the Navier-Stokes-Fourier system is proposed as well.
The Euler part of the system is discretized as already done for the Euler-Fourier system,
only the discretization of the diffusion terms must be specified. The viscosity terms in
the momentum equation are discretized as in [6], that is to say, a classical P1 finite ele-
ment type approximation with mass lumping is used. The temperature diffusion terms
are discretized in the same manner. Though the schemes are written in the case where
the temperature is the only tracer, they can easily be extended to the case where salinity
is included as well.

The numerical scheme is validated. A convergence test towards the analytical solution
proposed in [39] is made. A lock exchange simulation is made and compared to the
experimental results given in [3]. A simple diffusion case is performed as well, for which
an analytical solution is available under the Boussinesq assumption. The behavior of
the Navier-Stokes-Fourier model is compared to that of the Boussinesq model in another
diffusion test case, in which it is shown that starting from a well-stratified fluid and in the
absence of exterior forcing, the two models do not reach the same thermal equilibrium.

The numerical scheme was implemented in the code Freshkiss3D [120], which has
been developed by the ANGE team at Inria for several years (among others, E. Audusse,
M.-O. Bristeau, D. Froger, J. Sainte-Marie and F. Souillé have been involved in the
development).

Two articles will be submitted along with M.-O. Bristeau, F. Bouchut, A. Mangeney,
J. Sainte-Marie and F. Souillé:

• The Navier-Stokes system with temperature and salinity for free surface flows - Part
I: Low-Mach approximation and layer-averaged formulation

• The Navier-Stokes system with temperature and salinity for free surface flows - Part
II: Numerical scheme and validation

The author of the present thesis was awarded a "Prix EGRIN 2018" (for young scien-
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held in June 2018 in Le Lioran, France, for a presentation on this topic.

Outline of the conclusion and perspectives

Modeling and simulation of sediment transport

A new sediment transport model is derived from the incompressible Navier-Stokes equa-
tions. Its novelty lies in the introduction of a viscosity term in the solid flux, which
implies that the solid flux is non-local. A transport threshold is included in the model.
The analysis and numerical resolution of this model are challenging. A finite-volume
scheme is proposed and a discrete dissipative energy balance is proved. The scheme is
validated numerically and the influence of the viscosity term is shown.

A model for the complete sediment-water system is presented. The model for the
sediment layer is coupled to the Shallow Water equations. A numerical strategy for the
resolution of the coupled system is designed; an existing scheme is used for the water
layer. Numerical simulations illustrate the behavior of the coupled system. Notably, the
addition of viscosity allowed to obtain dune growth and propagation.

This work raises several questions, which are listed below.

• Analysis of the continuous sediment model. The regularity of the solutions of the
model for the sediment layer (1) has not yet been investigated, while smooth enough
solutions are necessary to obtain the positivity of the sediment depths. The analysis
of the model (1) is difficult because this model is non-linear, and because no explicit
formula is available for the inverse of the operator giving the velocity.

• Stability of the numerical scheme. The numerical experiments performed with
several schemes show that the dissipation of the discrete energy was not enough to
guarantee a stable computation.

• Co-located finite volume scheme. The choice is made to use here a staggered-grid
finite volume approach. Proposing a numerical scheme relying on a co-located finite
volume approach would be interesting. As there exist more solvers for the Shallow
Water equations on a co-located approach, a larger choice would be available for
the scheme in the water layer.

• Threshold implementation. The proposed numerical implementation of the thresh-
old is not optimal. The fixed-point algorithm required many iterations to converge.
A plausible explanation is that at each iteration, a new neighboring cell was set into
motion. The higher the number of cells, the longer the process. A different imple-
mentation could certainly improve the performances of the algorithm. Inspiration
can be taken from the literature on the simulation of contacts with a Coulomb
friction law, or on the simulation of flows of viscoplastic materials [2]. Note that
the main goal of this work is to study the viscosity term introduced in the model
for the sediment layer, which is why we did not focus on the implementation of the
transport threshold.
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• Non-newtonian rheology. The sediment layer has been modeled as a Newtonian
fluid. In practice, sediment is an immersed granular medium, for which a vis-
coplastic description would be more suitable (note that mud is also a viscoplastic
fluid). Capturing the transition between the solid state and the liquid state is a
first challenge. A possible description is the µ(I) rheology (see [9] for a description
of the µ(I) rheology and the influence of the interstitial liquid on the rheology).

• Thickness of the moveable sediment layer. In the proposed model, the sediment
layer moves "by slices": when motion occurs, a whole slice of sediment layer moves
as a block, which means that all the available sediment is involved in the flow. Using
an improved rheological description could give the depth of the sediment which
indeed moves. In [93], the position of the solid/fluid interface in a viscoplastic flow
is computed. The Drucker-Prager rheology is used.

• Improved water flow description. The present work focuses on the improvement of
the description of the sediment layer. As mentioned in [61, 87], much better results
can be obtained with respect to the classical Shallow Water-Exner model by using
a more refined flow description. The modifications of the water flow induced by
the evolution of the sediment layer should be better accounted for. One such flow
description is offered by the Triple Deck approach [102, 105, 132]. Another possible
description is provided by the multilayer approach [22].

Modeling and simulation of variable density flows

A 3D model for variable density flows is derived from the compressible Navier-Stokes
equations. In a first step, the temperature variation is the only factor that influences
the density. Then, density variations due to differences in temperature and salinity
are considered. The model is obtained by performing the incompressible limit of the
compressible Navier-Stokes equations: the fluid density depends on one or several tracers,
but the dependence on the pressure is removed. This model is more rigorously derived
than the model in [21]. It does not rely on the Boussinesq approximation and it is
mass-conservative.

A layer-averaged formulation of the model is proposed. The stable equilibria of the
Euler-Fourier model (where only the temperature is taken into account and where the
heat diffusion and viscosity are neglected) are investigated. The layer-averaged models
satisfy a dissipative energy balance.

Using the layer-averaged formulation, a finite-volume scheme is designed for the Euler-
Fourier model. This scheme has several stability properties. The difficulty in proposing
a scheme lies in the discretization of the non-conservative pressure terms. The scheme is
validated in several test cases and the difference with the Boussinesq model is shown.

Several ideas for future work are listed below.

• Other fluids and non-Newtonian rheology. In this work, the water is modeled as
a Newtonian fluid. One may wish to use the model proposed for another fluid for
which a non-Newtonian description would be better suited. The modeling work
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and numerical discretization are then more challenging. Non-Newtonian rheology
descriptions include among others the Bingham model and the Herschel-Bulkley
model.

• Viscous dissipation and heat transfer. Viscous dissipation affects the temperature
distribution [26, 27]. In the proposed model, as both the viscous dissipation and
temperature fluxes are modeled, we expect to be able to observe modifications of
the temperature distribution due to shear stresses. As the viscosity of the water is
low, this effect will be very small; it is more relevant in the case of fluids with high
viscosity and low thermal conductivity.

• Propagation of internal waves in a stratified ocean. Internal waves are gravity waves
that exist inside a stratified fluid. They occur when some fluid has been moved away
from its equilibrium position. As equilibrium is restored, the fluid oscillates back
and forth. For instance, internal waves can be generated by upwelling. In a lake,
internal wave modeling is required to understand mixing and transport phenomena
[76]. The proposed model and numerical scheme could be used to simulate internal
waves.

• Discrete entropy inequality with topography. The discrete entropy inequality is
stated in the case of a flat topography only. More work is needed to obtain a
similar result with a variable topography. Note that in [17], in the case of the
shallow water equations, a discrete entropy with an error term was obtained for
the classical kinetic solver with the hydrostatic reconstruction. This error term is
in the square of the topography jumps and tends to zero strongly as the space step
tends to zero.

Common perspectives

We give below some perspectives related to both parts of this thesis.

• Mass exchanges between the water and sediment layers. In the proposed coupled
model, the water and the sediment layers are non-miscible. In practice, some
sediment (especially in the case of fine grains) can detach from the surface of the
sediment layer and be transported as suspended load in the water layer. When the
transport capacity of the water flow decreases, theses grains are deposited again on
the sediment layer. Adding erosion and deposition terms to the model is a desirable
goal. But more closure relations are needed for the erosion and deposition terms,
or more modeling work should be done to define them.

• Simulation of suspended load. The proposed model could be coupled to a sediment
transport model with erosion-deposition terms. Thus, a coupled sediment-water
model including suspended load could be obtained, with the possibility to model
high concentrations. Of course, if locally high concentrations of suspended load are
to be modeled, the rheological properties of the water will be modified, and this
must be accounted for too.
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Multiple models for sediment transport exist. In [53], they are classified in several cat-
egories. Reduced Complexity Models can be used to explore general behaviors and
investigate pattern formation, typically at very large scales. They are based on a dis-
crete grid of cells in a 2D-plane, and generally include mass conservations equations for
the sediment and the water and simplified descriptions of the sediment motion and of
the water flow. Diffusion Models are used to investigate large-scale landscape evolution.
For the simulation of rivers, models based on the Shallow Water equations coupled with
the Exner equation are frequently used. They are adapted for time scales ranging from
months to years. To simulate longer time scales, the unsteady and inertial terms are
sometimes neglected. More details about this category of models is given below. The
model developed in this chapter belongs to this category. For increased accuracy, one
should move on to 3D modeling, and to turbulence modeling. In increasing order of accu-

19
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racy, the last categories of models are the models using the unsteady Reynolds-averaged
Navier-Stokes equations, Large-Eddy Simulation Models and Direct Numerical Simula-
tions of the Navier-Stokes equations. Though more accurate, these models also have a
much larger computational cost. They are therefore not adapted to the simulation of
large-scale problems.

Sediment transport occurs in different modes. Bed load transport is what happens
at the surface of the river bed: the grains move by saltation and reptation. The other
sediment transport mode is the suspended load. Bed load transport occurs when the
gravity forces acting on a grain are large enough to confine transport close to the surface of
the river bed, while suspended load is observed when the hydrodynamic forces dominate
[9]. As mentioned in [88], bed load transport is responsible for bank erosion, bed forms
(dunes, ripples) and the rate at which a river incises relief. In other words, bed load
transport has a large impact on the morphology of rivers. The present thesis is concerned
with bed load only.

1.1 The Shallow Water equations

In this thesis, the water layer is modeled by the Shallow Water equations, also called
Saint-Venant equations. The one-dimensional version of the Shallow Water equations
was introduced by Adhémar Jean Claude Barré de Saint-Venant in 1871 [115]. The Shal-
low Water Equations are a system of hyperbolic partial differential equations describ-
ing "shallow" free surface flows. The word "shallow" means here that the longitudinal
length scale of the phenomenon is much larger than the water depth. These equations
are the model used in industrial software like HEC-RAS [121], MIKE HYDRO River
[123], TELEMAC-MASCARET [127]. The two-dimensional formulation of the Shallow
Water equations is

∂th+∇x · (hu) = 0, (1.1)

∂t(hu) +∇x.(hu⊗ u + g
h2

2
Id) = −gh∇zb − Sf , (1.2)

where h is the water depth, u = (u, v)T the horizontal water velocity, zb is the bottom
topography and Sf is a friction term. The Shallow Water equations can be derived
from the incompressible Navier-Stokes equations, which are widely used in fluid mechan-
ics. The full derivation is performed in [63]. Since a similar technique is used later in
the manuscript to derive the proposed model, we give a few details here. To get the
2D Shallow Water equations, a dimensionless Navier-Stokes system is used and scaling
assumptions on the parameters are made. Let us introduce the characteristic horizon-
tal length L and the characteristic height H. Under the shallow water assumption, we
assume that the parameter ε defined by

ε =
H

L
(1.3)
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is very small, i.e. ε � 1. We also introduce the characteristic values for the horizontal
velocity, vertical velocity, time and pressure

U =
√
gH, W = εU, T = L/U, P = U2. (1.4)

and we assume that
U2

gH
≈ 1.

The ratio U2/gH is the square of the Froude number Fr. The Reynolds number is

Re =
UL

µ
.

On the bottom, a Navier condition with a friction coefficient κ and a no-penetration
condition are considered. Under the shallow water assumption ε � 1, the vertical ac-
celeration terms are neglected, therefore the pressure is hydrostatic. Additionally, the
friction and the viscosity are assumed to be small

α = εα0, Re =
Re0

ε
.

Integrating the resulting dimensionless system over the water depth gives the inviscid
Shallow Water equations (1.1)-(1.2) with Sf = κu. This system results from an approx-
imation in O(ε) of the Navier-Stokes equation.

1.2 The Exner equation

In coupled hydrodynamic-morphologic models where the water is modeled by the Shallow
Water equations, the most classical model for sediment transport is the Exner equation
[54]. The Exner equation models bed load transport, and it is a only a mass conservation
equation - no further physical consideration is included. Let b be the sediment height
over a non-erodible substratum B. The Exner equation states that

∂tb+∇.qs = 0, (1.5)

where qs is a solid flux formula. The Exner equation can also be written with the
deposition and erosion rates D and E

∂tb = D− E = −∇.qs.

The results given by the Exner equation crucially depend on the choice of the solid flux
formula qs. These formulae frequently involve some of the following physical character-
istics of the sediment: density, characteristic diameter; as well as characteristics of the
water flow above the sediment layer, the velocity of the water flow for instance.
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1.2.1 The transport threshold

Several formulae also involve a threshold for incipient motion. The transport threshold
is controlled by a dimensionless number Θ called the Shields number [118], which is the
ratio between the driving force and the stabilizing force acting on a sediment grain. A
physical deduction of the Shields number is made in [9]. The driving force is the drag
exerted by the water on the grain, while the stabilizing force is the grain’s weight reduced
by its buoyancy. The hydrodynamic force exerted by the water on a flat surface of the size
of a grain is proportional to τD2, where τ is the shear stress and D the grain diameter,
while the weight of the grain reduced by its buoyancy is (ρs − ρw)gD3. The Shields
number is then defined by

Θ =
τ

(ρs − ρw)gD
. (1.6)

Motion occurs when the threshold Shields number Θc, also called critical Shields number,
is exceeded. To determine the threshold Shields number, experiments are necessary. Such
experiments are reported in the original work of Shields [118], where the threshold Shields
number is plotted against the particle Reynolds number. Determining the threshold
Shields number raises several difficulties, such as deciding whether there is motion or
not, and how long one should wait to detect the movement of a particle.

1.2.2 Some bed load transport formulae

Many bed load transport formulae are available from the literature. Some date back to
the beginning of the 20th century, while others are very recent, see for instance the formula
developed in [112]. The following paragraph presents some of the most famous ones. The
formulae presented below implicitly assume that transport occurs in the direction of the
water flow velocity. The formula proposed by Grass [68] is one of the simplest. It does
not involve a threshold. The solid flux is given by

qs(u) = Agu|u|mg−1, (1.7)

where the constants Ag and mg are empirically determined. Ag takes into account the
kinematic viscosity and the grain size and is such that 0 6 Ag 6 1. The exponent mg

is a positive real number such that 1 6 mg 6 4, a commonly chosen value is mg = 3.
The Grass formula assumes that motion begins at the same time for the fluid and the
sediment. It allows to build a coupled hyperbolic system of equations [45, 48]. When the
Grass law is used, the Shallow Water-Exner system is always hyperbolic.

The Meyer-Peter & Müller formula [103] gives

Qs = 8(Θ−Θc)
3/2, (1.8)

with
Qs =

|qs|√
g
(
ρs
ρw
− 1
)
D3

.
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This formula was derived from a fit of experimental laboratory data. The formula pro-
posed by Ashida & Michiue [12] is

Qs = 17(Θ−Θc)(
√

Θ−
√

Θc). (1.9)

It results from a theoretical derivation and a fit of experimental data. Both the Meyer-
Peter & Müller law (1.8) and the Ashida & Michiue law (1.9) give the same dependence
Qs ∝ Θ3/2, so they provide similar predictions far from the threshold Θc. However,
since equation (1.8) predicts Qs ∝ (Θ − Θc)

3/2 while equation (1.9) predicts Qs ∝
(Θ−Θc)(

√
Θ−
√

Θc), the two laws give different results close to the threshold [88].
Some stability analyses [62] have evidenced the role of the bed slope on bed load

transport. Gravity tends to bring sediment grains from the top of dunes to their basis.
This is a diffusive transport mechanism. Acknowledging gravity effects led to including
the slope in solid flux formulae. Referring to ideas presented in [52], the authors of [133]
thus use the formula

qs = k|u|m
(
u

|u|
− c∇xb

)
, (1.10)

where k,m, c are constant parameters of the model.
All the formulae presented above are deterministic. But sediment transport seems

to have some stochastic features [50], for instance due to turbulence in the water flow.
Several authors present stochastic transport models, see [8], [82]. However, probabilistic
models are beyond the scope of the present work and will not be discussed here.

1.2.3 Critics made to the bed load transport formulae

As mentioned in [64], none of the existing bed load transport formulae is universally
accepted, or even strongly recommended for practical applications, though many perfor-
mance assessments have been made - see the references in [64, 91]. Several shortcomings
of classical bed load transport formulae can be identified. In a real-life application the
sediment mixture is not homogeneous because the grains composing it have different
sizes - and different shapes. The sediments in gravel bed rivers are poorly sorted [112];
however, many formulae only use one characteristic sediment diameter. Most of the for-
mulae are derived from flume experimental data rather than from field measurements -
it is the case of the Meyer-Peter & Müller formula. The authors of [64] highlight other
assumptions inherent to the use of bed load formulae. Notably, the formulae also assume
that the maximum possible amount of bed load is transported, regardless of material
availability. In [64], the performance of twelve bed load transport formulae developed for
gravel bed channel is tested, among which the Meyer-Peter & Müller formula and the
Einstein formula . They use existing data for the flow conditions - they do not simulate
the flow. Their conclusion is that none of the formulae is capable of generally predicting
bed load transport in gravel bed rivers, and the errors can be very large. More recent
studies report similar conclusions [91]. A formula may give good results in a case and
totally fail in another case. The lack of field data to test the formulae as well as limited
hydraulic data are some of the reasons which explain such poor performances; incomplete
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knowledge and incorporation of the physics of bed load transport in the formulae also
play a role. Naturally, the variability of the parameters inside a river makes the design
of a formula very difficult.

1.3 Possible improvements to the Exner model

1.3.1 Necessity of a phase shift

Classical Shallow Water-Exner model do not manage to simulate dune growth. In these
models, the maximum shear is in phase with the maximum of the river bed topography,
and in many formulae, the shear directly controls the solid flux. Stability analyses indi-
cate that a phase lag between the maximum shear stress and the maximum of the bed
topography is necessary to obtain bed form amplification. This idea was pioneered by
Kennedy [84] and studied thereafter in [51, 61, 87].

A possibility to obtain the phase lag is to directly insert it in the model in the form of
a saturation length. As mentioned in [43], the solid flux does not adjust instantaneously
to a change of shear stress. It adjusts with some temporal or spatial delay due to particle
inertia or settling. There is a relaxation effect. The saturation length Lsat is the length
needed for qs to adjust to the value of the saturated flux qsat, i.e. the flux when the
erosion and deposition rates balance each other. It is controlled by the local value of the
shear stress at the bed surface. In [9], the following relaxation equation is given for the
flux qs

Lsat∂xqs = qsat − qs. (1.11)

In [106], a theoretical expression for Lsat is given and compared with estimations of
Lsat deduced from field observations. The predicted values match the observed values
reasonably well - the predictions and observations agree within a factor of two. In [43], the
length Lsat is interpreted as a deposition length ld = V td, related to the length traveled
by a particle during a "flight". V is the velocity of a particle and td is a deposition time.

In [9], a linear stability analysis is performed. The river bed is sinusoidal. Equation
(1.11) is used, and a shifted shear stress is prescribed. The result of the analysis is that
the sinusoidal perturbations grow when the shear stress is "in advance" with respect to
the topography (meaning that the maximum shear stress is upstream of the crest of the
perturbation). Additionally, there is a cut-off wavelength below which the perturbations
are stable. For the authors of [44], the cut-off comes from the fact that gravity effects
dominate for short wavelengths, thus stabilizing the perturbations. The saturation length
controls the size of the smallest perturbation which can develop [106]. Similarly, in [43],
the cut-off length is linked to the deposition length ld. Note that a dune cannot become
infinitely large. For instance, slope effects limit its growth. When the slope becomes
larger than the static friction angle, a small avalanche occurs. The reader is referred to
[9] for a discussion of the nonlinear effects limiting dune growth.
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1.3.2 Improvement of the flow model

Some works aim at obtaining an expression for the shifted shear stress without "man-
ually" imposing the shift length. They do so by using an improved description of the
water flow. An inherent limitation of the Shallow Water equations is that they poorly
account for what happens in the water near the surface of the sediment layer. As the
Shallow Water equations are depth-integrated equations, they do not make any distinc-
tion between the boundary layer, where the water velocity changes quickly, and the rest
of the fluid. Yet interaction between the fluid and the sediment layer happens at the
surface of the sediment layer. Refining the model in the water layer to better describe
the zone near the sediment surface is then an interesting option. The Triple Deck model
[102, 105, 132] is one of the models aiming at providing such a better description. As
the name indicates, the water layer is divided in three "decks". In the "lower deck", a
viscous problem is solved. The perturbations in the "lower deck" act on the "main deck"
as a perturbation of the stream lines. The deflection of the stream lines is transmitted
to the "upper deck", which is an ideal fluid layer. In the "upper deck", a pressure dis-
turbance is created, and this pressure disturbance is transmitted back to the lower deck,
which promotes the velocity perturbations. The Triple Deck theory is a more refined
model than the Shallow Water equations, but it avoids resolving the full Navier-Stokes
equations.

In [87], the water flow above an erodible bump is resolved using the Triple Deck
theory. First, a linearized steady triple deck problem is solved. Then, a mass transport
equation giving the solid flux is solved, and finally, the evolution of the topography
is computed. The stability of the erodible bed is investigated both numerically and
analytically; the results are in good agreement. Dune growth is obtained from initially
small perturbations of the surface of the erodible material. A phase lag between the top
of the sediment bump and the maximum shear stress is observed. Though the modeling
simplifications are many, the importance of a good description of the boundary layer is
clearly shown.

Another flow description was recently proposed in [81]. The water model consists in
a layer of ideal fluid on top of a layer of viscous fluid. The two layers interact strongly
with one another. Again, a phase lag between the shear stress and the topography is
achieved. The authors of [81] compare the numerical results obtained with their model to
numerical results obtained with the multilayer Saint-Venant model [22] and they report
that the phase lag can also be achieved with the multilayer model.

In [61], a modified water flow description is used as well, and as before, the phase
shift is obtained, not imposed. A non-local solid flux with an integral term is obtained.
Linearizing the equations even gives an explicit expression for the shear stress, which
features a non-local (integral) term

τζ = fρsv
2

(
1− b+ α

∫ +∞

0
ξ−1/3∂xb(x− ξ, t)dξ

)
,

where f is a dimensionless friction coefficient and α is a positive constant proportional
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to the cubic root of the Reynolds number in the water flow. The expression of τζ is then
modified to take into account the effect of the bed slope and additional simplifications
are performed. Finally, the equation giving the evolution of the sediment bed is

∂tb+ ∂x

(
b2

2
− ∂xb+

∫ +∞

0
ξ−1/3∂xb(x− ξ, t)dξ

)
= 0.

This model was later on studied in [5], [7]. A remarkable feature of this model is that it
violates the maximum principle, which is necessary to obtain dune growth.

The refinement of the water flow model is out of the scope of the present work.

1.3.3 Improved description of the sediment layer

In this thesis, the choice was made to focus on the sediment layer. We present below
several options for improving the description of the sediment layer.

Mechanics in the sediment layer

One can also notice that while the classical bed load transport formulae require the
knowledge of the flow conditions in the water, they do not really provide any insight
of the mechanics inside the sediment layer. In [131], the author investigates the case of
sediment transport under dam-break flows, and he argues that for such highly erosive and
transient flows, the sediment inertia should be explicitly accounted for. He then models
the water-sediment system as a two-layer system, in which the transported sediment are
described as a fluid. Both the water and the sediment are modeled by the inviscid Shallow
Water Equations. The sediment and the layer have different densities and velocities.
Comparisons with experiments of dam-break flows over erodible granular beds are made.
The model was found to perform correctly when the density of the sediment layer is close
to that of the water layer, but it did not give satisfactory results for heavier sediment
layers. A similar model with three layers was later proposed in [25].

One of the ideas behind the model proposed in this thesis is indeed to provide a
description of the mechanics of the sediment layer.

An example of derivation of the Shallow Water-Exner system

A formal deduction of the Shallow Water-Exner model is presented in [58]. Slope effects
are incorporated in the definition of the solid flux, and the solid flux is obtained thanks to
the derivation. For the sake of a later comparison, we present below some of the features
of this work. Indeed, our approach is similar, though a different asymptotics is made,
and the resulting model is of course different. In [58], there is no phase shift, while in
our work, a phase shift between the maximum of the riverbed topography and the local
maximum of the solid flux is obtained.
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The ShallowWater-Exner system is derived from the Navier-Stokes equations through
an asymptotic analysis. Between the water and mobile sediment layers, two friction laws
are considered, a linear one and a quadratic one. The friction law considered between the
static and mobile sediment layers is the Coulomb law. The sediment layer has an internal
friction angle δ. Thus, after vertical integration, transport laws involving a threshold are
obtained. The sediment layer described consists in a mobile sediment layer of thickness b
lying on a sediment layer of thickness bf which cannot move, but can exchange mass with
the mobile sediment layer. The underlying bedrock, which is fixed and does not exchange
mass with the sediment layer, is denoted by B. The density ratio is r = ρw/ρs. In the
water layer, the classical Shallow Water equations are obtained. In the sediment layer,
the fact that the sediment velocity is much smaller than the water velocity is taken into
account when the scaling parameters are given. The order of magnitude of the sediment
velocity is Us = ε2U , where ε is the aspect ratio (1.3). The coupled model obtained reads

∂th+∇x.(hu) = 0,

∂t(hu) +∇x(hu⊗ u) +
1

2
g∇xh

2 + gh∇x(B + b+ bf ) +
gb

r
P = 0,

∂t(b+ bf ) +∇x

(
bvb
√

(1/r − 1)gD
)

= 0,

∂tbf = −Tm,

with
P = ∇x(rh+ b+ bf +B) + (1− r)sgn(v) tan δ.

v is the velocity in the mobile sediment layer. The term "sgn(v)" is to be understood as
"direction of the vector v". The term gb

r P is actually a friction term. With the linear
friction law at the water-sediment interface, the velocity vb is

v
(LF )
b =

1√
(1/r − 1)gD

u− ϑ

1− r
P,

while with the quadratic friction law, it is

v
(QF )
b =

1√
(1/r − 1)gD

u−
(

ϑ

1− r

)1/2

|P|1/2sgn(P),

The quantity ϑ is

ϑ =
Θc

tan δ
.

The mass transfer between the static and mobile sediment layers is denoted by Tm. It
is the difference between the erosion and deposition rates. The authors establish a link
between the velocity vb and classic transport laws with a threshold such as (1.8). Indeed,
the Coulomb friction law between the static and mobile sediment layers introduces a
threshold for the onset of motion. The authors first define a modified effective shear
stress which takes into account slope effects. They proceed to defining an effective Shields
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number, and then they obtain a threshold law. With the linear friction, the modified
effective shear stress is

τ
(LF )
eff =

ϑD

b
τ (LF ) − gρsϑD∇x(rh+ b+ bf +B)

Note that here it is not the bed slope which is taken into account, but the free surface
slope. τ (LF ) is the shear exerted by the water at the water-sediment interface with a
linear friction law. The velocity of the sediment layer is then

v
(LF )
b = sgn(τ

(LF )
eff )

(
Θ

(LF )
eff −Θc

)
+
.

This model admits a dissipative balance for the mechanical energy. This is not gener-
ally the case for Shallow Water-Exner models. As shown in [137], in the general case, a
mathematical entropy exists, but this entropy is not the mechanical energy.

Non-local effects in the sediment layer

A non-local sediment flux formula is proposed in [35]. The authors are concerned with
the modeling of the sea bed on short time scales. The sea bed is considered to be a
structure with low stiffness, and the fundamental assumption of the modeling approach
is that the sea bed will adapt to the flow by some sort of minimal sand transport in
order to minimise an energy expression. For simplicity, the approach is explained in
one dimension. Let J(b(x, t), h(x, t, b(x, t))) be the cost function to be minimized. For
instance, J can contain a term linked to the energy of the water flow and a term forcing
the sediment surface to stay close to its original shape. It is assumed that b will evolve
so as to reduce the functional J(b(x, t), h(x, t, b(x, t))). An evolution model from time t
to time t+ ∆t for the sediment surface can be given by

b(x, t+ ∆t) = b(x, t)−∆tφ∇bJ(b(x, t), h(x, t, b(x, t))), (1.12)

where φ is the "receptivity" of the bed, it can be linked to the porosity of the sediment
layer. The notation ∇b denotes the derivative with respect to b. In other words, the
discrete form of the equation

∂tb+ φ∇bJ = 0

minimizes J(b(x, t), h(x, t, b(x, t))). By analogy with the Exner equation (1.5), we have

∂xqs = φ∇bJ.

This implies a non-local definition for the solid flux qs:

qs(x, t) = qs(−∞, t) +

∫ x

−∞
φ∇bJ(a)da.
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The shore line is positioned at x = 0 and the negative values of x correspond to points
in the sea. One can safely assume that q(−∞, t) = 0 and that ∇bJ(x) → 0 when
x → −∞. The context is that of coastal modeling, and the influence of the water flow
on the sediment bed decreases going away from the shore as the water depth increases.
This expression is similar to the expression given in [61].

Using a non-local solid flux is one of the main ideas developed in this thesis.

1.3.4 Non-local models for other applications

We present here a few non-local models, used for other applications, that present some
similarities with the non-local model (1). The behavior of the solution of (1) is probably
very different from the solution of the non-local models below. Our point here is that
the research articles on these non-local models highlight the difficulty of analyzing them
and of proposing robust numerical schemes to solve them. There exist many non-local
models. They are developed for a large variety of applications: chemotaxis, traffic flow,
plasma physics...

In plasma physics, a non-local electron conduction model is used for the simulation of
laser-driven Inertial Confinement Fusion experiments. While a local theory, the Spiter-
Härm theory, was formerly used, some experiments have evidenced that the electron heat
flow is non-local. This flux depends not only on the local conditions, but also on the
portion of the temperature profile enclosed in a few hundreds of mean free paths. The
heat flux is therefore expressed as

Q(t, x) =

∫
R3

Wε(x, x
′)QSH(t, x′)dx′,

which is the convolution of the Spitzer-Härm flux QSH with a kernelWε(x, x
′) that tends

to a Dirac function as ε goes to 0. ε is the ratio of the velocity unit defined by the time
and length scales over the thermal velocity. However, the choice of the kernel is not clear.
One can try to describe the heat flux as the solution of a linear transport equation, see
[117]. Following the ideas developed in [117], a non-local model for electron temperature
is derived in [66] {

∂tΘ + 2
3ρ∂xQ = 0,

Q− ε2ν(Θ)∂2
xQ = −κ(Θ)∂xΘ,

(1.13)

where ν, κ are two smooth positive functions and ρ is the charge density. The total energy
is conserved. This system resembles (1), though it is not as non-linear as (1). In (1.13),
anti-diffusive effects may occur, i.e. in some parts of the domain the heat flux Q and the
temperature gradient may have the same sign.

Another non-local model was developed by Patlak [108] and Keller and Segel [83].
It describes the space and time evolution of the density n of some cells attracted by a
chemical having a concentration c. The chemotactic sensitivity χ is taken here constant.
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The Patlak-Keller-Segel model reads

∂tn−∇x.(∇xn− χn∇xc) = 0, (1.14)
∂tc−∆xc = n− c, (1.15)

Equation (1.14) means that the cell density n diffuses and is advected at the velocity
χ∇xc, which is a non-local velocity because c is the solution of a non-local equation.
The parabolic model (1.14),(1.15) admits blow-up solutions. Here, we are actually more
interested in another form of the model where (1.15) is replaced by the elliptic equation

c−∆xc = n, (1.16)

because (1.16) ressembles more the second equation of (1). Note that in (1.16), the
concentration c instantly adapts to the variations of n. Let us take the gradient of
equation (1.16) and denote by c̃ the gradient of the concentration c, we get

c̃−∆xc̃ = ∇xn,

which is very similar to the second equation of (1). Equation (1.14) can be rewritten as

∂tn−∇x.(∇xn− χnc̃) = 0,

which is the first equation of (1) with an extra diffusion term.

In [60], the main analysis results on (1.14),(1.16) are recalled. Assuming that the
initial condition on the density is small enough, there exist at least a couple of nonnegative
functions (n, c) and the global mass of cells is conserved with respect to time. Then,
a finite-volume scheme is proposed and analyzed. For the time discretization, a fully
implicit Euler scheme is used. Even if the scheme is implicit, a CFL condition (written
here for the 1D scheme)

χ
∆t

∆x
(∇i+1/2c+∇i−1/2c) < 1, (1.17)

is needed for the advection part of equation (1.14). ∇i+1/2c is the discrete gradient of
the concentration c at the face i + 1/2. Note that we expect the model (1) to behave
quite differently from the Patlak-Keller-Segel model. The system (1.14),(1.16) admits
blow-up solutions, depending on the global initial mass of cells, while we rather expect
the solutions of (1) to be quite smooth. The right-hand side of (1.16) is significantly
different from that of the second equation of (1), it does not have the same sign.

The Stokes-Brinkman equations are a linear and stationary system of equations, they
read [72] {

∇ · u = 0,

µK−1u− µ̃∆u = −∇p,
(1.18)

where u is the fluid velocity, p is the pressure, µ is the viscosity and µ̃ is an effective
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viscosity, K is a permeability tensor. They allow to simulate incompressible free flow
and incompressible flow in a porous domain without requiring interface modeling. The
model (1) can be seen as a depth-integrated Stokes-Brinkman system with a free surface.

1.4 Numerical resolution of the Shallow Water-Exner sys-
tem

In the present thesis, a numerical method for the resolution of the system (1) coupled
to the Shallow Water equations is proposed. A finite-volume discretization is used. We
propose here a short overview of the existing finite-volume schemes for the resolution of
the Shallow Water-Exner system. The numerical treatment of the Shallow Water-Exner
system is discussed only for classical, local solid flux formulae.

Two main approaches exist for solving the system. The first approach is said to be
"uncoupled". The equations for the water layer and those for the sediment layer are
solved separately. This approach is justified by the fact that in many cases, the water
layer and the sediment bed evolve at very different time scales. The bed evolution is
typically much slower, meaning that for instance, one could take a larger time step in
the sediment layer than in the water layer. The hydrodynamic and morphodynamic
unknowns are exchanged at some specific time instants only. This approach is adopted
in the industrial codes [121, 123, 127]. However, when the characteristic time scales for
the two layers are closed, the uncoupled approach is not suitable and stability issues
appear. More specifically, the uncoupled approach cannot deal with supercritical flows
[45].

In the "coupled" approach, the complete Shallow Water-Exner system is solved. A
possible strategy is to approximate the eigenvalues of the Jacobian matrix of the full
system. The computation of the eigenvalues is relatively easy when the solid flux is given
by the law (1.7), but this is not the general case. This is the technique used in [94]. In
[78], the authors use a flux-limited version of Roe’s scheme to solve several formulations
of the Shallow Water-Exner system. An approach based on the Roe scheme is adopted in
[28] to propose a 1D and 2D scheme for unstructured grids. In [25], a relaxation approach
is proposed. The water pressure and the sediment flux are relaxed; the computation of
the eigenvalues is easy.

Finally, let us mention an intermediate approach introduced in [24]. A three-wave
approximate Riemann solver for the Shallow Water-Exner system is proposed. The
hydraulic and morphodynamic intermediate states are computed in a decoupled way,
but the wave velocities of the full system are evaluated - they are approximate values of
the eigenvalues of the Jacobian matrix of the Shallow Water-Exner system.

The majority of finite-volume schemes for the Shallow Water equations uses a colo-
cated approach - the unknowns are discretized at the centers of the finite volumes. Yet
schemes relying on a staggered approach have also been designed, see for instance [10,
75, 114]. The staggered grid is commonly referred to as one of the Arakawa grids, first
introduced in [11]. The water depth is discretized at the centers of the cells, while the
velocity (or the momentum) is discretized at the interfaces between the cells. The imple-
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mentation of such methods is quite simple. (Note that the staggered-grid discretization
is commonly chosen for finite difference schemes, see [42] for an example.) In [55], a
staggered-grid scheme presented in [73] and based on the work in [75] is used to simulate
the Shallow Water-Exner system.

The numerical scheme presented in this thesis uses a staggered-grid discretization.
A coupled approach is adopted, yet the computation is stable. The numerical scheme
for the sediment layer is implicit, and this is very different from what is classically done
when simulating the Shallow Water-Exner system in the finite volume community.
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Abstract
The aim of this work is to model and simulate sediment transport under the action of water.
A new model for the sediment layer is proposed. Its novelty lies in the presence of a viscosity
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2.1 Overview of the water-sediment system

2.1.1 Bilayer Navier-Stokes equations

η

ζ

B

uw
ww

us
ws

u

vb

h

Figure 2.1 – Description of the unknowns in the stratified sediment-water system. left:
Navier-Stokes unknowns, right: shallow water unknowns.

We consider a Cartesian coordinate system where x ∈ Rd, d ∈ {1, 2}, is the coordinate
in the horizontal plane, z ∈ R is the coordinate in the vertical direction and t ∈ R+ is the
time coordinate. In this work, we focus on the modeling of the coupled water-sediment
system in the regime of bedload transport. We assume that due to gravity, the flow
is well-stratified, i.e. there exists an interface ζ (x, t) that splits the flow in two parts,
see Figure 2.1 : below this interface and above a non-erodible substratum B (x) from
now on referred to as the sediment layer, only the sediment phase is present ; above
the interface and below the free surface η (x, t) from now on referred to as the water
layer, only the water phase is present. In addition, we assume that the flow in both
layers can be modeled as a continuous media and more precisely with the incompressible
Navier-Stokes equations. Let us precise some notations. In each layer k ∈ {s, w} (s
stands for sediment whereas w stands for water), the horizontal velocity is denoted by
uk (x, z, t) ∈ Rd, the vertical velocity by wk (x, z, t) ∈ R and the pressure by pk (x, t).
The governing equations in each layer read

∇x · uk + ∂zwk = 0 ,
ρk (∂tuk + (uk · ∇x)uk + wk∂zuk) = −∇xpk +∇x · (2µk Dx uk)

+∂z (µk (∂zuk +∇xwk)) ,
ρk (∂twk + (uk · ∇x)wk + wk∂zwk) = −∂zpk − gρk + ∂z (2µk∂zwk)

+∇x · (µk (∇xwk + ∂zuk)) ,

(2.1)

where the symmetric gradient is used Dx u = ∇xu+(∇xu)t

2 . The fluid k ∈ {s, w} is
characterized by its density ρk ∈ R∗+ and its viscosity µk ∈ R∗+ fixed. The free surface
and the water-sediment interface are respectively governed by the kinematic equations

∂tη + uw|z=η · ∇xη − ww|z=η = 0 and ∂tζ + us|z=ζ · ∇xζ − ws|z=ζ = 0.

The no-penetration condition is assumed at the water-sediment interface and at the
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substratum

∂tζ + uw|z=ζ · ∇xζ − ww|z=ζ = 0 and us|z=B · ∇xB − ws|z=B = 0.

For each surface ξ ∈ {B, ζ, η}, we define the normal by

Nξ =
1√

1 + |∇xξ|2

−∂xξ−∂yξ
1


and a base of tangent vectors by

T 1
ξ =

1√
1 + |∂xξ|2

 1
0
∂xξ

 and T 2
ξ =

1√
1 + |∂yξ|2

 0
1
∂yξ

 .

The viscosity tensor is defined for k ∈ {s, w} by

Σk = 2µk

 Dx uk
∇xwk + ∂zuk

2
∇xwk + ∂zuk

2
∂zwk


and the stress tensor is assumed to be continuous at the free surface and at the water-
sediment interface, i.e.(

−pw|z=ηId+ Σw|z=η
)
Nη = 0

and
(
−ps|z=ζId+ Σs|z=ζ

)
Nζ =

(
−pw|z=ζId+ Σw|z=ζ

)
Nζ .

For the sake of simplicity, the atmospheric pressure was set to zero. To close the system,
friction laws must be given at the water-sediment interface and at the substratum((

−pw|z=ζId+ Σw|z=ζ

)
Nζ

)
· Tζ = κζU

?
ζ · Tζ , ∀Tζ ∈ vect{T 1

ζ , T
2
ζ }((

−ps|z=BId+ Σs|z=B
)
NB

)
· TB = FB, ∀TB ∈ vect{T 1

B, T
2
B}

where the shear reads U?
ζ = Uw|z=ζ −Us|z=ζ with the velocities Uk = (uk, wk)

t. Details
about the friction force at substratum fB are given in §2.1.2. The friction coefficient
κζ > 0 at the interface and the friction force at the substratum FB can be functions of
the horizontal space variable, the surrounding pressure and the shear, i.e.

κζ : R× Rd → R+(
pw|z=ζ ,U

?
ζ

)
7→ κζ

(
pw|z=ζ ,U

?
ζ

)
and FB : Rd × R× Rd → R+(

x, ps|z=B ,Us|z=B
)
7→ FB

(
x, ps|z=B ,Us|z=B

)
.
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The system (2.1) must be completed with initial data

uk(x, z, 0) = u0
k(x, z) , wk(x, z, 0) = w0

k(x, z) ,
ζ(x, 0) = ζ0(x) and η(x, 0) = η0(x).

that have to satisfy the compatibility condition

∇xu
0
k + ∂zw

0
k = 0 ,

(u0
w|z=ζ − u

0
s|z=ζ )∇xζ

0 − (w0
w|z=ζ − w

0
s|z=ζ ) = 0 ,

u0
w|z=B .∇xB − w0

w|z=B = 0 .

2.1.2 Introduction of a threshold for the onset of motion

Classical laws of solid sediment transport used in the context of hydraulic engineering
have a threshold for incipient motion, and are a power function of the difference between
a shear stress and a critical shear stress. The Meyer-Peter and Müller law [103] and van
Rijn law [113] are examples of such laws involving a threshold. In the following, we show
that a threshold for the onset of motion can also be introduced in the models (2.3) by
means of the operator FB

(
x, ps|z=B ,Us|z=B

)
by defining it with a Coulomb friction law.

The Coulomb friction law, classically used for contacts between solids, claims that at
each point x either the contact is static, i.e. v (x) = 0, or the friction force is on a cone
and its direction is opposed to the velocity. In particular, its magnitude does not depend
on the velocity. On the other hand, the friction law for a contact between fluid layers
is usually proportional to a power of the relative velocity, see for instance the Manning-
Strickler law [96]. Since the sediment layer is a mixture that is neither really a fluid nor
a solid, we propose that the friction is a combination of the two classical frictions, i.e.

FB (x, p,U) =


(τp+ κB ‖U‖γ)

U

‖U‖
if U 6= 0

min

(
1,

τ

‖τ‖
p

)
τ else.

The parameter τ (x) ≥ 0 is the Coulomb friction coefficient, that goes to zero if the layer
is almost fluid. The parameter κB (x) > 0 is the Strickler’s coefficient, that goes to zero
if the layer is almost solid. The parameter 0 < γ ≈ 1 depends on the regime of the flow,
usually γ = 1 for a laminar flow and γ = 2 for a turbulent flow. The shear stress at the
surface of the substratum τ is the resultant of the forces on a column of sediment except
the friction at the substratum, i.e.

τ = κζU
?
ζ −

∫ ζ

B
(∇xps −∇x · (2µk Dx uk) + ∂z (µk (∂zuk +∇xwk))) dz.

Even if the model (2.1) to describe the sediment-water system neglects several physical
processes such as suspended sediment, water exchanged between the sediment layer and
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the water layer, as well as the possibility for the sediment to have a complex rheology
and to contain grains of several sizes, it is already too complex to be simulated at the
scale of a river or of a harbor. To carry out large-scale simulations, a reduced model is
needed. Introducing reduced models for the sediment layer is the purpose of the next
section.

2.2 The sediment layer integrated model

This section focuses on the sediment layer, without considering the water layer. More
precisely, the action of water on sediments is solely due to water pressure and water
velocity at the sediment-water interface, respectively referred to in this section by pζ =
pw|z=ζ and Uζ = Uw|z=ζ . This is a preliminary step before considering the coupled water
and sediment layers. Different models are derived for the sediment layer considering
different parameters. Then, a numerical scheme is presented and validated with numerical
experiments.

2.2.1 Vertically averaged models

To derive reduced models using asymptotic arguments, we introduce the following char-
acteristic values of the system

t = T t̃ , x = Lx̃ , z = Hz̃ +B0 , ζ = Hζ̃ +B0 , B = HB̃ +B0 ,
us = Uũs , ws = Ww̃s , ps = P p̃s ,

τ̄ = CΥ , κB =
KB

Uγ−1
κ̃
B̃
, κζ = Kζ κ̃ζ̃ ,

with T = L
U , H and L respectively the characteristic time and characteristic horizontal

and vertical dimensions of the problem, U ,W and P respectively the characteristic values
of the horizontal and vertical velocities and the pressure, Kξ, ξ ∈ {B, ζ} the characteristic
values of the friction parameters. A vertical reference level B0 has been introduced. From
now on, we assume that the surfaces are smooth enough, so that the variations of the
surfaces are respectively characterized by

∇xB (x) =
H

L
∇x̃B̃ (x̃) and ∇xζ (x) =

H

L
∇x̃ζ̃ (x̃) .

The flow is therefore characterized by the following dimensionless numbers

ε =
H

L
, Fr =

U√
gH

, Re =
ρsUL

2µs
,

r =
ρw
ρs

, ΘB =
KBU

ρsgH
, Θζ =

KζU
?
ζ

ρwgH
,

(2.2)

respectively named the numbers of shallowness, the Froude number, the Reynolds num-
ber, the density ratio and what we call the large scale Shields numbers at the substratum
and at the sediment-water interface. The shear celerity U?ζ is the characteristic value
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of the velocity difference at the sediment-water interface U?
ζ = Uζ −Us|z=ζ . The large

scale Shields number at the sediment-water interface can be linked to the classical Shields
number, i.e. θζ =

KζU
?
ζ

(ρs−ρw)gD , by introducing the characteristic grain diameter D. More
precisely Θζ = 1−r

r
D
H θζ .

In the following, several vertically-integrated models are formally derived depending
on the scaling of the dimensionless numbers, in particular the Reynolds number and the
large scale Shields numbers. The models can be summarized by the following general
model

∂t̃b̃+ εα∇x̃ ·
(
b̃ṽ
)

= 0 ,

(1− α)β
(
∂t̃

(
b̃ṽ
)

+∇x̃ ·
(
b̃ṽ ⊗ ṽ

))
+ F̃

B̃
(ṽ) = τ̃

(2.3)

where the dimensionless friction at the surface of the substratum reads

F̃
B̃

(
b̃, ṽ, τ̃ , p̃

ζ̃

)
=



(
Υ
(
b̃+ rp̃

ζ̃

)
+ κ̃

B̃
‖ṽ‖γ

) ṽ

‖ṽ‖
if ṽ 6= 0,

min

1,
Υ
(
b̃+ rp̃

ζ̃

)
‖τ̃‖

 τ̃ else,
(2.4)

and the dimensionless shear stress reads

τ̃ = −rκ̃
ζ̃

(
εαṽ − ũ

ζ̃

)
− βb̃∇x̃

(
b̃+ B̃ + rp̃

ζ̃

)
+ ω∇x̃ ·

(
2b̃Dx̃ṽ

)
. (2.5)

The parameters (α, β, ω) ∈ {0, 1}3 depend on the scaling, see Propositions 1 and 2
and activate the following physical processes. The parameter α corresponds to the scale
of the ratio between the solid velocity and the forcing velocity uζ . For α = 0, the order
of magnitude of the solid velocity is the same as that of the forcing velocity, while for
α = 1, the solid velocity is one order smaller than the forcing velocity. The parameter β
reflects the impact of the gravity on the motion of the sediment layer i.e. when β = 0, the
gravity term can be neglected whereas when β = 1 it cannot. Similarly, the parameter ω
reflects the impact of the viscosity of the sediment layer, i.e. when ω = 0, the viscosity
term can be neglected whereas when ω = 1 it cannot.

The following models were derived assuming that Fr = 1. The proofs and the models
are still valid for lower Froude numbers. However, low Froude regimes are beyond the
scope of this work. For details about the low Froude limit, see [85, 86, 136].

Remark 1. In equation (2.3) and if α = 1, the term εακ̃
ζ̃
ṽ is of the order of the modelling

error. However, in the perspective of the derivation of the coupled system, it is kept to
ensure energy dissipation, see Proposition 2.3.1.

Models with local sediment discharge

Let us now introduce the models with large Reynolds number. We derive three models
corresponding to three different asymptotic regimes. In all these models, the solid flux
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is local. The model Proposition 1.i) corresponds to the Exner model with a Grass-type
flux [68], where the solid velocity is proportional to the forcing velocity. The model
Proposition 1.ii) corresponds to the bilayer model. This model was previously used to
describe the sediment transport in particular in [138]. In model Proposition 1.iii) the
gravity effect remains and the solid velocity is one order smaller than in the other models
in Proposition 1. The importance of the gravity term was first evidenced in [62, 95].
A model very similar to model Proposition 1.iii) was derived in [58] assuming a differ-
ent scaling, i.e. while in [58], the dimensionless horizontal velocity in the sediment was
assumed to be of the order of ε2, we obtain the order of magnitude of ũs during our
derivation, and this order of magnitude is ε.

Proposition 1. Assume that Fr = 1, 1 > r = O (1) and one of the following scalings

i) Re = 1, Θζ = 1, ΘB = 1 and C = 1 then (α, β, ω) = (0, 0, 0),

ii) Re = ε−1, Θζ = ε, ΘB = ε and C = 1 then (α, β, ω) = (0, 1, 0),

iii) Re = 1, Θζ = ε, ΘB = 1 and C = ε then (α, β, ω) = (1, 1, 0).

Then the system (2.3) with the initial condition

b̃ (x̃, 0) = ζ̃0 (x̃)− B̃ (x̃) , (2.6)

and, in the case of model Proposition 1.ii) only, the additional initial condition

ṽ(x̃, 0) = ṽ0 (x̃) ,

and where p̃
ζ̃

=
pζ

ρwU2 , ũζ̃ =
uζ
U , is an approximation of the Navier-Stokes system for the

sediment layer with the following modeling errors∣∣∣ζ̃ − B̃ − b̃∣∣∣ = O
(
ε1+α

)
, |ũs − εαṽ| = O

(
ε1+α

)
. (2.7)

Proof. First, the mass conservation is obtained classically by integration the divergence
free equation (the first equation of (2.1)). In addition, it yields that W = εU and from
the vertical momentum equation (the third equation of (2.1)), it classically yields that
P

ρsU2 = O (1).
Now, let us consider the main terms of the horizontal momentum equation, of the

stress continuity conditions at the surface of the substratum and at the sediment-water
interface. In the cases ii) and i), we write the following auxiliary problem

∂2
z̃ ũs = O (ε) ,

∂z̃ũs = O (ε) , at z̃ = ζ̃

∂z̃ũs = O(ε) , at z̃ = B̃.

These equations impose that the vertical variations of ũs are of size ε, i.e.

ũs
(
x̃, z̃, t̃

)
= us,0

(
x̃, t̃
)

+O (ε) .
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Let us now focus on the pressure. Since ∂z̃ũs = O (ε), integrating the vertical momentum
equation leads to the hydrostatic relation, i.e.

p̃s = ζ̃ − z̃ + rp̃
ζ̃

+O (ε) . (2.8)

Integrating the horizontal momentum equation between B and ζ yields

∂t̃

((
ζ̃ − B̃

)
us,0

)
+∇x̃ ·

((
ζ̃ − B̃

)
us,0 ⊗ us,0

)
+
ζ̃ − B̃
F 2
r

∇x̃

(
ζ̃ + rp̃

ζ̃

)
= −ΘB

εF 2
r

F̃
B̃

(us,0)−
Θζ

εF 2
r

rκ̃
ζ̃

(
us,0 − ũζ̃

)
+

1

Re
∇x̃ ·

((
ζ̃ − B̃

)
Dx̃us,0

)
+O (ε) .

(2.9)

This gives the result considering the scaling.

In the case iii), we write the following auxiliary problem

∂2
z̃ ũs = O(ε2) ,

∂z̃ũs = O
(
ε2
)
, at z̃ = ζ̃

∂z̃ũs = εκ̃
B̃
ũs +O(ε2) , at z̃ = B̃.

It yields that ũs = O (ε) and ũs does not depend on z up to the order ε2, i.e.

ũs
(
x̃, z̃, t̃

)
= εus,1

(
x̃, t̃
)

+O
(
ε2
)
. (2.10)

Since ∂z̃ũs = O
(
ε2
)
, integrating the vertical momentum equation leads to the hydrostatic

relation (2.8) (up to the order ε2). Next, we integrate the horizontal momentum equation
between B̃ and ζ̃; we get

ΘB

F 2
r

F̃
B̃

(us,1)− ε

Re
∇x̃ ·

((
ζ̃ − B̃

)
Dx̃us,1

)
= − ζ̃ − B̃

F 2
r

∇x̃

(
ζ̃ + rp̃

ζ̃

)
−

Θζ

εF 2
r

rκ̃
ζ̃

(
εus,1 − ũζ̃

)
+O (ε) .

(2.11)

Using the orders of magnitude of the Reynolds number Re = 1 and of the sediment-water
interface large-scale Shields number Θζ = ε allows to further simplify equation (2.11).
Thus, the result is obtained.

Note that the scaling of the velocity (2.10) might be not satisfied by the initial
condition ũ0

s = u0s
U . Introducing the short time σ = t̃

ε2
, the previous auxiliary problem

becomes
∂σũs −

1

Re
∂2
z̃ ũs = O

(
ε2
)
,

∂z̃ũs = O
(
ε2
)
, at z̃ = ζ̃ ,

∂z̃ũs = O (ε) , at z̃ = B̃.

therefore ũs becomes of the order of ε within a characteristic time of the order of O(ε2).
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Models with non-local sediment discharge

The main drawback of the Exner models derived in Proposition 1 is that they do not
take into account the viscosity in the sediment layer. To derive models involving an
operator accounting for the viscosity, the product between the Reynolds number and the
Shields number at the surface of the substratum must be of the order of ε. These models,
presented in Proposition 2, are viscous versions of the Spinewine model [138], the Grass
model [68] and the model in [58].

Proposition 2. Assume that Fr = 1, 1 > r = O (1) and one of the following scalings

i) Re = ε, Θζ = 1, ΘB = 1 and C = 1 then (α, β, ω) = (0, 0, 1),

ii) Re = 1, Θζ = ε, ΘB = ε and C = 1 then (α, β, ω) = (0, 1, 1),

iii) Re = ε, Θζ = ε, ΘB = 1 and C = ε then (α, β, ω) = (1, 1, 1).

Then the system (2.3) with the initial condition (2.6) and where p̃
ζ̃

=
pw|z=ζ
P , ũ

ζ̃
=

uw|z=ζ
U ,

is an approximation of the Navier-Stokes sediment layer with the modeling errors (2.7).

Proof. The proof is similar to that of Proposition 1. However the auxiliary problem
coming from the horizontal momentum equation and the boundary condition reads

∂2
z̃ ũs = O

(
ε2
)
,

∂z̃ũs = O
(
ε2
)
, at z̃ = ζ̃

∂z̃ũs = O
(
ε2
)
, at z̃ = B̃

thus ũs does not depend on z up to the order ε2, i.e.

ũs
(
x̃, z̃, t̃

)
= us,0

(
x̃, t̃
)

+ εus,1
(
x̃, t̃
)

+O
(
ε2
)
.

As in the proof of Proposition 1, the initial condition which does not necessary satisfy
this scaling vanishes within a characteristic time of the order of O

(
ε2
)
. Integrating the

vertical momentum equation allows to obtain that the pressure is hydrostatic (2.8). The
horizontal momentum equation vertically integrated between B and ζ is again equation
(2.9).

The first two results i) and ii) are direct simplifications of (2.9) considering the scaling.
For the scaling iii), the main terms of (2.9) read

κ̃
B̃
us,0 −∇x̃ ·

((
ζ̃ − B̃

)
Dx̃ us,0

)
= 0

and it follows that us,0 = 0. The next term reads(
ζ̃ − B̃

)
∇x̃

(
ζ̃ + p̃

ζ̃

)
= −F̃

B̃
(us,1) +∇x̃ ·

((
ζ̃ − B̃

)
Dx̃ us,1

)
+ κ̃

ζ̃
ũ
ζ̃
.

As previously mentioned, the term −εκ̃
ζ̃
us,1 is added to the right hand side without

modification of the modeling error, see Remark 1.
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In the following, we will focus on model (2.3) in the case where (α, β, ω) = (1, 1, 1),
i.e. Proposition 2.iii). From the physical point of view, this model seems interesting
because throughout its derivation, it emerges that the solid velocity is much smaller that
the water velocity, which corresponds to observations, and it takes into account viscous
effects in the sediment layer. From the mathematical point of view, this model is much
more complex than it seems. Even if this model can naively be considered as simple as
the model with inertia (α, β, ω) = (0, 1, 1), for which numerical strategies are already
proposed in the literature [1, 33, 138], it is not the case. In particular it is well known
that the numerical scheme for the case with inertia (α, β, ω) = (0, 1, 1) does not give
satisfactory results in the regime where the inertia terms are negligible, see [29], and a
first step is to propose a numerical scheme for the asymptotic model without inertia.
Let us first rewrite it in the dimensional framework by multiplying the equation for the
conservation of mass by HU

L and the momentum balance by HU2

L . It reads{
∂tb+∇x · (bv) = 0 ,

fB (b, v, τ) = τ (b, v)
(2.12)

with τ a dimensional version of (2.5), i.e.

τ (b, v) = −rκζ (v − uζ)− b∇x

(
g (b+B) +

pζ
ρs

)
+∇x · (2µsbDxv) (2.13)

and fB (b, v, τ) is a dimensional version of (2.4). In our case, where the inertia of the
sediment layer is neglected, the friction at the substratum can be reformulated as

fB (b, v, τ) =

{
(τc + κB ‖v‖γ)

v

‖v‖
if ‖τ‖ > τc(b, pζ)

τ + v if ‖τ‖ ≤ τc(b, pζ)

with the critical shear stress τc (b, pζ) = τ
(
gb+

pζ
ρs

)
. Note that for µs = 0 the solid

velocity reads

v =

(
‖τ‖ − τc
κB

) 1
γ

+

τ

‖τ‖
.

We recover a power law with a threshold similar to the laws used by hydraulic engineers,
see [103, 113].
In particular, let us denote by b̂ the solution of the system without viscosity µs = 0.
Neglecting the term κζv (which is indeed negligible as shown in the derivation), the
shear stress τ does not depend on the solid velocity v, thus it can be computed explicitly.
Keeping the term κζv, it is no more possible to obtain an explicit formula for the solid
velocity because it is solution of the non-linear problem

κB ‖v̂‖γ + rκζ ‖v̂‖ −
(
‖τ̂‖ − τc

(
b̂, pζ

))
+

= 0 and v̂ = ‖v̂‖ τ̂

‖τ̂‖
(2.14)
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with
τ̂ = rκζuζ − b̂∇x

(
g
(
b̂+B

)
+
pζ
ρs

)
.

However, as long as γ > 0 and using a monotonicity argument, it is clear that there
exists an unique positive solution ‖v̂‖ to the problem (2.14).

In the case of a viscous sediment layer µs > 0, the well-posedness is not as clear
because τ is a non-local function of the solid velocity v. A few properties of the model
(2.12) are presented in §2.2.1 but the full analysis of model (2.12) is out of the scope
of the present paper. The computation of the solution of (2.12) is not at all trivial and
this work will focus on this point further below in §2.2.2. The analysis (i.e. the proof of
the existence and uniqueness of the solution) is let as a perspective of the current work,
see §2.5.

Analysis

In this section, the main physical properties of model (2.12) are shown in order to improve
the relevance of this model. In particular, an energy balance is proved.

Proposition 3. Assume that the initial condition is positive, i.e. b0(x) ≥ 0, and let
b ∈ C0. As long as the solid velocity stays bounded, i.e. v ∈ L∞, the solution is positive,
i.e. b (x, t) ≥ 0.

Proof. This result is a classical result coming from the continuity equation. Multiplying
the continuity equation by 1b− , with 1φ is the indicator of the support of φ and b− =
min (0, b), we get

∂t ‖b−‖L1 =

∫
R

∣∣bv · ∇x1b−
∣∣ dx ≤

∫
R

∣∣b∇x1b−
∣∣ dx ‖v‖L∞ .

Assuming that v is bounded, the right hand side vanishes by continuity of b. We conclude
by considering the initial condition.

Before stating the energy balance, we introduce the function E , giving the potential
energy of a column of fluid of height h placed upon a topography at elevation B

E(h,B) = gh

(
h

2
+B

)
. (2.15)

Proposition 4. For smooth enough solutions, the mechanical energy of (2.12) satisfies
the following energy balance

∂t

(
Es + b

pζ
ρs

)
+∇x ·

((
g (b+B) +

pζ
ρs

)
bv
)
−∇x · (2µsbv ·Dxv)

= b∂t
pζ
ρs
− v · fB − rκζv · (v − uζ)− 2µsb(Dxv) : (Dxv),

with Es = E(b, B).
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Proof. Let us multiply the continuity equation of (2.12) by g (b+B) +
pζ
ρs
, while the

equation on the velocity is multiplied by v. Combining the two equations gives the
result.

The mechanical energy of the sediment layer is made only of its potential energy.
Note that the estimate of Proposition 4 is a dissipation law in the sense that without
forcing, i.e. uζ = ∂tpζ = 0, the total mechanical energy decreases, i.e. ∂t

∫
Rd Es dx ≤ 0,

since the friction term is dissipative, i.e. v · fB ≥ 0 and (Dxv) : (Dxv) > 0 because the
matrix Dxv is symmetric.

2.2.2 Numerical scheme

In the present section, we propose a numerical strategy to solve (2.12) in one dimension.
A staggered grid discretization is used to limit the size of the stencil of the viscosity
operator. Such a staggered grid discretization was already used for the SWE in [75, 114]
and for the shallow water-Exner system in [55]. A linear system is solved to obtain the
velocity at the faces between the control volumes. This strategy was already proposed in
a simpler case in [66] and a multidimensional version [65], to approximate the solution
of the Schurtz-Nicolaï model [117] in plasma physics.

Let us consider a Cartesian grid of points xi+1/2 = δx
(
i+ 1

2

)
with δx > 0 the constant

space step. The numerical unknown bn+1
i is the approximation of the sediment thickness

b averaged in a cell ]xi−1/2, xi+1/2[ at time tn+1 = tn + δnt , where δnt is an adaptative
time step defined later on. In addition, vni+1/2 is an approximation of the solid velocity
v at the interface xi+1/2 and at time tn. For readability purposes, the following centered
discrete operators are used

∂δi+1/2 : RNx → R

(ψj)1≤j≤Nx 7→
ψi+1 − ψi

δx

and
∂δi : RNf → R(

ψj+1/2

)
1≤j≤Nf

7→
ψi+1/2 − ψi−1/2

δx

with Nx the number of cells and Nf the number of interfaces of the grid. Let us set the
forcing terms uni+1/2, p

n
i and pni+1/2 respectively defined by the values (or an approxima-

tion of) uζ
(
xi+1/2, t

n
)
, pζ (xi, t

n) and pζ
(
xi+1/2, t

n
)
. The discrete friction coefficient at

the substratum-sediment interface reads κB,i+1/2 = κB
(
xi+1/2

)
. The discrete friction

coefficient at the interface depends on the velocities uζ , v and on the pressure at the
interface pζ , i.e.

κnζ,i+1/2 = κζ

(
pni+1/2, u

n
i+1/2 − v

n
i+1/2

)
. (2.16)

Numerical scheme for the model with non-local sediment discharge

Let us focus on the numerical resolution of the non-local model (2.12). Indeed, the main
objective of the present work is to characterize the behavior of system (2.12). As will be
shown later, the scheme for the non-local model degenerates towards a scheme for the
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model with local sediment discharge as the viscosity µs goes to 0. This is a desirable
property, since the Exner system with a local sediment discharge has shown its relevance
in many situations, see the examples given in [53] and [135].

We choose the following discretization for the continuity equation of (2.12)

bn+1
i = bni − δnt ∂δi (bnvn+1). (2.17)

The choice of an implicit discretization is motivated in Remark 3. Details about the
computation of the numerical solution are given below. A discretization of the second
equation of (2.12) reads

fn+1
B,i+1/2 = τni+1/2 (2.18)

The friction at the surface of the substratum is

fn+1
B,i+1/2 =

τnc,i+1/2sign
(
vn+1
i+1/2

)
+ κB,i+1/2|vn+1

i+1/2|
γ−1vn+1

i+1/2 if ‖τn+1
i+1/2‖ > τnc,i+1/2,

τni+1/2 + vn+1
i+1/2 if ‖τn+1

i+1/2‖ 6 τnc,i+1/2 .

The critical shear stress is defined by

τnc,i+1/2 = τc(b
n
i+1/2, p

n
ζ,i+1/2). (2.19)

and the effective shear stress is defined by

τn+1
i+1/2 = −rκnζ,i+1/2(vn+1

i+1/2−u
n+1
ζ,i+1/2)− bni+1/2∂

δ
i+1/2φ

n+1 + ∂δi+1/2(2µsb
n∂δvn+1). (2.20)

The discrete potential is

φn+1
i = g(bn+1

i +Bi) +
pn+1
ζ,i

ρs
. (2.21)

An upwind reconstruction is adopted for the sediment depth at the interface

bni+1/2 =


bni if vn+1

i+1/2 > 0,
bni +bni+1

2 if vn+1
i+1/2 = 0,

bni+1 if vn+1
i+1/2 < 0.

(2.22)

Upwinding is required to ensure the positivity and the entropy stability of the solution
under an hyperbolic CFL condition, see Proposition 5. More precisely, we will see that
the positivity of the thickness bni is ensured at convergence if the time step satisfies the
following implicit CFL condition

λn+1
s δnt 6

δx
2
, (2.23)

with
λn+1
s = max

1≤i≤Nf

(
vn+1
i+1/2

)
. (2.24)
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Proposition 5. Assume that the initial condition is non-negative, i.e. b0i > 0, and that
the time step satisfies the CFL condition (2.23). Then the solution of the scheme (2.17),
(2.18) is non-negative, i.e. bni > 0, and the solution satisfies a dissipation law of the
mechanical energy(

En+1
s,i + bn+1

i

pn+1
ζ,i

ρs

)
−
(
Ens,i + bni

pnζ,i
ρs

)
δnt

+ ∂δi
(
φn+1bnvn+1 −Mn+1

)
6
bni
ρs

(
pn+1
ζ,i − p

n
ζ,i

δnt

)
−
vn+1
i+1/2

2
fn+1
B,i+1/2 − r

κnζ,i+1/2

2
vn+1
i+1/2(vn+1

i+1/2 − u
n+1
ζ,i+1/2)

−
vn+1
i−1/2

2
fn+1
B,i−1/2 − r

κnζ,i−1/2

2
vn+1
i−1/2(vn+1

i−1/2 − u
n+1
ζ,i−1/2)

−2µs
bni+1

(
∂δi+1v

n+1
)2

+ 2bni
(
∂δi v

n+1
)2

+ bni−1

(
∂δi−1v

n+1
)2

4

(2.25)

with
Ens,i = E(bni , Bi),

and

(Mn+1)i+1/2 = 2µs
bni+1(vn+1

i+1/2 + vn+1
i+3/2)∂δi+1v

n+1 + bni (vn+1
i−1/2 + vn+1

i+1/2)∂δi v
n+1

4
.

Proof. Assume that at the time iteration n, the solution is non-negative. Under the CFL
condition (2.23), the non-negativity of bn+1

i is a classical property of the upwind scheme.

Let us now focus on the mechanical energy. Equation (2.17) is multiplied by φn+1
i .

We get(
En+1
s,i + bn+1

i

pn+1
ζ,i

ρs

)
−
(
Ens,i + bni

pnζ,i
ρs

)
δnt

+∂δi
(
φn+1bnvn+1

)
= −

(bn+1
i − bni )2

2δnt
+
bni
ρs

(
pn+1
ζ,i − p

n
ζ,i

δnt

)

+bni+1/2v
n+1
i+1/2

∂δi+1/2φ
n+1

2
+ bni−1/2v

n+1
i−1/2

∂δi−1/2φ
n+1

2
,

(2.26)
where the reconstruction φn+1

i+1/2 is defined as

φn+1
i+1/2 =

φn+1
i + φn+1

i+1

2
.

An expression for the mechanical work term is obtained by multiplying equation (2.18)
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by vn+1
i+1/2

rκnζ,i+1/2

(
vn+1
i+1/2

)2
+ vn+1

i+1/2f
n+1
B,i+1/2 − v

n+1
i+1/2∂

δ
i+1/2(2µsb

n∂δvn+1)

− rκnζ,i+1/2u
n+1
ζ,i+1/2v

n+1
i+1/2 = −bni+1/2v

n+1
i+1/2∂

δ
i+1/2φ

n+1,

which is then substituted in equation (2.26). Now, it remains to prove that the term
1
2(vn+1

i+1/2∂
δ
i+1/2(2µsb

n∂δvn+1)+vni−1/2∂
δ
i−1/2(2µsb

n∂δvn+1)) is indeed dissipative. Expand-
ing this term and using the identity a(a− b) = a2/2− b2/2 + (a− b)2/2 allows to write

1

2

(
vn+1
i+1/2∂

δ
i+1/2(2µsb

n∂δvn+1) + vni−1/2∂
δ
i−1/2(2µsb

n∂δvn+1)
)

=
µs
2δ2
x

(
bni+1

(
(vn+1
i+3/2)2 − (vn+1

i+1/2)2 − (vn+1
i+3/2 − v

n+1
i+1/2)2

)
+bni

(
(vn+1
i+1/2)2 − (vn+1

i−1/2)2 − (vn+1
i+1/2 − v

n+1
i−1/2)2

)
−bni

(
(vn+1
i+1/2)2 − (vn+1

i−1/2)2 + (vn+1
i+1/2 − v

n+1
i−1/2)2

)
−bni−1

(
(vn+1
i−1/2)2 − (vn+1

i−3/2)2 + (vn+1
i−1/2 − v

n+1
i−3/2)2

))
and then

1

2

(
vn+1
i+1/2∂

δ
i+1/2(2µsb

n∂δvn+1) + vn+1
i−1/2∂

δ
i+1/2(2µsb

n∂δvn+1)
)

= 2
µs
δx

(
bi+1

vn+1
i+1/2 + vn+1

i+3/2

4
∂δi+1v

n+1 − bi−1

vn+1
i−1/2 + vn+1

i+1/2

4
∂δi−1v

n+1

)

− 2µs
bni+1

(
∂δi+1v

n+1
)2

+ 2bni
(
∂δi v

n+1
)2

+ bi−1

(
∂δi−1v

n+1
)2

4
.

Note that the computation of vn+1
i+1/2 is not obvious, since it depends on bn+1

i which has
yet to be computed. Equations (2.17) and (2.18) form a system with Nf +Nx unknowns.
This system can be reduced to a system with only Nf unknowns by replacing bn+1

i in
(2.18) using the scheme (2.17), which gives

(rκnζ,i+1/2 + κB,i+1/2|vn+1
i+1/2|

γ−1)vn+1
i+1/2 − ∂

δ
i+1/2(2µsb

n∂δvn+1)− gδnt bni+1/2(∂δ(bnvn+1))

= −gbni+1/2∂
δ
i+1/2φ

n+1 − τnc,i+1/2sign(vn+1
i+1/2), (2.27)

if |τn+1
i+1/2| > τnc,i+1/2, and v

n+1
i+1/2 = 0 otherwise. The system described by (2.27) is actually

nonlinear, because the reconstruction bni+1/2 and the shear τni+1/2 depend on vn+1
i+1/2. In

practice, a fixed-point method is used. The presence of the threshold makes the system
stiff, hence the choice of the Newton fixed-point method. The velocity is initialized
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with vn,0i+1/2 = 0 for all 1 6 i 6 Nf . At convergence, vn+1
i+1/2 = limq→+∞ v

n,q
i+1/2. The

convergence criterion used to estimate the convergence of the iterative process is based
on the l∞-norm of the variation of the solution bn,q between two successive iterations.
At each iteration, the shear stress τn,qi+1/2 is compared to the critical shear stress τn,qc,i+1/2.
If ||τn,qi+1/2|| 6 τn,qc,i+1/2, the corresponding lines in the matrix and in the right-hand side
of the system are modified. In the line i of the matrix, the diagonal coefficient is set to
1 while the others are set to 0. The line i in the right-hand side is set to 0. At each
iteration, the time step is estimated using the relation

δn,qt =
λδx

2vn,qi+1/2

,

with vn,qi+1/2 the velocity at the iteration q and with a given λ 6 1 to satisfy the CFL
condition (2.23).

Remark 2. Initializing the fixed-point iteration with vn,0i+1/2 = vni+1/2 is likely to improve
the performance of the fixed-point method. Yet, this could also introduce memory effects
in the solution which are not present in the second equation of (2.12).

Scheme for the local sediment discharge

In this paragraph, we show how the scheme for the non-local model degenerates towards
a scheme for the local model when the viscosity goes to zero. The transport threshold τ
is set to 0 for the sake of readability. A hat is put on the variables of the local scheme
to distinguish them from those of the non-local scheme. When µs goes to 0, the scheme
(2.17), (2.18) is formally equivalent to the scheme

b̂n+1
i = b̂ni + δnt ∂

δ
i

(
g

(b̂n)2

rκ̂nζ + κB|v̂n+1|γ−1
∂δi φ̂

n+1 − b̂n
(

rκ̂nζ u
n+1
ζ

rκ̂nζ + κB|v̂n+1|γ−1

))
, (2.28)

where the velocity v̂n+1
i+1/2 is naturally defined by

v̂n+1
i+1/2 = −g

b̂ni+1/2

rκ̂nζ,i+1/2 + κB,i+1/2|v̂n+1
i+1/2|γ−1

∂δi+1/2φ̂
n+1 +

(
rκ̂nζ,i+1/2u

n+1
ζ,i+1/2

rκ̂nζ,i+1/2 + κB,i+1/2|v̂n+1
i+1/2|γ−1

)

The discrete variables κ̂nζ,i+1/2, τ̂
n
c,i+1/2, τ̂

n
i+1/2 φ̂n+1

i are respectively defined as in the
equations (2.16), (2.19), (2.20), (2.21). The reconstruction b̂ni+1/2 is an upwind recon-
struction defined as in (2.22).

A system is solved for the unknown b̂n+1, which is the one quantity in which we
are interested, while in the non-local scheme a system is solved for the velocity vn+1.
Again, as equation (2.28) describes a non-linear system, a fixed-point method is used.
To initialize the method, we set v̂n,0i+1/2 = 0 for all 1 6 i 6 Nf .
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Remark 3. Equation (2.28) can be seen as a discretization of a nonlinear convection-
diffusion equation

∂tb̂+ ∂x

(
Âb̂− D̂∂xφ̂

)
= 0, (2.29)

with

Â =
rκζuζ

rκ̂ζ + κB||v̂||γ−1
,

D̂ = g
b̂2

rκ̂ζ + κB|v̂||γ−1
.

It is well-known that at least the diffusion part of the equation has to be discretized with
an implicit scheme to be stable without a restrictive (parabolic) condition on the time
step.

The scheme for the local sediment discharge (2.28) satisfies Proposition 5 with µs = 0.
Moreover, the scheme for the local sediment discharge is stable under the CFL condition
(2.23). Yet the CFL condition (2.23) is not the classical CFL condition of an advection-
diffusion equation such as (2.28), see §2.4.

Boundary conditions

We briefly discuss here the implementation of several types of boundary conditions.
The computational domain is made of Nx cells. The boundary conditions on bn are
implemented by means of ghost cells numbered 0 and Nx+1. As regards vn+1, boundary
edges indexed by 1/2, Nx + 1/2 are used. Moreover, depending on the type of boundary
condition chosen for vn+1, the matrix defined by (2.18) is modified. The boundary
conditions used in practice depend on the test case and will be specified for each test
case.

2.2.3 Numerical validation

In this section, the behavior of the numerical scheme described in §2.2.2 is illustrated. For
all the test cases, except when indicated otherwise, the parameters are set to g = 9.81,
γ = 1, µs = 0.5, τ = 0. The friction coefficients κB,i+1/2 and κζ,i+1/2 are constant in
space. For the bottom friction coefficient, κB,i+1/2 = 1 for all 1 6 i 6 Nf . The length of
the domain is 1.

Synthetic forcing

The convergence of the scheme presented in §2.2.2 towards an analytical solution is
studied. Though no analytical solution exists in the general case, one may recover an
analytical solution by imposing the adequate forcing. More precisely, considering pζ = 0,
we look for the forcing uζ such that the thickness b is stationary, i.e. b = β(x). The
continuity equation implies that βv = Q, with Q a constant. The fact that Q 6= 0 implies
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that the shear stress is larger than the threshold value and the second equation of (2.12)
gives an expression for the forcing velocity

uζ =
1

rκζ

(
gτcβ + κB

(
Q

β

)γ
+ rκζ

Q

β
+ gβ(β

′
+B

′
) + 2µsQ

ββ
′′ − (β

′
)2

2

)
.

This strategy is applied to assess the convergence of the numerical scheme. We set

β (x) = 1 + 0.1 sin (2πx) and Q = 1.

The friction coefficient κζ is constant in space and in time, its value is κζ = 10−3. The
bottom is flat, i.e. B(x) = 0 and the initial condition is b0 = 1. Dirichlet boundary
conditions are imposed: the values imposed at the boundaries are those of the analytical
solution, i.e. bn0 = 1 + 0.1 sin

(
2π
(−δx

2

))
, bnNx+1 = 1 + 0.1 sin

(
2π
(
L+ δx

2

))
.
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In Figure 2.2, the errors in L2-norm are plotted at T = 20 for several values of δx.
The time T is long enough for the numerical solution to reach the stationary regime. As
expected because of the use of an upwind reconstruction in the continuity equation, the
convergence order of the scheme is 1.

Asymptotic behavior

As explained in §2.2.2, the scheme (2.17), (2.18) converges to the scheme (2.28) as µs
goes to 0. In this section, the convergence of (2.17), (2.18) towards (2.28) with respect
to µs is studied numerically. There is no forcing term: uζ = 0, pζ = 0. Coherently, the
friction at the interface is κζ = 0. The bottom is flat, i.e. B(x) = 0. The initial condition
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is described by

b0(x) =


1 if x < 0.4

1.1 if 0.4 6 x 6 0.6

1 if x > 0.6

(2.30)

Wall boundary conditions are imposed. The solutions given by the non-local scheme
(2.17), (2.18) for decreasing viscosity values are compared to the solution yielded by
(2.28) at the time T = 2×10−3. The final time T is chosen such that the sediment bump
is not entirely flat at T even for the lower viscosity values, which allows to quantify the
differences between the solutions. The space step is δx = 10−3. To prevent the error
due to the time discretization from degrading the comparison between the two schemes,
a time step δt = 10−5 is imposed. With this value for the time step, the CFL condition
(2.23) is always satisfied - in particular, this value is a valid choice for the lower viscosity
values. The results are shown on Figure 2.3. As µs goes to 0, the solution of the non-local
scheme (2.17), (2.18) converges towards the solution of the local scheme with order 1.

Influence of the viscosity on the shape of the solution

The influence of the viscosity on the behavior of the sediment layer is illustrated. Two
cases are investigated, corresponding to two different initial conditions. Solutions are
computed for various values of the viscosity µs. For all the viscosity values, the space
step is δx = 10−3. The time step is variable, it is determined using the CFL condition
(2.23). In the first case, the initial condition is described by equation (2.30). In the
second case, a higher sediment bump is set on a dry bed

b0(x) =


0 if x < 0.4,

0.5 if 0.4 6 x 6 0.6,

0 if x > 0.6.

(2.31)

Thus the ability of the scheme (2.17), (2.18) to deal with dry fronts is assessed. The
results are shown on Figure 2.4. These results are converged.

When the viscosity is small, the sediment bump quickly becomes flat and smooth. For
a very high viscosity, the initial condition is almost preserved; a longer simulation time
would be needed to see a change in the shape of the sediment layer. In the case of a
wet bed, the higher the viscosity, the longer the discontinuities in the sediment bump are
preserved. In the case of a dry bed, the fronts between the wet and dry zones are very
sharp.

Note that the scheme (2.17), (2.18) is able to deal with dry fronts. In particular, no
oscillations are produced.
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Non-flat stationary state

The effect of the introduction of a threshold for the onset of motion is illustrated. The
value of the critical shear stress is set to τ = 1. The bottom has a constant slope of 0.1,
it is described by

B(x) = 0.5− 0.1x.

The initial condition is given by

b0(x) =


0.1 if x < 0.4,

0.2 if 0.4 6 x 6 0.6,

0.1 if x > 0.6.

The space step is δx = 10−3. Two different simulations are run, one with µs = 0 and the
other with µs = 0.5. The two simulations are run with a constant time step δt = 10−6,
which is small enough for the CFL condition to be satisfied in both cases. This value
is also small enough for the numerical scheme not to "miss" the stationary state. The
presence of a threshold allows to obtain non-flat stationary states. Thus angles of repose
(which are a property of granular materials) appear in the numerical solutions. The final
states are shown on Figure 2.5. Note that the numerical solutions do not reach their final
states at the same time. Reaching the final state takes much longer when the viscosity
is µs = 0.5. The transients of the numerical solutions are not the same either - this was
to be expected, given the results in §2.2.3. Yet the stationary state does not seem to
depend on the viscosity. It is characterized by |τ(b, 0)| 6 τc(b, pζ). With µs = 0.5, the
shear stress τ(b, 0) is equal to the threshold (for the points which have moved during the
simulation), while for µs = 0, it is slightly below, see Figure 2.6.

The implementation of the threshold raises many theoretical and numerical difficulties
which are beyond the scope of the present work. For a discussion of these problems, see
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for instance [2].

2.3 Coupled water and sediment system

We are now interested in the modeling and simulation of the whole system, made of a
water layer and a sediment layer. A derivation for the coupled system is presented, as
well as a numerical strategy for solving it. Numerical results are shown.

2.3.1 Modeling of the coupled system

The derivation of the models for the sediment layer from the Navier-Stokes equations was
already performed in §2.2.1. In order to derive the coupled system, the dimensionless
numbers introduced in (2.2) are again considered. Additionally, the Reynolds number in
the water layer is introduced

Rew =
ρwUL

2µw
,

with µw the viscosity of the water. For Rew small enough and one of the sets of parame-
ters described in Proposition 1.ii), Proposition 1.iii), Proposition 2.ii), Proposition 1.iii),
the coupled model made of

∂t̃h̃+∇x̃ ·
(
h̃ũ
)

= 0 ,

∂t̃

(
h̃ũ
)

+∇x̃ ·

(
h̃ũ⊗ ũ+

h̃2

2
Id

)
+ h̃∇x̃

(
b̃+ B̃

)
= −1

b̃>0
κ̃
ζ̃

(ũ− ṽ)− 1
b̃=0

κ̃Rũ ,
(2.32)
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in the water layer and (2.3) in the sediment layer with the initial conditions

h̃ (x̃, 0) = η̃0 (x̃)− ζ̃ (x̃) ,

ũ(x̃, 0) =
1

η̃0 (x̃)− ζ̃0 (x̃)

∫ ζ̃0(x̃)

η̃0(x̃)
ũw (x̃, z)0 dz ,

and (2.6) is derived from the Navier-Stokes equations with the modeling errors∣∣∣η̃ − ζ̃ − h̃∣∣∣ = O (ε) , |ũw − ũ| = O (ε) . (2.33)

in the water layer and (2.7) in the sediment layer. In the model (2.3) for the sediment
layer, we have ũ

ζ̃
= ũ and p̃

ζ̃
= h̃. The derivation of the SWE in the water layer is the

classical one [63].

Remark 4. Choosing one of the scalings Proposition 1.ii), iii), Proposition 2.ii), iii) is
necessary so that the SWE can be obtained in the water layer. A low friction Θζ = ε at
the sediment-water interface is required.

Remark 5. Note that the indicator function 1
b̃>0

was added to the friction term κ̃
ζ̃

(ũ− ṽ)
in the model for the water layer. Physically, when the sediment layer vanishes, the water
is directly in contact with the bedrock. The friction between the water and the rock in
the absence of sediment is modeled by the term 1

b̃=0
κ̃Rũ. In what follows, for the sake

of lightness, this subtlety on the modeling of the friction is omitted and the friction is
simply written κ̃

ζ̃
(ũ− ṽ).

Remark 6. The orders of approximations are different in the two layers. How- ever,
the fact that the order of approximation in the water layer is ε does not prevent the
approximation from being of the order of ε2 in the sediment layer. Indeed, in the second
equation of (2.1), u is multiplied by κζ , which is of the order of ε.
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Once again, we focus on model Proposition 2.iii) in the sediment layer. From now
on, we work with the dimensional bilayer system with model Proposition 2.iii) in the
sediment layer. The coupled model is

∂th+∇x · (hu) = 0,

∂t (hu) +∇x ·
(
hu⊗ u+ g

h2

2
Id

)
= −gh∇x(b+B)− κζ(u− v),

(2.34)

coupled with (2.12). The dimensional expression of τ is given by (2.13) with uζ = u and
pζ = ρwgh.

Energy balance of the coupled system

In order to be coherent with physics, the system (2.34),(2.12) must dissipate the mechan-
ical energy.

Proposition 6. For smooth enough solutions, the mechanical energy of system (2.34),(2.12)
satisfies the following energy balance

∂t (K + Etot) +∇x · (Ku+ hφwu+ bφsv)−∇x · (2µsbv ·Dxv)

= −v · fB − rκζ |u− v|2 − 2µsb(Dxv) : (Dxv),

where K =
1

2
rh|u|2 is the kinetic energy of the water layer and

Etot =

(
grh

(
h

2
+ b+B

)
+ gb

(
b

2
+B

))
is the potential energy of the whole system.

We have set the potentials φw = rg(h+ b+B) and φs = g(b+ rh+B).

Proof. The classical energy balance for the Shallow Water equations with a moving to-
pography is

∂t (Ew +K + ghb) +∇x · (Ku+ φwu) = −gh∂tb− κζ(u− v),

with Ew = E(h,B). Summing this equation multiplied by r with the energy balance for
the sediment layer given in Proposition 4 gives the result. To rearrange the potential
energy terms, the following computation is performed

r∂t (Ew +K + ghb) + ∂t (Es + rgbh)− rgb∂th− rgh∂tb = ∂t (rEw + Es + rgbh) = ∂tEtot

2.3.2 Numerical strategy for the coupled system

The numerical scheme for the bilayer system is presented. We have already introduced
a scheme for the sediment layer. We look for a scheme in the water layer which can
be coupled to the scheme (2.17)-(2.18) for the sediment layer. Since the scheme (2.17)-
(2.18) is staggered, we look for a staggered scheme for the water layer. Moreover, the
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terms ui+1/2, vi+1/2 involved in the friction terms between the sediment and the water
must be taken at the same time in the scheme for the water layer and in the scheme for
the sediment layer, that is to say, at time tn+1. Note that an implicit friction term is
advantageous for the stability of the scheme in the water layer.

To avoid dealing with large systems, the following choice is made. In the momentum
equation for the water layer, the topography is taken at the time tn (that is to say, the
contribution from the sediment depth is taken at the time tn); while in the sediment
layer, the pressure contribution coming from the water layer is taken at the time tn+1.
In the scheme for the sediment layer, the pressure term pn+1

ζ,i+1/2/ρs is replaced by its
expression pn+1

ζ,i+1/2/ρs = rghn+1
i+1/2.

The scheme described in [73, 75] and used for the simulation of the Exner-Shallow
Water system in [55] meets the design requirements presented at the beginning of the
current section. It reads

hn+1
i = hni − δnt ∂δiFh,n, (2.35)

hn+1
c,i+1/2u

n+1
i+1/2 = hnc,i+1/2u

n
i+1/2 − δ

n
t ∂

δ
i+1/2Q

n

− gδnt h
n+1
c,i+1/2∂

δ
i+1/2ζ

n − δnt κζ,i+1/2

(
un+1
i+1/2 − v

n+1
i+1/2

)
, (2.36)

with the following notations

hnc,i+1/2 =
hni + hni+1

2
,

Fh,ni+1/2 = hni+1/2u
n
i+1/2, hni+1/2 =


hni if uni+1/2 > 0,
hni +hni+1

2 if uni+1/2 = 0,

hni+1 if uni+1/2 < 0,

Qni = qni u
n
i + g

(hn+1
i )2

2
,

with

qni =
1

2

(
Fh,ni+1/2 + Fh,ni−1/2

)
, uni =


uni−1/2 if qni > 0,
un
i−1/2

+un
i+1/2

2 if qni = 0,

uni+1/2 if qni < 0.

The CFL condition for the water layer is

λnwδ
n
t 6

δx
2
, (2.37)

with
λnw = max

16i6Nx

(
|qni |
hni

+
√
ghni

)
. (2.38)
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As the friction term is implicit, equations (2.18) and (2.36) are coupled. However, the
resolution of a large system to find the vector (un+1, vn+1) is actually not necessary.
One can resort to a splitting strategy. Let the momentum equation in the water be
computed without friction first, and the water velocity be corrected with the friction
term afterwards. The system (2.35), (2.36) is recast into two systems

hn
∗
i = hni + δnt S

n
h,i, (2.39)

hn
∗

c,i+1/2u
n∗

i+1/2 = hnc,i+1/2u
n
i+1/2 + δnt S

n
hu,i+1/2, (2.40)

with

Snh,i = −∂δiFh,n, (2.41)

Snhu,i+1/2 = −∂δi+1/2Q
n − gnhn+1

c,i+1/2∂
δ
i+1/2ζ

n, (2.42)

and

hn+1
i = hn

∗
i , (2.43)

hn+1
c,i+1/2u

n+1
i+1/2 = hn

∗

c,i+1/2u
n∗
i+1/2 − δ

n
t κζ,i+1/2

(
un+1
i+1/2 − v

n+1
i+1/2

)
, (2.44)

with hn
∗

c,i+1/2 = hn+1
c,i+1/2. The variable un∗i+1/2 is computed explicitly. Equation (2.44)

gives an expression for un+1
i+1/2 as a function of un∗i+1/2 and vn+1

i+1/2 which can be substituted
in (2.18). Thus, a system is solved for vn+1 only. The scheme (2.39), (2.40) is a forward
Euler scheme using the sources Snh,i, S

n
hu,i+1/2, which depend only on hn, un, bn and B.

Theoretically, we do not know if the time step prescribed by the CFL condition in the
water layer will satisfy the CFL condition in the sediment layer as well. (In practice, this
is the case in many situations because the velocity in the water layer is typically much
larger than that in the sediment layer.) The management of the time step is described
in the pseudo-algorithm below. The function Euler called in the algorithm is defined
immediately below.

Discrete energy balance for the coupled system

We prove that the way we couple a scheme for the water layer with our scheme for the
sediment layer does not create entropy.

Proposition 7. Let a scheme (WS) for the water layer such that the discrete entropy
inequality

E(hn+1
i , B̂i)− E(hni , B̂i)

δnt
+

1

δnt

(
Kn+1
i+1/2 +Kn+1

i−1/2

2
−
Kni+1/2 +Kni−1/2

2

)
+ ∂δi J

6 Ri − κζun+1
i+1/2(un+1

i+1/2 − v
n+1
i+1/2) (2.45)
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Algorithme 1 : Time loop for the coupled scheme
while (t < T ) do

λnw ← (2.38) ;
Snh ← (2.41) ; Snhu ← (2.42) ;
while error(bn,q) > maximum_tolerance do

hn,q = Euler(δn,qt , hn, Snh ) ; (hu)n,q = Euler(δn,qt , (hu)n, Snh ) ;
vn,q ← (2.18) ;
bn,q ← (2.17) ;
λn,qs ← (2.24);
δn,qt = 1/max

(
1

T−t ,
λnw
δx
, λ

n,q
s
δx

)
;

compute error(bn,q) ;
hn+1 ← hn,q ;
bn+1 ← bn,q ;
(hu)n+1 ← (2.44) ;

Algorithme 2 : Euler
Input : φ, δnt , Sn

φ← φ+ δnt S
n

holds, where

E(hni , B̂i) = ghni

(
hni
2

+ B̂i

)
is the potential energy, B̂i is the topography seen by the water,

Kni+1/2 = hni+1/2(ui+1/2)2

is the kinetic energy at the face i+1/2 and at the time tn, Ji+1/2 is an energy flux and Rni
is a rest that goes to 0 as δnt goes to 0 under the CFL condition respected by the scheme
(WS). Then the total discrete entropy of the scheme for the bilayer system satisfies

1

δnt

(
En+1
tot,i +

Kn+1
i+1/2 +Kn+1

i−1/2

2
−

(
Entot,i +

Kni+1/2 +Kni−1/2

2

))

+ ∂δi
(
rJ + φn+1bnvn+1

)
− ∂iMn+1 6 −

vn+1
i+1/2

2
fn+1
B,i+1/2 −

vn+1
i−1/2

2
fn+1
B,i−1/2

− r

2
κζ,i+1/2(un+1

i+1/2 − v
n+1
i+1/2)2 − r

2
κζ,i−1/2(un+1

i−1/2 − v
n+1
i−1/2)2

− 2µs

(
bni+1

(
∂δi+1v

n+1
)2

+ 2bni
(
∂δi v

n+1
)2

+ bni−1

(
∂δi−1v

n+1
)2

4

)
,
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where Entot,i is the total potential energy defined by

Entot,i = rE(hni , b
n
i +Bi) + E(bni , Bi),

and fn+1
B,i+1/2 andMn+1

i+1/2 are defined as in Proposition 5.

Proof. First, a discrete entropy for the scheme (WS) with variable-in-time topography
must be obtained. The discrete inequality (2.45) is given for a topography that is constant
in time. §2.3.2, we said that the contribution of the sediment depth to the topography
term in the scheme for the water layer is taken at time tn. Therefore, (2.45) immediately
holds for B̂n

i = bni +Bi. Then, noticing that

E(hn+1
i , bn+1

i +Bi) = E(hn+1
i , bni +Bi) + ghn+1

i (bn+1
i − bni ),

we get

E(hn+1
i , bn+1

i +Bi)− E(hni , b
n
i +Bi)

δnt
+

1

δnt

(
Kn+1
i+1/2 +Kn+1

i−1/2

2
−
Kni+1/2 +Kni−1/2

2

)
+ ∂δi J 6 Ri − κζun+1

i+1/2(un+1
i+1/2 − v

n+1
i+1/2) + ghn+1

i (bn+1
i − bni ). (2.46)

To conclude the proof, equation (2.46) is multiplied by r and summed to the discrete
energy balance for the sediment layer (2.25). The potential energy terms En+1

tot,i , Entot,i are
obtained by performing the following calculation

rE(hn+1
i , bn+1

i +Bi)− rE(hn+1
i , bni +Bi) + En+1

s,i − E
n
s,i

− rghn+1
i (bn+1

i − bni )− rgbni (hn+1
i − hni ) = En+1

tot,i − E
n
tot,i

The scheme described in [73, 75] verifies the hypothesis in Proposition 7.

2.3.3 Numerical results for the coupled system

In what follows, the behavior of the coupled system is illustrated. The length of the
domain is L = 10. The surface of the bedrock is B(x) = 0.5. Unless specified otherwise,
the left boundary condition in the water is (hu)(0, t) = 0.5 and the right boundary
condition is h(L, t) = 0.5. In the sediment layer, the boundary conditions on the left are
b(0, t) = 0.1 and ∂xv(0, t) = 0. The boundary conditions on the right are ∂xb(L, t) = 0
and ∂xv(L, t) = 0. Except in the second test case in §2.3.3, the initial shape of the
sediment dune is given by

b0(x) = 0.1
(

1 + e−(x−5)2
)
. (2.47)
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Figure 2.7 – Initially subcritical and transcritical flows

These boundary conditions and initial sediment shape are those described in [55]. Again,
κB,i+1/2 = 1 for all i = 1, . . . , Nf . The friction coefficient at the water-sediment interface
is also constant in space. Its value is κζ,i+1/2 = 2 × 10−3 for all i = 1, . . . , Nf . As in
§2.2.3, g = 9.81, γ = 1 and there is no threshold for the onset of motion, i.e. τ = 0.

To initialize the water layer, we run the simulation with a fixed sediment layer until
the water reaches the steady state. The steady flow over the water bump is shown on
Figure 2.7(a). With the mentioned boundary and initial conditions, the steady water
flow is fluvial.

Dune growth test

In this section, we study the influence of the viscosity term on the evolution of a sediment
dune under an initially subcritical water flow. This is a classical test case. The difference
with existing models such as the Grass model and that in [58] is shown. Two different
studies are performed: one with µs = 0, and one with µs = 0.5.

A convergence study is performed with µs = 0. The sediment profiles obtained
at T = 10 for an increasing number of cells Nx are shown on Figure 2.8. For the
converged solutions, the dune steepens and grows slightly. The sediment accumulates on
the downstream side of the bump and a shock seems to appear in the sediment layer at
the beginning of the solution. Yet, there is no hydraulic jump in the water layer, the flow
remains fluvial everywhere in the domain. The growth of the dune is due to a transient
occurring when the sediment layer becomes deformable. Indeed, during the initialization
phase for the water, the sediment layer is rigid and the water layer does not transmit
energy to it. When the sediment layer becomes erodible, it suddenly receives energy from
the water layer. Then, after a short time, the height of the sediment bump decreases due
to the diffusion process. This phenomenon is difficult to catch numerically. Large values
of Nx are necessary to observe the initial dune growth.
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Figure 2.8 – §2.3.3 Dune growth test, µS = 0

The influence of the viscosity on the time evolution of the dune is assessed. The
viscosity is µS = 0.5. Then, a convergence study is performed with µs = 0.5. The
convergence is harder to obtain than with µs = 0, in the sense that a larger number of
cells Ns is needed to correctly approximate the solution.

The converged solutions are shown on Figure 2.11(a) and have the following behavior.
When the simulation starts, the dune begins to grow. Then, a hydraulic jump appears
in the water layer and the dune sharpens, evolving into a peak under the hydraulic jump
and a smaller bump following it. The sediment peak moves downstream along with
the hydraulic jump and the phenomenon maintains itself. The sediment velocity is much
lower than that of the water; it is the deformation in the sediment layer that moves as fast
as the hydraulic jump. A zoom on the hydraulic jump and on the sediment underneath
reveals that the sediment profile brutally changes under the shock in the water layer, see
Figure 2.11(b). The profiles obtained in the sediment layer are very sharp. But they do
not result from a shock in the sediment layer: multiple cells are involved in the peak, see
Figure 2.11(b).

Figure 2.9 shows the sediment profiles obtained as the mesh is refined. For the
coarsest meshes used, i.e. for Nx 6 400, the numerical solution fails to capture the
correct behavior: no hydraulic jump is created. The dune grows a bit on the downstream
side and then is eroded. Neither the peak height nor the peak velocity are correct and
the solutions appear shifted with respect to the reference solution. The evolution of the
error in norm L2 in time and space as a function of Nx is shown on Figure 2.10. This
error is given by the formula

‖xn − xref‖l2δ =

(
1

LT
∆Tout

Nout∑
n=1

(
δx

Nx∑
k=1

|xnk − xref |2
))1/2

,
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Figure 2.9 – §2.3.3 Sediment profiles at
T = 10, µS = 0.5
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Figure 2.10 – §2.3.3 Error in norm l2δ ,
µS = 0.5

where ∆Tout is the time interval between two outputs and Nout the number of outputs.
The values of the numerical solution and of the reference solution are designated by xk
and xref respectively. The fact that the order of convergence is not 1 is due to the
presence of shocks in the numerical solution for the water. The number Nx = 25600 is
enough to catch the correct behavior of the solution.

The same simulation is performed with higher viscosity values. For higher viscosity
values, the sediment profiles obtained are less sharp and steep. The velocity of the
sediment layer is lower. For viscosity values of the order of 10, the bump seems not to
move at all: the phenomenon is too slow to be observed at this time scale.

To emphasize the difference between the non-local model, the Grass model and the
local model (similar to the model in [58]), the solid fluxes are plotted for each model.
The sediment fluxes are plotted for the numerical solutions described in §2.3.3 with Nx =
25600. Logically enough, the local flux is plotted for the numerical solution computed
with µs = 0 and the non-local flux is plotted for the numerical solution computed with
µs = 0.5. The Grass flux is plotted for the solution computed with µs = 0. The fluxes
are plotted at the beginning of the simulations (T = 0.67), that is to say, before the
dunes have become significantly different from the initial condition. The Grass formula
gives the following solid flux

qs = Ag|uw|m−1uw,

with Ag and m two constants and qs the sediment flux. Typically, m = 3. The constant
Ag can be determined by identification with the Meyer-Peter and Müller formula. Yet, as
the computation Ag involves the Strickler coefficient, determining its value is irrelevant
in our case. To illustrate what the Grass flux for this sediment bump would be, we take
m = 3 and we simply plot |uw|2uw, see Figure 2.12(a). The sediment flux is maximal at
the top of the sediment bump.

The solid flux bv for the local model is plotted on Figure 2.12(b). Due to the presence
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Figure 2.11 – §2.3.3 Dune evolution, µS = 0.5

of the slope term, the monotonicity of the flux is very different with respect to the Grass
flux. Yet the local maximum of the flux coincides with the peak of the sediment bump.
The additional effect of the viscosity term is illustrated on Figure 2.12(c). The local
maximum of the flux is shifted with respect to the peak of the sediment bump, it is
located upstream. From the plots of the fluxes, it is not easy to predict the evolution of
the dunes. Yet, the fact that they are very different from the plot of the Grass flux - and
from each other - provides some insight about why the behaviors subsequently observed
are complex.

Numerous authors, among which the authors of [61, 87], have argued that such a
shift between the shear stress and the peak of the sediment bump is necessary for the
dune to grow. In these works, the solid flux directly depends on the shear stress τ , but
in the local and non-local models, the solid flux is bv, which is why we are interested in
the shift of bv with respect to the sediment bump. While in [61, 87] the shift between the
maximum solid flux and the sediment bump was achieved via an improved description of
the water layer, in the present work, it is obtained thanks to the addition of the viscosity
term.

Sensitivity with respect to some parameters

In this section, we assess the sensitivity of the behavior of the sediment layer with respect
to some parameters, namely the flow rate imposed in the water on the left boundary and
the initial condition. The viscosity is µs = 0. The numerical solutions are computed
with Nx = 25600.

The sensitivity with respect to the flow rate is assessed first. The results are shown
on Figure 2.13(a). For (hu)(0, t) = 0.477, the dune grows, a hydraulic jump appears and
the dune propagates. For (hu)(0, t) = 0.476, the dune sharpens but does not manage
to grow and does not propagate. A small change in the inflow boundary condition can
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Figure 2.13 – §2.3.3 Parameter sensitivity, µS = 0.5

induce a very different behavior, which means that the evolution of the sediment layer is
very sensitive to the inflow boundary condition.

Then, the behavior of the sediment dune when the steady-state solution in the water
is transcritical is illustrated. The initial shape of the dune is now given by

b0(x) = 0.1

(
1 + 1.2e

− (x−5)2

0.8333
√
2

)
. (2.48)

which means that the sediment dune is initially higher and narrower than the one de-
scribed in equation (2.47), though both dunes have the same mass. When the initial shape
of the dune is given by equation (2.48), the stationary solution in the water presents a
hydraulic jump, see Figure 2.48, contrarily to what happens when the initial condition is
given by (2.47). The numerical solution is computed withNx = 25600 and compared with
the solution obtained in §2.3.3 with the same number of cells and a viscosity µs = 0.5.
Figure 2.13(b) shows the behaviors of the dunes initially described by (2.47) (solid line,
with the caption "reference geometry") and (2.48) (dashed line, with the caption "mod-
ified geometry"). At the beginning of the simulations, the two dunes have very different
profiles. As time advances, their shapes become similar. The front peaks overlap, while
the smaller bumps upstream are different. Once the shapes have become similar, they
remain similar as the dunes propagate. This shows the continuity of the evolution of the
sediment layer with respect to the initial condition in the water layer.

2.4 Other numerical schemes

In this section, we present and investigate the behavior of other numerical schemes for
the sediment layer. The rationale for the design of different numerical schemes is the
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following:

• Even if the main objective of this work is to illustrate the influence of the viscosity
operator on the behavior of the sediment layer, in practice, the flow in the non-
local model should not be very different from the flow in the local model. The local
model can be reformulated as a nonlinear convection-diffusion equation. It is then
a natural idea to use this structure to design a scheme for the local model, and
then try to extend this scheme for the non-local model. The scheme presented in
§2.2.2 does not rely on the features of the local model.

• In the scheme (2.17), (2.18), the link between the continuity equation and the
equation on the velocity is poorly exploited. Indeed, the continuity equation is
discretized regardless of the nature of the velocity - the fact that the velocity v is
itself a function of the sediment depth b is not used.

Therefore, we present here numerical schemes relying on the properties of the local model.
For reasons that will be explained below, these numerical schemes are not satisfactory.
We merely report the attempts that we have made. A scheme (2.50) for the local model
is first presented. It is then immediately extended into a scheme (2.53) for the non-local
model. A dissipative entropy balance is proved for the scheme for the non-local model.
The same proof can be used to show that the scheme for the local model satisfies a
dissipative entropy balance.

2.4.1 A scheme for the local model

As in §2.2.2 the hat variables are used for the local model. The local model is reformulated
as a nonlinear convection-diffusion equation

∂tb̂+ ∂x

(
b̂V̂a + b̂V̂d

)
= 0 (2.49)

with the advection velocity

V̂a

(
b̂
)

=


rκζ

rκζ + κB||v̂||γ−1
uζ if τ̂ > τc

(
b̂, pζ

)
,

0 if τ̂ ≤ τc
(
b̂, pζ

)
and the diffusion velocity

V̂d

(
b̂
)

= −D̃∂xφ̂ with D̃
(
b̂
)

=


b̂

rκζ + κB||v̂||γ−1
if τ̂ > τc

(
b̂, pζ

)
,

0 if τ̂ ≤ τc
(
b̂, pζ

)
.

This formulation is slightly different from (2.29). Here, we insist on the fact that the
velocity v̂ can be split into two velocities, that is to say, v̂ = V̂a + V̂d. For the reason
explained in remark 3, the diffusion part of the equation is discretized with an implicit
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scheme. A discretization of (2.49) reads

b̂n?i = b̂ni − δnt ∂δi
(
b̂na V̂

n
a

)
b̂n+1
i = b̂n?i − δnt ∂δi

(
b̂n?d V̂

n+1
d

) (2.50)

The upwind reconstruction according to the advection velocity is denoted by b̂na,i+1/2 i.e.

b̂na,i+1/2 =


b̂ni if V n

a,i+1/2 > 0
b̂ni +b̂ni+1

2 if V n
a,i+1/2 = 0

b̂ni+1 if V n
a,i+1/2 < 0

.

The upwind reconstruction according to the diffusion velocity is denoted by b̂nd,i+1/2 i.e.

b̂nd,i+1/2 =


b̂ni if V n

d,i+1/2 > 0
b̂ni +b̂ni+1

2 if V n
d,i+1/2 = 0

b̂ni+1 if V n
d,i+1/2 < 0

.

The discrete velocity and the diffusion parameters are defined by

V̂ n
a,i+1/2 =

rκ̂nζ,i+1/2

rκ̂nζ,i+1/2 + κB,i+1/2|V̂n+1
i+1/2|γ−1

un+1
i+1/2

and D̂n
i+1/2 =

b̂na,i+1/2

rκ̂nζ,i+1/2 + κB,i+1/2|V̂n+1
i+1/2|γ−1

if τ̂ni+1/2 > τ̂nc,i+1/2, while if τ̂
n
i+1/2 6 τ̂nc,i+1/2 they are both zero. The effective shear stress

τ̂ni+1/2 is defined by

τ̂ni+1/2 = −rκζ,i+1/2(V̂ni+1/2 − u
n+1
ζ,i+1/2)− b̂na,i+1/2∂

δ
i+1/2φ̂

n+1

and the critical shear stress by

τ̂nc,i+1/2 = τc(b̂
n
a,i+1/2, p

n
ζ,i+1/2).

The diffusion velocity is defined by

V̂ n+1
d,i+1/2 = −

b̂na,i+1/2

b̂n?d,i+1/2

D̂n
i+1/2∂

δ
i+1/2φ̂

n+1 −
b̂na,i+1/2

b̂n?d,i+1/2

τ̂nc,i+1/2sign(V̂ni+1/2)

rκ̂ni+1/2 + κB,i+1/2|V̂n+1
i+1/2|γ−1

, (2.51)
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with the discrete potential

φ̂n+1
i = g(bn+1

i +B) +
pn+1
ζ,i

ρs
.

We have introduced above the apparent velocity

V̂ni+1/2 =
b̂na,i+1/2V̂

n
a,i+1/2 + b̂n?d,i+1/2V̂

n+1
d,i+1/2

b̂na,i+1/2

.

The motivation for the definition of V̂ni+1/2 is given in the proof of proposition 9. While
the presence of the coefficient b̂na,i+1/2/b̂

n?
d,i+1/2 in the definition of the diffusion velocity

(2.51) may seem artificial, it is actually necessary to obtain the correct discrete energy
balance (in the sense that it is consistent with the discrete energy balance stated in
proposition 4). More precisely, the presence of the same coefficient is necessary in the
case of the scheme for the nonlocal sediment discharge, see proposition 9.

Proposition 8. Assume that the initial condition is non-negative b̂0i ≥ 0 and the time
step satisfies the following CFL condition

max
i

(∣∣∣V̂ n
a,i+1/2

∣∣∣) δnt ≤ δx
2
. (2.52)

Then the solution of the scheme (2.49) is non-negative, i.e. b̂ni ≥ 0.

Proof. Under the CFL condition (2.52), the non-negativity of the right-hand side of
(2.50) is a classical result of the up-wind scheme. Then the non-negativity follow since
the matrix of the system defined by (2.50) is an M-matrix.

Note that other choices for bn∗d,i+1/2 would be possible. For instance, one could argue that
a centered reconstruction is also be a valid choice. It is the most natural discretization
for a non-linear diffusion equation, and the matrix of the system defined by (2.50) is
an M-matrix independently from the choice of the reconstruction bn∗d,i+1/2. However, in
the next paragraph, the scheme (2.50) will be extended for the model with non-local
sediment discharge, and the upwind reconstruction is the only one with which we are
able to prove the positivity.

2.4.2 Extension for the non-local model

Let us now focus on the numerical resolution of the non-local model (2.12). Mimicking the
IMEX scheme (2.50), the sediment velocity is split into two components, the advection
part and the diffusion part. However, the diffusion step is computed as an advection
with a diffusion velocity defined further, i.e.

bn?i = bni − δnt ∂δi (bnaV
n
a )

bn+1
i = bn?i − δnt ∂δi

(
bn?d V

n+1
d

) (2.53)
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where bna,i+1/2 is an upwind (with respect to V n
a,i+1/2) reconstruction of the thickness at

the face i+ 1/2

bna,i+1/2 =


bni if V n

a,i+1/2 > 0
bni +bni+1

2 if V n
a,i+1/2 = 0

bni+1 if V n
a,i+1/2 < 0,

and bnd,i+1/2 is an upwind reconstruction of the thickness at the face i+ 1/2 with respect
to V n+1

d,i+1/2.

bn?d,i+1/2 =


bn?i if V n+1

d,i+1/2 > 0
bni +bni+1

2 if V n+1
d,i+1/2 = 0

bn?i+1 if V n+1
d,i+1/2 < 0

.

The velocities are solutions of the following problems

MnV n
a = Wn

a (2.54)
and MnṼ n+1

d = Wn+1
d (2.55)

with the vectors Ṽ n+1
d =

(
bn?
d,i+1/2

bn
a,i+1/2

V n+1
d,i+1/2

)
1≤i≤Nf

, V n
a =

(
V n
a,i+1/2

)
1≤i≤Nf

and for k ∈

{a, d}, Wn
k =

(
Wn
k,i+1/2

)
1≤i≤Nf

. For the definition of the problems (2.54), (2.55), the

threshold for motion must be taken into account. We define the discrete effective shear
stress as

τni+1/2 = −rκζ,i+1/2(Vni+1/2 − u
n+1
ζ,i+1/2)− bna,i+1/2∂

δ
i+1/2φ

n+1 + ∂δi+1/2(2µsb∂
δV)

with

φn+1
i =

(
g
(
bn+1
i +Bi

)
+
pnζ,i
ρs

)
and the apparent velocity

Vni+1/2 =
bna,i+1/2V

n
a,i+1/2 + bn?d,i+1/2V

n+1
d,i+1/2

bna,i+1/2

.

The critical shear stress at the face i+ 1/2 is

τnc,i+1/2 = τc(b
n
a,i+1/2, p

n
ζ,i+1/2).

The notation fB,i+1/2 is introduced to denote the quantity

fnB,i+1/2 =

τnc,i+1/2sign
(
Vni+1/2

)
+ κB,i+1/2|Vn+1

i+1/2|
γ−1Vni+1/2 if ‖τni+1/2‖ > τnc,i+1/2

τni+1/2 + Vni+1/2 if ‖τni+1/2‖ 6 τnc,i+1/2 .
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In the case where the effective shear stress exceeds the threshold, i.e. ‖τni+1/2‖ > τnc,i+1/2,
the right-hand-sides of the problems (2.54), (2.55) are respectively defined by

Wn
a,i+1/2 = rκnζ,i+1/2u

n+1
i+1/2

and Wn+1
d,i+1/2 = −bna,i+1/2∂

δ
i+1/2φ

n+1 − τnc,i+1/2sign
(
Vni+1/2

)
,

The matrix Mn is such that for V =
(
Vi+1/2

)
1≤i≤Nf

, we have

(MnV )i+1/2 =
(
rκnζ,i+1/2 + κB,i+1/2|V n+1

i+1/2|
γ−1
)
Vi+1/2 − ∂δi+1/2

(
2µsb

n∂δV
)
.

In the case where the effective shear stress is below the threshold, i.e. ‖τni+1/2‖ 6 τnc,i+1/2,
the right-hand-sides of the problems (2.54), (2.55) are both zero and the line i of the
matrix Mn is such that

(Mn)i,j = δi,j ,

with δi,j the Kronecker symbol.

The shear stresses τnc,i+1/2, τ
n
i+1/2 are estimated first. Then the velocity V n

a,i+1/2 is
estimated solving a first Nf -linear system, leading to a time step estimation δnt = λδx

2V n
a,i+1/2

with a given λ ≤ 1 to satisfy (2.56). A first approximation of the thickness is given by

bn?i = bni − δnt ∂δi (bnaV
n
a ) .

The second equation of (2.53) and (2.55) form a (Nf +Nx) non-linear system. As in
§2.2.2, the system is reduced to a system with only Nf unknowns by replacing bn+1

i in
(2.55) using the second equation of (2.53). Again, a fixed-point method is required to
solve this system and because of the stiffness of the problem, the Newton method is
chosen.

Proposition 9. Assume that the initial condition is non-negative b0i ≥ 0 and the time
step satisfies the following CFL condition

max
i

(∣∣∣V n
a,i+1/2

∣∣∣ , ∣∣∣V n
d,i+1/2

∣∣∣) δnt ≤ δx
2
. (2.56)

Then the asymptotic solution (q →∞) of the scheme (2.53) is non-negative, i.e. bni ≥ 0
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and the solution satisfies a dissipation law of the mechanical energy

En+1
s,i − Ens,i

δnt
+ ∂δi

(
φn+1b̂naVn −M

)
6
bni
ρs

(
pn+1
ζ,i − p

n
ζ,i

δtn

)
−
Vni+1/2

2
fnB,i+1/2 − r

κζ,i+1/2

2
Vni+1/2(Vni+1/2 − u

n+1
i+1/2)

−
Vni−1/2

2
fnB,i−1/2 − r

κζ,i−1/2

2
Vni−1/2(Vni−1/2 − u

n+1
i−1/2)

−2µs

(
bni+1

(
∂δi+1Vn

)2
+ 2bni

(
∂δi Vn

)2
+ bni−1

(
∂δi−1Vn

)2
4

)

with Ens,i, Mi+1/2 defined as in Proposition 5 (in the expression of Mi+1/2, the velocity
Vn replaces vn+1).

Proof. Assume that at time iteration n, the solution is non-negative, i.e. bni ≥ 0. Under
the CFL condition (2.56), the non-negativity of bn?i is a classical property of the upwind
scheme. bn?i being non-negative, the same property ensures that bn+1

i is non-negative.
Let us now focus on the mechanical energy. Each of the equations of (2.53) is multi-

plied by φn+1
i and the sum is made. We get

En+1
s,i − Ens,i

δnt
+∂δi

(
φn+1bnaVn

)
= −

(bn+1
i − bni )2

2δnt
+
bni
ρs

(
pn+1
ζ,i − p

n
ζ,i

δtn

)

+bna,i+1/2V
n
i+1/2

∂δi+1/2φ
n+1

2
+ bna,i−1/2V

n
i−1/2

∂δi−1/2φ
n+1

2
.

(2.57)

Multiplying equation (2.55) by Vni+1/2 immediately gives

(rκnζ,i+1/2 + κnB,i+1/2)Ṽ n+1
d,i+1/2 − V

n
i+1/2∂

δ
i+1/2(2µsb

n∂δṼ n+1
d )

= −bna,i+1/2V
n
i+1/2∂

δ
i+1/2φ

n+1 − τnc,i+1/2sign(Vni+1/2)Vni+1/2. (2.58)

In the left-hand side of (2.58), we make the square of the weighted velocity Vni+1/2 appear

(rκnζ,i+1/2 + κnB,i+1/2)
(
Vni+1/2

)2
− Vni+1/2∂

δ
i+1/2(2µsb

n∂δVn)− Vni+1/2(MnV n
a )i

= −bna,i+1/2V
n
i+1/2∂

δ
i+1/2φ

n+1 − τnc,i+1/2sign(Vni+1/2)Vni+1/2. (2.59)

Using (2.54) finally gives the following expression for bna,i+1/2V
n
i+1/2∂

δ
i+1/2φ

n+1

rκnζ,i+1/2

(
Vni+1/2

)2
+ Vni+1/2f

n
B,i+1/2 − V

n
i+1/2∂

δ
i+1/2(2µsb

n∂δVn)

− rκnζ,i+1/2u
n+1
i+1/2V

n
i+1/2 = −bna,i+1/2V

n
i+1/2∂

δ
i+1/2φ

n+1,

which is then substituted in (2.57).
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Figure 2.14 – §2.4 Numerical instabilities.

The term 1
2(Vni+1/2∂

δ
i+1/2(2µsb

n∂δVn) +Vni−1/2∂
δ
i+1/2(2µsb

n∂δVn)) is dissipative. The
calculations needed to prove it are exactly those performed in the proof of Proposition
5. The result and its proof are still valid if ‖τni+1/2‖ 6 τnc,i+1/2 or ‖τni−1/2‖ 6 τnc,i−1/2.

Remark 7. Under the CFL condition (2.52) the scheme (2.50) for the local model satisfies
proposition 9 with µs = 0 for all 1 6 i 6 Nf . Note that in the case of the local scheme,
a CFL condition based only the advection velocity is sufficient.

The scheme (2.53), (2.54), (2.55) turned out to be unstable in practice. The insta-
bilities are shown on Figure 2.14. Spurious oscillations are created. For short times, the
oscillations exceed the initial condition. The oscillations eventually disappear.

A possible explanation is the following. The diffusion velocity actually computed
(i.e., the velocity that is the solution of the non-linear system) is Ṽ n+1

d . The velocity
V n+1
d is recovered by computing V n+1

d = bna/b
n∗
d Ṽ

n+1
d . In the second equation of (2.53),

the velocity V n+1
d is multiplied by bn∗d . Note that bn∗d V

n+1
d = bna Ṽ

n+1
d , so in some sense,

the upwinding with respect to Vd is lost. In any case, it is lost for µs = 0. Note that for
µs = 0, this upwinding is actually not necessary.

A tempting solution to preserve the upwinding with respect to V n+1
d is to replace

(2.55) by
MnV n+1

d = Wn+1
d , (2.60)

and to define the apparent velocity as

V ′ni+1/2 =
bna,i+1/2V

n
a,i+1/2 + bn?d,i+1/2V

n+1
d,i+1/2

bn?d,i+1/2

. (2.61)

In practice, the scheme (2.53), (2.54), (2.60) is stable. Yet it does not satisfy a dissipative
balance for the discrete entropy. Rest terms Ri−1/2, Ri+1/2 appear in the right-hand side
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of the discrete entropy balance

En+1
s,i − Ens,i

δnt
+ ∂δi

(
φn+1b̂naV

′n −M
)

6
bni
ρs

(
pn+1
ζ,i − p

n
ζ,i

δtn

)
−
V ′ni+1/2

2
fnB,i+1/2 − r

κζ,i+1/2

2
V ′ni+1/2

(
V ′ni+1/2 −

bna,i+1/2

bn?d,i+1/2

un+1
i+1/2

)

−
V ′ni−1/2

2
fnB,i−1/2 − r

κζ,i−1/2

2
V ′ni−1/2

(
V ′ni−1/2 −

bna,i−1/2

bn?d,i−1/2

un+1
i−1/2

)

−2µs
bni+1

(
∂δi+1V

′n
)2

+ 2bni

(
∂δi V

′n
)2

+ bni−1

(
∂δi−1V

′n
)2

4
−Ri+1/2 −Ri−1/2

The rest term Ri+1/2 is

Ri+1/2 = 2bni+1V
n
a,i+1

(
bna,i+3/2

bn?d,i+3/2

−
bna,i+1/2

bn?d,i+1/2

)
− 2bni V

n
a,i

(
bna,i+1/2

bn?d,i+1/2

−
bna,i−1/2

bn?d,i−1/2

)

+ bni+1

(
V n
a,i+3/2 − V

n
a,i+1/2

)(bna,i+3/2

bn?d,i+3/2

−
bna,i+1/2

bn?d,i+1/2

)

+ bni

(
V n
a,i+1/2 − V

n
a,i−1/2

)(bna,i+1/2

bn?d,i+1/2

−
bna,i−1/2

bn?d,i−1/2

)
,

and its sign cannot be determined.
If one replaces (2.54) by

MnṼ n
a = Wa,

with Ṽ n
a,i+1/2 = (bna,i+1/2/b

n?
d,i+1/2)V n

a,i+1/2, and defines the apparent velocity as in (2.61),
a dissipative balance for the discrete entropy is obtained but the upwinding with respect
to uζ is lost in the continuity equation, because bna,i+1/2V

n
a,i+1/2 = bn?d,i+1/2Ṽ

n
a,i+1/2.

Moreover, when the velocity is split, the implementation of the transport threshold
is not clear. Our guess is that the term −τnc,i+1/2sign(Vni+1/2) should be in the right-
hand side of the equation for the diffusion velocity. This is certainly the right choice
in the absence of forcing term, when the only process involved is diffusion. In such a
case, putting −τnc,i+1/2sign(Vni+1/2) in the right-hand side of the equation for the advec-
tion velocity artificially creates a non-zero advection velocity, and the stationary state
obtained is wrong. In a case of pure diffusion, including −τnc,i+1/2sign(Vni+1/2) in Wn+1

d

gave the correct stationary state. In a case with both advection and diffusion, the com-
putation turned out to be stable, yet it was hard to understand whether the stationary
state obtained was the correct one. In the absence of viscosity, the criterion defining
the stationary state should be ||κζuζ − gb∇b|| 6 gbτc. For the stationary solution, the
quantity ||κζuζ − gb∇b|| is visibly below gbτc everywhere in the domain.

The conclusions regarding these numerical experiments are the following:

• Discrete entropy dissipation is not enough to ensure the stability of the computa-
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tion. Another property is needed to better characterize the stability of the compu-
tation.

• Upwinding with respect to the gradient of the surface of the sediment layer is
necessary.

• All the attempts to extend the scheme (2.50) for the local system into a scheme for
the non-local system have failed. The scheme (2.17), (2.18) was therefore adopted.

2.5 Conclusions and perspectives

The sediment layer is first modeled alone. Starting from the incompressible Navier-Stokes
equations, several models are derived. The shallow flow approximation is made. Different
models are obtained depending on the scaling of the physical parameters. A transport
threshold is included in the modeling approach. The classical Exner model with a Grass
law is one of the models we recover. Yet, the most interesting model derived is the one
in which the solid flux depends is influenced by the gradient of the pressure and by a
viscosity term. Due to the presence of the viscosity term, this model is non-local. The
present work subsequently focuses on this model. It is briefly analyzed. The positivity of
the sediment depth is trivial in the inviscid case and easy to obtain for smooth solutions in
the viscous case. Moreover, for smooth enough solutions, the model satisfies a dissipative
balance for the mechanical energy.

A numerical scheme for the sediment layer is designed. This scheme is positive and
satisfies a dissipative balance for the discrete entropy. Its convergence is checked. The
influence of the viscosity on the behavior of the numerical solutions is clearly visible.
The transport threshold is implemented and the possibility to obtain non-flat stationary
states is shown.

Other numerical schemes are briefly discussed. While they seem reasonable because
they rely on the properties of the asymptotic system obtained when µs goes to zero,
they are not satisfactory because they are unstable and/or they dp not satisfy a discrete
dissipative entropy balance.

Then, a coupled model for the water layer and the sediment layer is presented. The
water layer is modeled by the Shallow Water equations. The coupled model satisfies a
dissipative energy balance. Then, using for the water layer the scheme described in [73,
75], a numerical strategy for the coupled system is proposed and tested. The coupling
strategy does not create entropy. Simulations of water flowing above a sediment dune are
performed. The viscosity enables the growth of the sediment dune. The dune maintains
itself and is dragged downstream by a hydraulic jump in the water layer. A possible
explanation for the dune growth is that the non-local flux exhibits a local maximum
shifted upstream with respect to the top of the sediment bump. The evolution of the
sediment layer is quite robust with respect to the initial geometry of the sediment layer
and the initial condition in the water layer, while it is very sensitive to the inflow condition
in the water layer.
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From the theoretical point of view, a more thorough analysis of the non-local system
could be done. The regularity of the solutions has not yet been investigated, while it is
crucial to obtain the positivity of the sediment depth.

The physical relevance of the results is beyond the scope of the present work, the
purpose of which was chiefly to investigate the effect of the viscosity term. The simu-
lations of the coupled system could be confronted with experimental data. This would
require fitting the parameters κB and µs. In this work, a constant κζ was used for the
simulations, but one could try to take a water-sediment friction term of the Chézy or
Manning type.

Several challenges are still to be addressed in the modeling. In this work, the sediment
layer is described as a Newtonian fluid, but non-Newtonian rheologies, for instance a
Drucker-Prager rheology, are appealing. Moreover, in the description we have proposed,
no mass exchanges occur between the sediment and water layers. This is coherent with
the fact that we are dealing with bed load, but the suspension and deposition of grains
is a question of relevance. In [21], a layerwise discretized model of the water for density
stratified flows is presented. Including mass exchanges between the sediment layer and
the water and adopting a layerwise-discretized approach to simulate density variations
in the water is a challenging objective.
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List of main symbols used in Chapter 2

Symbol Description
x Coordinate in the horizontal plane
z Coordinate in the vertical direction
t Time
g Gravitational acceleration
η Free surface elevation
ζ Elevation of water-sediment interface
B Bedrock elevation
Nξ Normal vector to surface ξ, ξ ∈ {B, ζ, η}
Txi Tangent vector to surface ξ, ξ ∈ {B, ζ, η}
h Water depth
b Sediment depth
uw Horizontal water velocity vector in Navier-Stokes model
us Horizontal sediment velocity vector in Navier-Stokes model
ww Vertical water velocity in Navier-Stokes model
ws Vertical sediment velocity in Navier-Stokes model
Σw Viscosity tensor in water layer
Σs Viscosity tensor in sediment layer
u Horizontal water velocity vector in vertically integrated model
v Horizontal sediment velocity vector in vertically integrated model
uζ Forcing velocity on sediment surface
pw Pressure in water layer
ps Pressure in sediment layer
pζ Forcing pressure on sediment surface
ρw Water density
ρs Sediment density
r Density ratio of water layer with respect to sediment layer
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Symbol Description
µw Water viscosity
µs Sediment viscosity
κζ Friction coefficient at sediment-water interface
κB Friction coefficient at sediment-bedrock interface
γ Exponent in fluid friction law at sediment-bedrock interface
τ̄ Coulomb friction coefficient
τ Shear stress exerted on sediment layer
τc Critical shear stress
fB Friction effort at the surface of the substratum
ε Shallowness parameter
Fr Froude number
Re Reynolds number in sediment layer
Rew Reynolds number in water layer
Θζ Large-scale Shields number at sediment-water interface
ΘB Large-scale Shields number at substratum
L Characteristic value of horizontal dimension
H Characteristic value of vertical dimension
T Characteristic value of time
U Characteristic value of horizontal velocity
W Characteristic value of vertical velocity
P Characteristic value of pressure
B0 Vertical reference level
Kζ Characteristic value of friction coefficient at sediment-water interface
KB Characteristic value of friction coefficient at sediment-bedrock interface
C Characteristic value of Coulomb friction coefficient
α Scaling ratio between sediment velocity and forcing velocity
β Impact of gravity on sediment motion
ω Impact of viscosity on sediment motion
Etot Potential energy of water-sediment system
Ew Potential energy of water layer
Es Potential energy of sediment layer
K Kinetic energy of water layer
φw Potential of water layer
φs Potential of sediment layer
δt Time step (constant)
δnt Time step at step n
δx Space step
Nx Number of cells in computational domain
Nf Number of faces in computational domain

∂δi+1/2 Centered finite difference at cell interface
∂δi Centered finite difference at cell center



Part II

The Navier-Stokes system with
temperature and salinity for

free-surface flows





3
Low-Mach approximation & layer-averaged formulation

Outline of the current chapter

3.1 Introduction 82
3.2 The 3d Navier-Stokes-Fourier system 83

3.2.1 The compressible Navier-Stokes-Fourier system . . . . . . . 83
3.2.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . 86
3.2.3 The incompressible limit . . . . . . . . . . . . . . . . . . . . 87
3.2.4 The Navier-Stokes-Fourier system with salinity . . . . . . . 93
3.2.5 The Euler-Fourier system . . . . . . . . . . . . . . . . . . . 98
3.2.6 The hydrostatic assumption . . . . . . . . . . . . . . . . . . 98
3.2.7 The Boussinesq assumption . . . . . . . . . . . . . . . . . . 99

3.3 The layer-averaged models 100
3.3.1 The layer-averaged Euler system with variable density . . . 100
3.3.2 The layer-averaged Navier-Stokes-Fourier system . . . . . . 110

3.4 Conclusion 114
Acknowledgments 115

The contents of this chapter will be submitted under the form of an article along with
M.-O. Bristeau, F. Bouchut, A. Mangeney, J.Sainte-Marie and F. Souillé under the title
"The Navier-Stokes system with temperature and salinity for free surface flows - Part I:
Low-Mach approximation and layer-averaged formulation".
Abstract
In this paper, we are interested in free surface flows where density variations coming e.g. from
temperature or salinity differences play a significant role. Starting from the compressible Navier-
Stokes system, we derive the so-called Navier-Stokes-Fourier system in an incompressible context
(the density does not depend on the fluid pressure). The low-Mach scaling is used. The case
where the density depends only on the temperature is studied first. Then the variations of the

81



82 CHAPTER 3. Low-Mach approximation & layer-averaged formulation

fluid density with respect to the temperature and the salinity are considered. We also give a layer-
averaged formulation of the obtained models. Such a formulation is very useful for the numerical
analysis and numerical approximations of the models that are presented in a companion paper.

Keywords: Navier-Stokes equations, compressible and incompressible fluids, free sur-
face flows, variable density flows, low-Mach approximation, layer-averaged formulation

3.1 Introduction

In oceans and lakes, one of the predominant driving forces is the difference in density,
caused by salinity and temperature variations (increasing the salinity and lowering the
temperature of a fluid both increase its density) [111]. Oceans and lakes are stratified:
the water density varies along the vertical direction. In the present work, we aim at
describing and simulating variable density flows with free surface.

The density variations are usually small and a common assumption in the case of
geophysical flows is the Boussinesq approximation [36]. It is widely used to simplify
the Navier-Stokes equations with variable density and consists in ignoring density vari-
ations in momentum conservation equations except in the buoyancy force term. The
consequences of the Boussinesq approximation are listed in [13]. The Boussinesq approx-
imation is the basis of many ocean models such as ICON [122], NEMO [125] and POM
[126]. Under the Boussinesq approximation, the density can be defined as a function of
any given tracer, the temperature or a pollutant for instance. In the case of ocean water
the density is a function of the pressure, the temperature and the salinity.

Several authors have shown the benefits of taking into account non-Boussinesq effects
in lake and ocean models, either for the propagation of internal waves [130] or for sea level
variations induced by expansion/contraction processes [69, 92, 100]. Moreover situations
where the stratification due to temperature and/or salinity can be broken due to external
forcing terms (e.g. the wind during upwelling phenomena) are common. This results in
a mixing of fresh/cold/salted waters and hence isopycnal models where fluids of different
densities are considered as non-miscible fluids are not relevant anymore [46, 71].

Consequently, approaches to take into account the non-Boussinesq effects have been
developed. A possibility is to adopt pressure coordinates [77, 129]. The non-Boussinesq
equations written in pressure coordinates are isomorphic to the Boussinesq equations in
z-coordinates, which allows to use the same algorithm for the non-Boussinesq model as
for the Boussinesq model. So far, however, this approach does not seem popular in ocean
modeling, though it is available in the code MITgcm [124]. In [13], a non-hydrostatic
non-Boussinesq model is presented. A non-hydrostatic pressure anomaly is related to a
compressible (non-Boussinesq) density anomaly. Yet the authors of [13] are primarily
concerned with the simulation of acoustic waves and the steric effect is not investigated
numerically. This model has recently been included in CROCO [119].

The approach chosen here to propose a non-Boussinesq model is different. Starting
from the compressible Navier-Stokes equations, we propose a formulation of the Navier-
Stokes-Fourier system in the context of an incompressible fluid. (The term "Fourier"
refers to Fourier’s law of thermal conduction). For most geophysical flows, the water
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can be considered as incompressible in the sense that the variation of its density with
respect to the fluid pressure is small. In the incompressible model, the acoustic waves are
no longer present. This is advantageous from the computational point of view because
a restrictive condition must be imposed on the time step when the acoustic waves are
included [107]. The incompressible limit of the Navier-Stokes-Fourier system has been
extensively studied, see [4], [56] and the references therein. The incompressible limit is
a low-Mach approximation of the Navier-Stokes-Fourier system. We pay close attention
that the obtained models do not violate the second principle of thermodynamics. The
Navier-Stokes-Fourier model derived in this paper does not rely on the Boussinesq ap-
proximation. Instead of conserving the volume of fluid and not the mass (which is what
the Boussinesq approximation implies), the derived model strickly conserves the mass
and is enriched by the thermohaline dilatation effects i.e. the volume is no longer con-
served. In the second section of this paper, a layer-averaged model is derived from the
Navier-Stokes-Fourier system. Vertically averaged multilayer models [6, 21, 23, 38] are
a way to describe stratified flows and to overcome the limitations inherent to isopycnal
models. The model proposed here is close to the one in [21], yet it is more rigorously
derived here, and closer to physics. Moreover, the model in the present work is 3D
while it was only 2D in [21]. We also prove that the obtained multilayer models (one
for the Euler-Fourier system and one for the Navier-Stokes-Fourier system) satisfy an
energy balance and we show that the stable equilibria of the multilayer model for the
Euler system with variable density are those of the classical Euler system. Moreover,
the multilayer approach does not require moving meshes. As the equations obtained on
each layer are similar to the classical one-layer Shallow Water equations, we can use the
existing robust and accurate techniques developed for the Shallow Water equations. A
numerical scheme and numerical test cases are presented in a companion paper [31].

The paper is organized as follows. The incompressible Navier-Stokes-Fourier and
Euler-Fourier models are derived in section 3.2. In section 3.3, the multilayer formulations
are given and the properties of the multilayer models are analyzed.

3.2 The 3d Navier-Stokes-Fourier system

3.2.1 The compressible Navier-Stokes-Fourier system

We consider the classical compressible Navier-Stokes system describing a free surface
gravitational flow over a bottom topography zb(x, y),

∂ρ

∂t
+∇ · (ρU) = 0, (3.1)

∂(ρU)

∂t
+∇ · (ρU⊗U) +∇p−∇ · σ = ρg, (3.2)

∂

∂t

(
ρ
|U|2

2
+ ρe

)
+∇ ·

((
ρ
|U|2

2
+ ρe+ p− σ

)
U
)

= −∇ ·QT + ρg.U, (3.3)
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where U(t, x, y, z) = (u, v, w)T is the velocity, ρ is the density, p is the fluid pressure,
σ is the viscosity stress and g = (0, 0,−g)T represents the gravity forces. The internal
specific energy is denoted by e, the temperature by T . The heat flux QT obeys the
Fourier law QT = −λ∇T , hence the name "Navier-Stokes-Fourier", λ being the heat

conductivity. The quantity ∇ denotes ∇ =
(
∂
∂x ,

∂
∂y ,

∂
∂z

)T
. In the following, we will also

use the notations u and ∇x,y, u(t, x, y, z) = (u, v)T is the horizontal velocity and ∇x,y
corresponds to the projection of ∇ on the horizontal plane i.e. ∇x,y =

(
∂
∂x ,

∂
∂y

)T
. The

square norm of the velocity vector is |U|2 = u2 + v2 + w2.
We consider a free surface flow (see Fig. 3.1), therefore we assume

zb(x, y) 6 z 6 η(t, x, y) := h(t, x, y) + zb(x, y)

with zb(x, y) the bottom elevation and h(t, x, y) the water depth.

Figure 3.1 – Flow domain with water height h(t, x, y), free surface η(t, x, y) and bottom
zb(x, y).

The term −ρgw in (3.3) prevents this equation from being directly a local energy
conservation law. Nevertheless one can write it in terms of the gravitational potential
energy, ρgw = ∂t(ρgz) + ∇ · (ρgzU), which leads to a conservative equation. The in-
tegration of this term is performed below, see Remark 1. For the sake of simplicity we
work here with the local energy equation (3.3).

Regarding constitutive equations, we assume that the fluid is Newtonian i.e. the
viscous part of the Cauchy stress depends linearly on the velocity gradient. Hence the
stress tensor Σ is given by

Σ ≡ −p1 + σ = −p1 + ζ∇ ·U1+ 2µD(U).

where µ is the viscosity coefficient, ζ is the second viscosity and D(U) = (∇U +
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(∇U)T )/2.

Among the thermodynamic variables ρ, p, T , e, only two of them are independent.
This implies in particular that we have an equation of state under the form

f(ρ, T, p) = 0. (3.4)

The thermodynamic variables are linked by the identity

de =
p

ρ2
dρ+ Tds, (3.5)

where s is the specific entropy of the fluid. Classically, in order to have a good entropy
structure one has to assume that −s is a convex function of 1/ρ, e. In section 3.2.4 the
case for which there is an additional thermodynamic variable S, the salinity, is described.

Energy equations can be deduced from the above equations. Multiplying (3.2) by U
yields the kinetic energy equation

∂

∂t

(
ρ
|U|2

2

)
+∇ ·

((
ρ
|U|2

2
+ p− σ

)
U
)

= p∇ ·U− σ : D(U) + ρg.U. (3.6)

Subtracting (3.6) to (3.3) gives the equation for the internal energy

∂ρe

∂t
+∇ · (ρeU) = −p∇ ·U + σ : D(U)−∇ ·QT ,

or equivalently

ρ
de

dt
= −p∇ ·U + σ : D(U)−∇ ·QT , (3.7)

with the classical notation d/dt ≡ ∂/∂t + U · ∇. We can write the continuity equation
(3.1) as

ρ
dρ

dt
+ ρ2∇ ·U = 0. (3.8)

With the thermodynamic relation (3.5) one can write ds = de/T − (p/Tρ2)dρ, thus
multiplying (3.7) by 1/T and (3.8) by −p/Tρ2 we obtain

ρ
ds

dt
=

1

T
σ : D(U)− 1

T
∇ ·QT .

This can be written also

∂ρs

∂t
+∇ · (ρsU) =

1

T
σ : D(U)−∇ · QT

T
−QT ·

∇T
T 2

, (3.9)

which gives the increase with time of
∫
ρs, the second principle of thermodynamics.
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3.2.2 Boundary conditions

Bottom and free surface

Let nb and ns be the unit outward normals at the bottom and at the free surface respec-
tively, defined by (see Fig 3.1)

nb =
1√

1 + |∇x,yzb|2

(
∇x,yzb
−1

)
, ns =

1√
1 + |∇x,yη|2

(
−∇x,yη

1

)
.

On the bottom we prescribe an impermeability condition

U · nb = 0, (3.10)

and a friction condition given e.g. by a Navier law

(Σ · nb) · ti = −κU · ti, i = 1, 2, (3.11)

with κ a Navier coefficient and (ti, i = 1, 2) two tangential vectors. For some applications,
we rather use more specific friction laws and the equation (3.11) is then replaced by

(Σ · nb) · ti = −κ(h,U) · ti, i = 1, 2,

with κ(h,U).U > 0. On the free surface, we use the kinematic boundary condition

∂η

∂t
+ u(t, x, y, η) · ∇x,yη − w(t, x, y, η) = 0, (3.12)

and the no stress condition

Σ · ns = −pa(t, x, y)ns +W (t, x, y)ts, (3.13)

where pa(t, x, y), W (t, x, y) are two given quantities, pa (resp. W ) mimics the effects of
the atmospheric pressure (resp. the wind blowing at the free surface) and ts is a given
unit horizontal vector. Throughout the paper pa = cst, W = 0. For the temperature,
Neumann or Dirichlet boundary conditions can be taken, see subsection 3.2.5.

Remark 1. Computing the quantity
∫ η
zb
z
(
∂ρ
∂t +∇ · (ρU)

)
dz and using the boundary

conditions (3.12), (3.10) one finds

∂

∂t

∫ η

zb

ρzdz +∇x,y ·
∫ η

zb

ρzudz =

∫ η

zb

ρwdz,

which is the integrated local conservation of gravitational potential energy.
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Fluid boundaries and solid walls

On solid walls we prescribe a slip condition (neglecting the viscosity)

U.n = 0,

coupled with an homogeneous Neumann condition

∂u

∂n
= 0,

n being the outward normal to the considered wall.
In this paper we consider fluid boundaries where we neglect the viscosity and on

which we prescribe zero, one or two of the following conditions depending on the type of
the flow (fluvial or torrential): water level h+ zb(x, y) given, flux hU given.

The system is completed with some initial conditions

h(0, x, y) = h0(x, y), ρ(0, x, y) = ρ0(x, y), U(0, x, y, z) = U0(x, y, z).

3.2.3 The incompressible limit

In this section, the incompressible limit of the compressible Navier-Stokes equations is
performed. As already mentioned in the introduction, one of the motivations for this limit
is that the density of the water varies very little with pressure variations, and removing
acoustic waves from the model is advantageous from the computational point of view.
Therefore, we now consider the equation of state of the fluid (3.4) under the form

f̃
(
ρ, T, ε(p− pref )

)
= 0, (3.14)

where ε � 1 is a small parameter and with pref a reference pressure constant in space
and time. In other words we have assumed the particular form for the pressure

p = pref +
p0

ε
, (3.15)

with p0(ρ, T ) having no small scale.

Remark 2. When writing equation (3.14), we assume that the density of the water de-
pends very weakly on the pressure, and this is true in practice. A possible equation
of state for seawater (involving the salinity S, which we will include later on in section
3.2.4) is to write (3.14) as

ρ(S, T, p) =
ρ(S, T, pref )

1− p−pref
K(S,T,p−pref )

,

where in the fraction (p − pref )/K(S, T, p − pref ), the denominator is very large with



88 CHAPTER 3. Low-Mach approximation & layer-averaged formulation

respect to the numerator, so that this law could actually be written

ρ(S, T, p) =
ρ(S, T, pref )

1− ε(p− pref )
.

This law was published in [134], where values of the density ρ at different pressures and
constant S, T are also given. One can see that the density varies slowly with respect to
the pressure.

Remark 3. One could consider that the reference pressure pref varies in time, for instance
because of changes in the boundary conditions of the system - pref adapts to temperature
fluxes and mass fluxes at the boundaries. Here, for the sake of simplicity, we consider
that pref is constant in space and in time. Yet the model derivation should not be
significantly different with pref = pref (t).

Taking into account the thermodynamic identity (3.5) and due to (3.15) it is necessary
to consider the following rescaling for e and s,

e+
pref
ρ

=
e0

ε
, s =

s0

ε
, with de0 =

p0

ρ2
dρ+ Tds0. (3.16)

The incompressible limit is performed by letting ε go to 0. As p is the physical pressure,
it has to remain finite. Therefore according to (3.15) at the limit we get p0(ρ, T ) = 0. In
other words

T = T eq(ρ),

or equivalently ρ = ρ(T eq). The superscript eq is used for the quantities at equilibrium,
i.e. quantities constrained by the relation p0(ρ, T ) = 0.

We have the following result.

Proposition 1. The system

∇ ·U = −ρ
′(T eq)

ρ2cp
∇ · (λ∇T eq), (3.17)

∂ρ

∂t
+∇ · (ρU) = 0, (3.18)

∂(ρU)

∂t
+∇ · (ρU⊗U) +∇p−∇ · σ = ρg, (3.19)

with the relation T = T eq(ρ) and where p is a Lagrange multiplier, is the formal limit of
the system (3.1)-(3.3), with (3.15), (3.16) as ε goes to 0. The energy balance verified by
(3.17)-(3.19) is

∂

∂t

(
ρ
|U|2

2
− pref + ρ

eeq0
ε

)
+∇ ·

((
ρ
|U|2

2
− pref + ρ

eeq0
ε

+ p− σ
)
U
)

= ∇ ·
(
λ0

ε
∇T eq

)
+ ρg.U + (p− pref )∇ ·U− σ : D(U).

(3.20)
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The energy balance (3.20) is expressed in the rescaled variables defined by (3.15), (3.16)
in order to show clearly the order of magnitude of each term. The quantities eeq0 and λ0

are defined further below.

Proof. We first rewrite (3.1) under the form

ρ
dρ

dt
= −ρ2∇ ·U. (3.21)

When ε→ 0 we get ρ = ρ(T eq), and we can multiply (3.21) by dT eq/dρ to get an equation
for the temperature

ρ
dT eq

dt
= −ρ2dT

eq

dρ
∇ ·U. (3.22)

In the sequel, we consider that for the heat conduction λ and the fluid viscosity µ, we
are in the following asymptotic regime,

λ =
λ0

ε
, and µ ∼ 1.

Hence, multiplying (3.7) by ε and taking the limit, we get according to (3.16)

ρ
deeq0
dt

= ∇ · (λ0∇T eq). (3.23)

Writing then with (3.15), (3.16) the enthalpy H ≡ e+ p/ρ = H0/ε with H0 = e0 + p0/ρ,
one gets that the rescaled enthalpy at equilibrium Heq

0 and internal energy at equilibrium
are equal

Heq
0 = eeq0 ,

and Heq
0 = Heq

0 (T eq). The differential relation linking Heq
0 and Teq can then be written

dHeq
0 = cp0dT

eq,

where cp0 = εcp is the rescaled heat capacity at constant pressure. We thus get a second
equation for the temperature

ρcp0
dT eq

dt
= ∇ · (λ0∇T eq). (3.24)

The compatibility condition between (3.22) and (3.24) is given by (3.17), where we have
replaced the scaled quantities cp0 and λ0 by their physical values εcp and ελ respectively.
The pressure p in (3.19) can finally be interpreted as a Lagrange multiplier for the
equation (3.17). The momentum equation (3.19) together with the mass equation (3.21)
gives again the kinetic energy equation (3.6). Adding it to (3.23) divided by ε and to
trivial terms in pref finally gives the energy balance (3.20).
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Remark 4. At the limit, the thermodynamic identity (3.16) becomes

deeq0 = T eqdseq0 .

From (3.23) we obtain the equation for the evolution of the entropy

∂

∂t
(ρseq0 ) +∇ · (ρseq0 U)− 1

T eq
∇ · (λ0∇T eq) = 0.

Written in the conservative/dissipative form, this gives

∂

∂t
(ρseq0 ) +∇ · (ρseq0 U)−∇ ·

(
λ0
∇T eq

T eq

)
= λ0

|∇T eq|2

(T eq)2
,

which shows that in accordance with the second law of thermodynamics, the total entropy∫
ρseq0 can only increase.
The energy balance (3.20) exhibits discrepancies of the order ε with respect to the

original energy balance (3.3). Namely, the terms (p− pref )∇ ·U− σ : D(U) are of size
ε with respect to the leading order terms and they are not present in equation (3.3). In
order to get an energy balance closer in spirit to the original compressible equations, we
go one step further and some corrections of size ε are incorporated into the system.

Proposition 2. The system

∇ ·U = −ρ
′(T eq)

ρ2cp
(∇ · (λ∇T eq) + σ : D(U)), (3.25)

∂ρ

∂t
+∇ · (ρU) = 0, (3.26)

∂(ρU)

∂t
+∇ · (ρU⊗U) +∇p−∇ · σ = ρg, (3.27)

with the relation T = T eq(ρ) and where p is a Lagrange multiplier, is an approximation
of order ε of the formal limit (3.17)-(3.19) of the system (3.1)-(3.3) with (3.15), (3.16).
The system (3.25)-(3.27) satisfies the energy balance equation

∂

∂t

(
ρ
|U|2

2
− pref + ρ

e0

ε

)
+∇ ·

((
ρ
|U|2

2
− pref + ρ

e0

ε
+ p− σ

)
U
)

= ∇ ·
(
λ0

ε
∇T eq

)
+ ρg.U,

(3.28)

where e0 is an independent (rescaled) energy variable such that e0 − eeq0 = O(ε).

Proof. The proof is similar to that of proposition 1. At the limit, the variables are
constrained by the relation ρ = ρ(T eq). To obtain an energy balance close to (3.3), one
must define an independent energy variable e0 (e0 6= eeq0 ) satisfying

ρ
de0

dt
= ∇ · (λ0∇T eq)− ε(p− pref )∇ ·U + εσ : D(U). (3.29)
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With this correction, the energy balance is now (3.28). The internal energy at equilibrium
eeq0 is taken to satisfy (3.29) but without the term ε(p − pref )∇ ·U, which implies that
e0 − eeq0 is of order ε. Recalling that Heq

0 = eeq0 , this corresponds to the equation for the
enthalpy at equilibrium Heq

0

ρ
dHeq

0

dt
= ∇ · (λ0∇T eq) + εσ : D(U). (3.30)

Eq. (3.30) appears as a correction of (3.23). Notice that if the correction −ε(p−pref )∇·U
were incorporated, the model obtained would be even more accurate, but it would contain
derivatives of p, which makes the equations much more difficult to handle since p is a
Lagrange multiplier. Here we restrict ourselves to the correction εσ : D(U) to keep the
model simple.

From equation (3.30), we get a corrected equation on the temperature

ρcp0
dT eq

dt
= ∇ · (λ0∇T eq) + εσ : D(U).

Consequently, the compatibility constraint (in the rescaled variables) becomes

∇ ·U = −ρ
′(T eq)

ρ2cp0
(∇ · (λ0∇T eq) + εσ : D(U)),

which is (3.25). In physical variables, the equation for the temperature can also be
written

ρcp
dT eq

dt
= −∇ ·QT + σ : D(U).

Remark 5. The entropy equation for model (3.25)-(3.27) is

∂

∂t
(ρseq0 ) +∇ · (ρseq0 U)−∇ ·

(
λ0
∇T eq

T eq

)
= λ0

|∇T eq|2

(T eq)2
+

ε

T eq
σ : D(U).

As σ : D(U) > 0, we obtain again that the total entropy
∫
ρseq0 can only increase. Here

there is no discrepency with the original entropy equation (3.9).

Remark 6. In models (3.17)-(3.19) and (3.25)-(3.27), the temperature T eq is no longer
an independent variable of the system. It is recovered by inverting the equation of state
ρ = ρ(T eq).

Remark 7. The model (3.25)-(3.27) is very similar to what is classically obtained when
the low-Mach limit of the Navier-Stokes equations with thermal conduction is taken,
see for instance [107]. The limit is usually performed by expanding the variables of the
system in power series of the Mach number. The method we have used here is different.
As we have given ourselves only a generic equation of state, we cannot express the Mach
number, let alone make it appear in the equations. Instead, the result is obtained via a
rescaling of the variable part of the pressure.
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Remark 8. An example of equation of state to which the previous asymptotics can be
applied is the stiffened gas law [74]

p = (γ − 1)ρe− γp∞,
cp
γ
T = e− p∞

ρ
,

with the constraint e− p∞/ρ > 0, where γ > 1, p∞ > 0, cp > 0 are constants. Here the
entropy is given by s =

cp
γ log(T/ργ−1). Then the scaling assumptions (3.15), (3.16) are

satisfied when
p∞ = −pref +

p∞0

ε
, cp =

cp0
ε
,

with p∞0 and cp0 constants independent of ε. At equilibrium we get the relation ρT eq =
γ
γ−1

p∞0

cp0
, T eq is inversely proportional to ρ.

Because of the stability inherited from the energy balance (3.28), that is consistent
with (3.3), in the sequel we consider the system (3.25)-(3.27) instead of (3.17)-(3.19).

Remark 9. In [21] the authors focused on the following 2D (x, z) model

∂ρ

∂t
+
∂ρu

∂x
+
∂ρw

∂z
= 0, (3.31)

∂ρu

∂t
+
∂ρu2

∂x
+
∂ρuw

∂z
+
∂p

∂x
=
∂σxx
∂x

+
∂σxz
∂z

, (3.32)

∂p

∂z
= −ρg +

∂σzx
∂x

+
∂σzz
∂z

, (3.33)

ρ = ρ(T ), (3.34)
∂ρT

∂t
+
∂ρuT

∂x
+
∂ρwT

∂z
=

λ

cp

∂2T

∂x2
+
λ

cp

∂2T

∂z2
. (3.35)

Rewriting equation (3.35) in the non-conservative form, we get

ρ
∂T

∂t
+ ρu

∂T

∂x
+ ρw

∂T

∂z
=

λ

cp

(
∂2T

∂x2
+
∂2T

∂z2

)
.

Multiplying this equation by ρ′(T )/ρ gives an equation for ρ

∂ρ

∂t
+ u

∂ρ

∂x
+ w

∂ρ

∂z
=
ρ′(T )

ρ

λ

cp

(
∂2T

∂x2
+
∂2T

∂z2

)
. (3.36)

Finally, subtracting (3.31) to (3.36) and rearranging the terms gives a compatibility
condition similar to (3.25) for a constant λ

∂u

∂x
+
∂w

∂z
=
ρ′(T )

ρ2cp
λ

(
∂2T

∂x2
+
∂2T

∂z2

)
.

This shows that the model (3.31)-(3.35) is very close to a hydrostatic version of model (3.25)-
(3.27).
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3.2.4 The Navier-Stokes-Fourier system with salinity

We now consider the situation where the fluid density depends on the temperature T
and on another internal variable, the salinity S. This is the case of sea water. The
compressible Navier-Stokes-Fourier system with temperature and salinity can be written

∂ρ

∂t
+∇ · (ρU) = 0, (3.37)

∂(ρU)

∂t
+∇ · (ρU⊗U) +∇p−∇ · σ = ρg, (3.38)

∂

∂t

(
ρ
|U|2

2
+ ρe

)
+∇ ·

((
ρ
|U|2

2
+ ρe+ p− σ

)
U
)

= −∇ · FT + ρg.U, (3.39)

∂(ρS)

∂t
+∇ · (ρSU) = −∇ · FS . (3.40)

The local mass and momentum conservation equations are identical to (3.1) and (3.2),
whereas the energy equation is slightly modified: the heat flux is now FT . The conser-
vation equation on the mass fraction of chlorides S can also be written as

ρ
dS

dt
= −∇ · FS , (3.41)

with FS the salt flux. According to [80], the molecular fluxes of heat and salt FT and
FS are expressed in terms of the thermodynamic Onsager forces related to the entropy
equation (3.45) below,

FS = A∇
(
−µS
T

)
+B∇

(
1

T

)
, (3.42)

FT = B∇
(
−µS
T

)
+ C∇

(
1

T

)
, (3.43)

where A, B and C are three independent coefficients to be specified later, and µS is the
chemical potential of seawater. The equation of state of the fluid is

f(ρ, T, S, p) = 0,

and the thermodynamic identity now reads

de =
p

ρ2
dρ+ Tds+ µSdS. (3.44)

A natural assumption for the hyperbolic structure of the model is that −s is a convex
function of 1/ρ, e, S. From (3.39), we get the equation on the internal energy

ρ
de

dt
= −p∇ ·U + σ : D(U)−∇ · FT .
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Let us explain how the formulas (3.42), (3.43) lead to the second law of thermodynam-
ics. The equation for the entropy is obtained using the thermodynamic identity (3.44)
combined to the mass and and salinity equations (3.8), (3.41),

ρ

(
∂s

∂t
+ U · ∇s

)
=

1

T

(
σ : D(U)−∇ · FT + µS∇ · FS

)
,

that can be written under conservative/dissipative form

∂ρs

∂t
+∇·(ρsU) =

1

T
σ : D(U)−∇·

(
1

T
FT − µS

T
FS

)
+FT ·∇

(
1

T

)
−FS ·∇

(µS
T

)
. (3.45)

Substituting the expressions (3.42), (3.43) in the right-hand side of (3.45), we obtain the
following quadratic form for the nonconservative terms

FT ·∇
(

1

T

)
−FS ·∇

(µS
T

)
= C

∣∣∣∣∇( 1

T

)∣∣∣∣2−2B∇
(

1

T

)
·∇
(µS
T

)
+A

∣∣∣∇(µS
T

)∣∣∣2 . (3.46)
For this quadratic form to be nonnegative, the three constraints are A > 0, C > 0 and
AC > B2. With these constraints the expressions (3.42), (3.43) of FS and FT can be
written in terms of the gradients of the salinity S, temperature T and pressure p (as in
[80], equations (B.26) and (B.27)) by writing µS = µS(T, S, p) and assuming ∂SµS > 0,

FS = −ρkS
(
∇S +

∂pµS
∂SµS

∇p
)
−
(
ρkST

∂SµS
∂T

(µS
T

)
+
B

T 2

)
∇T, (3.47)

FT = −ρcpkT∇T +
B∂SµS
ρkST

FS , (3.48)

where kT > 0 and kS > 0 are the thermal and molecular diffusivities of salt, related to
A, B, C by

A =
ρkST

∂SµS
, C = ρcpk

TT 2 +
B2

A
. (3.49)

The free coefficients are thus now kS , kT and B. Note that FT in (3.48) is written as
a gradient of T (as in the case where the temperature is the only tracer), plus another
term, due to the presence of salt. Using (3.49) and (3.42), the quadratic form (3.46) can
be rewritten

C

∣∣∣∣∇( 1

T

)∣∣∣∣2−2B∇
(

1

T

)
·∇
(µS
T

)
+A

∣∣∣∇(µS
T

)∣∣∣2 = ρcpk
TT 2

∣∣∣∣∇ 1

T

∣∣∣∣2 +
1

A

∣∣FS
∣∣2 , (3.50)

which shows that it is indeed nonnegative. Thus with (3.45) the total entropy
∫
ρs can

only increase, in accordance with the second principle of thermodynamics.

We now perform the incompressible limit as in section 3.2.3. We introduce the equa-
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tion of state of the fluid under the form

f̃
(
ρ, T, S, ε(p− pref )

)
= 0, (3.51)

with ε� 1. We rescale p as in (3.15). Taking into account the thermodynamic identity
(3.44), e, s are rescaled as in (3.16) and µS scales as 1/ε, which yields

p = pref +
p0

ε
, e+

pref
ρ

=
e0

ε
, s =

s0

ε
, µS =

µS0

ε
, (3.52)

with de0 =
p0

ρ2
dρ+ Tds0 + µS0dS. (3.53)

As ε→ 0, the finiteness of p yields the equilibrium relation p0(ρ, T, S) = 0 or equivalently
T = T eq(ρ, S).

Proposition 3. The system

∇ ·U =
1

ρ2cp

(
∂ρ

∂T eq

)
S

(
(T eq)2

(
∂ (µS/T

eq)

∂T eq

)
S

∇ · FS +∇ · FT − σ : D(U)

)
+

1

ρ2

(
∂ρ

∂S

)
T eq
∇ · FS , (3.54)

∂ρ

∂t
+∇ · (ρU) = 0, (3.55)

∂(ρU)

∂t
+∇ · (ρU⊗U) +∇p−∇ · σ = ρg, (3.56)

∂(ρS)

∂t
+∇ · (ρSU) = −∇ · FS , (3.57)

FS = −ρkS∇S −
(
ρkST

∂SµS
∂T

(µS
T

)
+
B

T 2

)
∇T, (3.58)

FT = −ρcpkT∇T +
B∂SµS
ρkST

FS , (3.59)

with T = T eq(ρ, S) and where p is a Lagrange multiplier, is an approximation of order ε
of the formal limit of the system (3.37)-(3.40), (3.47), (3.48), (3.52).

Proof. At the limit there remain only two independent thermodynamic variables, and
one can take T and S. We consider that FS is bounded but FT ∼ 1/ε. With (3.42),
(3.43) this means that A ∼ ε, B ∼ 1, C ∼ 1/ε, and using (3.49) that

kS ∼ 1, cpk
T ∼ 1/ε.

At equilibrium the term in ∇p in (3.47) disappears in the expression of FS since µS
depends only weakly on p (this is a consequence of the scaling assumption (3.51)) giving
(3.58), (3.59). The mass conservation equation (3.37), the momentum equation (3.38)
and the salinity equation (3.40) are unchanged. Considering the enthalpy H = e+p/ρ =
H0/ε, the equation for the rescaled enthalpy at equilibrium Heq

0 = eeq0 becomes, using
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the correction as in section 3.2.3,

ρ
dHeq

0

dt
= −ε∇ · FT + εσ : D(U). (3.60)

One can write at equilibrium

dHeq =

(
∂Heq

∂T eq

)
S

dT eq +

(
∂Heq

∂S

)
T eq

dS. (3.61)

Combining (3.60) (written in the physical variables) with (3.61) gives

ρ

(
∂Heq

∂T eq

)
S

dT eq

dt
−
(
∂Heq

∂S

)
T eq
∇ · FS +∇ · FT − σ : D(U) = 0. (3.62)

We have similarly for the density

dρ =

(
∂ρ

∂T eq

)
S

dT eq +

(
∂ρ

∂S

)
T eq

dS.

The quantities
(

∂ρ
∂T eq

)
S

and
(
∂ρ
∂S

)
T eq

are known from the equation of state of salted
water, and using (3.21), (3.41) we deduce another equation on the temperature

− ρ2∇ ·U =

(
∂ρ

∂T eq

)
S

ρ
dT eq

dt
−
(
∂ρ

∂S

)
T eq
∇ · FS . (3.63)

Combining (3.62) with (3.63) gives an expression for ρ2∇ ·U

ρ2∇·U =

(
∂ρ
∂T eq

)
S(

∂Heq

∂T eq

)
S

(
−
(
∂Heq

∂S

)
T eq
∇ · FS +∇ · FT − σ : D(U)

)
+

(
∂ρ

∂S

)
T eq
∇·FS ,

(3.64)

that generalizes (3.25). We recall that by definition cp =
(
∂H
∂T

)
S,p

, thus cp = cp0/ε and
at equilibrium

cp0 =

(
∂H0

∂T eq

)
S

, (3.65)

which enables to express the denominator in (3.64). Note that we obtain (3.64) without
using the thermodynamic identity (3.44), and without involving µS . Next in (3.64) it
remains to express ∂Heq/∂S. One has at equilibrium (see [80], equations (A.11.1) and
(A.11.2)) (

∂Heq

∂S

)
T eq

= µS − T eq
∂µS
∂T eq

= −(T eq)2 ∂

∂T eq
(µS/T

eq), (3.66)

thus finally (3.64) gives (3.54). The relation (3.66) can be deduced from the limit of the
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thermodynamic identity (3.52). At equilibrium we have

dseq0 =
dHeq

0

T eq
− µS0

T eq
dS, (3.67)

which we reformulate as

d

(
seq0 −

Heq
0

T eq

)
=

Heq
0

(T eq)2
dT eq − µS0

T eq
dS.

The left-hand side is an exact differential form, therefore we can write that the two cross
derivatives with respect to T, S and S, T are equal. It yields

∂

∂T eq

(
−µS0

T eq

)
=

∂

∂S

(
Heq

0

(T eq)2

)
,

which gives (3.66).

Remark 10. Because of (3.67), (3.60), the entropy equation (3.45) is still valid for our
model (3.54)-(3.59), and the quadratic form on the right-hand side takes the form (3.50).

Remark 11. A criterion of well-posedness of our incompressible system (3.54)-(3.59) can
be derived as follows. We write that the second-order terms in the coupled S and T eq

equations (3.57), (3.62) give a diffusion matrix with positive eigenvalues. With (3.58),
(3.59) we have at equilibrium (using (3.66))

FS = −ρkS∇S − E∇T, with E =
ρkST

∂SµS
∂T

(µS
T

)
+
B

T 2
,

FT −
(
∂Heq

∂S

)
T

FS = −ρcpkT∇T +

(
B∂SµS
ρkST

+ T 2∂T (µS/T )

)
FS

= −ρcpkT∇T + E
T∂SµS
ρkS

FS .

The diffusion matrix of the system is thus, taking into account (3.65),(
ρkS E

E T∂SµS
cp

E2 T∂SµS
ρkScp

+ ρkT

)
.

We obtain positive eigenvalues under the natural conditions also mentioned in [80]

kS > 0, kT > 0, ∂SµS > 0, cp > 0.

Note that for the particular choice of B such that E = 0 we have a diagonal diffusion
matrix in S, T .
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3.2.5 The Euler-Fourier system

Neglecting the fluid viscosity, the Navier-Stokes-Fourier system (3.25)-(3.27) derived in
paragraph 3.2.3 reads (for the sake of simplicity we consider that the density only depends
on the temperature)

∇ ·U = −ρ
′(T )

ρ2cp
∇ · (λ∇T ), (3.68)

∂ρ

∂t
+∇ · (ρU) = 0, (3.69)

∂(ρU)

∂t
+∇ · (ρU⊗U) +∇p = ρg. (3.70)

For the sake of lightness, the exponent eq is dropped in this part and in the rest of
the present document. The system (3.68)-(3.70) is completed with the boundary condi-
tions (3.10), (3.12) and

p(t, x, y, η) = pa(t, x, y),

the previous condition coming from (3.13) when the viscosity vanishes. Boundary con-
ditions for the temperature also have to be considered, we can choose either Neumann
or Dirichlet conditions namely at the bottom

λ∇T.nb = FT 0
b , (3.71)

or
Tb = T 0

b , (3.72)

and at the free surface
λ∇T.ns = FT 0

s , (3.73)

or
Ts = T 0

s , (3.74)

where FT 0
b , FT

0
s are two given temperature fluxes and T 0

b , T
0
s are two given temperatures.

Since ρ = ρ(T ), no further conditions are necessary.

We call the model (3.68)-(3.70) the Euler-Fourier system. For simplicity, the hydro-
static assumption and the Boussinesq approximation are presented below for this system.

3.2.6 The hydrostatic assumption

The hydrostatic assumption consists in neglecting the vertical acceleration of the fluid

ρ

(
∂w

∂t
+
∂uw

∂x
+
∂vw

∂y
+
∂w2

∂z

)
≈ 0,



3.2. The 3d Navier-Stokes-Fourier system 99

see [37, 70, 98] for the analysis of hydrostatic models and for their asymptotic derivation
[14, 59, 97]. This implies that the pressure reads

p =

∫ η

z
ρgdz.

Therefore, the hydrostatic approximation of the system (3.68)-(3.70) consists in the model

∇ ·U = −ρ
′(T )

ρ2cp
∇ · (λ∇T ), (3.75)

∂ρ

∂t
+∇ · (ρU) = 0, (3.76)

∂(ρu)

∂t
+∇x,y · (ρu⊗ u) +

∂(ρuw)

∂z
+∇x,y

∫ η

z
ρgdz = 0, (3.77)

completed with the boundary conditions (3.10), (3.12)

3.2.7 The Boussinesq assumption

In geophysical water flows, density variations are often considered as small and this allows
justifying the Boussinesq assumption, which consists in considering the density variations
only in the gravitational forces. More precisely, assuming

ρ = ρ(T ) = ρ0 + f(T ),

with f(T ) � ρ0 and f ′(T ) small leads to writing the incompressible hydrostatic Euler
system (3.81)-(3.83) under the form

∇ ·U = 0, (3.78)

ρ0cp
∂T

∂t
+∇ · (TU) = ∇ · (λ∇T ), (3.79)

ρ0

(
∂u

∂t
+∇x,y · (u⊗ u) +

∂(uw)

∂z

)
+∇x,y

∫ η

z
ρgdz = 0, (3.80)

where the density variations only appear on the gravitational forces. Notice that whereas
in (3.75), the divergence of the velocity field equals the dilatation due to the temperature
effects, the Boussinesq assumption implies a divergence free condition in (3.78) in order
to obtain an energy balance.

The Boussinesq assumption is valid in various regimes [69, 99] but

• it does not ensure a conservation of the kinetic energy since ρ0
|u|2

2 is conserved
instead of ρ |u|

2

2 ,

• for long time phenomena (sloshing, wave propagation,. . . ) significant differences
appear when the Boussinesq assumption is made, see [21, paragraph 6.2].



100 CHAPTER 3. Low-Mach approximation & layer-averaged formulation

In this work, the Boussinesq assumption is not done and some remarks about its validity
are given in the following paragraph, see also [69, 99].

3.3 The layer-averaged models

In this section we propose a layer-averaged formulation of the Navier-Stokes-Fourier
system (3.25)-(3.27) i.e. a flow where the density only depends on a single tracer, typically
the temperature T . In a first step we neglect the viscous effects within the fluid and
the diffusion terms for the temperature. Therefore we consider the incompressible and
hydrostatic Euler system with variable density and free surface defined by (3.81)-(3.83).

∇ ·U = 0, (3.81)
∂ρ

∂t
+∇ · (ρU) = 0, (3.82)

∂(ρu)

∂t
+∇x,y · (ρu⊗ u) +

∂(ρuw)

∂z
+∇x,y

∫ η

z
ρgdz = 0. (3.83)

Then in paragraph 3.3.2, the dissipative terms will be considered.

3.3.1 The layer-averaged Euler system with variable density

In order to describe and simulate complex flows where the velocity field cannot be ap-
proximated by its vertical mean, multilayer models have been developed [14, 19, 20,
34, 40, 41]. Unfortunately these models are physically relevant for non miscible fluids.
In [21, 22, 57, 116], some authors have proposed a simpler and more general formulation
for multilayer model with mass exchanges between the layers. The obtained model has
the form of a conservation law with source terms. The layer-averaged approximation of
the 3d Navier-Stokes system with constant density is studied in [6]. Compared to the
constant density case, when considering the density variations, additional source terms
appear, see remark 12. Notice that in [21] the hydrostatic Navier-Stokes equations with
variable density is tackled but only in the 2d context.

With respect to commonly used Euler or Navier-Stokes approximations, the appealing
features of the proposed multilayer approach are the easy handling of the free surface,
which does not require moving meshes (e.g. [47]), and the possibility to take advantage
of robust and accurate numerical techniques developed in extensive amount for classical
one-layer Saint-Venant equations.

We consider a discretization of the fluid domain by layers (see Fig. 3.2) where the
layer α contains the points of coordinates (x, y, z) with z ∈ Lα(t, x, y) = (zα−1/2, zα+1/2)
and {zα+1/2}α=1,...,N is defined by{

zα+1/2(t, x, y) = zb(x, y) +
∑α

j=1 hj(t, x, y), α ∈ [0, . . . , N ],

hα(t, x, y) = zα+1/2(t, x, y)− zα−1/2(t, x, y) = lαh(t, x, y),
(3.84)

and
∑N

α=1 lα = 1.



3.3. The layer-averaged models 101

Figure 3.2 – Notations for the layerwise discretization.

The layer-averaging process for the 2d hydrostatic Euler and Navier-Stokes systems
is precisely described in the paper [38] with a general rheology and in [6] for the 3d
Navier-Stokes system with constant density, the reader can refer to it. In the following,
we present a Galerkin type approximation of the Euler system also leading to a layer-
averaged version of the Euler system.

Using the notations (4.2.1), let us consider the space PN,t0,h of piecewise constant func-
tions defined by

PN,t0,h =
{
1z∈Lα(t,x,y)(z), α ∈ {1, . . . , N}

}
, (3.85)

where 1z∈Lα(t,x,y)(z) is the characteristic function of the layer Lα(t, x, y). Using this
formalism, the projection of ρ, u, v and w on PN,t0,h is a piecewise constant function
defined by

XN (t, x, y, z, {zα}) =
N∑
α=1

1[zα−1/2,zα+1/2](z)Xα(t, x, y), (3.86)

for X ∈ (ρ, u, v, w). When the quantities {ρα(t, x, y)}α=1,...,N are known, if the function
T 7→ ρ(T ) is invertible, it is possible to recover the temperature using the formula

TN (t, x, z, {zα}) =
N∑
α=1

1[zα−1/2,zα+1/2](z)ρ
−1(ρα(t, x, y)).

In the following, we no more handle variables corresponding to vertical means of the
solution of the Euler equations (3.81)-(3.83) and we adopt notations inherited from (3.86).

The three following propositions hold.

Proposition 4. Using the space PN,t0,h defined by (3.85) and the decomposition (3.86),
the Galerkin approximation of the incompressible and hydrostatic Euler equations (3.81)-



102 CHAPTER 3. Low-Mach approximation & layer-averaged formulation

(3.83),(3.10),(3.12) leads to the system

∂h

∂t
+

N∑
α=1

∇x,y · (hαuα) = 0, (3.87)

∂ραhα
∂t

+∇x,y · (ραhαuα) = ρα+1/2Gα+1/2 − ρα−1/2Gα−1/2, α = 1, ..., N, (3.88)

∂ραhαuα
∂t

+∇x,y · (ραhαuα ⊗ uα) +∇x,y
(
hαpα

)
= pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2

+uα+1/2ρα+1/2Gα+1/2 − uα−1/2ρα−1/2Gα−1/2, α = 1, ..., N, (3.89)

where the presure terms pα, pα+1/2 are given by

pα = g

ραhα
2

+
N∑

j=α+1

ρjhj

 and pα+1/2 = g
N∑

j=α+1

ρjhj . (3.90)

The quantity Gα+1/2 (resp. Gα−1/2) corresponds to mass exchange accross the inter-
face zα+1/2 (resp. zα−1/2) and Gα+1/2 is defined by

Gα+1/2 =
α∑
j=1

(
∂hj
∂t

+∇x,y · (hjuj)
)

= −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y · (hjuj),(3.91)

for α = 1, . . . , N . The velocities uα+1/2 and the densities ρα+1/2 at the interfaces are
defined by

vα+1/2 =

{
vα if Gα+1/2 6 0

vα+1 if Gα+1/2 > 0
(3.92)

for v = u, ρ.

Remark 12. In the constant density case, the integration of the pressure term gives∫ zα+1/2

zα−1/2

∇x,ypdz = ∇x,y
(
ρ0g

hhα
2

)
+ ρ0ghα∇x,yzb,

which is the sum of a conservative term and a source term depending on the given
topography zb. In the variable density case, the integration of the pressure term yields
the terms∫ zα+1/2

zα−1/2

∇x,ypdz = ∇x,y(hαpα)− pα+1/2∇x,yzα+1/2 + pα−1/2∇x,yzα−1/2.

Note that zα+1/2, zα−1/2 are not given data, they depend on the unknown h. Therefore,
the pressure source terms are more difficult to handle in the variable density case.

The smooth solutions of (3.87),(3.89) satisfy an energy balance and we have the
following proposition.
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Proposition 5. The system (3.87),(3.89) admits, for smooth solutions, the energy bal-
ance

∂

∂t
Eα +∇x,y · (uα (Eα + hαpα))

=

(
ρα+1/2

|uα+1/2|2

2
+ gρα+1/2zα+1/2

)
Gα+1/2 + pα+1/2

(
Gα+1/2 −

∂zα+1/2

∂t

)
−

(
ρα−1/2

|uα−1/2|2

2
+ gρα−1/2zα−1/2

)
Gα−1/2 − pα−1/2

(
Gα−1/2 −

∂zα−1/2

∂t

)
−1

2

(
ρα+1/2|uα+1/2 − uα|2 + ghα(ρα+1/2 − ρα)

)
Gα+1/2

+
1

2

(
ρα−1/2|uα−1/2 − uα|2 − ghα(ρα−1/2 − ρα)

)
Gα−1/2, (3.93)

with

Eα = ρα
hα|uα|2

2
+
ραg

2

(
z2
α+1/2 − z

2
α−1/2

)
. (3.94)

The sum of Eqs. (3.93) for α = 1, . . . , N gives the energy balance

∂

∂t

N∑
α=1

Eα +

N∑
α=1

∇x,y · uα (Eα + hαpα)

= −
N∑
α=1

ρα+1/2
|uα+1 − uα|2

2
|Gα+1/2|

−g
2

N∑
α=1

(
hα(ρα+1/2 − ρα) + hα+1(ρα+1/2 − ρα+1)

)
Gα+1/2. (3.95)

In the energy balance (3.95), the first line of the right hand side is non positive due
to the upwinding (3.92). Concerning the second, it is a third order term since we have

hα(ρα+1/2 − ρα) + hα+1(ρα+1/2 − ρα+1) ≈ h3
α

∂2ρ

∂z2

∣∣∣∣
α

= O(l3α).

It is noticeable that, thanks to the kinematic boundary condition at each interface,
the vertical velocity is no more a variable of the system (3.89). This is an advantage of
this formulation over the hydrostatic model where the vertical velocity is needed in the
momentum equation (3.77) and is deduced from the incompressibility condition (3.75).
Even if the vertical velocity w no more appears in the model (3.87)-(3.89), it can be
obtained as follows.

Proposition 6. The piecewise constant approximation of the vertical velocity w satify-
ing Eq. (3.86) is given by

wα = kα − zα∇x,y · uα (3.96)



104 CHAPTER 3. Low-Mach approximation & layer-averaged formulation

with

k1 = ∇x,y · (zbu1), kα+1 = kα +∇x,y ·
(
zα+1/2(uα+1 − uα)

)
.

The quantities {wα}Nα=1 are obtained only using a post-processing of the variables gov-
erning the system (3.87)-(3.89).

Notice that relation (3.96) is equivalent to

∂zα
∂t

+ uα.∇x,yzα = wα +
Gα+1/2 +Gα−1/2

2
, (3.97)

and using (3.99) is also equivalent to

∂

∂t

(
ρα
z2
α+1/2 − z

2
α−1/2

2

)
+∇x,y ·

(
ρα
z2
α+1/2 − z

2
α−1/2

2
uα

)
= ραhαwα

+ (zαρα+1/2 + ρα
hα
2

)Gα+1/2 − (zαρα−1/2 − ρα
hα
2

)Gα−1/2, (3.98)

see [38, paragraph 4.2].

Proof of prop. 4. Considering the divergence free condition (3.81), using the decomposi-
tion (3.86) and the space of test functions (3.85), we consider the quantity∫

R
1z∈Lα(t,x,y)∇ ·UNdz = 0,

with UN = (uN , vN , wN )T . Simple computations give

0 =

∫
R

1z∈Lα(t,x,y)∇·UNdz =
∂hα
∂t

+
∂

∂x

∫ zα+1/2

zα−1/2

u dz+
∂

∂y

∫ zα+1/2

zα−1/2

v dz−Gα+1/2+Gα−1/2,

leading to
∂hα
∂t

+∇x,y · (hαuα) = Gα+1/2 −Gα−1/2, (3.99)

with Gα±1/2 defined by

Gα+1/2 =
∂zα+1/2

∂t
+ uα+1/2 · ∇x,yzα+1/2 − wα+1/2.

The sum for α = 1, . . . , N of the above relations gives Eq. (3.87) where the kinematic
boundary conditions (3.10),(3.12) corresponding to

G1/2 = GN+1/2 = 0, (3.100)

have been used. Similarly, the sum for j = 1, . . . , α of the relations (3.99) with (3.100)
gives the expression (3.91) for Gα+1/2.
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Now we consider the Galerkin approximation of Eqs. (3.82),(3.83) i.e. the quantities∫
R

1z∈Lα(t,x,y)

(
∂ρ

∂t
+∇ · (ρU)dz

)
dz = 0,

and∫
R

1z∈Lα(t,x,y)

(
∂(ρNuN )

∂t
+∇x,y · (ρNuN ⊗ uN ) +

∂(ρNuNwN )

∂z
+∇x,y

∫ η

z
ρNgdz

)
dz = 0,

leading, after simple computations, to Eqs. (3.88),(3.89).

Proof of prop. 5. In order to obtain (3.93) we multiply Eq. (3.88) by gzα − |uα|2/2 and
Eq. (3.89) by uα, we sum the two obtained equations and we perform simple manip-
ulations. More precisely, the momentum equation along the x axis multiplied by uα
reads(

∂

∂t
(ραhαuα) +

∂

∂x

(
ραhαu

2
α + hαpα

)
+

∂

∂y
(ραhαuαvα)

)
uα =(

pα+1/2

∂zα+1/2

∂x
− pα−1/2

∂zα−1/2

∂x
+ uα+1/2Gα+1/2 − uα−1/2Gα−1/2

)
uα.

The pressure terms are treated separately from the other terms. The previous equation
is rewritten as

Iu,α +
∂

∂x
(hαuαpα) = Ip,u,α,

with

Iu,α =

(
∂

∂t
(ραhαuα) +

∂

∂x

(
ραhαu

2
α

)
+

∂

∂y
(ραhαuαvα)− uα+1/2Gα+1/2 + uα−1/2Gα−1/2

)
uα,

and
Ip,u,α = hαpα

∂uα
∂x

+ pα+1/2uα
∂zα+1/2

∂x
− pα−1/2uα

∂zα−1/2

∂x
.

Using (3.88) multiplied by −u2
α/2, the term Iu,α becomes

Iu,α =
∂

∂t

(
ραhαu

2
α

2

)
+

∂

∂x

(
uα
ραhαu

2
α

2

)
+

∂

∂y

(
vα
ραhαu

2
α

2

)
− ρα+1/2

u2
α+1/2

2
Gα+1/2 + ρα−1/2

u2
α−1/2

2
Gα−1/2

+ ρα+1/2

(uα+1/2 − uα)2

2
Gα+1/2 − ρα−1/2

(uα−1/2 − uα)2

2
Gα−1/2. (3.101)

When the second component of Eq. (3.89) is multiplied by vα, we write in a similar
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manner
Iv,α +

∂

∂y
(hαvαpα) = Ip,v,α,

and a similar expression is obtained for Iv,α.

The pressure terms Ip,u,α, Ip,v,α are handled together. First we notice that

pα+1/2 = pα −
ραghα

2
, and pα−1/2 = pα +

ραghα
2

,

so that

Ip,u,α + Ip,v,α = hαpα∇x,y · uα + pα+1/2uα · ∇x,yzα+1/2 − pα−1/2uα · ∇x,yzα−1/2

= pα∇x,y · (hαuα)− gραhαuα · ∇x,yzα.

Using (3.99), the sum of the pressure terms becomes

Ip,u,α + Ip,v,α = pα

(
Gα+1/2 −Gα−1/2 −

∂hα
∂t

)
− gραhαuα · ∇x,yzα, (3.102)

or equivalently

Ip,u,α + Ip,v,α = pα+1/2Gα+1/2 − pα−1/2Gα−1/2 − pα
∂hα
∂t

+ gρα
hα
2

(
Gα+1/2 −Gα−1/2

)
− gραhαuα · ∇x,yzα.

Finally, we obtain

Ip,u,α + Ip,v,α = pα+1/2

(
Gα+1/2 −

∂zα+1/2

∂t

)
− pα−1/2

(
Gα−1/2 −

∂zα−1/2

∂t

)
+ gρα

hα
2

(
Gα+1/2 −Gα−1/2

)
− gραhαuα · ∇x,yzα − gραhα

∂zα
∂t

, (3.103)

where
zα±1/2 = zα ±

hα
2

has been used. Next, we multiply Eq. (3.88) by gzα and we arrange the right-hand-side
to get

gzα
∂(ραhα)

∂t
+ gzα∇x,y · (ραhα) = gzα+1/2ρα+1/2Gα+1/2 − gzα−1/2ρα−1/2Gα−1/2

− ghα
2

(
ρα+1/2Gα+1/2 + ρα−1/2Gα−1/2

)
(3.104)

Summing
Iu,α + Iv,α +∇x,y · (hαuαpα) = Ip,u,α + Ip,v,α (3.105)
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with Eq. (3.104) gives the result.
Finally summing the relations (3.93) for α = 1, . . . , N gives (3.95) which completes

the proof.

Proof of prop. 6. Using the boundary condition (3.10), an integration from zb to z of the
divergence free condition (3.81) easily gives

w = −∇x,y ·
∫ z

zb

u dz.

Replacing formally in the above equation u (resp. w) by uN (resp. wN ) defined by (3.86)
and performing an integration over the layer L1 of the obtained relation yields

h1w1 = −
∫ z3/2

zb

∇x,y ·
∫ z

zb

u1 dzdz1 = h1∇x,y · (zbu1)−
z2

3/2 − z
2
b

2
∇x,y · u1,

i.e.
w1 = ∇x,y · (zbu1)− z1∇x,y · u1,

corresponding to (3.96) for α = 1. A similar computation for the layers L2, . . . , LN
proves the result (3.96) for α = 2, . . . , N .

A more detailed version of this proof is given in [38].
Notice that performing computations similar to those depicted in prop. 4 we obtain

that

0 =

∫ zα+1/2

zα

∇·UNdz = wα+1/2−wα+
hα
2
∇x,y ·uα+(uα−uα+1/2) ·∇x,yzα+1/2, (3.106)

and

0 =

∫ zα

zα−1/2

∇·UNdz = wα−wα−1/2 +
hα
2
∇x,y ·uα+(uα−1/2−uα) ·∇x,yzα−1/2, (3.107)

and the two relations (3.106),(3.107) are consistent with the definition (3.96) in the sense
that the sum of Eqs. (3.106),(3.107) gives (3.99) whereas the substraction of Eqs. (3.106)
and (3.107) gives (3.97). Finally, equation (3.98) is rewritten as

ραhα
∂zα
∂t

+ zα
∂ραhα
∂t

+ ραhαuα · ∇x,yzα + zα∇x,y · (ραhαuα) = ραhαwα

+

(
zαρα+1/2 + ρα

hα
2

)
Gα+1/2 −

(
zαρα−1/2 − ρα

hα
2

)
Gα−1/2

and simplified into

ραhα
∂zα
∂t

+ ραhαuα · ∇x,yzα = ραhαwα + ραhα
Gα+1/2 +Gα−1/2

2
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using (3.99). Dividing by ραhα gives equation (3.97).

Proposition 7. For equally distributed layers, the static equilibria of system (3.87)-(3.89)
verify

∇x,yρ̃α+1/2 −
∂ρ

∂z

∣∣∣∣
zα+1/2

∇x,yzα+1/2 = 0,

∇x,yη = O

(
1

N

)
,

(3.108)

with ρ̃α+1/2 =
ρα+1 + ρα

2
. The first relation in (3.108) can be re-interpreted as

∇x,yρ̃zα+1/2
= 0.

Remark 13. For N large enough, the free surface is almost flat and the conditions (3.108)
correspond to the static equilibria of the Euler system.
Moreover, for N large enough and ‖∇x,yzb‖ small, all the interfaces between the layers
are flat and we get ∇x,yρ̃α+1/2 = 0. Such a condition allows "checkerboard modes" for
the density. However, as explained in the proof of proposition 8, these checkerboard
modes are not stable equilibria.

Proof of prop. 7. Inserting uα = 0 and replacing all the time derivatives by 0 in system
(3.87)-(3.89) gives

∇x,y(hαpα) = pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2, α = 1, . . . , N,

which we simplify to get

∇x,ypα = −gρα∇x,yzα, α = 1, . . . , N. (3.109)

For α = N , equation (3.109) becomes

g
hN
2
∇x,yρN = −gρN∇x,yη.

Note that the left-hand side of the previous relation depends on the number of layers N .
Assuming that the layers have the same size, we get g h

2N∇x,yρN = −gρN∇x,yη, which
means that ∇x,yη = O(1/N). The difference of (3.109) written for α+ 1 and for α gives

∇x,y(pα+1 − pα) = −gρα+1∇x,yzα+1 + gρα∇x,yzα.

We use relation (3.90) to express pα and pα+1 and we assume that the layers are equally
distributed, so that we get

ghα+1/2∇x,y
(
ρα+1 + ρα

2

)
= gρα+1∇x,yzα+1/2 − gρα∇x,yzα+1/2, (3.110)
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where hα+1/2 = hα = hα+1. Finally, we divide equation (3.110) by hα+1/2 and we define
∂ρ
∂z

∣∣∣
zα+1/2

= ρα+1−ρα
hα+1/2

to get the result.

Proposition 8. For ∇x,yzb small enough and for equally distributed layers, the stable
equilibria of system (3.87)-(3.89) verify

∂zρ|zα < 0, α = 1, . . . , N.

Proof of prop. 8. Let us define a perturbation around a static equilibrium

uα = u′α, wα = w′α

ρα = Rα + ρ′α, ∇x,yη = 0

The superscript ′ denotes a first-order term. Rα is constant in space and time. The
perturbation of the free surface is neglected. As a consequence, the space derivatives of
hα and zα are zero for all α. The equations (3.87)-(3.89) are linearized around the static
equilibrium. The Boussinesq approximation is performed for the sake of simplicity.

G′α+1/2 =

α∑
j=1

(∇x,y · (hju′j)), α = 1, . . . , N, (3.111)

∂tρ
′
α =

ρα+1 − ρα
hα

G′α+1/2 −
ρα−1 − ρα

hα
G′α−1/2, α = 1, . . . , N, (3.112)

ρ0∂tu
′
α +∇x,ypα = 0, α = 1, . . . , N. (3.113)

In (3.112), the terms ρα+1−ρα
hα

and ρα−1−ρα
hα

are interpreted as 1
2∂zρ|zα and −1

2∂zρ|zα
respectively, so that we get

∂tρ
′
α = Kα

G′α+1/2 +G′α−1/2

2
, α = 1, . . . , N, (3.114)

where we have used the notation Kα = ∂zρ|zα . Next, Gα+1/2, Gα−1/2 are replaced by
their expressions given by (3.112). In (3.113), the expression given by (3.90) for the
pressure is substituted. We get

∂tρ
′
α = Kα

 α∑
j=1

hj∇x,y · u′j −
hα
2
∇x,y · u′α

 , α = 1, . . . , N,

ρ0∂tu
′
α + g

 N∑
j=α+1

hj∇x,yρ′j +
hα
2
∇x,yρα

 = 0, α = 1, . . . , N.
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We describe the perturbations u′α, ρ′α as plane waves

u′α =

(
u0,α,x

u0,α,y

)
ei(Ωt−kαx−lαy) ρ′α = ρ0,αe

i(Ωt−kαx−lαy), α = 1, . . . , N,

with Ω, kα, lα positive real numbers. The linearized equations become

ωρ0,α +Kα
H0

N

 α∑
j=1

u0,j(kα + lα)− u0,α

2
(kα + lα)

 = 0, α = 1, . . . , N,

ρ0Ωu0,α − g
H0

N

 N∑
j=α+1

ρ0,j(kα + lα) +
ρ0,α

2
(kα + lα)

 = 0, α = 1, . . . , N.

Let the two vectors u0 = (u0,1, . . . , u0,N )T and ρ0 = (ρ0,1, . . . , ρ0,N )T . The previous
system is rewritten as

ΩINρ0 +KT−+ u0 = 0,

T+
− ρ0 + ΩINu0 = 0,

where IN is the identity matrix of size N , T+
− is an upper triangular matrix with negative

coefficients and KT−+ is a lower triangular matrix, where the coefficients of line α have
the sign of Kα. Then, necessarily, for the system to admit a solution, the coefficients
Kα, α = 1, . . . , N must be negative.

3.3.2 The layer-averaged Navier-Stokes-Fourier system

The hydrostatic approximation of the Navier-Stokes-Fourier system (3.25)-(3.27) ob-
tained in paragraph 3.2.3 reads

∇ ·U = −ρ
′(T )

ρ2cp

(
∇ · (λ∇T ) + µ|∇x,yu|2 + µ

∣∣∣∣∂u

∂z

∣∣∣∣2
)
, (3.115)

∂ρ

∂t
+∇ · (ρU) = 0, (3.116)

∂(ρu)

∂t
+∇x,y · (ρu⊗ u) +

∂(ρuw)

∂z
+∇x,y

∫ η

z
ρgdz = µ∆x,yu + µ

∂

∂z

(
∂u

∂z

)
,(3.117)

with T = T (ρ) a given function and where the notation |∇x,yu|2 means |∇x,yu|2 =
(∇x,yu) : (∇x,yu)T . For the sake of simplicity, we have used the Stokes hypothesis, i.e.
the second viscosity ζ is neglected, so that the viscosity terms in the momentum equation
are written as µ∆u. The equation for the internal energy is

∂

∂t
(ρe) +∇ · (ρUe) = −p∇ ·U +∇ · (λ∇T ) + µ|∇x,yu|2 + µ

∣∣∣∣∂u

∂z

∣∣∣∣2 ,
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Following the same strategy as in paragraph 3.3.1, we derive a layer-averaged version of
the hydrostatic Navier-Stokes-Fourier system (3.115)-(3.117). A simplified formulation
of the rheology terms is used, see [6].

Proposition 9. Using the space PN,t0,h defined by (3.85) and the decomposition (3.86),
the Galerkin approximation of the hydrostatic Navier-Stokes-Fourier system (3.25)-(3.27)
completed with (3.10),(3.12),(3.11),(3.13) leads to the system

∂h

∂t
+

N∑
α=1

∇x,y · (hαuα) = −
N∑
α=1

ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α), (3.118)

∂ραhα
∂t

+∇x,y · (ραhαuα) = ρα+1/2Gα+1/2 − ρα−1/2Gα−1/2, α = 1, ..., N, (3.119)

∂ραhαuα
∂t

+∇x,y · (ραhαuα ⊗ uα) +∇x,y
(
hαpα

)
= pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2

+uα+1/2ρα+1/2Gα+1/2 − uα−1/2ρα−1/2Gα−1/2 +∇x,y · (µhα∇x,yuα)

+Γα+1/2(uα+1 − uα)− Γα−1/2(uα − uα−1)− καuα, α = 1, ..., N, (3.120)

with

Gα+1/2 = −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y · (hjuj) +

α∑
j=1

ρ′(Tj)

ρ2
jcp

(ST,j − Sµ,j), (3.121)

κα =

{
κ if α = 1

0 if α 6= 1
, (3.122)

ST,α =

(
λ∇x,y · (hα∇x,yTα) + 2λα+1/2

Tα+1 − Tα
hα+1 + hα

− 2λα−1/2
Tα − Tα−1

hα + hα−1

)
,(3.123)

λα+1/2 = λ for α = 1, . . . , N − 1

For α = 0, 2λα+1/2
Tα+1−Tα
hα+1+hα

= FT 0
b if the Neumann boundary condition (3.71) is chosen,

or h0 = h1, T0 = T 0
b if the Dirichlet boundary condition (3.72) is chosen. Likewise, for

α = N , 2λα+1/2
Tα+1−Tα
hα+1+hα

= FT 0
s with the boundary condition (3.73), or hN+1 = hN ,

TN+1 = T 0
s with the boundary condition (3.74). The terms Sµ,α, Γα+1/2, µα+1/2 are

respectively defined as

Sµ,α = −hαµ|∇x,yuα|2 − Γα+1/2
|uα+1 − uα|2

2
− Γα−1/2

|uα − uα−1|2

2
− κα|uα|2

Γα+1/2 =
2µα+1/2

hα+1 + hα
,

µα+1/2 =


0 if α = 0

µ if α = 1, . . . , N − 1

0 if α = N.
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The term |∇x,yuα|2 actually denotes

|∇x,yuα|2 = (∇x,yuα) : (∇x,yuα)T

=

(
∂uα
∂x

)2

+

(
∂uα
∂y

)2

+

(
∂vα
∂x

)2

+

(
∂vα
∂y

)2

.

The temperature and viscosity terms have been simplified. In particular, the terms
µ(∇x,yu)|α+1/2∇x,yzα+1/2, µ(∇x,yu)|α−1/2∇x,yzα−1/2 have been neglected, which is rea-
sonable because the problems of interest are much vaster in the horizontal direction than
in the vertical direction. Providing a detailed treatment of these terms is out of the
scope of the present work. Notably, it would lead to very complicated terms in the fully
discretized equations. For an exact integration of the viscosity terms, see [38], and for a
simplified rheology, see [6]. The term Sµ,α is exactly the dissipative term that is obtained
when the quantity uα.(∇x,y · (µhα∇x,yuα) + Γα+1/2(uα+1 − uα)− Γα−1/2(uα − uα−1)−
καuα) is reformulated as a conservative term plus a dissipative term.

Proof of prop 9. The "Euler part" of the Navier-Stokes system is integrated as in the
proof of proposition 4. Here, we deal only with the viscosity terms and the fact that
∇·U is no longer equal to 0. For the integration of the viscosity term in the momentum
equation, we refer to [6]. The temperature diffusion term is integrated in the same
manner. Integrating the equation on the divergence gives

∂hα
∂t

+∇x,y · (hαuα) = Gα+1/2 −Gα−1/2 −
ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α). (3.124)

The sum for j = 1, . . . , α of the relations (3.124) with the boundary conditions (3.100)
gives the expression (3.121) for Gα+1/2.

Proposition 10. The system (3.118)-(3.120) completed with the equation

∂

∂t
(ραhαeα) +∇x,y · (ραhαuαeα) = ρα+1/2eα+1/2Gα+1/2 − ρα−1/2eα−1/2Gα−1/2

+ pα
ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α) + ST,α − Sµ,α (3.125)
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admits, for smooth solutions, the energy balance

∂

∂t
Eα +∇x,y · (uα (Eα + hαpα − µhα∇x,yuα))

+Γα+1/2
|uα+1|2 − |uα|2

2
− Γα−1/2

|uα|2 − |uα−1|2

2

=

(
ρα+1/2

|uα+1/2|2

2
+ gρα+1/2zα+1/2

)
Gα+1/2 + pα+1/2

(
Gα+1/2 −

∂zα+1/2

∂t

)
−

(
ρα−1/2

|uα−1/2|2

2
+ gρα−1/2zα−1/2

)
Gα−1/2 − pα−1/2

(
Gα−1/2 −

∂zα−1/2

∂t

)
−1

2

(
ρα+1/2(uα+1/2 − uα)2 + ghα(ρα+1/2 − ρα)

)
Gα+1/2

+
1

2

(
ρα−1/2(uα−1/2 − uα)2 − ghα(ρα−1/2 − ρα)

)
Gα−1/2 + ST,α, (3.126)

with

Eα = ρα
hα|uα|2

2
+
ραg

2

(
z2
α+1/2 − z

2
α−1/2

)
+ eα. (3.127)

Note that in (3.126), we use the notation

uα∇x,yuα =

(
uα

∂uα
∂x + vα

∂vα
∂x

uα
∂uα
∂y + vα

∂vα
∂y

)
.

Remark 14. The energy eα plays a role analogous to that of e in the continuous model
in section 3.2. While in the Euler model it was enough to work with the kinetic and
potential energies because de/dt = 0, here, an internal energy is needed in order to
obtain an energy balance. The term ST,α is a heat flux, so its sign is unknown. The sum
of ST,α over the layers gives

N∑
α=1

ST,α = λ
N∑
α=1

∇x,y · (hα∇x,yTα)−∇T |s.ns +∇T |b.nb.

Proof of prop. 1. The proof is very similar to the proof of proposition 5. The kinetic
energy contribution is the same as before, plus a contribution from the viscosity term.
The quantity Iu,α described in (3.101) becomes

Iu,α =
∂

∂t

(
ραhαu

2
α

2

)
+
∂

∂x

(
uα

(
ραhαu

2
α

2
− µhα

∂uα
∂x

))
+
∂

∂y

(
vα
ραhαu

2
α

2
− µhαuα

∂uα
∂y

)
− ρα+1/2

u2
α+1/2

2
Gα+1/2 + ρα−1/2

u2
α−1/2

2
Gα−1/2

+ ρα+1/2

(uα+1/2 − uα)2

2
Gα+1/2 − ρα−1/2

(uα−1/2 − uα)2

2
Gα−1/2 + Sµ,x,α
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For the contribution of the pressure terms, the beginning of the proof is the same,
but there is a difference when substituting ∇x,y ·(hαuα) in the sum of the pressure terms.
Instead of eq. (3.102), we now obtain

Ip,u,α + Ip,v,α = pα

(
Gα+1/2 −Gα−1/2 −

∂hα
∂t
− ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α)

)
− gραhαuα.∇x,yzα,

so that instead of (3.103), we get

Ip,u,α + Ip,v,α = pα+1/2

(
Gα+1/2 −

∂zα+1/2

∂t

)
− pα+1/2

(
Gα−1/2 −

∂zα−1/2

∂t

)
+ gρα

hα
2

(
Gα+1/2 −Gα−1/2

)
− gραhαuα.∇x,yzα − gραhα

∂zα
∂t
− pα

ρ′(Tα)

ρ2
αcp

(ST,α −Sµ,α),

The sum of (3.105) with (3.104) and (3.125) gives the final result.

Remark 15. The layer-averaged Navier-Stokes system obtained in Prop. 9 has the form

∂U

∂t
+∇x,y · F (U) = Sp(U, zb) + Se(U, ∂tU, ∂xU) + Sv,f (U), (3.128)

where the vector of unknowns is

U = (h, ρ1h1, . . . , ρNhN , qx,1, . . . , qx,N , qy,1, . . . , qy,N )T ,

with qx,α = ραhαuα, qy,α = ραhαvα. We denote by F (U) = (Fx(U), Fy(U))T the fluxes
of the conservative part and by

Sp(U, zb) =

(
0, . . . , p3/2

∂z3/2

∂x
− p1/2

∂z1/2

∂x
, . . . , p3/2

∂z3/2

∂y
− p1/2

∂z1/2

∂y
, . . .

)T
,

the non-conservative part of the pressure terms. The source terms are Se(U, ∂tU, ∂xU) and
Sv,f (U), representing respectively the mass and momentum exchanges and the viscous
and friction effects. A numerical scheme for the simulation of the layer-averaged Navier-
Stokes system is proposed in the companion paper [31]; it relies on the form (3.128).

3.4 Conclusion

In this paper we have derived an incompressible and hydrostatic model for variable
density flows. This model is obtained by performing the incompressible limit of the
compressible Navier-Stokes equations and incorporating a correction of order ε so as to
obtain the correct energy balance. The resulting model does not rely on the Boussinesq
approximation. It is mass-conservative; expansion or contraction can be observed as a
result of the variation of a tracer concentration. A layer-averaged model is then proposed.
The layer boundaries do not correspond to isopycnal surfaces and mass exchanges between
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the layers are allowed. The equilibria of the layer-averaged Euler-Fourier model (in which
the diffusion and viscosity effects are neglected) are found to be those of the classic Euler
system. For smooth solutions, the layer-averaged model verifies an energy balance.

In [31], a numerical scheme is proposed and analyzed and the behaviour of the model
is illustrated by means of several test cases.
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Numerical scheme and validation".

Abstract
In this paper, we propose a numerical scheme for the layer-averaged Euler-Fourier and Navier-
Stokes-Fourier systems presented in part I [30]. These systems model free surface flows with
density variations. We show that the finite volume scheme presented is well balanced with
regards to the steady state of the lake at rest and preserves the positivity of the water height. A
maximum principle on the density is also proved as well as a discrete entropy inequality in the
case of the Euler-Fourier system. Some numerical validations are finally shown with comparisons
to 3D analytical solutions and experiments.

Keywords: Navier-Stokes equations, free surface flows, variable density flows, layer-
averaged formulation, finite volume scheme

4.1 Introduction

In this paper we present a numerical scheme for the 3D incompressible Navier-Stokes-
Fourier system with free surface, as well as numerical test cases. This model describes
variable density flows with free surface, the density variations coming from differences
in temperature and/or salinity. The model is presented in the companion paper [30],
in which a layer-averaged formulation is also given. The layer-averaged formulation
suppresses the need for moving meshes [47], [49]. It allows to perform 3D simulations
with a 2D fixed mesh.

Variable density flows are frequently studied by oceanographers. Different systems
of coordinates exist, among which terrain-following coordinates and isopycnal coordi-
nates. For a discussion of the advantages and disadvantages of the various coordinates
frequently used in ocean models, the reader is referred to [71] and [129]. The layer-
averaged model presented here is not a terrain-following coordinate model. Though the
layer thicknesses are defined as fractions of the total water height, height coordinates
are used. The model also differs from isopycnal coordinate models because in the layer-
averaged formulation, the layers exchange mass between themselves, which means that
the internal layer boundaries are actually not physical.

For the Euler part of the Navier-Stokes-Fourier system, a finite-volume formalism is
adopted. The hydrostatic reconstruction technique is used [16]. Therefore, the topog-
raphy is accurately represented and the scheme is well-balanced. Yet the discretization
of the nonconservative pressure terms demands special care. For the viscosity terms, we
use finite elements as in [6].

In [21], a similar model was studied and simulated. The scheme presented in [21]
was a 2D (x− z) scheme and relied on a kinetic interpretation. In the present work we
present a fully 3D scheme which is more flexible in a certain sense, because the kinetic
flux is only one of the possible choices for the numerical flux. With any flux consistent
with the semi-discrete in time Euler system, the resulting scheme is well-balanced and
preserves the nonnegativity of the water depth. A maximum principle on the density is
satisfied. In order to prove an in-cell entropy inequality, we adopt a kinetic flux, already
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used in the context of the Shallow Water equations in [109], [21]. The entropy inequality
is satisfied for a constant topography and includes third-order rest terms. Moreover, the
unknowns in [21] were not the same, which resulted in a complicated numerical scheme -
nonlinear systems were solved at each step and a Newton fixed-point method was used.
The present scheme is simpler and does not involve nonlinear systems. Finally, the
present scheme is more stable than the scheme in [21], the CFL condition of which could
actually degenerate and give a time step equal to zero. With the proposed scheme, the
computational cost of the simulation of a non-Boussinesq flow is not greater than that
of the simulation of a Boussinesq flow.

The proposed numerical scheme is validated on three test cases. The first test is a
convergence test towards an analytical solution [39] for the Euler-Fourier system. In the
second test, a lock exchange simulation is performed and the results are compared with
experimental data available from the literature [3]. Finally, in two diffusion cases, the
differences between the Navier-Stokes-Fourier and Boussinesq models are evidenced.

The paper is organized as follows. In section 4.2, the layer-averaged Navier-Stokes-
Fourier and Euler-Fourier models introduced in [30] are recalled. A numerical scheme
for the layer-averaged Euler-Fourier model is presented in section 4.3, its properties are
studied. An extension of this scheme for the layer-averaged Navier-Stokes-Fourier model
is presented in section 4.4. The numerical test cases are presented in section 4.5.

4.2 The layer-averaged models

We briefly recall here the features of the multilayer models studied here and presented
in [30]. The multilayer Navier-Stokes-Fourier model is a layer-averaged version of the
incompressible, hydrostatic Navier-Stokes-Fourier system

∇ ·U = −ρ
′(T )

ρ2cp
(∇ · (λ∇T ) + σ : D(U)), (4.1)

∂ρ

∂t
+∇ · (ρU) = 0, (4.2)

∂ρu

∂t
+∇ · (ρu⊗ u) +

∂ρuw

∂z
+∇x,y

∫ η

z
ρgdz = ∇x,y · σ +

∂

∂z

(
µ
∂u

∂z

)
, (4.3)

where U(t, x, y, z) = (u, v, w)T is the velocity, u = (u, v)T is the horizontal velocity vector

and ρ is the density. The notation ∇ denotes ∇ =
(
∂
∂x , (

∂
∂y , (

∂
∂z

)T
, ∇x,y corresponds to

the projection of ∇ on the horizontal plane i.e. ∇x,y =
(
∂
∂x ,

∂
∂y

)T
. The quantity σ is the

deviatoric part of the stress tensor. The fluid is assumed to be Newtonian, therefore σ
is defined by

σ = −ζ∇x,y · u1 + 2µDx,y(u),

where µ is the viscosity coefficient and ζ is the second viscosity. The symmetric gradient
of the velocity is Dx,y(u) = (∇x,yu + (∇x,yu)T )/2. The temperature T is linked to the
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density ρ via the equation of state T = T (ρ). The heat conductivity is denoted by λ
and the specific heat capacity at constant pressure by cp. The energy balance for model
(4.1)-(4.3) is

∂

∂t

(
ρ
|Ũ|2

2
+ ρe

)
+∇ ·

(
U

(
ρ
|Ũ|2

2
+

∫ η

z
ρgdz + ρe− σ̃

))
= ∇ · (λ∇T ) + ρg.U,

with Ũ = (u, v, 0)T and

σ̃ =

 ∂zuσ
∂zv

0 0 0

 .

We consider a free surface flow, therefore we assume

zb(x, y) 6 z 6 η(t, x, y) := h(t, x, y) + zb(x, y),

with zb(x, y) the bottom elevation and h(t, x, y) the water depth, see figure 4.1.

Figure 4.1 – Flow domain with water height h(t, x, y), free surface η(t, x, y) and bottom
zb(x, y).

Let nb and ns be the unit outward normals at the bottom and at the free surface
respectively defined by

nb =
1√

1 + |∇x,yzb|2

(
∇x,yzb
−1

)
, and ns =

1√
1 + |∇x,yη|2

(
−∇x,yη

1

)
.

On the bottom we prescribe an impermeability condition

U.nb = 0, (4.4)
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and a friction condition given e.g. by a Navier law

((−p1 + σ) · nb) · ti = −κU · ti, i = 1, 2 (4.5)

with κ a Navier coefficient and (ti, i = 1, 2) two tangential vectors. On the free surface,
the kinematic boundary condition

∂η

∂t
+ u(t, x, y, η) · ∇x,yη − w(t, x, y, η) = 0, (4.6)

is satisfied, along with the no stress condition

(−p1 + σ) · ns = 0. (4.7)

On solid walls, we prescribe a slip condition

U · n = 0, (4.8)

coupled with an homogeneous Neumann boundary condition

∂u

∂n
= 0,

n being the outward normal to the considered wall. Boundary conditions for the temper-
ature also have to be considered, we can choose either Neumann or Dirichlet conditions
namely at the bottom

λ∇T · nb = FT 0
b , (4.9)

or
Tb = T 0

b (4.10)

and at the free surface
λ∇T · ns = FT 0

s (4.11)

or
Ts = T 0

s (4.12)

where FT 0
b , FT

0
s are two given temperature fluxes and T 0

b , T
0
s are two given tempera-

tures. Since ρ = ρ(T ), the boundary conditions for ρ naturally ensue from the boundary
conditions for T .

The system is completed with some initial conditions

h(0, x, y) = h0(x, y), ρ(0, x, y) = ρ0(x, y), U(0, x, y, z) = U0(x, y, z).

The system (4.1)-(4.3) was derived from the compressible Navier-Stokes-Fourier system
in [30]. More specifically, the derivation consisted in performing the incompressible limit.
This model respects the second principle of thermodynamics (non-decreasing entropy).



122 CHAPTER 4. Numerical scheme and validation

4.2.1 The multilayer Navier-Stokes-Fourier model

We consider a discretization of the fluid domain by layers, see Figure 4.2. In what follows,

Figure 4.2 – Notations for the layerwise discretization.

h is the total water height and hα is the thickness of the layer α. The layer α contains the
points of coordinates (x, y, z) with z ∈ Lα(t, x, y) = (zα−1/2, zα+1/2) and {zα+1/2}α=1,...,N

is defined by{
zα+1/2(t, x, y) = zb(x, y) +

∑α
j=1 hj(t, x, y), α ∈ [0, . . . , N ],

hα(t, x, y) = zα+1/2(t, x, y)− zα−1/2(t, x, y) = lαh(t, x, y),

and
∑N

α=1 lα = 1.
The layer-averaged Navier-Stokes-Fourier system introduced in [30] reads

∂h

∂t
+

N∑
α=1

∇x,y · (hαuα) = −
N∑
α=1

ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α), (4.13)

∂ραhα
∂t

+∇x,y · (ραhαuα) = ρα+1/2Gα+1/2 − ρα−1/2Gα−1/2, α = 1, ..., N, (4.14)

∂ραhαuα
∂t

+∇x,y · (ραhαuα ⊗ uα) +∇x,y
(
hαpα

)
= pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2

+uα+1/2ρα+1/2Gα+1/2 − uα−1/2ρα−1/2Gα−1/2 +∇x,y · (µhα∇x,yuα)

+Γα+1/2(uα+1 − uα)− Γα−1/2(uα − uα−1)− καuα, α = 1, ..., N, (4.15)

with

Gα+1/2 = −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y · (hjuj) +

α∑
j=1

ρ′(Tj)

ρ2
jcp

(ST,j − Sµ,j), (4.16)

κα =

{
κ if α = 1

0 if α 6= 1
,

ST,α =

(
λ∇x,y · (hα∇x,yTα) + 2λα+1/2

Tα+1 − Tα
hα+1 + hα

− 2λα−1/2
Tα − Tα−1

hα + hα−1

)
,(4.17)
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λα+1/2 = λ for α = 1, . . . , N − 1,

Tα = T (ρα).

For α = 0, 2λα+1/2
Tα+1−Tα
hα+1+hα

= FT 0
b if the Neumann boundary condition (4.9) is chosen,

or h0 = h1, T0 = T 0
b if the Dirichlet boundary condition (4.10) is chosen. Likewise, for

α = N , 2λα+1/2
Tα+1−Tα
hα+1+hα

= FT 0
s with the boundary condition (4.11), or hN+1 = hN ,

TN+1 = T 0
s with the boundary condition (4.12). The dissipation term due to the viscous

effects is

Sµ,α = −hαµ|∇x,yuα|2 − Γα+1/2
|uα+1 − uα|2

2
− Γα−1/2

|uα − uα−1|2

2
− κα|uα|2 (4.18)

Γα+1/2 =
2µα+1/2

hα+1 + hα
, (4.19)

µα+1/2 =


0 if α = 0

µ if α = 1, . . . , N − 1

0 if α = N.

(4.20)

The velocities uα+1/2 and the densities ρα+1/2 at the interfaces are defined by

vα+1/2 =

{
vα if Gα+1/2 6 0

vα+1 if Gα+1/2 > 0
(4.21)

for v = u, ρ.
The presure terms pα, pα+1/2 are given by

pα = g

ραhα
2

+
N∑

j=α+1

ρjhj

 and pα+1/2 = g
N∑

j=α+1

ρjhj . (4.22)

The pressure is hydrostatic. The terms Gα+1/2 represent the mass exchanges between
the layers. For the sake of simplicity, we have used the Stokes hypothesis, i.e. the second
viscosity ζ has been neglected. Since the right-hand side of the total height conservation
equation (4.13) is nonzero, we expect to observe dilatation and contraction due to the
temperature diffusion and to the viscosity. We recall here the following result, obtained
in [30].

Proposition 1. The system (4.13)-(4.15) completed with the equation

∂

∂t
(ραhαeα) +∇x,y · (ραhαuαeα) = ρα+1/2eα+1/2Gα+1/2 − ρα−1/2eα−1/2Gα−1/2

+ pα
ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α) + ST,α − Sµ,α
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admits, for smooth solutions, the energy balance

∂

∂t
Eα +∇x,y · (uα (Eα + hαpα − µhα∇x,yuα))

+Γα+1/2
|uα+1|2 − |uα|2

2
− Γα−1/2

|uα|2 − |uα−1|2

2

=

(
ρα+1/2

u2
α+1/2

2
+ gρα+1/2zα+1/2

)
Gα+1/2 + pα+1/2

(
Gα+1/2 −

∂zα+1/2

∂t

)
−

(
ρα−1/2

u2
α−1/2

2
+ gρα−1/2zα−1/2

)
Gα−1/2 − pα−1/2

(
Gα−1/2 −

∂zα−1/2

∂t

)
−1

2

(
ρα+1/2(uα+1/2 − uα)2 + ghα(ρα+1/2 − ρα)

)
Gα+1/2

+
1

2

(
ρα−1/2(uα−1/2 − uα)2 − ghα(ρα−1/2 − ρα)

)
Gα−1/2 + ST,α, (4.23)

with

Eα = ρα
hα|uα|2

2
+
ραghαzα

2
+ eα. (4.24)

Note that in (4.23), we use the notation

uα∇x,yuα =

(
u∂u∂x + v ∂v∂x
u∂u∂y + v ∂v∂y

)
.

The sum of Eqs. (4.23) for α = 1, . . . , N gives

∂

∂t

N∑
α=1

Eα +
N∑
α=1

∇x,y · uα (Eα + hαpα)

= −
N∑
α=1

ρα+1/2
|uα+1 − uα|2

2
|Gα+1/2|+

N∑
α=1

ST,α

−g
2

N∑
α=1

(
hα(ρα+1/2 − ρα) + hα+1(ρα+1/2 − ρα+1)

)
Gα+1/2.

The sum of ST,α over the layers gives

N∑
α=1

ST,α = λ
N∑
α=1

∇x,y · (hα∇x,yTα)−∇T |s · ns +∇T |b · nb.

As explained in [30], the terms on the last line of the right-hand side are third-order
terms.
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4.2.2 The layer-averaged Euler-Fourier system

What we refer to hereafter as the layer-averaged Euler-Fourier system is the system
(4.13)-(4.15) without viscosity and without diffusion terms, i.e.

∂h

∂t
+

N∑
α=1

∇x,y · (hαuα) = 0, (4.25)

∂ραhα
∂t

+∇x,y · (ραhαuα) = ρα+1/2Gα+1/2 − ρα−1/2Gα−1/2, α = 1, ..., N, (4.26)

∂ραhαuα
∂t

+∇x,y · (ραhαuα ⊗ uα) +∇x,y
(
hαpα

)
= pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2

+uα+1/2ρα+1/2Gα+1/2 − uα−1/2ρα−1/2Gα−1/2, α = 1, ..., N. (4.27)

The quantity Gα+1/2 (resp. Gα−1/2) corresponds to mass exchange accross the interface
zα+1/2 (resp. zα−1/2) and Gα+1/2 is defined by

Gα+1/2 =
α∑
j=1

(
∂hj
∂t

+∇x,y · (hjuj)
)

= −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y · (hjuj),(4.28)

for α = 1, . . . , N . The energy balance verified by the system (4.25)-(4.27) is given in
[30]. It is very similar to the balance (4.23), obviously without the viscosity and diffusion
terms. In the balance for the Euler-Fourier system, the internal energy eα does not
intervene. It is actually equal to 0 because there is no volume variation.

4.3 Numerical scheme for the layer-averaged Euler-Fourier
system

In this section, a numerical scheme for the layer-averaged Euler-Fourier system is de-
signed and analyzed. It extends the work done by some of the authors in [6, 21]. Before
specifying the scheme for the Euler-Fourier system, a common strategy for the time
discretization of the Navier-Stokes-Fourier and Euler-Fourier systems is presented. The
discretization of the diffusion terms does not present any additional difficulty, however
including these terms considerably lengthens the equations. This is why it seems prefer-
eable to explain the numerical scheme for the Euler-Fourier system first. The advantages
of the numerical scheme are the following

• it gives a 3D approximation of the Navier-Stokes-Fourier system, while only 2D
situations were considered in [21]

• it can be implemented with any flux that is consistent with the homogeneous Saint-
Venant system; the kinetic flux is used only for the discrete entropy property stated
for a constant topography
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• the scheme is endowed with strong stability properties (well-balanced, positivity of
the water depth)

• convergence curves towards ad 3D non-stationary analytical solution with wet-dry
interfaces were obtained, see paragraph 4.5.1.

4.3.1 Strategy for the time discretization

The system (4.13)-(4.15) has the form

∂U

∂t
+∇x,y · F (U) = Sp(U, zb) + Se(U, ∂tU, ∂xU) + Sv,f (U), (4.29)

where the vector of unknowns is

U = (h, ρ1h1, . . . , ρNhN , qx,1, . . . , qx,N , qy,1, . . . , qy,N )T ,

with qx,α = ραhαuα, qy,α = ραhαvα. We denote by F (U) = (Fx(U), Fy(U))T the fluxes
of the conservative part and by

Sp(U, zb) =

(
0, . . . , p3/2

∂z3/2

∂x
− p1/2

∂z1/2

∂x
, . . . , p3/2

∂z3/2

∂y
− p1/2

∂z1/2

∂y
, . . .

)T
,

the non-conservative part of the pressure terms. The source terms are Se(U, ∂tU, ∂xU)
and Sv,f (U), representing respectively the mass and momentum exchanges and the vis-
cous and friction effects. Notice that, as a consequence of the layer-averaged discretiza-
tion, the system (4.29) is made of only 2d (x, y) partial differential equations with source
terms. Hence, the spacial approximation of the considered PDEs is performed on a
2d planar mesh. We consider discrete times tn with tn+1 = tn + ∆tn. For the time
discretisation of the layer-averaged Navier-Stokes system (4.29) we adopt the following
scheme

Un+1 = U−∆tn (∇x,y · F (U)− Sp(U, zb)) + ∆tnSn+1
e + ∆tnSn+l

v,f , (4.30)

where the integer l = 0, 1/2, 1 will be precised below. In (4.30) and wherever there is no
ambiguity the superscript n has been omitted.

4.3.2 Semi-discrete (in time) scheme

From now on and until the end of this section, the system considered is the Euler-Fourier
system. Similarly to [6], the semi-discrete in time scheme (4.30) with Sn+l

v,f = 0 reads
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hn+1/2
α = hα −∆tn∇x,y(hαuα) (4.31)

(ραhα)n+1/2 = ραhα −∆tn∇x,y · (ραhαuα) (4.32)

(ραhαuα)n+1/2 = ραhαuα −∆tn
(
∇x,y · (ραhαuα ⊗ uα) +∇x,y

(
hαpα

)
−pα∇x,yhα + ραghα∇x,yzα

)
, (4.33)

hn+1 = hn+1/2 =
N∑
α=1

hn+1/2
α = h−∆tn

N∑
α=1

∇x,y · (hαuα), (4.34)

(ραhα)n+1 = (ραhα)n+1/2 + ∆tn
(
ρn+1
α+1/2Gα+1/2 − ρn+1

α−1/2Gα−1/2

)
, (4.35)

(ραhαuα)n+1 = (ραhαuα)n+1/2 + ∆tn
(
un+1
α+1/2ρ

n+1
α+1/2Gα+1/2 − un+1

α−1/2ρ
n+1
α−1/2Gα−1/2

)
,(4.36)

(4.37)

with

Gα+1/2 = −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y · (hjuj). (4.38)

Since the relations

pα±1/2 = pα ∓
ραghα

2
, zα =

zα+1/2 + zα−1/2

2

hold, in (4.33) we often use the identity

pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2 = pα∇x,yhα − ραghα∇x,yzα. (4.39)

Following (4.30), Eqs. (4.31)-(4.34) also reads

Un+1/2 = U−∆tn (∇x,y · F (U)− Sp(U, zb)) , (4.40)

and Eqs. (4.35)-(4.36) can be reformulated under the form

Un+1 = Un+1/2 + ∆tnSn+1/2
e . (4.41)

4.3.3 Finite volume formalism for the Euler part

In this paragraph, we propose a space discretization for the model (4.34)-(4.36) completed
with (4.38). We first recall the general formalism of finite volumes on unstructured
meshes. Let Ω denote the computational domain with boundary Γ, which we assume is
polygonal. Let Th be a triangulation of Ω for which the vertices are denoted by Pi with
Si the set of interior nodes and Gi the set of boundary nodes. The dual cells Ci are
obtained by joining the centers of mass of the triangles surrounding each vertex Pi. We
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use the following notations (see Fig. 4.3):

• Ki, set of subscripts of nodes Pj surrounding Pi,

• |Ci|, area of Ci,

• Γij , boundary edge between the cells Ci and Cj ,

• Lij , length of Γij ,

• nij , unit normal to Γij , outward to Ci (nji = −nij).

If Pi is a node belonging to the boundary Γ, we join the centers of mass of the triangles
adjacent to the boundary to the middle of the edge belonging to Γ (see Fig. 4.3) and we
denote

• Γi, the two edges of Ci belonging to Γ,

• Li, length of Γi (for sake of simplicity we assume in the following that Li = 0 if Pi
does not belong to Γ),

• ni, the unit outward normal defined by averaging the two adjacent normals.

(a) (b)

Figure 4.3 – (a) Dual cell Ci and (b) Boundary cell Ci.

We define the piecewise constant functions Un(x, y) on cells Ci corresponding to time
tn and zb(x, y) as

Un(x, y) = Un
i , zb(x, y) = zi, for (x, y) ∈ Ci,

with Un
i = (hni , ρ

n
1,ih

n
1,i, . . . , ρ

n
N,ih

n
N,i, q

n
x,1,i, . . . , q

n
x,N,i, q

n
y,1,i, . . . , q

n
y,N,i)

T i.e.

Un
i ≈

1

|Ci|

∫
Ci

U(tn, x, y)dxdy, zi ≈
1

|Ci|

∫
Ci

zb(x, y)dxdy.

We will also use the notation

Un
α,i ≈

1

|Ci|

∫
Ci

Uα(tn, x, y)dxdy,
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with Uα defined by
Uα = (hα, ραhα, ραhαuα, ραhαvα)T . (4.42)

Eigenvalues for the Euler part

Without the exchange terms, the system (4.25)-(4.27) reads

∂hα
∂t

+∇x,y · (hαuα) = 0 = 0, (4.43)

∂ραhα
∂t

+∇x,y · (ραhαuα) = 0, (4.44)

∂ραhαuα
∂t

+∇x,y · (ραhαuα ⊗ uα) + pα∇x,yhα − ραghα∇x,yzα = 0, (4.45)

with

pα∇x,yhα − ραghα∇x,yzα = ghα

 N∑
j=α+1

∇x,y(ρjhj) +
1

2
∇x,y(ραhα)


+
ραghα

2
∇x,yhα + ραghα

α−1∑
j=1

∇x,yhj +∇x,yzb

 .

This system is the continuous version of system (4.31)-(4.33). We rewrite the sys-
tem (4.43)-(4.45) under the form

∂h

∂t
+

N∑
j=1

(ljh∇x,y · uj) +
N∑
j=1

(ljuj) · ∇x,yh = 0, (4.46)

∂ρα
∂t

+ uα.∇x,yρα = 0, (4.47)

∂uα
∂t

+ (uα · ∇x,y)uα +
1

ραhα
(pα∇x,yhα − ραghα∇x,yzα) = 0, (4.48)

and the quasilinear form of the system (4.46)-(4.48) writes

∂Ũ

∂t
+A(Ũ)∇x,yŨ = sb(Ũ), (4.49)

with
Ũ = (h,u1, . . . ,uN , ρ1, . . . , ρN )T ,
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and

A(Ũ) =

(
A1(Ũ) A2(Ũ)

A3(Ũ) A4(Ũ)

)
,

A1(Ũ) =



∑N
j=1 ljuj l1h . . . . . . . . . lNh

p̃1 u1 0 . . . . . . 0
p̃2 0 u2 0 . . . 0
... 0

. . . uj
. . . 0

... 0
. . . 0

. . . 0
p̃N 0 0 . . . 0 uN


,

A2(Ũ) =



0 . . . . . . 0
gh21
2 0

. . . 0

gh2h1
gh22
2 0 0

... 0
gh2j
2 0

ghNh1 0 0
gh2N

2


,

A3(Ũ) = 0N , A4(Ũ) = diag(uj),

p̃j =
g

ρj

(
ρjlj + ρj

j−1∑
i=1

li +

j−1∑
i=1

ρili

)
.

For the sake of simplicity, the expression of the matrix A(Ũ) given below corresponds to
the 1D case i.e. for vi = 0, i = 1, . . . , N . Notice that A2(Ũ) and A3(Ũ)T are rectangular
matrices with N + 1 rows and N columns.

The following proposition holds, consisting in a version of the Cauchy’s interlace
theorem [79] in the case of non symmetric matrix.

Proposition 2. The system (4.49) is strictly hyperbolic for h > 0 and the eigenvalues
of A(Ũ) belong to the interval (λmin, λmax) with

λmin = min
j
{uj , vj} −

max{ρj}
min{ρj}

√
gh,

λmax = max{uj , vj}+
max{ρj}
min{ρj}

√
gh.

Proof of prop. 2. Since A(Ũ) is a block-matrix, its eigenvalues consist in the eigenvalues
of A1(Ũ) completed with the set {ui}Ni=1. Writing the characteristic polynomial of A1(Ũ)
under the form (development e.g. along the first row)

PA1 = ΠN
i=1(λ− ui)

λ− N∑
j=1

ljuj −
N∑
i=1

lihp̃i
λ− ui

 ,
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Figure 4.4 – The two functions λ 7→ QA1(λ) and λ 7→ λ−
∑N

j=1 ljuj , each intersection of
the two curves is an eigenvalue of A1(Ũ).

the eigenvalues of A1(Ũ) satisfy

λ−
N∑
j=1

ljuj = QA1(λ),

with QA1(λ) =
∑N

i=1
lihp̃i
λ−ui . For N = 3, the functions λ 7→ QA1(λ) and λ 7→ λ−

∑N
j=1 ljuj

are depicted over Fig. 4.4 and it is easy to see that the four eigenvalues λi exists with
the interlacing

λ1 < u1 6 λ2 6 . . . 6 u3 < λ4.

Moreover we have

QA1(λmax) =
N∑
i=1

lihp̃i
λmax − ui

6
min{ρj}
max{ρj}

N∑
i=1

lihp̃i√
gh

6
max{ρj}
min{ρj}

√
gh 6 λmax −

N∑
j=1

ljuj ,

and likewise

QA1(λmin) =
N∑
i=1

lihp̃i
λmin − ui

> −min{ρj}
max{ρj}

N∑
i=1

lihp̃i√
gh

> −max{ρj}
min{ρj}

√
gh > λmin−

N∑
j=1

ljuj ,

therefore the eigenvalues {λi}Ni=1 of A1(Ũ) satisfy

λmin 6 λi 6 λmax, i = 1, . . . N,

proving the result.
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The horizontal fluxes and the pressure terms

A finite volume scheme for solving the system (4.31)-(4.34) is a formula of the form

U
n+1/2
i = Ui −

∑
j∈Ki

σi,jFi,j − σiFe,i +
∑
j∈Ki

σi,jSp(Ui,Uj , zb,i, zb,j), (4.50)

where using the notations of (4.30)∑
j∈Ki

Li,jFi,j ≈
∫
Ci

∇x,y · F (U)dxdy, (4.51)

with
σi,j =

∆tnLi,j
|Ci|

, σi =
∆tnLi
|Ci|

.

Here we consider first-order explicit schemes where

Fi,j =



F hi,j
F ρ1h1i,j

...
F ρNhNi,j

Fu1
i,j
...

FuN
i,j


. (4.52)

and

F hi,j =
N∑
α=1

F hαi,j , (4.53)

and for the boundary nodes

Fi,e =



F hi,e
F ρ1h1i,e

...
F ρNhNi,e

Fu1
i,e
...

FuN
i,e


. (4.54)

The fluxes F hαi,j , F
ραhα
i,j , Fuα

i,j appearing in expressions (4.52),(4.53), (4.54) are numerical
fluxes such that

Fmαi,j = Fmα(Uα,i,Uα,j ,ni,j),
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with m = h, ρh,u, α = 1, . . . , N .

Relation (4.50) tells how to compute the values U
n+1/2
i knowing Ui and discretized

values zb,i of the topography. Following (4.51), the term Fi,j in (4.50) denotes an interpo-
lation of the normal component of the flux F (U).ni,j along the edge Ci,j . The functions
F (Ui,Uj ,ni,j) ∈ R2N+1 are the numerical fluxes, see [32].

Until now, the expression for the numerical fluxes is not detailed since any numerical
fluxes (Rusanov, HLL,. . . ) can be used [32]. In paragraph 4.3.4 we define F(Ui,ni,j)
using kinetic fluxes and we prove a discrete entropy inequality for the system. The
computation of the value Ui,e, which denotes a value outside Ci (see Fig. 4.3-(b)), defined
such that the boundary conditions are satisfied, and the definition of the boundary flux
F (Ui,Ue,i,ni) are described in [6]. Notice that we assume a flat topography on the
boundaries i.e. zb,i = zb,i,e.

For the discretization of the pressure source term Sp(U, zb), we adopt a strategy
defined below.

The hydrostatic reconstruction technique

The hydrostatic reconstruction scheme (HR scheme for short) for the Saint-Venant system
has been introduced in [16] in the 1d case and described in 2d for unstructured meshes
in [18]. The HR in the context of the kinetic description for the Saint-Venant system has
been studied in [17].

In order to take into account the topography variations and to preserve relevant
equilibria, the HR leads to a modified version of (4.50) under the form

U
n+1/2
i = Ui −

∑
j∈Ki

σi,jF∗i,j − σiFi,e +
∑
j∈Ki

σi,jS∗p,i,j , (4.55)

where

F∗i,j = F (U∗i,j , U
∗
j,i,ni,j), (4.56)

S∗p,i,j = Sp(Ui, U
∗
i,j , zb,i, zb,j ,ni,j)

=



0

p̃∗1,i,j(h1,i,j − h1,i)ni,j − gρ1,ih̃
∗
1,i,j(z1,i,j − z1,i)ni,j

...
p̃∗α,i,j(hα,i,j − hα,i)ni,j − gρα,ih̃∗α,i,j(zα,i,j − zα,i)ni,j

...

 (4.57)
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with

z∗b,i,j = max(zb,i, zb,j), h∗i,j = max(hi + zb,i − z∗b,i,j , 0),

U∗i,j = (h∗i,j , ρ1,il1h
∗
i,j , . . . , ρN,ilNh

∗
i,j , ρ1,il1h

∗
i,ju1,i, . . . , ρN,ilNh

∗
i,juN,i, . . .)

T ,

z∗α,i,j = z∗b,i,j +
(
lα
2 +

∑α−1
j=1 lj

)
h∗i,j ,

zα,i,j =
z∗α,i,j+z

∗
α,j,i

2 ,

hα,i,j =
h∗α,i,j+h

∗
α,j,i

2 ,

h̃∗α,i,j =
hα,i+h

∗
α,i,j

2 ,

p̃∗α,i,j =
pα,i+p

∗
α,i,j

2 ,

(4.58)

and

zα = zb +

 lα
2

+

α−1∑
j=1

lj

h, pα =
ραghα

2
+

N∑
j=α+1

ρjghj .

Throughout this work, the ∗ refers to the HR technique.

Remark 1. Since the quantity S(U, zb) appearing in (4.29) contains non conservative
terms, its integration over the cell Ci is not straightforward and we have used the result
proposed by Bouchut [32, Proposition 5.3] to obtain the expression (4.57).

The vertical exchange terms

We give the fully discrete expression of the step for the vertical exchanges, described by
equations (4.35)-(4.36). The step for the vertical exchanges consists in

Un+1
i = U

n+1/2
i + ∆tnGn+1

i , (4.59)

with

Gn+1
i =



0

ρn+1
3/2,iG3/2,i

ρn+1
5/2,iG5/2,i − ρn+1

3/2,iG3/2,i

...
ρn+1
N−1/2,iGN−1/2,i − ρn+1

N−3/2,iGN−3/2,i

−ρn+1
N−1/2,iGN−1/2,i

un+1
3/2,iρ

n+1
3/2,iG3/2,i

un+1
5/2,iρ

n+1
5/2,iG5/2,i − un+1

3/2,iρ
n+1
3/2,iG3/2,i

...
un+1
N−1/2,iρ

n+1
N−1/2,iGN−1/2,i − un+1

N−3/2,iρ
n+1
N−3/2,iGN−3/2,i

−un+1
N−1/2,iρ

n+1
N−1/2,iGN−1/2,i



.

This system and its numerical resolution are studied afterwards, in section 4.3.3.
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The variable update

Hence the sum of relations (4.55) and (4.59) gives

Un+1
i = Ui − . . . , (4.60)

The space discretization of the system (4.34)-(4.36) and its numerical resolution allow
to determine the quantities

hn+1
i , ρn+1

α,i , (ραhαuα)n+1
i ,

for any i ∈ I knowing the quantities {hj , (ραhα)j , (ραhαuα)j}j∈I .
Thus, it is possible to recover ρn+1

α,i and un+1
α,i from

ρn+1
α,i =

(ραhα)n+1
i

lαh
n+1
i

, un+1
α,i =

(ραhαuα)n+1
i

(ραhα)n+1
i

.

Concerning the temperature Tn+1
α,i , we use the formula

Tn+1
α,i = ρ−1(ρn+1

α,i ).

Properties of the numerical scheme

Proposition 3. Consider a consistent numerical flux F for the homogeneous problem
( (4.31)-(4.34) i.e. Eq. (4.40) with Sp(U, zb) = 0) that preserves the non-negativity
of the water depth hi under the corresponding CFL condition, then the finite volume
scheme (4.55)-(4.59)

(i) preserves the non-negativity of the water depth,

(ii) preserves the steady state of a lake at rest,

(iii) is consistent with the system (4.25)-(4.27),(4.28).

Proof. (i) For α = 1, . . . , N , hn+1/2
α is obtained using the fully discrete version of (4.31),

that is to say,
h
n+1/2
α,i = hα,i −

∑
j∈Ki

σi,jFhαi,j

Since the flux F preserves the positivity for the shallow water equations, then hn+1/2
α,i is

positive. As a sum of positive terms, hn+1 is positive. This proves (i).
(ii) In the constant density case and with a non-flat topography, (ii) is proved in [21].

In the variable density case with flat topography, the proof is trivial because at equilib-
rium, the density is constant in each of the layers. In the general case, the continuous
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equations describing the static equilibrium are

uα = 0, α = 1, . . . , N,

∇x,yη = 0,

∇x,y(hαpα) = pα+1/2∇x,yzα+1/2 − pα−1/2∇x,yzα−1/2, α = 1, . . . , N. (4.61)

While the first two equations are easy to write at the discrete level, the third one is not.
There is no simple discrete formulation of (4.61). Yet, for

uα,i = 0, ∀α,∀i, and ηi = ηeq, ∀i (4.62)

with ηeq a constant, due to the use of the HR technique, the proposed numerical scheme
verifies

h
n+1/2
α,i = hα,i,

(ρh)
n+1/2
α,i = (ρh)α,i,

(ρh)n+1
α,i = (ρh)

n+1/2
α,i ,

(ρhu)n+1
α,i = (ρhu)

n+1/2
α,i ,

for all α and all i. Therefore, starting from a situation described by (4.62) and a discrete
version of (4.61), the discrete equilibrium is preserved. Starting from a situation near the
equilibrium, the system will evolve towards equilibrium. We have empirically checked
that a system initially far from equilibrium will reach an equilibrium, see [21].

(iii) Since the flux F is consistent with the homogeneous (Sp(U, zb) = 0)), Eq. (4.57)
is a consistent discretization of the non-conservative pressure terms, and (4.59) is a
consistent discretization of the vertical exchange terms, then (iii) is true.

Proposition 4. Consider a consistent numerical flux F for the homogeneous prob-
lem (4.31)-(4.34) i.e. Eq. (4.40) with Sp(U, zb) = 0 that preserves nonnegativity of hi(t)
and such that

F ραhαi,j = ρα,i,jF
hα
i,j , (4.63)

with

ρα,i,j =

{
ρα,i if F hαi,j > 0

ρα,j if F hαi,j 6 0

}
(4.64)

then the numerical scheme (4.55)-(4.59) satisfies a maximum principle on the density
i.e. for any α, i one has

ρn+1
α,i 6 max

α
{ρα,i, ρα,j}, ∀j ∈ Ki.

Remark 2. The formula (4.63) was initially proposed in [89] see also [32].
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Proof of prop 4. Let us first deal with the horizontal exchanges. Due to the choice of
F ραhαi,j , the numerical discretization of (4.32) can be decomposed into

(ραhα)
n+1/2
i = ρα,i

hnα,i −∑
j∈Ki

σi,j |F hαi,j |+

−∑
j∈Ki

σi,jρα,j |F hαi,j |−

The right hand side of this expression is positive. Indeed, hnα,i −
∑

j∈Ki σi,j |F
hα
i,j |+ is

positive due to the CFL condition and −
∑

j∈Ki σi,jρα,j |F
hα
i,j |− is positive because |F hαi,j |−

is negative. The right hand side is factorized by max{ρα,i, ρα,j}

(ραhα)
n+1/2
i 6 max{ρα,i, ρα,j}

hnα,i −∑
j∈Ki

σi,j |F hαi,j |+ −
∑
j∈Ki

σi,j |F hαi,j |−

 .

Therefore, dividing by hn+1/2
α,i positive, we obtain that

ρ
n+1/2
α,i 6 max{ρα,i, ρα,j}, ∀j ∈ Ki. (4.65)

We deal next with the vertical exchanges. We subtract the equation

hn+1
α,i = h

n+1/2
α,i + ∆t(Gα+1/2,i −Gα−1/2,i)

multiplied by ρn+1
α,i from equation (4.35). It comes

ρn+1
α,i h

n+1/2
α,i = ρ

n+1/2
α,i h

n+1/2
α,i + ∆t((ρn+1

α+1/2,i − ρ
n+1
α,i )Gα+1/2,i − (ρn+1

α−1/2,i − ρ
n+1
α,i )Gα−1/2,i).

This relation can be rewritten as

(H
n+1/2
N,i + ∆tGN,i)ρ

n+1
i = (ρihi)

n+1/2

where Hn+1/2
N,i is a diagonal matrix of size N with coefficients HN,ij 16j6N

= h
n+1/2
j and

the matrix GN,i is given by

GN,i =



|G3/2,i|+
h
n+1/2
1,i

− |G3/2,i|+
h
n+1/2
1,i

0 0 . . . 0

|G3/2,i|−
h
n+1/2
1,i

. . . . . . 0 . . . 0

0
. . . . . . . . . 0 0

... 0
|Gα−1/2,i|−
h
n+1/2
α,i

|Gα+1/2,i|+
h
n+1/2
α,i

− |Gα−1/2,i|−
h
n+1/2
α,i

− |Gα+1/2,i|+
h
n+1/2
α,i

0

...
. . . 0

. . . . . . − |GN−1/2,i|+
h
n+1/2
N,i

0 . . . 0 0
|GN−1/2,i|−
h
n+1/2
N,i

− |GN−1/2,i|−
h
n+1/2
N,i
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If hn+1/2
α,i = 0 for all α, then we trivially have ρn+1

α,i = 0 for all α. Let us now assume

that there exists a layer α such that hn+1
α,i > 0. Then the matrix Hn+1/2

N,i + ∆tGN,i is
a strictly diagonally dominant matrix. Therefore, it is invertible and the entries of its
inverse are all nonnegative - see the proof made in [23]. The matrix Hn+1/2

N,i + ∆tGN,i is
an M -matrix. Let 1 be the vector the entries of which are all equal to 1. We notice that

(H
n+1/2
N,i + ∆tGN,i)1 = h

n+1/2
i ,

so we also have 1 = (H
n+1/2
N,i +∆tGN,i)

−1h
n+1/2
i . Let (ρihi)

n+1/2 be the vector the entries

of which are (ρihi)
n+1/2
α = ρ

n+1/2
α,i h

n+1/2
α,i , α = 1, . . . , N . Then

||(Hn+1/2
N,i + ∆tGN,i)

−1(ρihi)
n+1/2||∞ 6 ||ρn+1/2

i ||∞||(Hn+1/2
N,i + ∆tGN,i)

−1h
n+1/2
i ||∞,

which is exactly
||ρn+1

i ||∞ 6 ||ρn+1/2
i ||∞. (4.66)

To conclude, relationship (4.65) is applied to ρn+1/2
α,i for all α. Combining with (4.66)

gives the maximum principle on the density.

Remark 3. Let us present a more accurate result for the maximum principle on the
vertical exchanges. Let α, α0 and α1 such that 1 6 α0 < α < α1 6 N and

Gαj+1/2,i < 0, Gαj−1/2,i > 0 for j ∈ {0, 1}.

The coefficients of the lines α0 and α1 of matrix GN,i are respectively (GN,i)α0,j = δα0,j

and (GN,i)α1,j = δα1,j with δk,l the Kronecker symbol, which means that ρn+1
α0,i

= ρ
n+1/2
α0,i

and ρn+1
α1,i

= ρ
n+1/2
α1,i

. The system can be solved using forward elimination and backward

substitution. Denoting by ρn+1/2
k−l,i the vector (ρ

n+1/2
k,i , ρ

n+1/2
k+1,i , . . . , ρ

n+1/2
l,i )T , we have the

following results

||ρn+1
1−α0,i

||∞ 6 ||ρn+1/2
1−α0,i

||∞, ||ρn+1
α0−α1,i

||∞ 6 ||ρn+1/2
α0−α1,i

||∞, ||ρn+1
α0−N,i||∞ 6 ||ρn+1/2

α0−N,i||∞.

The layers receiving no mass from the layers above and below them separate groups
of layers which exchange mass between themselves.
Remark 4. For the following semi-implicit scheme for the vertical exchanges, the maxi-
mum principle on the density of proposition 4 is also verified:

(ρα,ihα,i)
n+1 = (ρα,ihα,i)

n+1/2 +
∆t

2
(ρn+1
α+1/2,iGα+1/2,i − ρn+1

α−1/2,iGα−1/2,i)

+
∆t

2
(ρ
n+1/2
α+1/2,iGα+1/2,i − ρ

n+1/2
α−1/2,iGα−1/2,i).

The more accurate maximum principle presented in remark 3 is verified as well. However,
in the rest of the paper, we work only with the fully implicit scheme for the vertical
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exchanges. More specifically, proposition 5 is stated only for the fully implicit scheme.

Remark 5. We have presented a first order in space discretization of the system. In
practice, we apply a formally second order extension in space and time presented in [18]
and [6]. More specifically, the modified Heun scheme which is used is presented in [6]. For
the obtained numerical scheme we are able to prove the consistence, the well-balancing
and the non-negativity of the water depth. But a discrete entropy inequality such as the
one in proposition 5 has not yet been obtained. The proof of proposition 5 cannot be
adapted for the second order scheme; a different strategy would be needed.

Remark 6. At each time step, to advance

• from hni to hn+1/2
i

• from (ρα,ihα,i)
n to (ρα,ihα,i)

n+1/2

convex combinations are used, which gives the scheme a certain stability. Then, to
advance from (ρα,ihα,i)

n+1/2 to (ρα,ihα,i)
n+1, the fact that the matrix of the system

(matrix Hn+1/2
N,i + ∆tGN,i, defined in the proof of proposition 4) is an M -matrix gives

stability to the computation.

4.3.4 Kinetic fluxes

Whereas the proposed numerical scheme can be adapted to any finite volume solver for
the classical Saint-Venant system, in Section 4.5, the numerical simulations are performed
using a kinetic solver and hence the numerical fluxes in (4.52) in the kinetic context now
are specified.

To define the numerical fluxes, we introduce the functions χ0, Mα

χ0(z1, z2) =
1

4π
1z21+z2264,

Mα = M(Uα, ξ, γ) =
hα
c2
α

χ0

(
ξ − uα
cα

,
γ − vα
cα

)
,

with cα =
√
pα/ρα, Uα defined by (4.42) and where (ξ, γ) ∈ R2. We also define the

quantity Mρ
α by

Mρ
α = ραMα.

The quantity Mρ
α satisfies the following moment relations

∫
R2

(
1
ξ

)
ραM(Uα, ξ, γ) dξdγ =

 ραhα
ραhαuα
ραhαvα

 , (4.67)

∫
R2

ξ2

ξγ
γ2

 ραM(Uα, ξ, γ) dξdγ =

ραhαu2
α + hαpα

ραhαuαvα
ραhαv

2
α + hαpα

 . (4.68)
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Hence in the context of the kinetic description, the fluxes appearing in (4.52) have the
expressions

F hαi,j =

∫
R2

Mα,i,jζi,jdξdγ, F ραhαi,j = ρα,i,jF
hα
i,j , Fuα

i,j = ρα,i,j

∫
R2

(
ξ
γ

)
Mα,i,jζi,jdξdγ

(4.69)
with

Mα,i,j = M∗α,i,j1ζi,j>0 +M∗α,j,i1ζi,j60, (4.70)

where M∗α,i,j = M(U∗α,i,j , ξ, γ), U∗α,i,j = (lαh
∗
i,j , lαh

∗
i,juα,i, lαh

∗
i,jvα,i)

T . The ∗ refers to the
HR technique, see (4.58). The density ρα,i,j is defined by (4.64) and

ζi,j =

(
ξ
γ

)
.ni,j .

We give here some details about Proposition 3 in the case of the kinetic flux. We
consider the equation

f
n+1/2−
α,i = Mα,i −

∑
j∈Ki

σi,jζi,j1ζi,j>0M
∗
α,i,j −

∑
j∈Ki

σi,jM
∗
α,j,iζi,j1ζi,j60 (4.71)

Using (4.67), we see that integrating equation (4.71) for α = 1, . . . , N with respect to
ξ, γ gives the HR scheme for (4.31).

Let us now give the CFL condition for the kinetic flux. There exists a velocity vm > 0
such that for all α, i

|ξ| > vm or |γ| > vm ⇒M(Uα,i, ξ, γ) = 0.

This means that |uα,i|+ |vα,i|+
√

2ghi 6 vm. A CFL condition strictly less than one is
considered

σ̃ivm 6 β <
1

2
for all i,

where σ̃i = ∆tnΣj∈KiLi,j/|Ci|, and β is a given constant. Under this CFL condition, the
kinetic function fn+1/2−

α,i remains non-negative, i.e.

f
n+1/2−
α,i > 0, ∀(ξ, γ) ∈ R2, ∀i,∀α.

The proof can be found in [6]. Therefore, the water depth hn+1/2 is non-negative. Note
that the CFL condition does not depend on the vertical exchange terms because they
are treated implicitly.

4.3.5 Discrete entropy inequality

In this paragraph, a discrete entropy inequality is proved in the case of a flat topography.
The crucial point of the numerical scheme is the treatment of the pressure source term
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Sp,α written under the form (4.39). Indeed the other terms appearing in the numerical
scheme are either conservative – and hence easily incorporated in the numerical fluxes –
or similar to terms appearing in the constant density case, see [6]. The term Sp,α is
an extension of the topography term for the Saint-Venant system but in a far more
complex setting. Proposition 5 is interesting since until now, the properties satisfied
by the numerical scheme detailed in paragraph 4.3.3 concern Eqs. (4.31)-(4.38) except
Eq. (4.33). Hence, for the momentum equation (4.33), only the equilibrium at rest is
proved.

In the context of the kinetic description, the relation between the mass and momen-
tum fluxes is simple (see (4.69)) and it is possible to slightly modify the definitions (4.57)
in order to obtain an in cell discrete entropy inequality. The authors do not claim that
only the kinetic fluxes allow to obtain such a result but, as in [17], it is not clear whether
the result holds with other numerical fluxes in particular the definition (4.73) is related
to the kinetic description and not easily available for other finite volume solver (Rusanov,
HLL,. . . ).

We consider in this paragraph a discrete form of (4.39) that is slightly different
from (4.57) and defined by

Sp,α,i,j = pα,i(ĥα,i,j − hα,i)ni,j − gρα,ihα,i(zα,i,j − zα,i)ni,j , (4.72)

with

zα+1/2,i = zb,i +
α∑
l=1

hl,i, with zb,i = zb,j = cst, ∀j,

zα,i =
zα+1/2,i + zα−1/2,i

2
,

zα,i,j =
zα,i + zα,j

2
,

ĥα,i,j =

∫
R2

(Mα,i1ζi,j60 +Mα,j1ζi,j>0)dξdγ,=

∫
R2

Mα,i,jdξdγ (4.73)

pα,i =
ρα,i
2

∫
R2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2Mα,idξdγ∫
R2 Mα,idξdγ

. (4.74)

Since we consider a flat topography, the notations associated with the HR do not appear
in the previous definitions. The discretization (4.72) is very similar to the discretization
(4.57) written for a flat topography, but a bit of upwinding with respect to the advection
is included in (4.72). Note that this kind of upwinding could help to reduce the error
term due to the topography in [17]. For a non-flat topography, the HR induces upwinding
with respect to the topography, not with respect to the advection.

The main interest of the following proposition is to justify the discretization (4.72)
but for three reasons it is a partial result:

• it only concerns flat topography situations whereas it is well known that the nu-
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merical treatment of topography source terms is a very difficult issue,

• the extension of the expression (4.72) to the situation of a non flat topography
is not natural since in the simple case of a single layer with a constant density
i.e. the classical Saint-Venant system, the definition (4.72) does not exactly match
with previous works of some of the authors [17] (whereas definition (4.57) exactly
reduces to the scheme studied in [17] in the Saint-Venant case),

• the numerical tests carried out with the two possible discretizations of Sp,α,i,j ,
namely (4.57) and (4.72) give very similar results especially similar convergence
curves, see paragraph 4.5.1.

For these reasons and even if the result proposed in the following proposition is an
interesting stability property, the numerical simulations presented in Section 4.4 have
been obtained using the discretization (4.57).

Proposition 5. When considering a flat bottom, the scheme (4.55),(4.59) with the fluxes
defined by (4.69) satisfies an in cell fully discrete entropy inequality having the form

En+1
α,i −Eα,i +

∑
j∈Ki

σi,j

∫
R2

(
gzα,i,j +

ξ2 + γ2

2
− 1

2

∣∣∣∣(ξγ
)
− ũα,i,j

∣∣∣∣2
)
ρα,i,jMα,i,jζi,jdξdγ

−∆tnρn+1
α+1/2,i

(
|un+1
α+1/2,i|

2

2
+ gzα+1/2,i

)
Gα+1/2,i+∆tn

(
ρn+1
α−1/2,i

|un+1
α−1/2,i|

2

2
+ gzα−1/2,i

)
Gα−1/2,i

− pn∗α+1/2,i

(
∆tnGα+1/2,i − zn+1

α+1/2,i + zα+1/2,i

)
+ pn∗α−1/2,i

(
∆tnGα−1/2,i − zn+1

α−1/2,i + zα−1/2,i

)
= dα,i + eα,i + fα,i

where Eα,i is the discrete energy

Eα,i = ρα,ihα,i
|uα,i|2

2
+ ρα,ighα,izα,i,

and where dα,i is a sum of non-positive and hence dissipative terms whereas eα,i (resp.
fα,i) contains errors terms of magnitude O(diam(Ci)

3) (resp. O(∆tn)2). The expressions
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of dα,i and eα,i are given by

dα,i =−
∑
j∈Ki

σi,j
|ũα,i,j − uα,i|2

2

∫
R2

ρα,iMα,i|ζi,j |dξdγ

+
∑
j∈Ki

σi,j
|uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ (4.75)

eα,i =
∑
j∈Ki

σi,jg

∫
R2

(
ρα,ihα,iuα,i − ρα,i,jMα,i,j

(
ξ
γ

))
(zα,i,j − zα,i) · ni,jdξdγ

−
∑
j∈Ki

σi,jpα,i

∫
R2

(Mα,i,j −Mα,i)(ũα,i,j − uα,i) · ni,jdξdγ

−
∑
j∈Ki

σi,j(ũα,i,j − uα,i) ·
∫
{ζi,j60}

[((
ξ
γ

)
− uα,i

)
ρα,iMα,i −

((
ξ
γ

)
− uα,j

)
ρα,jMα,j

]
ζi,jdξdγ

−
∑
j∈Ki

σi,j
|2ũα,i,j − uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ. (4.76)

The quantity fα,i is defined by

fα,i = ∆tn
ghα,i

2

(
(ρn+1
α,i − ρ

n+1
α+1/2,i)Gα+1/2,i + (ρn+1

α,i − ρ
n+1
α−1/2,i)Gα−1/2,i

)
+g
(

(ρα,ihα,i)
n+1 − ρn+1

α,i hα,i

)
(zn+1
α,i − zα,i) +

(ρα,ihα,i)
n+1

2
|un+1
α,i − uα,i|2

−∆tnρn+1
α+1/2,i

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α+1/2,i + uα,i)Gα+1/2,i

+∆tnρn+1
α−1/2,i

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α−1/2,i + uα,i)Gα−1/2,i,

where the first line is the discrete version of the term appearing in the last line of the
continuous energy balance given in Eq. (4.23) (see also [30]) and the other lines come
from the explicit time scheme and vanish in the semi-discrete (in space) case. The velocity
ũα,i,j is defined by

ũα,i,j =

∫
R2

Mα,i,j

(
ξ
γ

)
dξdγ∫

R2

Mα,i,jdξdγ

, (4.77)

where Mα,i,j is defined by (4.70) and the pressure pn∗α±1/2,i is defined by

pn∗α±1/2,i = pα,i ∓ ρn+1
α,i g

hα,i
2
.
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Remark 7. Since we use an explicit time scheme it is natural to have error terms fα,i of
order O(∆tn)2. Concerning the error terms eα,i due to the space discretization, we point
out that they are of order O(diam(Ci)

3) i.e. smaller than residuals with second terms.

Proof of prop. 5. The proof of this proposition is long but only contains simple compu-
tations. The authors have not found a simpler presentation.

Starting from the set of discrete equations (4.60), the energy balance for the cell i at
the layer α is obtained by performing the sum of the two following quantities:

• the mass conservation equation over the layer α in (4.60) multiplied by gzα,i −
|uα,i|2/2

• the momentum equation in (4.60) over the layer α multiplied by uα,i.

In other words, the energy balance comes from a rewriting of the quantity

Eα,i :=
(
gzα,i −

|uα,i|2

2

)(
(ρα,ihα,i)

n+1 − ρα,ihα,i +
∑
j∈Ki

σi,jρα,i,jF
hα
i,j

+∆tn
(
ρn+1
α+1/2,iGα+1/2,i − ρn+1

α−1/2,iGα−1/2,i

))
+uα,i.

(ρα,ihα,iuα,i)
n+1 − ρα,ihα,iuα,i +

∑
j∈Ki

σi,j(F
hαuα,i
i,j − Sp,α,i,j)

−∆tn
(
ρn+1
α+1/2,iu

n+1
α+1/2,iGα+1/2,i − ρn+1

α−1/2,iu
n+1
α−1/2,iGα−1/2,i

))
. (4.78)

Since the manipulations necessary to obtain the result are, to some extent tedious, we
proceed as follows: first we consider the terms involving time derivatives then those
involving the horizontal fluxes and finally, we consider the vertical exchange terms.

The discrete time derivatives The terms appearing in (4.78) reads

E tα,i :=
(
gzα,i−

|uα,i|2

2

)(
(ρα,ihα,i)

n+1−ρα,ihα,i
)

+uα,i.
(
(ρα,ihα,iuα,i)

n+1 − ρα,ihα,iuα,i
)
,

and can be rewritten under the form

E tα,i = (ρα,ihα,i)
n+1
|un+1
α,i |2

2
− (ρα,ihα,i)

|uα,i|2

2
+ (ρα,ighα,izα,i)

n+1 − (ρα,ighα,izα,i)

− (ρα,ighα,i)
n+1(zn+1

α,i − zα,i)−
(ρα,ihα,i)

n+1

2
|un+1
α,i − uα,i|2. (4.79)

The last term in (4.79) is classical in the context of explicit in time schemes and give rise
to a non-negative term in the energy balance.
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The horizontal fluxes The quantities we are now considering are

Exyα,i,j :=
(
gzα,i −

|uα,i|2

2

)
ρα,i,j

∫
R2

Mα,i,jζi,jdξdγ

+ uα,i.

(
ρα,i,j

∫
R2

(
ξ
γ

)
Mα,i,jζi,jdξdγ − Sp,α,i,j

)
.

And using (4.72) we rewrite Exyα,i,j under the form

Exyα,i,j :=

∫
R2

(
gzα,i,j +

ξ2 + γ2

2
− 1

2

∣∣∣∣(ξγ
)
− ũα,i,j

∣∣∣∣2
)
ρα,i,jMα,i,jζi,jdξdγ

+

∫
R2

1

2

(∣∣∣∣(ξγ
)
− ũα,i,j

∣∣∣∣2 − ∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2
)
ρα,i,jMα,i,jζi,jdξdγ

−pα,i(ĥα,i,j − hα,i)uα,i.ni,j

+g

∫
R2

ρα,i,jMα,i,j

(
zα,i,j − zα,i

)(
uα,i.ni,j − ζi,j

)
dξdγ (4.80)

+g

∫
R2

(ρα,ihα,i − ρα,i,j(zα,i,j − zα,i)uα,i · ni,jdξdγ. (4.81)

The last two lines of the previous equation reduce to

−
∑
j∈Ki

σi,jpα,i

∫
R2

(Mα,i,j −Mα,i)(ũα,i,j − uα,i) · ni,jdξdγ.

Now, using the definition (4.77), we rewrite the second line of (4.81), denoted E2,xy
α,i,j ,
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under the form

E2,xy
α,i,j = −1

2
(ũα,i,j − uα,i).ni,j

∫
R2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2 ρα,iMα,idξdγ

−
∫
R2

1

2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2 ρα,i,jMα,i,jζi,jdξdγ

+

∫
R2

1

2

∣∣∣∣(ξγ
)
− ũα,i,j

∣∣∣∣2 ρα,i,jMα,i,jζi,jdξdγ

+
1

2
(ũα,i,j − uα,i).ni,j

∫
R2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2 ρα,iMα,idξdγ

= −pα,i
∫
R2

Mα,i(ũα,i,j − uα,i).ni,jdξdγ

−(ũα,i,j − uα,i).

∫
R2

((
ξ
γ

)
− ũα,i,j + uα,i

2

)
ρα,i,jMα,i,jζi,jdξdγ

+(ũα,i,j − uα,i).ni,j

∫
R2

1

2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2 ρα,iMα,idξdγ, (4.82)

where the definition (4.74) has been used. Let ni,j = (n1,i,j , n2,i,j)
T , because the Gibbs

equilibrium Mα,i is an even function of the variables ξ − uα,i and γ − vα,i, we get

1

2

∫
R2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2ρα,iMα,idξdγn1,i,j =

∫
R2

(ξ − uα,i)2 + (γ − vα,i)2

2
ρα,iMα,idξdγn1,i,j

=

∫
R2

(ξ − uα,i)2ρα,iMα,idξdγn1,i,j =

∫
R2

(ξ − uα,i)ξn1,i,jρα,iMα,idξdγ

=

∫
R2

(ξ − uα,i)ζi,jρα,iMα,idξdγ, (4.83)

where we have used that since the function (ξ − uα,i)Mα,i is even then∫
R2

(ξ − uα,i)γn2,i,jρα,iMα,idξdγ = 0.

Likewise, we obtain

1

2

∫
R2

∣∣∣∣(ξγ
)
− uα,i

∣∣∣∣2 ρα,iMα,idξdγn2,i,j =

∫
R2

(γ − vα,i)ζi,jρα,iMα,idξdγ. (4.84)

And therefore, using Eqs. (4.83),(4.84), we can rewrite the last line of relation (4.82)
under the form

(ũα,i,j − uα,i).

∫
R2

((
ξ
γ

)
− uα,i

)
ρα,iMα,iζi,jdξdγ,
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leading to the following expression for E2,xy
α,i,j

E2,xy
α,i,j = −pα,i

∫
R2

Mα,i(ũα,i,j − uα,i).ni,jdξdγ

−(ũα,i,j − uα,i).

∫
R2

((
ξ
γ

)
− ũα,i,j + uα,i

2

)
ρα,i,jMα,i,jζi,jdξdγ

+(ũα,i,j − uα,i).

∫
R2

((
ξ
γ

)
− uα,i

)
ρα,iMα,iζi,jdξdγ.

We rewrite the second line of E2,xy
α,i,j under the form

|ũα,i,j − uα,i|2

2

∫
R2

ρα,i,jMα,i,jζi,jdξdγ−(ũα,i,j−uα,i).

∫
R2

((
ξ
γ

)
− uα,i

)
ρα,i,jMα,i,jζi,jdξdγ,

or equivalently

|ũα,i,j − uα,i|2

2

∫
R2

ρα,i,jMα,i,jζi,jdξdγ−(ũα,i,j−uα,i).

∫
R2

((
ξ
γ

)
− uα,i,j

)
ρα,i,jMα,i,jζi,jdξdγ

+ (ũα,i,j − uα,i).

∫
R2

(uα,i − uα,i,j)ρα,i,jMα,i,jζi,jdξdγ.

Using the previous identities and considering the cases ζi,j > 0 and ζi,j 6 0, simple
computations give the following expression for E2,xy

α,i,j

E2,xy
α,i,j = −pα,i

∫
R2

Mα,i(ũα,i,j − uα,i).ni,jdξdγ

+
|ũα,i,j − uα,i|2

2

∫
{ζi,j>0}

ρα,iMα,iζi,jdξdγ

+(ũα,i,j − uα,i).

∫
{ζi,j60}

[((
ξ
γ

)
− uα,i

)
ρα,iMα,i −

((
ξ
γ

)
− uα,j

)
ρα,jMα,j

]
ζi,jdξdγ

+
1

2
(ũα,i,j − uα,i).

∫
{ζi,j60}

(
ũα,i,j − uα,i − 2(uα,j − uα,i)

)
ρα,jMα,jζi,jdξdγ,

and the last line of the previous expression can be written under the form

− 1

2
|ũα,i,j − uα,i|2

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ

+ (ũα,i,j − uα,i).(ũα,i,j − uα,j)

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ,
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or equivalently

− 1

2
|ũα,i,j − uα,i|2

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ

−|uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ+
|2ũα,i,j − uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ,

where the identity ab = (a+b)2/4− (a−b)2/4 has been used. Hence, the final expression
for E2,xy

α,i,j is given by

E2,xy
α,i,j = −pα,i

∫
R2

Mα,i(ũα,i,j − uα,i).ni,jdξdγ

+
|ũα,i,j − uα,i|2

2

∫
R2

ρα,iMα,i|ζi,j |dξdγ −
|uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ

+(ũα,i,j − uα,i).

∫
{ζi,j60}

[((
ξ
γ

)
− uα,i

)
ρα,iMα,i −

((
ξ
γ

)
− uα,j

)
ρα,jMα,j

]
ζi,jdξdγ

+
|2ũα,i,j − uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ,

where in the previous expression, the second line is nonnegative and the last two lines
are third order terms (i.e. of order O(diam(Ci)

3)) when considering Lipschitz continuous
solutions.

Then for the third line of (4.81), performing simple manipulations we have

Pxyα,i,j =− pα,i(ĥα,i,j − hα,i)uα,i.ni,j

=− pα,i
∫
R2

(Mα,i,j −Mα,i)dξdγuα,i.ni,j

=− pα,i
∫
R2

(Mα,i,jũα,i,j .ni,j −Mα,iuα,i.ni,j)dξdγ

+ pα,i

∫
R2

Mα,i,j(ũα,i,j − uα,i).ni,jdξdγ

=− pα,i
∫
R2

(Mα,i,jζi,j −Mα,iuα,i.ni,j)dξdγ

+ pα,i

∫
R2

Mα,i,j(ũα,i,j − uα,i).ni,jdξdγ

=− pα,i
∫
R2

(Mα,i,jζi,j −Mα,iuα,i.ni,j)dξdγ

+ pα,i

∫
R2

Mα,i(ũα,i,j − uα,i).ni,jdξdγ

+ pα,i

∫
R2

(Mα,i,j −Mα,i)(ũα,i,j − uα,i).ni,jdξdγ (4.85)
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where the definitions (4.77),(4.73) have been used. Notice that for the second term in
the first line of (4.85), we have∑

j∈Ki

pα,i

∫
R2

Mα,iuα,i.ni,jdξdγ = pα,i

∫
R2

Mα,iuα,idξdγ.
∑
j∈Ki

ni,j = 0,

and using the discrete form of the continuity equation, for the first term in the first line
of (4.85) we get

−
∑
j∈Ki

σi,jpα,i

∫
R2

Mα,i,jζi,jdξdγ = pα,i
(
hn+1
α,i − hα,i −∆tn(Gα+1/2,i −Gα−1/2,i)

)
.

The vertical exchange terms It remains to examine the contribution of the vertical
exchange terms over the energy balance, namely in Eq. (4.78) the quantity

Vα,i := ∆tn
(
gzα,i −

|uα,i|2

2

)(
ρn+1
α+1/2,iGα+1/2,i − ρn+1

α−1/2,iGα−1/2,i

)
+∆tnuα,i.

(
ρn+1
α+1/2,iu

n+1
α+1/2,iGα+1/2,i − ρn+1

α−1/2,iu
n+1
α−1/2,iGα−1/2,i

)
.

And we write

Vα,i = ∆tnρn+1
α+1/2,i

|un+1
α+1/2,i|

2

2
Gα+1/2,i −∆tnρn+1

α−1/2,i

|un+1
α−1/2,i|

2

2
Gα−1/2,i

+∆tng
(
ρn+1
α+1/2,izα+1/2,iGα+1/2,i − ρn+1

α−1/2,izα−1/2,iGα−1/2,i

)
−∆tnρn+1

α+1/2,i

(
|un+1
α+1/2,i − un+1

α,i |2

2
+

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α+1/2,i + uα,i)

)
Gα+1/2,i

+∆tnρn+1
α−1/2,i

(
|un+1
α−1/2,i − un+1

α,i |2

2
+

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α−1/2,i + uα,i)

)
Gα−1/2,i

−∆tng
hα,i
2

(
ρn+1
α+1/2,iGα+1/2,i + ρn+1

α−1/2,iGα−1/2,i

)
. (4.86)

Remark 8. When Gα+1/2,i 6 0, then the third line of (4.86) is nonnegative namely,

−∆tnρn+1
α+1/2,i

|uα,i − un+1
α,i |2

2
Gα+1/2,i = O

(
(∆tn)3

)
,

whereas for Gα+1/2,i > 0

|un+1
α+1/2,i − un+1

α,i |2

2
−

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α+1/2,i + uα,i)

=
un+1
α+1,i − un+1

α,i

2
(un+1

α+1,i − 2uα,i + un+1
α,i ) = O

(
(∆tn)2

)
.
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Hence, when it is not a dissipative term, the third line of (4.86) is a O
(
(∆tn)3

)
term.

The same result holds for the fourth line of (4.86).

All the contributions
Now, summarizing the computations carried out in the previous paragraphs, we sum

all the contributions, namely E tα,i, E
xy
α,i,j and Vα,i leading to a new expression for Eα,i

under the form

En+1
α,i −Eα,i +

∑
j∈Ki

σi,j

∫
R2

(
gzα,i,j +

ξ2 + γ2

2
− 1

2

∣∣∣∣(ξγ
)
− ũα,i,j

∣∣∣∣2
)
ρα,i,jMα,i,jζi,jdξdγ

−∆tnρn+1
α+1/2,i

(
|un+1
α+1/2,i|

2

2
+ gzα+1/2,i

)
Gα+1/2,i+∆tnρn+1

α−1/2,i

(
|un+1
α−1/2,i|

2

2
+ gzα−1/2,i

)
Gα−1/2,i

= dα,i + eα,i + Fα,i

where dα,i are non-positive and hence dissipative terms whereas eα,i are errors terms.
dα,i and eα,i are given by (4.75) and (4.76) respectively. The quantity Fα,i is defined by

Fα,i = (ρα,ighα,i)
n+1(zn+1

α,i − zα,i)− pα,i
(
hn+1
α,i − hα,i −∆tn(Gα+1/2,i −Gα−1/2,i)

)
−∆tnρn+1

α+1/2,ig
hα,i
2
Gα+1/2,i −∆tnρn+1

α−1/2,ig
hα,i
2
Gα−1/2,i +

(ρα,ihα,i)
n+1

2
|un+1
α,i − uα,i|2

−∆tnρn+1
α+1/2,i

(
|un+1
α+1/2,i − un+1

α,i |2

2
+

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α+1/2,i + uα,i)

)
Gα+1/2,i

+∆tnρn+1
α−1/2,i

(
|un+1
α−1/2,i − un+1

α,i |2

2
+

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α−1/2,i + uα,i)

)
Gα−1/2,i,

and the first three lines of Fα,i can be rewritten under the form

F 1
α,i = (ρα,ighα,i)

n+1(zn+1
α,i − zα,i)− pα,i

(
hn+1
α,i − hα,i

)
+

(ρα,ihα,i)
n+1

2
|un+1
α,i − uα,i|2

+∆tn
(
pn∗α+1/2,iGα+1/2,i − pn∗α−1/2,iGα−1/2,i

)
+∆tn

ghα,i
2

(
(ρn+1
α,i − ρ

n+1
α+1/2,i)Gα+1/2,i + (ρn+1

α,i − ρ
n+1
α−1/2,i)Gα−1/2,i

)
. (4.87)

Now, we rewrite the first two terms of the first line of (4.87) under the form

F 2
α,i =

(ρα,ighα,i)
n+1

2
(zn+1
α+1/2,i + zn+1

α−1/2,i − zα+1/2,i − zα−1/2,i)

−pα,i
(
zn+1
α+1/2,i − z

n+1
α−1/2,i − zα+1/2,i + zα−1/2,i

)
= −pn∗α+1/2,i(z

n+1
α+1/2,i − zα+1/2,i) + pn∗α−1/2,i(z

n+1
α−1/2,i − zα−1/2,i)

+g
(

(ρα,ihα,i)
n+1 − ρn+1

α,i hα,i

)
(zn+1
α,i − zα,i).
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Hence, we have for Fα,i

Fα,i = pn∗α+1/2,i

(
∆tnGα+1/2,i − zn+1

α+1/2,i + zα+1/2,i

)
−pn∗α−1/2,i

(
∆tnGα−1/2,i − zn+1

α−1/2,i + zα−1/2,i

))
−∆tnρn+1

α+1/2,i

(
|un+1
α+1/2,i − un+1

α,i |2

2
+

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α+1/2,i + uα,i)

)
Gα+1/2,i

+∆tnρn+1
α−1/2,i

(
|un+1
α−1/2,i − un+1

α,i |2

2
+

uα,i − un+1
α,i

2
.(un+1

α,i − 2un+1
α−1/2,i + uα,i)

)
Gα−1/2,i

+∆tn
ghα,i

2

(
(ρn+1
α,i − ρ

n+1
α+1/2,i)Gα+1/2,i + (ρn+1

α,i − ρ
n+1
α−1/2,i)Gα−1/2,i

)
+g
(

(ρα,ihα,i)
n+1 − ρn+1

α,i hα,i

)
(zn+1
α,i − zα,i) +

(ρα,ihα,i)
n+1

2
|un+1
α,i − uα,i|2,

the first two lines being conservatives terms and the four following ones being error terms
corresponding to fα,i. The fifth line is the discrete version of the term appearing in the
last line of the continuous energy balance given in Eq. (4.23) (see also [30]) and the last
line of the previous relation comes from the time scheme and is of order O

(
(∆tn)2

)
.

In order to conclude the proof, it remains to prove that all the quantities appearing in
eα,i are third order terms i.e. of magnitude O(diam(Ci)

3). The terms in each of the sums
in eα,i are obviously second-order terms. Since the sum is made on the faces, gradients
of second-order terms appear. These gradients are indeed third-order terms.

If one wishes to introduce even more upwinding in the discretization of Sp,α by using
the discretization

Sp,α,i,j = pα,i(ĥα,i,j − hα,i)ni,j − gρα,i,j ĥα,i,j(zα,i,j − zα,i)ni,j ,

Proposition 5 still holds but the expression of the rest term eα,i becomes

eα,i =
∑
j∈Ki

σi,jg

∫
R2

ρα,i,jMα,i,j

(
zα,i,j − zα,i

)
(uα,i − uα,i,j) · ni,jdξdγ

+
∑
j∈Ki

σi,jg

∫
R2

ρα,i,jMα,i,j

(
zα,i,j − zα,i

)(
uα,i,j · ni,j − ζi,j

)
dξdγ

−
∑
j∈Ki

σi,jpα,i

∫
R2

(Mα,i,j −Mα,i)(ũα,i,j − uα,i) · ni,jdξdγ

−
∑
j∈Ki

σi,j(ũα,i,j − uα,i) ·
∫
{ζi,j60}

[((
ξ
γ

)
− uα,i

)
ρα,iMα,i −

((
ξ
γ

)
− uα,j

)
ρα,jMα,j

]
ζi,jdξdγ

−
∑
j∈Ki

σi,j
|2ũα,i,j − uα,i − uα,j |2

4

∫
{ζi,j60}

ρα,jMα,jζi,jdξdγ.



152 CHAPTER 4. Numerical scheme and validation

This new expression of eα,i also contains only third-order error terms, thus the result is
not deteriorated.

4.4 Numerical scheme for the layer-averaged Navier-Stokes-
Fourier system

The discretization of the full layer-averaged Navier-Stokes-Fourier is presented. The main
difficulties have already been tackled in section 4.3.

4.4.1 Semi-discrete (in time) scheme

The semi-discrete in time scheme (4.30) yields the following system

hn+1 = hn+1/2 = h−∆tn
N∑
α=1

∇x,y · (hαuα)−
N∑
α=1

ρ′(Tα)

ρ2
αcp

(ST,α − Sµ,α),(4.88)

(ραhα)n+1/2 = ραhα −∆tn∇x,y · (ραhαuα) (4.89)

(ραhαuα)n+1/2 = ραhαuα −∆tn
(
∇x,y · (ραhαuα ⊗ uα) +∇x,y

(
hαpα

)
−pα∇x,yhα + ραghα∇x,yzα

)
, (4.90)

(ραhα)n+1 = (ραhα)n+1/2 −∆tn
(
ρn+1
α+1/2Gα+1/2 − ρn+1

α−1/2Gα−1/2

)
, (4.91)

(ραhαuα)n+1 = (ραhαuα)n+1/2 −∆tn
(
un+1
α+1/2ρ

n+1
α+1/2Gα+1/2 − un+1

α−1/2ρ
n+1
α−1/2Gα−1/2

+ ∇x,y · (µhn+1
α ∇x,yun+1

α ) + Γn+1
α+1/2(un+1

α+1 − un+1
α )

− Γn+1
α−1/2(un+1

α − un+1
α−1)− καuα

)
, (4.92)

with

Gα+1/2 = −
N∑
j=1

( α∑
p=1

lp − 1j6α
)
∇x,y · (hjuj) +

α∑
j=1

ρ′(Tj)

ρ2
jcp

(ST,j − Sµ,j). (4.93)

Note that the definition of the mass exchange terms Gα+1/2 is different from the definition
of the mass exchange terms for the Euler-Fourier system given in (4.38).

4.4.2 Spatial discretization of the diffusion terms

The Euler part of the system is discretized in space as in section 4.3.3. We present
here only the discretization of the diffusion terms. For the discretization of the viscosity
terms in the momentum equation, we refer to [6]. A classical P1 finite element type
approximation with mass-lumping is used. Let us define the number of cells Nx as well
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as the vector of unknowns in layer α

Uα = (hα,1, . . . , hα,Nx , (ραhα)1, . . . , (ραhα)Nx,

(ραhαuα)1, . . . , (ραhαuα)Nx, (ραhαvα)1, . . . , (ραhαvα)Nx)T

and the vector containing the temperatures in layer α

Tα = (Tα,1, . . . , Tα,Nx)T .

The discretization of∇x,y ·(µhn+1
α ∇x,yun+1

α )+Γn+1
α+1/2(un+1

α+1−un+1
α )−Γn+1

α−1/2(un+1
α −un+1

α−1)
reads

−∆tnKµ,αUα + ∆tnMµ,α+1/2(Uα+1 −Uα)−∆tnMµ,α+1/2(Uα −Uα−1),

with the 4Nx × 4Nx block matrices

Kµ,α =


0 0 0 0
0 0 0 0
0 0 K′µ,α 0

0 0 0 K′µ,α

 , Mµ,α+1/2 =


0 0 0 0
0 0 0 0
0 0 M′µ,α+1/2 0

0 0 0 M′µ,α+1/2


where the non-zero coefficients are given by

(K′µ,α)j,i =
3

Aj

µ

(ραhα)i

∫
Ω
hα∇x,yϕi · ∇x,yϕjdxdy,

(M′µ,α+1/2)j,i =
µ

(ραhα)i

δi,j
hα+1,i + hα,i

.

The ϕi are the basis functions and δi,j is the Kronecker symbol. The area Aj is the area
of the support of the test function ϕj .
The discretization of the terms ST,α due to temperature diffusion is similar. To discretize
ρ′(Tα)
ρ2αcp

ST,α, we propose the simplification

ρ′(Tα,i)

ρ2
α,icp

(ST,α)i.

The term Sµ,α ensures that the energy of the layer-averaged system is consistent, see
[30]. Indeed, the following identity holds

uα · ∇x,y · (µhα∇x,yuα) = ∇x,y · (µhαuα∇x,yuα)

+ Γα+1/2
|uα+1|2 − |uα|2

2
− Γα−1/2

|uα|2 − |uα−1|2

2
+ Sµ,α.

It is important to ensure the same consistency at the discrete level, i.e. an analogous
identity should be verified at the discrete level. This gives guidelines for the discretization
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of Sµ,α. A similar problem is studied in [67] in the case of the compressible Navier-
Stokes equations. However the numerical analysis of the scheme with the dissipation and
diffusion terms has not been done yet. It will be performed in a future work.

4.5 Numerical validation

In this section, we confront the proposed numerical scheme to three test cases. In the first
one we present convergence results in the case of 3d analytical solution for the Euler-
Fourier system. The second test deals with the simulation of the lock exchange phe-
nomenon and the comparison with experimental results available in the literature. The
third test consists in two simple diffusion cases for which we present a validation with an
analytical solution and comparisons between the Navier-Stokes-Fourier and Boussinesq
models.

4.5.1 Analytic solution

In [39], the authors have proposed an analytic solution for the Euler-Fourier system i. e.
the system (4.1)-(4.3) with λ = 0, µ = 0. The following proposition holds, its proof is
detailed in [39].

Proposition 6. For any nonnegative function s 7→ ρ(s) and for some (a, α, η, h0) ∈
R3 × R+, let us consider the functions h, u, v, w, p, φ defined for (x, y) ∈ [−L/2, L/2]2,
t > t0 by

h(t, x, y) = max

{
0, h0 − α

(x− η cos(ωt))2 + (y − η sin(ωt))2

2

}
,

u(t, x, y, z) = −ηω sin(ωt),

v(t, x, y, z) = ηω cos(ωt),

w(t, x, y, z) = −αηω (x sin(ωt)− y cos(ωt)) ,

p(t, x, y, z) = pa(t) +

∫ h+zb

z
ρ(T (t, x, y, z1))dz1,

T (t, x, y, z) = a (h+ zb − z) ,

with ω =
√
αg and with a bottom topography defined by zb(x, y) = α

2 (x2 + y2), then
h, u, v, w, p, φ as defined previously satisfy the 3D hydrostatic Euler system with variable
density (system (4.1)-(4.3) with λ = 0, µ = 0) completed with the kinematic boundary
conditions (4.4), (4.6).

For the numerical validation the parameters are set to η = 0.1, h0 = 0.1, a = 10,
α = 1 and L = 4 and we consider a simplified equation of state given by ρ(T ) = ρ0 + βT
with ρ0 = 1000 and β = 10. The free surface is plotted at different times in Figure 4.5
highlighting the planar motion of the fluid in the bowl. On Figure 4.6, the density in
the slice plane (x, y=0, z) after a period for a mesh with 31316 triangles and 30 layers is
plotted.
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Figure 4.5 – Analytical solution of prop. 6, 3D planar surface in a parabolic bowl: free
surface at t = 0 (red), t = τ/4 (dark grey), t = τ/2 (blue), with the period τ defined by
τ = 2π/ω.
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Figure 4.6 – Numerical result of the parabolic bowl with variable density. Free surface and
density contour in the slice plane (x, y=0, z) at initial time (left) and at time τ = 2π/ω
with first order scheme (right).

The convergence towards the analytic solution is assessed by plotting the logarithm
of the cumulative error (in L2-norm) at time τ = 2π/ω versus the space discretization
(i.e. log(l0/li) where l0 is the average edge length of the mesh i and l0 the average edge
length of the coarsest mesh) for several unstructured meshes with 934, 2194, 4020, 6408,
9066, 12674 triangles. More precisely, the error in L2-norm is computed by summing on
all the nodes of the mesh at each time step, for each layer. Then, the cumulative error
is obtained by summing the errors at each time step, normalized by the time step.

Figures 4.7 and 4.8 show the cumulative errors obtained with a constant number
of layers equal to 10 (the mesh is refined in the horizontal direction but not in the
vertical direction). The analytic solution being non-stationary, errors in time and space
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accumulate over time and the theoretical rate of convergence is thus hard to obtain.
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Figure 4.7 – Convergence of h and ρh in L2-norm towards the analytical solution, constant
number of layers.
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Figure 4.8 – Convergence of ρhu and ρhv in L2-norm towards the analytical solution,
constant number of layers.

Figures 4.9 and 4.10 show the cumulative error in L2 norm for meshes with 934, 2194,
4020, 6408, 9066, 12674 triangles and 10, 12, 14, 16, 18, 20 layers respectively. Increasing
the number of layers while refining the horizontal mesh is a reasonable idea because
by doing so, the proportions of the 3D wedge cells are preserved. A super-convergence
phenomenon can be observed for ρh when the number of layers is increased as the mesh
is refined. A rate of convergence higher than the theoretical rate is also observed for
ρhu and ρhv. The faster one refines the mesh in the vertical direction, the higher the
convergence rates obtained. The results shown on figures 4.9 and 4.10 prove the stability
of the numerical scheme for the Euler-Fourier system.
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Figure 4.9 – Convergence of h and ρh in L2-norm towards the analytical solution, in-
creasing number of layers.
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Figure 4.10 – Convergence of ρhu and ρhv in L2-norm towards the analytical solution,
increasing number of layers.

To summarize the results on the convergence of the schemes and to overcome the
difficulty of interpreting the super-convergence cases, we propose another way of plotting
the results in the case of multi-layer models. The error is plotted as a function of the
horizontal space step li and of the vertical proportion lp = 1/N at the same time. Figure
4.11 shows the horizontal convergence rates of the first- and second-order schemes, as well
as the first order vertical convergence. Note that the vertical discretization proportion
does not correspond to the vertical space step because the water depth varies (hα = lph).
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Figure 4.11 – Error of ρh in L2-norm as a function of vertical and horizontal discretization
for first order (a) and second order (b) numerical schemes.

4.5.2 Lock exchange

Gravity currents triggered by lock-exchanges are encountered in many applications and
their numerical simulation is a challenge. In this section we show the ability of our
numerical scheme to properly simulate the propagation of lock-exchange induced density
currents. The computed front position is compared to the experiments carried out by
Adduce & al. [3]. The results presented were obtained with the Navier-Stokes-Fourier
model where the dissipation terms Sµ,α due to the viscosity were neglected.

Figure 4.12 – Fluid domain of the lock-exchange test case

Initially, fluids of different densities, ρ1 = 1090kg.m−3 and ρ0 = 1000kg.m−3 re-
spectively, are at rest and separated by a wall located at x0 = 0.3m. When the vertical
barrier is removed, the denser fluid flows under the lighter one due to the difference in the
hydrostatic pressure. The initial water height is h0 = 0.3m and the length of the domain
is L = 3m. The reduced gravity is defined by g∗ = g (1− γ) where γ = ρ0/ρ1 is the
density ratio. We also define the buoyancy velocity as ub =

√
g∗h0. The Navier-Stokes

equations are usually made dimensionless using the Grashof number defined by

Gr =

(
ubh0

ν

)2

, (4.94)

with ν the kinematic viscosity. Simulations have been carried out with a Grashof number
of Gr = 2.53× 108 on different meshes. The evolution of the density and the position of
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the front are presented in figures 4.13 and 4.14 respectively. The initial opening of the
gate has been delayed (1s) to take into account the time of opening in the experiment.
The figure 4.14 shows the convergence of the numerical scheme and we observe a good
matching between the numerical simulation and the experimental data of Adduce & Al.
[3].
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Figure 4.13 – Computed density with the most refined mesh in the slice plane (x, y = 0, z)
with Gr = 2.53× 108 at times t = 3, 7, 9 and 11s (from top to bottom).
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Figure 4.14 – Front position as a function of time for different meshes with comparison
to Adduce & al. [3] experimental results (where Nt is the number of triangles and N is
the number of layers).

4.5.3 Diffusion

In this section we consider simple diffusion cases in which a basin is initially at rest i.e.
U = (0, 0, 0)T and the free surface and bottom are flat and equal to h(t0, x, y) = h0 and
zb(t0, x, y) = 0 respectively. In the basin, the temperature is initially distributed such
that T (t0, x, y, z) = T0(z), where T0 = T0(z) is a given function.
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First we consider the system

∇ ·U = 0, (4.95)

ρ0cp
∂T

∂t
+∇ · (TU) = ∇ · (λ∇T ), (4.96)

ρ0

(
∂u

∂t
+∇x,y · (u⊗ u) +

∂(uw)

∂z

)
+∇x,y

∫ η

z
ρgdz = 0, (4.97)

i.e. where the Boussinesq assumption is made - ρ0 is a constant. Starting from the initial
conditions described above, it is easy to see that the velocity and density for t > t0
are given by U = (0, 0, 0)T and ρ = ρ(T ), where T = T (t, z) is governed by the heat
equation: 

∂T

∂t
= D0

∂2T

∂z2
,

T (t0, z) = T0(z).
(4.98)

The coefficient D0 is the diffusivity defined by D0 = λ0
ρ0cp

.
Now considering the system (4.1)-(4.3) with µ = 0 i.e. without the Boussinesq

assumption and starting also from the initial conditions described above, it is easy to see
that the velocity and temperature for t > t0 is given by U = (0, 0, w)T and T = T (ρ),
where w is defined by:

w̄ = −λ0

cp

∫ z

zb

ρ′

ρ2

∂2T

∂z2
dz,

where ρ′ = ∂ρ
∂T is deduced from the equation of state and ρ = ρ(t, z) is governed by the

equation: 
∂ρ

∂t
+ w

∂ρ

∂z
=
λ0

cp

ρ′

ρ

∂2T

∂z2
,

ρ(t0, z) = ρ0(z).

(4.99)

The velocity w is the result of the fluid dilatation. When w = 0 the two models are
almost identical, the only difference being the diffusivity D. It is either a constant in
the Boussinesq model or defined by D = λ0

ρcp
in the case of the Navier-Stokes-Fourier

model. In the following examples we show that for common water equations of state,
w is sufficiently small to have no noticeable effect on T and ρ. However, this term is
essential in order to obtain rigorous mass conservation.

Analytical solution

In this test, the initial temperature T0 (and density ρ0) is constant in the domain and a
Dirichlet boundary condition is applied at the bottom with a temperature of Tb = 0 (cf.
figure 4.15). At the free surface we impose a homogeneous Neumann boundary condition
(φT |η = 0, where φT is the thermal flux).

Dimensionless parameters are defined such that z̃ = z/h0, t̃ = D0t
h20

and T = Tb +
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Figure 4.15 – Fluid domain of the diffusion test case with Dirichlet boundary condition
at the bottom.

(T0 − Tb)T̃ . From equation (4.98) we obtain the dimensionless heat equation:

∂T̃

∂t̃
=
∂2T̃

∂z̃2
(4.100)

From equation (4.99) we obtained a slightly different dimensionless heat equation

∂T̃

∂t̃
− ρ(T0 − Tb)

h0

∂T̃

∂z̃

∫ z

zb

ρ′

ρ2

∂T̃

∂z̃
dz =

∂2T̃

∂z̃2
. (4.101)

We compare the computed temperature to the analytical solution (4.102) with the
parameters T̃0 = 1, T̃b = 0 (i.e. T = T̃ ) and a simplified equation of state given by:
T (ρ) = ρ0−ρ

β with ρ0 = 1000 and β = 10. The analytical solution of the equation (4.100)
in this case is given by the error function

T̃an(z̃, t̃) =
2√
π

∫ z̃

2
√
t̃

0
exp(−ξ2)dξ. (4.102)

We obtain a good matching between the numerical results and the analytical solution
both with the Navier-Stokes-Fourier system (with µ = 0) and the Boussinesq system
(4.95)-(4.97) which validates the numerical treatment of the diffusion. The results are
plotted on Figure 4.16 in the case of the Navier-Stokes-Fourier model.

Note that the mass is strictly conserved in the Navier-Stokes-Fourier model, even
though the density varies. Dilatation effects induce a variation of the water height such
that the integral of the density over the total volume of fluid stays constant over time.
This is not the case with the Boussinesq model, where the volume is not affected by
temperature variation and mass conservation is violated (cf. Figure 4.18). However,
there is no noticeable difference between the analytical solution and the Navier-Stokes-
Fourier numerical solution even though ρ′ = −β has been chosen higher than its real
physical value (in the case of water 0.03 < ρ′ < 0.13).
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Figure 4.16 – Dimensionless temperature T̃ as a function of z/h0 at different times and
comparison between analytical solution and numerical simulation with a number of layers
equal to N = 20.
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Figure 4.17 – Evolution of the density in the slice plane (x, y=0, z) with the Navier-
Stokes-Fourier model at time t̃ = 0.03 (left) and t̃ = 0.06 (right).

Thermal equilibrium

In this second test a well stratified fluid is considered. No exterior forcing is applied and
zero thermal flux boundary conditions are considered so that only the internal diffusion
due to gradients of temperature affects the evolution of the density in the fluid (cf. Figure
4.19). Given a non null thermal conductivity, the density converges towards a stationary
and uniform solution.

For the numerical simulation the parameters have been set to h0 = 2m, ρ0 =
995.52kg.m−3 and ρ1 = 999.76kg.m−3. We now use a more realistic water equation
of state defined by T (ρ) = 4 +

√
ρ0−ρ
βρ0

with β = 6.63 × 10−6 and ρ0 = 1000kg.m−3.
This gives the following initial temperatures T0 = 30◦C and T1 = 10◦C. We define the
dimensionless z coordinate and time as z̃ = z/h0 and t̃ = amt

h20
, where am is the initial



4.6. Conclusion 163

���� ���� ���� ���� ���� ����
̃t

��""�

��"" 

��""!

��"""

�����

�����

�����

�����

�����

m
/m

0

���������	������
�������	���
�����������	����

��""�

��"" 

��""!

��"""

�����

�����

�����

�����

�����

V/
V 0

�����������	������
�������	���
�������������	����

Figure 4.18 – Evolution of the mass ratio (m/m0) and volume ratio (V/V0) for the
Navier-Stokes-Fourier and Boussinesq models.

Figure 4.19 – Fluid domain for the diffusion test case

mean diffusivity defined by am = λ
ρmcp

with ρm = (ρ0 + ρ1)/2.

The evolution of density and temperature obtained with both Navier-Stokes-Fourier
and Boussinesq is plotted on Figure 4.20. The temperature converges rigorously towards
an equilibrium temperature of Teq = Tm = (T0 + T1)/2 = 20◦C in the case of the
Boussinesq model. For the Navier-Stokes-Fourier model, the equilibrium temperature is
shifted below Tm due to dilatation effects and is equal to Teq = 19.977◦C. It is not yet
clear why the equilibrium temperature is lower than Tm. Note that for both models the
density does not converge towards ρm as the equation of state is not linear.

4.6 Conclusion

In this work, we have proposed and analyzed a finite-volume scheme to solve the Navier-
Stokes-Fourier equations, which describe free-surface variable density flows. With any
flux consistent with the semi-discrete in time Euler system, the proposed scheme is well-
balanced and preserves the non-negativity of the water depth. In the case of a kinetic
flux, a discrete entropy balance is proved for a flat topography. The numerical scheme
is validated. The confrontation is made with results obtained with the simulation of
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Figure 4.20 – Density (top) and temperature (bottom) against z/h0 with the Navier-
Stokes-Fourier and Boussinesq models at times t̃ = 0, 0.07, 0.16, 0.24, 0.33 and 0.42 with
N = 20

the Boussinesq system. Notably, in a simple thermal diffusion case, the equilibrium
temperature is not the same for the two systems.

A discrete entropy balance for a non-flat topography has yet to be obtained. Another
challenge is the design and analysis of a numerical scheme for a system with a non-
Newtonian rheology. With a non-Newtonian rheology, we expect to be able to simulate
complex interactions between the viscous effect and the temperature fluxes. Finally,
simulations of the Navier-Stokes-Fourier system could be performed to investigate the
propagation of internal waves in a stratified ocean.
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List of main symbols in Chapters 3 and 4

Symbol Description
x, y Coordinates in the horizontal plane
z Coordinate in the vertical direction
t Time
g Gravitational acceleration
η Free surface elevation
zb Bottom elevation
h Water depth
ρ Water density
U Velocity vector
u Horizontal velocity vector
w Vertical velocity
p Pressure
Σ Stress tensor
σ Viscosity tensor
e Internal specific energy
H Specific enthalpy
s Specific entropy
T Temperature
S Salinity
µ Viscosity
ζ Second viscosity
κ Navier friction coefficient
pa Atmospheric pressure
λ Heat conductivity
QT Heat flux (in the absence of salt)
kT Molecular diffusivity of temperature
kS Molecular diffusivity of salt
cp Heat capacity at constant pressure
µS Chemical potential of seawater
FT Heat flux (in the presence of salt)
FS Salt flux
ε Scaling parameter
pref Constant reference pressure
p0 Rescaled variable part of the pressure
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Symbol Description
e0 Rescaled specific internal energy
eeq0 Rescaled specific internal energy constrained by p0(ρ, T ) = 0

T eq Temperature constrained by p0(ρ, T ) = 0

s0 Rescaled specific entropy
λ0 Rescaled heat conductivity
cp0 Rescaled heat capacity at constant pressure
α Layer index
lα Height fraction of layer α

zα+1/2 Interface between layers α and α+ 1

Lα Fluid domain delimitated by zα−1/2 and zα+1/2

Gα+1/2 Mass exchange term at interface zα+1/2

Eα Mechanical energy in layer α
ST,α Vertically averaged heat flux in layer α
Sµ,α Vertically averaged viscous dissipation terms in layer α

The symbols used for the description of the numerical schemes are presented on pages
126 and 130.
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Modeling, analysis and simulation of two geophysical flows
Sediment transport and variable density flows

Abstract

The present thesis deals with the modeling and numerical simulation of complex geophysical
flows. Two processes are studied: sediment transport, and variable density flows. For both flows,
the approach is the same. In each case, a reduced vertically-averaged model is derived from the
3D Navier-Stokes equations by making a specific asymptotic analysis. The models verify stability
properties. Attention is paid to preserving these properties at the discrete level, in particular
the entropy stability. The behavior of both models is illustrated numerically.
Concerning the sediment transport model, the sediment layer is first studied alone. Then, a
coupled sediment-water model is presented and simulated. The influence of a viscosity term in
the model for the sediment layer is investigated. Due to this viscosity term, the sediment flux
is non-local. A transport threshold is added to the model. The water layer is modeled by the
Shallow Water equations. Adding some non-locality to the model allows to simulate dune growth
and propagation.
In the variable density flow model, the density is a function of one or several tracers such as tem-
perature and salinity. The model derivation consists in removing the dependence of the density
on the pressure. A layer-averaged formulation of the model is proposed, which is subsequently
used to propose a numerical discretization. The numerical simulations emphasize the differences
between this model and a model relying on the classical Boussinesq approximation.

Keywords: geophysical flows, sediment transport, non-local flux, variable density flow, multi-
layer model, numerical simulation

Modélisation, analyse et simulation de deux écoulements géophysiques
Transport sédimentaire et écoulement à densité variable

Résumé

Cette thèse traite de la modélisation et de la simulation numérique d’écoulements géophysiques
complexes. Deux types d’écoulements sont étudiés, le transport sédimentaire par charriage et les
écoulements à densité variable. La démarche suivie est la même pour les deux phénomènes. Dans
chaque cas, un modèle réduit, moyenné suivant la verticale est dérivé à partir des équations de
Navier-Stokes 3D en suivant une certaine asymptotique. Les modèles possèdent des propriétés
de stabilité. Ces propriétés sont ensuite préservées au niveau discret, en particulier l’inégalité
d’entropie.
En ce qui concerne le transport sédimentaire, la couche de sédiments est d’abord traitée seule,
puis un modèle couplé pour les sédiments et l’eau est présenté et simulé. L’influence d’un terme
de viscosité est étudiée. La présence du terme de viscosité rend le flux sédimentaire non-local.
Un seuil pour le transport est introduit dans le modèle. L’eau est modélisée par les équations
Shallow Water. L’ajout d’effets non-locaux permet de simuler la croissance et la propagation
d’une dune.
Dans le modèle pour les écoulements à densité variable, la densité varie en fonction d’un ou
plusieurs traceurs tels que la température et la salinité. La dérivation consiste à enlever la dé-
pendance en pression dans la loi d’état du fluide. Une formulation moyennée suivant la verticale
est proposée ; cette formulation est par la suite utilisée pour proposer une discrétisation. Les
simulations font ressortir les différences entre le modèle étudié et un modèle classique reposant
sur l’approximation de Boussinesq.

Mots clés : écoulements géophysiques, transport sédimentaire, flux non-local, écoulement à
densité variable, modèle multicouches, simulation numérique
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