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General introduction 

Silicon photonics, which consists in the integration of photonic components and circuits 

on Silicon On Insulator (SOI) wafers, comes from the idea of applying the benefits of low-cost 

silicon manufacturing to photonics. It also aims to overcome the electrical interconnections 

limits by on-chip and intra-chip high speed optical communications. Since the pioneering work 

of Soref et al. in 1985 [1], the silicon photonics researches have been boosted with the 

realization of many integrated photonic devices, such as modulators or photodetectors. A major 

advance in the CMOS integrated nanophotonic technology was reported in 2012 by IBM, 

integrating side-by-side in a 90nm fabrication process electrical and optical components [2]. So 

far, the integration of lasers on chip is still a challenge.  Nevertheless, in the context of the 

photonics integrated on chip, the III-V on Si co-integration is a strategy proposed to improve the 

photonic devices performances [3]. Indeed, it combines the good optical properties of III-V 

semiconductors with the mature silicon technology [4]. Especially, the monolithic approach is a 

very promising integration technique, as reminded in 2018 by INTEL (ECOC conference). Indeed, 

it allows the direct growth of III-Vs on silicon iŶàaà͞fƌoŶt-eŶd͟àsĐheŵeàǁithàtheàadǀaŶtageàto be 

compatible with very large scale integration (VLSI) applications [4]. Nevertheless, it has to face 

different challenges such as defects formation due to the III-V/Si lattice mismatch, or the 

formation of antiphase domains (APDs) due to the epitaxial growth of polar-III-Vs on non-polar 

silicon [5]. Thus, even if III-V/Si templates are already commercially available at the NAsP for 

instance [6] the control and understanding of defects generation and propagation at the early 

stage of III-V/Si growth is a subject of interest for a lot of research groups.  

Thisàthesisà isàpaƌtàofàtheà͞Advanced aNalysis of III-V/Si nucleaTIon for highly integrated 

PhOtonic Devices͟ (ANTIPODE) project (supported by the French National Research Agency – 

Grant No. 14-CE26-0014-01), which aims to deeply understand what happens during the 

initiation step of the III-V epitaxy on Si. Especially, it should clarify the interplay between 3D-

growth mode, strain relaxation and APDs generation. Thus, the ANTIPODE project main 

objectives are the understanding of:  (i) the 3D nucleation mechanism of III-V semiconductors 

on silicon (including generation of defects during coalescence) and the associated strain 
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relaxation mechanisms (ii) the nature and role of the interfacial charges on the growth and 

defects generation (iii) the influence of the initial silicon surface. 

              In the context of the ANTIPODE project, this thesis focuses especially on the GaP on Si 

3D-growth. Such a system, because of its low lattice mismatch (0.3%), is interesting for 

photonics and photovoltaic applications [7]–[9]. Nevertheless, antiphase domains are a big issue 

limiting the GaP-based devices performances [5], [9]–[12].  Thus, the thesis aims i) to determine, 

by density functional theory (DFT) calculations, the absolute surface and interface energies in 

the GaP/Si materials system, ii) to understand their role in the GaP/Si 3D-growth mode and iii) 

to compare these energy values with other III-V-based on Si systems. Finally, it aims to study 

experimentally the silicon surface structure for subsequent III-V overgrowth. 

 

Dissertation overview: 

Chapter 1 presents the state-of-art of different III-V on Si integration approaches and photonic 

and photovoltaic devices developed through the different integration techniques. The 

monolithic integration of III-V semiconductors on Silicon and its challenges (such as lattice 

mismatch and defects formation) are presented. Finally, a particular attention is given to the 

antiphase domains showing the works performed by different research groups to try to control 

or annihilate them.  

Chapter 2 presents the atomistic simulations performed by DFT to determine the absolute 

surface and interface energies of the GaP/Si(001) system. Si(001) surface energies are first 

determined. Then, GaP non-polar (001) and polar (114) and (136) surface energies are 

computed. Finally, both abrupt and compensated absolute GaP/Si interface energies are 

determined. 

Chapter 3 aims to clarify the main steps at the very early stage of the III-V on Si growth. For this 

reason, three different III-V/Si materials systems presenting 3D-monodomain islands 

morphologies are first studied. The GaP/Si wetting properties are investigated on the basis of 

surface and interface energies determined by DFT calculations over the full range of phosphorus 

chemical potential, as showed in Chapter 2.  The contributions of these energies and of the 

elastic relaxation of strain, to free energy change during the III-V/Si epitaxy are compared.  
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Finally, the main steps of the III-V/Si 3D-growth and the defects generation by coalescence are 

clarified. 

Chapter 4 focuses on finding experimentally new strategies for developing a Si(001) surface 

compatible with III-V overgrowth. Thus, we investigate strategies to control the silicon surface 

steps organization and to protect the silicon surface from contaminants. Different growth 

parameters are varied for achieving a monodomain silicon surface on nominal and vicinal 

Si(001) substrates. Furthermore, GaP samples were grown on the same silicon substrate to 

study the efficiency of a thin AlGaP marker layers to control APDs vertical propagation. Finally, 

preliminary results on the electrical properties of antiphase boundaries are presented.  

Chapter 5 focuses on the context of energy conversion applications such as the 

photoelectrochemical (PEC) water splitting. Indeed, the formation by surface energy 

engineering of textured GaP templates, monolithically grown on Si, is investigated. This study is 

supported by experimental results and DFT calculations presented in Chapter 2. The advantages 

of using such a textured surface in the PEC water splitting application are also discussed.  
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Chapter 1 : III-V on silicon for photonics and 

energy applications 

In the following chapter we provide an overview of the III-V on Si devices developed so 

far through different integration techniques. To this aim, we first explain the interest in growing 

III-V semiconductors on Si. Then, we explain the different integration approaches which are 

hybrid and monolithic. Finally, we will thoroughly describe the main challenges of the 

monolithic integration approach due to crystal defects at the III-V/Si interface that can 

deteriorate the device performances. 

 

1.1. Silicon: a material with limited optical properties  

 

Figure 1.1 Energy bandgap diagram of (a) direct bandgap semiconductors, e.g. InP 
semiconductor,  where electrons-holes recombinations take place transferring the energy to 
emitted photons (b) indirect semiconductors, e.g. Si semiconductor, where the little photon 

emission is a result of the co-existence of electrons-holes recombinations, assisted by the 
absorption or emission of phonons, together with Auger recominations. Courtesy of [1] 

 

The main reason why silicon is not a good light emitter material is because of its 

electronic structure which features an indirect band gap, leading to inefficient radiative 

recombination. Indeed, light emission happens when an electron from an excited state moves 
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to a lower energy state, in other words, it radiatively recombines with a hole by emitting a 

photon. It happens in direct bandgap semiconductors, where the lower energy level of the 

conduction band and the higher energy level of the valence band correspond to the same wave 

vector value. It is called zero momentum ȳ point. Instead, for indirect bandgap semiconductors, 

the probability that recombination happens is very low because it requires a phonon-assisted 

transition in order to satisfy the momentum conservation as shown in Figure 1.1. It is the case 

of silicon, where the X valley, which corresponds to the lowest energy of the conduction band, is 

not aligned with the ȳ point corresponding to the maximum energy of the valence band. This 

results in a poor internal quantum efficiency of light emission in Si and also, in limited optical 

absorption properties. In contrast to silicon, many III-V compounds are direct band-gap 

semiconductors such as GaAs, or InP. This physical property of semiconductors is a main 

concern for different applications. Indeed, in the general context of integrated photonics on 

chip, the silicon material cannot be used to develop an efficient laser source, while III-V 

semiconductors are the materials of choice.  

For photovoltaic applications crystalline silicon is also not the most efficient material due 

to its indirect bandgap that provides, in addiction to slow recombination and a long charge 

carrier lifetime, low absorption properties. Nevertheless, high efficiency silicon based solar cells 

have been developed, with 26.7% record efficiency achieved by Kaneka in early 2017, see ref. 

[2] and references therein for instance. On the other hand, the III-V direct bandgap is translated 

into a very short absorption distance and high photocurrent. Moreover, the III-V compounds 

bandgap can be tuned to improve the solar cells quality. Efficiency up to 46% for III-V 

multijunction concentrator solar cells has been recently achieved [3], [4]. Nevertheless, their 

high costs limit their applications. Thus,  III-V on Si integrated solar cells have been studied in 

order to drastically lower the costs while achieving a comparable efficiency [5]–[7]. Thus, many 

research efforts were given in the last 20 years on the integration of III-V semiconductors on Si 

substrate. 
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1.2. III-V/SI integration approaches 

Many different strategies were used to co-integrate III-V semiconductors and silicon in 

the field of photonics and energy. To illustrate this idea, we will here show some of the 

advanced integration strategies that have been developed in the field of on-chip integration of 

photonics. In order to combine the high technology of silicon-based integrated circuits (ICs) with 

III-V-based components realizing photonics integrated circuits (PICs) on silicon, different 

integration schemes have been developed. Three of them are: front-side, front-end and back-

side. They are shown in Figure 1.2 

 

Figure 1.2 Three schemes to integrate photonic layer and CMOS technology. Courtesy of [8] 

 

In the front-side scheme, the photonic devices are embedded in the last level of the 

metallization pattern of the complementary metal-oxide semiconductors (CMOS) fabrication 

process. This scheme enables off-chip optical communications. Nevertheless, beside the 

additional costs needed to introduce some modifications to the CMOS fab-line, it may reduce 

the thermal budget of the electronics due to the additional layer added on the top thermal path 

[8], [9].  The back-side scheme, proposed in the pHotonics ELectronics functional Integration on 

CMOS (HELIOS) project [10], consists in integrating the photonic devices on the substrate 

backside. The connections between CMOS and photonic layer are achieved by through-silicon-

vias (TSV). In both the approaches explained above, the electronic and photonic parts can be 

processed independently. The front-end scheme allows the fastest connection between the 

photonic components and CMOS technology due to their vicinity. This scheme was realized by 

Luxtera [11], MIT [12] and IBM [13]. In this case, all components are fabricated at the same 

time. Thus, it increases the process complexity. 

For each strategy, basically two integration paths may be considered. The hybrid one, 

ǁhiĐhàĐoŶsistsàiŶà͞stiĐkiŶg͟àoƌà͞ďoŶdiŶg͟àoptiĐalàlaǇeƌsàoƌàdeǀiĐesàdiƌeĐtlǇàoŶàtheàsiliĐoŶàĐhip,àoƌà
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the monolithic one, which consists in growing epitaxially photonic devices on the silicon, and 

process it afterwards to define the photonic layer. In particular, front-side and back-side 

schemes are compatible with hybrid integration while the front-end scheme is more adapted to 

the monolithic integration approach. The principle of hybrid and monolithic integration 

approaches will be described in the next sections. 

 

1.2.1. Hybrid integration 

The hybrid approach consists in bonding the III-V semiconductors on Si or Silicon On 

Insulator (SOI) platforms (at the wafer or die level). The bonding process can be achieved by 

direct bonding (molecular-assisted), adhesive bonding (polymer-assisted) or metal-assisted 

bonding.  

The molecular-assisted bonding is based on Van der Walls intermolecular forces and 

hydrogen bonds. A proper surface cleaning, before the bonding process, is necessary for 

promoting a flat and clean substrate in order to have a high-quality III-V on Si interface. Then, 

the surface is chemically treated to be either hydrophobic (-H terminated) or hydrophilic (-OH 

terminated).  After that, the bonding process occurs. The two wafers are bonded via hydrogen 

bonds independently of the kind of surface treatment. Finally, thermal annealing permits to 

strengthen the bonding in order to achieve stable and permanent bonds at the interface [8]. 

In 2006 A. W. Fang et al. of the Bowers group [14] realized a hybrid laser where the III-V 

quantum wells (QWs) layers are connected to the SOI waveguides by O2 plasma-assisted 

molecular bonding. The system is based on an evanescent coupling where the optical mode is 

mainly confined in the SOI waveguide (75%) and interacts just for a few percentage (3%) with 

the III-V semiconductor layers [14]. The device scheme is shown in Figure 1.3. This continuous 

wave laser presents, at room temperature, a threshold current of 65mA and an output power 

on the order 1.8mW [14]. The same group improved the device performances by reducing of 

30%-40% the threshold current density and threshold voltage. Moreover, they showed that the 

overlap of the optical mode with the III-V QWs layer can be tailored as a function of the 

waveguide dimensions [15]. 
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Figure 1.3 Schematic drawing of the hybrid laser structure developed by Bowers group. 
Courtesy of [14] 

 

Another kind of hybrid integration is the polymer-assisted bonding or adhesive bonding. 

This technique is less limiting with respect to the molecular bonding, on the surface roughness. 

Nevertheless, the surface cleaning is always the first step before the bonding process.  

Benzocyclobutene (BCB) is a typical polymer used for achieving the bonding. It is first spin-

coated on the SOI wafer then, it is baked at 150°C to evaporate the solvent. Indeed, it is applied 

to the wafer, before the spin-coating, to improve the adhesion of the polymer. After the BCB 

polymerization, the structure is cooled down to form a solid well-bonded device [8]. A Fabry-

Pérot cavity laser based on this approach, was realized by IMEC-Ghent University group in 2006 

[16] (Figure 1.4). As in the case mentioned above [14], the optical mode is mainly present in the 

Si waveguide. Moreover, 300nm-thick BCB connects the III-V layers to the inverted tapered SOI 

waveguide where light coupling occurs. The device presented a high threshold current (150mA) 

in a pulsed mode. One of the reasons of this high value was the high thickness of  the BCB layer 

[16]. Stankovic et al.[17], [18] improved the system by realizing a Fabry-Pérot laser bonded to 

the Si substrate through a thinner adhesive BCB (40-50nm). 

The heterogeneous bonding is another example of hybrid integration. It differs from the 

structures presented just above, because of the optical mode which is mainly confined in the III-

V layers. Lamponi et al.[19] first presented such a laser by realizing a InP/SOI laser integrated  by 

adhesive bonding approach. It presents a threshold current of 30mA at 20°C and a maximum 

output power of 4mW [19], [20]. The novelty of the system is the development of a double 

tapered region which enhances the coupling efficiency of nearly 95% [20]. The scheme is 

presented in Figure 1.5(a). Another laser structure (Figure 1.5(b)) based on the heterogeneous  
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approach is the microdisk integrated on the SOI waveguide either by molecular or polymer-

assisted bonding [21]. The III-V microdisk experiences a whispery gallery mode which is 

evanescently coupled to the SOI waveguide. Their shallow threshold current (0.45mA achievable 

with a diameter of 7.5µm) [23] and their compact size make the microdisk lasers very promising 

for on-chip interactions [23], [24]. 

 

 

Figure 1.4 Scheme of the Fabry-Perot laser adhesive bonded to the SOI waveguide. Realized by 
the IMEC-Ghent University group [16] 

 

 

Figure 1.5 Heterogeneous integration based devices: (a) scheme of InP double tapered laser 
developed by Lamponi et al.[19] (b) scheme of a InP microdisk presented by [22] 

 

The last approach presented in this paragraph is the metallic bonding strategy which 

consists in using a metal alloy with a specific eutectic point. The metal alloy is deposited on the 

wafers and it melts when the system is heated up at a temperature greater than the eutectic 



Chapter 1: III-V on silicon for photonics and energy applications 

11 
 

one. Once melted, the metal will cover all the bonding area and when the temperature is cooled 

down, a strong bond is realized through its solidification. The metal alloy choice depends on 

different factors such as its eutectic point, the thermal expansion coefficient of the III-V 

semiconductors and the thermal budget of the bonding post-processing steps. Lasers structures 

based on this approach were proposed in  [25]–[27]. 

In the field of photovoltaics, high efficiencies have been achieved through wafer bonded 

III-V/Si solar cells, such as 32% being the current record for Si-based two-junctions solar cells 

and 35.9% for three junctions III-V//Si solar cells under one-sun illumination fabricated by NREL 

and CSEM [6] while 33%  for a two-terminal III-V//Si triple-junction cell under 1-sun AM1.5G was 

recently obtained in [5]. Instead, FhG-ISE, SOITEC, CEA-LETI [3] jointly developed a four-junction 

solar cell, obtained growing a GaInP/GaAs//GaInAsP/GaInAs cell on InP substrate,  with a record 

efficiency of 46% at 312xAM1.5d.  

 

1.2.2. Monolithic integration 

The monolithic integration consists in growing the III-V semiconductors directly on Si 

substrate. This approach has different advantages with respect to the hybrid one, such as low 

fabrication costs and time. It also enables the very large scale integration of III-V devices on Si 

which cannot be achieved through the hybrid integration. Nevertheless, the primary challenge is 

to reach a high III-V/Si interface crystal quality. In the plot of Figure 1.6 the bandgap energies of 

different III-Vs are presented as a function of their lattice constant. It shows that III-V alloys such 

as GaAs, GaSb or InP, typically used in this approach, have a direct bandgap but a large lattice 

mismatch to the silicon. It can cause defects formation, decreasing the system efficiency. On the 

other hand, III-Vs such as AlP or GaP are quasi-lattice-matched to the silicon but, they have an 

indirect bandgap which can limit as well the device performances. In particular, when growing 

lattice mismatched III-Vs on Si substrate the integration is called metamorphic, otherwise it is 

pseudomorphic. These integration approaches and the strategies used to overcome the related 

growth issues are presented in the following paragraphs. 
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Figure 1.6 Plot of the energy gap as a function of the lattice parameter of binary III-V 
semiconductors. Courtesy of  [28] 

 

1.2.2.1. Metamorphic integration 

The metamorphic approach consists in the mismatched epitaxial growth of III-V 

semiconductors on silicon substrate. The main advantage of III-V semiconductors, such as GaAs 

or InP, is their low and direct bandgap but, as introduced just above, they present a large lattice 

mismatch to the silicon. As a consequence the dislocations formation is unavoidable. These 

defects act as non-radiative recombination centres in the structure. Thus, their density has to be 

minimized (< 104
 cm-2) to increase the device performances. Figure 1.7 shows an example of 

dislocations distribution in a GaAs on Si epilayer [29]. 

In order to improve the device performances, tremendous efforts have been done to 

grow high quality III-V epitaxial layers on Si substrate. One approach consists in the self-

organization of dislocations when using for example Sb-based compounds which have a very 

large lattice mismatch to the Si (such as GaSb 12% or AlSb 13%). Indeed, strain energy due to 

the large mismatch is immediately relieved into the III-V epilayer by the formation of interfacial 

misfit dislocations (IMD) arrays [30], [31]. An example is given by the growth of AlSb on Si 

substrate which results in the formation of planar array of 90 ° misfit dislocations partly 

confined at the interface as shown in Figure 1.8. The very low threading dislocation density 



Chapter 1: III-V on silicon for photonics and energy applications 

13 
 

(~7x105cm-2) achieved though this growth procedure highlights the potential of this approach in 

the monolithic integration. Kim et al. and Akahane et al. [32], [33] improved the crystal quality 

of the GaSb/Si interface by using an AlSb nucleation layer. Indeed, GaSb-based devices have also 

been realized in [34], [35].  

 

 

Figure 1.7 Cross-sectional TEM image of dislocations propagating through the GaAs grown on Si. 
Courtesy of [29]  

 

 

 

Figure 1.8 Cross-sectional HRTEM image of planar 90° misfit array at the AlSb/Si interface. 
Courtesy of [30] 

 

Another effective strategy to reduce the threading dislocations is the use of strained 

layer superlattice (SLS) and short period superlattice (SPL) [36]. The effectiveness of this 

approach has been demonstrated by growing high quality InGaAs quantum-dots (QDs) on Si 
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substrate and also by growing InP-on-Si heterostructures [29], [37]. An example of this approach 

is shown in Figure 1.9. 

 

Figure 1.9 Cross-sectional TEM image showing the suppression of threading dislocations 
through the grow of strained superlattice (SPS) and short period superlattices (SPL). Courtesy of 

[29] 

 

Another approach highly investigated is the adaptation of the lattice parameter by 

compositionally graded buffers, such as SixGe(1-x)/Si pseudo substrate [38] to reduce the 

dislocation density at the GaAs/Si interface. High performance GaAs-based solar cells [39] and 

laser structures [40] have been realized. This strategy was also used to grow lattice mismatched  

GaAs0.7P0.3 solar cells on Si substrate [41]. 

The selective-area-heteroepitaxy is another approach for controlling the propagation of 

dislocations by using masks which restrict the III-V growth in pre-defined areas. An example is 

called selective area growth (SAG) where dielectric masks (typically made by SiO2) are formed by 

small windows (of the order of dozens to hundreds of nanometres [42]–[44]) at the silicon 

substrate. The III-V overgrowth will occur in these openings taking advantage of the defect 

͟necking effect͟ [45]. It makes dislocations trapped in tranches in between two SiO2 walls. The 

effectiveness of this approach is illustrated in Figure 1.10 where a InP nanolaser has been grown 

on Si(001) substrate by ŵetal−oƌgaŶiĐàĐheŵiĐalàǀapoƌàdepositioŶ process (MOCVD) [42]. In this 
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case, the mask is fabricated by deposing, through the Shallow-Trench-Isolation (STI) process, 

SiO2 forming 100nm-thick tranches used for the III-V overgrowth. In order to reduce the lattice 

mismatch related to the III-V on Si deposition, before the overgrowth, a Ge seed layer is grown 

in the openings on the Si substrate. 

 

 

Figure 1.10 Cross-section scheme of the SAG approach used to grow the InP nanolaser to the Si 
substrate. Courtesy of  [42] 

 

Another kind of selective growth, which is considered as a special case of SAG, is the 

epitaxial lateral overgrowth (ELO). It consists in growing the III-V semiconductors directly on Si 

substrate. The high density of dislocations (of the order of 109cm-2 due to the large lattice 

mismatch  [46]) is then filtered by the deposition of a patterned mask whose windows are 

defined for the subsequent III-V lattice matched epitaxial overgrowth [46], [47]. Smaller is the 

thickness of the mask windows, less is the chance of the threading dislocations to pass through 

them, benefiting from theà͞ŶeĐkliŶgàeffeĐt͟ [45]. An example is the InP ELO on Si using a SiO2 

mask in Figure 1.11. 

Growing III-V on a V-groove Si(001) substrate has demonstrated its efficiency in the 

improvement of  the GaAs/Si interface quality by reducing the dislocation density and also by 

growing antiphase domains (APDs)-free III-V layers [48]–[50]. 

Finally another strategy largely used is the growth of III-V on Si nanowires generally 

considered to be APDs-free [51]. It consists in growing III-V core-shell nanowires through 

catalyst–assisted (such as catalyst Au nanoparticles) or a catalyst-free processes [52], [53].  
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In the photovoltaics context, a quadruple-junctions inverted metamorphic (4J-IMM) 

solar cell was developed in 2015 by NREL with an efficiency of  (43.8 ± 2.2)% at 327-sun 

concentration [4]. 

 

 

Figure 1.11 Scheme of the ELO growth process of InP layer grown on Si wafer: (a) defect-necking 
effect and (b) epitaxial lateral overgrowth. Courtesy of [47] 

 

1.2.2.2. Pseudomorphic integration 

The pseudomorphic integration consists in growing III-V semiconductors lattice matched 

on the Si substrate, in order to avoid the formation of misfit dislocations for achieving a perfect 

crystalline quality. The low lattice mismatch between the III-Vs (such as GaP and AlP) and the 

silicon surface allows avoiding misfit dislocations formation until a critical thickness of around 

100 nm. One of the best candidates for this approach is definitively the GaP. Indeed, thanks to 

its very low lattice mismatch (0.37%) to the Si, good atoms alignments [54] can be achieved as 

shown in Figure 1.12(a). By choosing the right growth conditions, it is possible to avoid defects 

formation such as microtwins (MTs) and to annihilate antiphase domains [55] as shown in 

Figure 1.12(b) where most of the antiphase boundaries (APBs) are annihilated within 10 nm 

from the GaP/Si interface. Nevertheless, the performances of GaP-based laser devices are 

limited by the indirect nature of its band structure. Many materials developments were 

published with the aim of achieving high structural quality. For instance, Takagi et al. [56] were 

able to reduce the defects formation and to improve the surface roughness by migration 

enhanced epitaxy (MEE). Volz et al. [57] were able to grow a defect-free GaP/Si(001) after 
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almost 50 nm GaP layer thickness. Also, Grassman et al. presented a two-step growth process 

consisting in growing GaP on Si(001) by low temperature MEE followed by molecular beam 

epitaxy (MBE) [58]. In this way, they were able to achieve a very smooth and defect-free GaP/Si 

interface. Lasing on Silicon was even demonstrated with GaAsPN quantum wells [59]. In order to 

overcome the band structure problem, it has been demonstrated that the incorporation of 

Nitrogen (N) can convert the GaP indirect bandgap into a pseudo direct one. Moreover, by 

taking advantages from the III-V-N compounds lattice matched to the silicon, dislocation-free III-

V-N-based QWs structures, such as GaAsyP1-x-yNx /GaP0.98N0.02, can be formed with a percentage 

of N typically less than 3% [60], [61]. 

 

Figure 1.12 Cross-secton (a) HRSTEM-HAADF image of GaP grown on Si hilighting the good 
atoms alignment at the interface. Courtesy of [54] (b) STEM-BF image hilighting the annihilation 

of APDs at 10nm from the interface. Courtesy of [55] 

 

1.3. Monolithic integration challenges: III-V/Si interfacial issues 

In the monolithic integration context, different materials challenges have to be taken 

into account during the direct growth of III-Vs on Si substrate in order to reach a III-V/Si high 

crystal quality interface. In the following paragraphs, they are discussed in details.  

 

1.3.1. Surface preparation 

Si substrate surface preparation is important in order to remove any kind of contaminant 

before the III-V deposition. Indeed, impurities can act as preferential nucleation site resulting in 

a high defects density in the III-V epilayer. That is why, the Si surface preparation is the first step 

in the III-V on Si growth process, because it strongly impacts on the III-V/Si interface quality. It 
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was highlighted in [54]. Basically, two strategies are proposed in the literature: (i) growing 

homoepitaxially a Si buffer layer to bury the contaminants and promote the step organization, 

or (ii) chemically prepare the Si substrate to remove contaminants and start the III-V growth in 

good conditions. The first strategy (silicon homoepitaxial buffers) was adopted by different 

groups [57], [62] improving III-V structural properties. It provides the ability to get reproducible 

experimental conditions, and control of the process. In the second strategy, the Si surface can 

be either oxidized or hydrogenated. Before the III-V growth, O2 or H2 can be thermally removed 

by loading the Si wafer in the growth chamber and heating it up to 900°C and 650°C 

respectively. This part will be discussed further in Chapter 4. 

 

1.3.2. Lattice mismatch and thermal expansion coefficient 

The quality of the monolithic integration of III-V on Si can be limited by the large lattice 

mismatch and the different thermal expansion coefficients between III-Vs and Si. Indeed, the 

lattice mismatch is unavoidable in the most commonly used III-V compounds which have a 

lattice constant significantly different than that of the silicon. The lattice mismatch, f, is defined 

by the following equation [63]: 

݂ =  ܽ௦ − ܽ ܽ௦  (1.1) 

 

 

Where ܽ is the lattice constant of the thin film deposited on a semiconductor substrate with a 

lattice constant ܽ௦.The strain generated can be accommodated elastically or plastically. For a  

small lattice mismatch, the elastic energy is stored through a biaxial strain of the epilayer to 

match the in-plane lattice parameter of the substrate (Figure 1.13(a)). The film material is 

coherently strained to the substrate which means that the lattices planes are continuous at the 

interface. In this case, the epitaxial film is compressively strained if its lattice constant is larger 

than that of the substrate, otherwise it is tensily strained. Instead, the plastic relaxation occurs 

for larger mismatch or thicker epitaxial films (Figure 1.13(b)). In the latter case, when the 

epitaǆialà filŵà thiĐkŶessà ƌeaĐhesà aà ĐƌitiĐalà ǀalueà Đalledà ͞ĐƌitiĐalà thiĐkŶess͟,à elastiĐà eŶeƌgǇà is  
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released through the creation of the so-called misfit dislocations. The GaP/Si critical thickness 

estimated to be less than 90nm according to Soga et al. [64], between 45-95nm according to 

Takagi et al.[65] and 64nm by Skibitzki et al. [66]. 

 

 

Figure 1.13 Scheme of (a) elastically and (b) plastically strained films in a mismatched 
semiconductor interface  [67] 

 

Furthermore, the lattice constant can vary with the temperature. Thus, another issue 

that can deteriorate the device performances is the thermal expansion coefficient. It is a 

property that characterizes each semiconductor and it can be very different from one to 

another [68]. Microcracks can appear in a III-V semiconductor epilayer if it undergoes to a large 

tensile or compressive stress due to its temperature related lattice constant change from room 

temperature to growth temperature (which varies in the range of 350°C to 1000°C). An example 

is represented by the GaP with a thermal expansion coefficient which is almost the double with 

respect to that of the silicon (αGaP=4.65 x 10-6/K and αSi=2.4 x 10-6/K). It means that at growth 

temperature the GaP will be more compressively strained. In particular at 580°C, typical GaP/Si 

MBE growth temperature, the lattice mismatch is 0.52% while it is 0.36% at room temperature. 
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1.3.3. 3D-growth  

The existence of the heterogeneous III-V on Si 3D growth mode was already suggested in 

pioneering works such as the one performed by Ernst et al. in 1988 [69]. Indeed, different III-

V/Si systems experience islands formation at the very early stage of growth. It constitutes a 

critical issue since it hampers the formation of a very smooth III-V surface at the very beginning 

of the III-V growth that reduces the hope to reach integration of photonic functions very near 

the III-V/Si interface. Some examples of III-V on Si 3D islanding are shown in Figure 1.14.   

 

Figure 1.14 3D islands formation in different III-V/Si systems: (a) TEM image of GaP on (001) Si 
epitaxial growth at the very early stage. Courtesy of [69] (b) AFM image of 3nm-thick AlSb/Si. 

Courtesy of [32] and (c) TEM image of GaAs/Si. Courtesy of [70] 

 

Islands have been observed in the GaP on Si deposition as it is shown in the  

transmission elecron microscopy (TEM) image [69] of Figure 1.14(a) where the GaP on Si 3D 

epitaxial growth, at the very early stage, is presented. The atomic force microscopy (AFM) image 

in Figure 1.14(b) shows AlSb/Si 3D growth presented by Akhane et al.[32]. Finally, the 3D island 

was also reported in the GaAs/Si system [70] by TEM in Figure 1.14(c). To avoid this 3D growth 

mode, low temperature alternated growth techniques were proposed [56]–[58]. In order to 

improve the III-V on Si interface quality, one must understand what is at the origin of the 3D 

growth which has been sometimes attributed to strain relaxation processes, since most of III-Vs 

are lattice mismatched to the Si as in the case of GaAs [71], [72]. This part will be discussed in 

detail in Chapter 3.  



Chapter 1: III-V on silicon for photonics and energy applications 

21 
 

1.3.4. Polar on non-polar epitaxy 

When a polar semiconductor such as a III-V compound is heteroepitaxially grown on a 

non-polar one such as the silicon, some defects can be generated due to the mismatch of their 

crystal symmetries. They are usually named in the literature stacking faults (SFs), microtwins 

(MTs) and antiphase domains (APDs).  

 

1.3.4.1. Stacking faults and microtwins 

A stacking fault is a planar defect which alters the crystallographic plane order. Indeed, 

they are found in close-packed structures where atomic layers are arranged in a certain stacking 

order. Most of the III-V semiconductors crystallize in the zinc-blende structure which is formed 

by two cubic face centered (cfc) sublattices. Its crystallographic order in the (111) plane is an 

atomic sequence that can be expressed as a ABCABCABC ordering. Stacking faults are formed 

when the sequence is altered and it is modified as ABCACABC or ABCABABCABC which are 

called respectively intrinsic or extrinsic stacking faults (Figure 1.15). Moreover a stacking fault is 

 

 

Figure 1.15 Representation of (a) intrinsic (b) extrinsic stacking faults. Courtesy of [73] 

 

bounded by two partial dislocations given by the dissociation of a perfect dislocation (which has 

a higher energy). If the crystallographic order is changed so that the atoms arrange in a mirror 

symmetric-like order, the stacking fault formed is called microtwin. The microtwins can be 

described as a 60° or 180° crystal rotation with respect to the <1 1 1> (Figure 1.16). 
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Figure 1.16 Schematic representation of a microtwin model in a zinc-blend GaP structure. 
Courtesy of  [66] 

 

 

1.3.4.2. Antiphase domains 

 

Figure 1.17 Antiphase boundaries represented by the dashed line composed of wrong V-V or III-
III bonds. Courtesy of [74] 

 

The III-V zinc blende materials structure is polar which means that each group-III atom is 

bounded to four group-V atoms, while the Si diamond crystal structure is non-polar, indeed 

each Si atom is bounded to other four Si atoms. In the polar-on-non-polar epitaxy, antiphase 

domains can form bounded by antiphase boundaries (APBs). The latter are highlighted by the 

reversal of the III-V bond polaƌitǇà;͚͚duŵďďells͛͛ͿàaĐƌossàtheŵ. A scheme is presented in Figure 

1.17. The APDs formation has been generally attributed to two different cases [74]. The first is 

an uncomplete group-III or group-V coverage of a smooth Si surface that can happen for 

example during MBE growth processes. In this case, two crystal domains will form having a 

perpendicular orientation with respect to each other (Figure 1.18(a)). The other case is due to 

single atomic layers on the Si substrate. Indeed, in most cases the silicon surface presents 
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monoatomic steps which favor the APBs formation. The steps height is equal to ܽ/Ͷ while in 

the case of the zinc blende III-V compound, the closest distance between two equal lattice 

planes is ܽ/ʹ . That is why, in correspondence of each Si terraces edge, antiphase boundaries 

can appear and they can propagate through the whole structure degrading the device 

performances. For this reason, their size control or total suppression have always attracted 

much attention from different research groups worldwide, since it would be very interesting for 

various applications such as lasers, photovoltaics and non-linear photonics. 

 

Figure 1.18 Antiphase domains formation due to (a) group-III or group-V  incomplete coverage 
of  the Si substrate or (b) single step formation on the Si surface. Courtesy of [73] 

 

 Already in the 1987 Kroemer proposed a way to avoid APDs formation which consisted 

in the use of a bi-step silicon substrate [74]. Since then, it has been considered as the main 

motivation for using substrates with a miscut, in order to form biatomic steps at the Si surface 

for the subsequent III-V growth process. In fact, the results presented in Chapter 3 strongly 

challenge this view. Anyway, much works have been proposed on the control and annihilation 

of APDs. Indeed, in systems such as the GaP on Si where, thanks to the low lattice mismatch, it 

is possible to avoid the dislocations formation, different groups still observed APD and have 
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tried to control them by MBE [75]–[77] and by MOCVD/MOVPE [65], [69], [78]–[81]. We will 

here limit the discussion to the GaP/Si case, as the absence of misfit dislocations allow ideal 

electronic microscopy observation conditions of APDs. But this problem is encountered during 

all III-V/Si semiconductors integration. 

In 1997 Takagi et al. grew GaP layers on a Si substrate oriented 4° towards the [011] by 

using MBE and MEE growth techniques. They demonstrated the ability to annihilate the APDs 

with both processes and in particular they were also able to reduce defects density by MEE [56]. 

Volz et al. [57] have demonstrated the annihilation of APDs during the first 40-50 nm on 

nominal silicon by MOCVD and are able to provide commercially GaP/Si templates through the 

NAsP company [82], [83]. Grassman et al. [58] used a two-step growth process. They grew GaP 

on Si(001) 6°-offcut starting by MEE followed by MBE. They obtained a high quality GaP/Si 

interface without any nucleation-related defect, such as APDs, stacking faults and microtwins. 

Also, they achieved similar results growing GaP on Si by MOCVD [84]. Harris group annihilated 

APDs through a MBE-based two-step growth process which consisted in a nucleation step 

followed by the overgrowth of GaP on Si(001) 4° offcut oriented towards the [110] 

direction[85], [86]. They also showed how the annihilated APDs size impacts on the surface 

roughness [85].  

At the FOTON institute Y. Ping Wang et al. [54] highlighted the importance of the surface 

cleaning process by showing the resulting GaP on Si very good atoms alignment (Figure 1.12). 

They were also able to annihilate APDs at just 10nm from the GaP/Si interface by using AlGaP 

markers layers (see Figure 1.19) [55], [87]. 

 

 

Figure 1.19 Annihilation of domains at 10nm from the GaP/Si interface. Courtesy of [87] 
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Recently, other groups have shown to improve the GaP on Si quality (using Si 2°, 4° and 

6° offcut oriented towards the (111) plane) under AsH3 flux by MOCVD [88]–[90]. In particular, 

NREL group demonstrated to obtain a Si surface free from C and O contaminants by annealing 

under AsH3. Thanks to this treatment, APDs-free GaP films were grown on As/Si surface without 

the need of a homo-epitaxial Si buffer layer [88]. A. Navarro et al. [90] studied the effect of 

Si(001) (2°-off) surface annealing under AsH3 and PH3 flux, by varying the pre-exposure time and 

the growth temperature, on 50-nm thick GaP overgrowth. They confirmed to observation of a 

defect-free GaP layer, when the Si substrate is annealed at high temperature under AsH3 flux 

before the III-V overgrowth.  

All these work demonstrate that it is possible to achieve a good quality GaP epilayer on 

the top of the Si substrate. Nevertheless, the total suppression or precise control of APD 

generation at the early stages of growth has yet to completely be demonstrated. A deep 

understanding of APDs generation mechanism was not yet given. 

 

1.4. Conclusions 

 In summary, we have presented different approaches developed to integrate III-Vs on Si 

for both photonics and photovoltaics. In the latter context, the III-V on Si integration has the aim 

to reduce the costs related to the III-V multifunction cells production while achieving a 

comparable efficiency. It also permits to reach a higher efficiency with respect to Si-based solar 

cells where it is limited to 27%. In the photonics context, the hybrid approach is the most 

mature to develop lasers on Si. The monolithic approach is compatible with VLSI applications 

but it faces some challenges related to the materials direct growth on the substrate. The defects 

related to the mismatched epitaxial growth could be avoided with the pseudomorphic 

approach. Nevertheless, understanding defects generation and how to control or to suppress it, 

is still challenging.   
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Chapter 2 : Surface and Interface energies by 

density functional theory 

In order to explain in terms of thermodynamics the III-V on Si 3D-islands formation at the 

very beginning of the growth (Chapter 3) and the GaP surface texturation (Chapter 5), surfaces 

and interfaces energies have been computed by density functional theory (DFT). In particular, 

GaP and Si most stable surfaces have been investigated together with abrupt and compensated 

GaP/Si interfaces. This work was performed under the supervision of L. Pedesseau and C. 

Cornet. 

In this chapter, after a brief introduction to the basic concepts of the DFT, the flat and 

stepped Si(001) surfaces studies are presented. The different approaches to determine the non-

polar GaP(001) and the two polar GaP(114) and GaP(136) surface energies are explained. 

Finally, abrupt and compensated GaP(001)/Si(001) interfaces energies are determined.  

 

2.1. Introduction to density functional theory  

The density functional theory [1], [2] is the most successful quantum mechanical 

approach used for describing the electronic structure of matter. It was introduced by the 

discovery of the Hohenberg-Kohn theorem in 1964 [1] and the formulation of the Kohn-Sham 

equations one year later [2]. To better understand what density functional theory is about, it is 

useful to recall some elementary quantum mechanics, according to which a system can be 

desĐƌiďedà ďǇà itsà ǁaǀeà fuŶĐtioŶà Ψ.à EigeŶà fuŶĐtioŶsà aŶdà eŶeƌgiesà aƌeà fouŶdà ďǇà solǀiŶgà theà

Schrödinger equation:  ̂ߖܪ =  (2.1)  ߖܧ

where ̂ܪ is the Hamiltonian operator, ߖ is the wave function and E is its energy.  This equation 

is hard to compute in the many-electrons wave function case, which contains 3N variables (N is 

the number of electrons). That is why, many powerful methods have been introduced to 

facilitate informal resolution of this problem.  
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In 1927, Hartree [3] introduced a simplification to the wave functions calculations, by 

considering the electrons independent and interacting only on an average static spherical field 

due to other electrons. He managed to transform the 3N dimensional many body Schrödinger 

equation to a set of single particle equations. Nevertheless,àthisàŵethodàdidŶ͛tàsatisfǇàtheàPaulià

Exclusion Principle because of the function symmetry. To overcome this problem, in 1930 

Hartree and Fock took into account the asymmetry of the system representing the wave 

function with the Slater determinant [4]. Meanwhile, in 1927 Thomas [5] and Fermi 

independently proposed an approximation to express the total energy completely as a function 

of the electron density. This method was then improved by Dirac [6]. Due to the fact that the 

wave function was described by its density, it constitutes a predecessor of the density functional 

theory, simplifying the N-body system problem by decreasing the degrees of freedom from 3N 

to only 3 variables. Despite all these approximations, the major breakthrough which led to the 

formulation of the density functional theory was the Hohenberg-Kohn  theorem in 1964 [1].  

 

2.1.1. Hohenberg-Kohn theorem 

In 1964, Hohenberg and Kohn [1] proved that the full many particles ground system is a 

unique functional of the electron density ρሺ࢘ሻ. Therefore, its total energy can be expressed as: 

ܧ  =  [ሻ࢘ρሺ]ܧ
 

 (2.2) 

More precisely:  

[ρ]ܧ  = ܶ[ρ] + �ாா[ρ] + �N−ୣ[ρ] = ୌ[ρ]ܨ + ∫  (࢘)ሻ��−࢘)ଷ ρݎ݀

 

 (2.3) 

where ܨୌ[ρ] is a universal functional that contains the functional for the kinetic energy of 

iŶteƌaĐtiŶgà eleĐtƌoŶsà T[ʌ]à aŶdà theà fuŶĐtioŶalà foƌà theà eleĐtƌoŶ-electron interaction, �ாா[ρ]. �N−ୣ[ρ]  represents the total external potential due to the nucleus which are considered 

clamped. The explicit form of the functional ܨୌ[ρ] is the major challenge of DFT. 
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2.1.2. Kohn-Sham approach 

Kohn and Sham [2] replaced the system with a fictitious non-interacting system that 

generates the same ground state electron density than the real system of interacting electrons. 

They introduced the following functional ܧଡ଼େ[ρ] redefining ܨୌ[ρ] as:  ܨௌ[ρ] = ௦ܶ[ρ] + �ு[ρ] +  [ρ]ܧ
 

 (2.4) 

where ௦ܶ[ρ] is the kinetic energy functional of non-interacting electrons,  �ு[ρ] is the Hartree 

potential functional and  ܧ[ρ] is the exchange and correlation energy. The associated 

potential to the latter is:  

��ሺ࢘ሻ = ρߜ[ρ]�ܧߜ |ρሺ࢘ሻ 
 

 (2.5) 

So, the equation to solve is the following: 

[ͳʹ ଶߘ + ��−ሺ࢘ሻ + �ுሺ࢘ሻ + ��ሺ࢘ሻ]�ሺ࢘ሻ = ��ሺ࢘ሻ 

 

 (2.6) 

It is known as the Kohn-Sham (KS) equation. All the terms are known except ��ሺ࢘ሻ. We need to 

introduce some approximations to determine it. The accuracy of the electronic density of the 

system investigated will depend on these approximations. The most commons are the Local 

Density Approximation (LDA) [2] and the Generalized Gradient Approximation (GGA) [7], [8]. 

 

2.1.3. The LDA approximation 

In the local density approximation [2], a general inhomogeneous system is divided into 

infinitesimal volumes. The electron density in each volume is considered as constant. The 

exchange correlation energy for the density within each volume is approximated to be the 

exchange-correlation energy of a homogeneous gas of that density. Thus, the total exchange-

correlation energy of the system can be written as: 
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∫=[ρ]�ܧ ρሺ࢘ሻ �[ρሺ࢘ሻ]݀࢘ 
 

 (2.7) 

where �[ρሺ࢘ሻ] is the exchange-correlation energy per particle of the interacting uniform 

electron gas of density ρሺ࢘ሻ. 

 

2.1.4. The GGA approximation 

The generalized gradient approximation [7], [8] attempts to incorporate the effects of the local 

density inhomogeneities by including the gradient of the electron density through a general 

function of ρሺ࢘ሻ and ߘρሺ࢘ሻ: ܧ�ீீ [ρ]=∫ �ሺρሺ࢘ሻ ,  (2.8)  ࢘ሻሻ݀࢘ρሺߘ

 

In this work, the GGA approximation in the Perdue-Burke-Ernzerhof (PBE) form [7] was used. 

 

2.1.5. Self-consistent total energy and relaxation calculations  

The self-consistent total energy calculation aims to minimize the electron density for 

fixed atomic positions until a specific energy criterion is fulfilled. In order to solve the KS 

eƋuatioŶ,àoŶeàŵustàestiŵateàaŶàiŶitialàeleĐtƌoŶàdeŶsitǇàtoàuseàasàiŶput,àʌ[iŶ].àOŶĐeàitàhasàďeeŶà

specified, the KS equation can be solved through a self-consistent calculation. When the atomic 

positions are also relaxed, than the self-consistent total energy calculation is done for each new 

atomic position. The algorithm of relaxation will stop at specific force criteria. This method is 

used for system such as bulk material, slab for surfaces and interfaces studies. To this aim, 

relaxation calculations have been computed. They consist in finding the surface atomic 

reconstruction which minimizes the total energy of the system. We note here that a local 

minimum is targeted, implying that the choice of atomic positions in the initial state will strongly 

impact the nature of the final surface/interface reconstruction found. These two self-consistent 

calculations are schemed in Figure 2.1 
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Figure 2.1 The scheme on the left refers to DFT self-consistent calculation for relaxation and 
structure optimization. The scheme on the right, in the red frame, is the self-consistent total 

energy calculation 

 

 

2.1.6. Siesta Code: basis sets, pseudopotential and k-points 

In this thesis, all the DFT calculations were performed by using SIESTA code [9], [10]. This 

code allows to find the electronic structure for large atoms clusters and to perform ab initio 

molecular dynamic simulations of molecules and periodic systems.  

Moreover, Siesta code is an N-order method which means that it is possible to treat a 

large number of atoms since the computational load scales linearly with the system size. 

Furthermore, the code uses a finite-range of numerical pseudo atomic orbitals basis sets [11] 

which allows simplifying calculations for systems with vacuum regions. Indeed, no basis 

functions are required to describe region where the wave functions are negligibly small. It 
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decreases dramatically the computational time. For this reason, SIESTA is more suitable than 

plane-wave methods are to treat vacuum. 

Periodic Boundary Conditions (PBCs), in all spatial directions, are imposed in the Siesta 

code when working on crystals. Indeed, a crystal is formed by atoms organized in a periodic 

arrangement called unit cell. Therefore, it is convenient to represent the system investigated by 

a fictitious supercell, whose shape and size will depend on the symmetry of the crystal.  For 

surfaces and interfaces analysis, the supercells are made by including a vacuum region and a 

periodic system called slab in the (a,b) plane. Then, the slab surfaces are orthogonal to the c-

axis. The vacuum region has to be thick enough to avoid any interaction between slabs surfaces. 

So, convergence tests have been done for every slab of this thesis to reach acceptable error on 

the energy (less than 2meV) of the system. To take into account the system periodicity, the 

Bloch functions are used: �(r)=݁ݑ࢘.(r)  (2.9) 

 

where ݑ(r) is a function with the same lattice periodicity ݑ(r) = ݑ(r+R) so that: �(r+R)= ݁�ࡾ.(r)  (2.10) 
 

where k is a reciprocal lattice vector of the Brillouin zone and R is a translation vector of the 

lattice. The electron density for periodic systems may be expressed as an integral over k: 

ρ(r)=∑ ∫dܓρ  ሺ�ሻ|�|

 

 (2.11) 

where the integration limits concern the Brillouin zone. Thus, we need to choose enough k-

points to get accurate results. In particular, the number of required k-points is inversely 

proportional to the real-space extension of the supercell.  

Finally, Siesta code uses pseudopotentials method that permits to decrease the 

computational time by considering just the valence electrons outside a certain cutoff radius 

from the nuclei. Indeed, it is based on the assumption that the core electrons are chemically 

inert and just the valence electrons are involved in the chemical bonding. In this thesis, we used 

the Perdue-Burke-Ernzerhof (PBE)  [7], Troullier–Martins pseudopotentials [12]. 
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2.2. General surface energy equation 

The general equation used to determine the surface energy is: ߛ௦௨ʹ� = ௦ܧ − ∑µ ܰ   (2.12) 

 

where ߛ௦௨ is the surface energy, � the surface area, ܧ௦ is the slab energy calculated by 

DFT (after relaxation calculations), µ  is the chemical potential of the species i  and ܰ is the 

number of particles of the species i of the slab. The temperature dependence is ignored since 

we do not take into account the vibrational surface aspect. This relation will be upgraded 

depending on the different surface polarity. 

 

2.3. Si and GaP bulk 

The Si and GaP semiconductors crystallize in a diamond and a zinc-blende crystal 

structure respectively. Their experimental lattice constant at 300K are respectively 5.43Å [13] 

5.45Å [14] For our study, firstly we needed to calculate by DFT their equilibrium lattice constant. 

Indeed, it is necessary to determine the theoretical equilibrium volume of each crystal at 0K, 

which means to find the lattice constant corresponding to the minimum total bulk energy. For 

this reason, a single-point simulation for energy minimization has been computed on both Si 

and GaP bulk materials. Their total bulk energy has been plotted as a function of the lattice 

constant. The polynomial fitting is shown in Figure 2.2.  We found for the Si lattice constant at 

0K a value of 5.46Å, and a value of 5.57Å for the GaP. 

 

2.4. Silicon surface 

The Si(001) surface has been widely studied  since decades [15]–[18]. Indeed, it is well 

known that the Si(001) (2x1) reconstruction is the most stable configuration which minimizes its 

surface energy [16], [19], [20]. In particular, the surface atoms arrange themselves in dimers 

aligned along the [110] or the [1-10] direction. As a consequence, two kinds of stepped 

configurations form on the surface leading to the so-called double- and single-step surfaces.  
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They are called DA, DB and SA, SB ƌespeĐtiǀelǇ.àTheàsuďsĐƌiptsàà͞A͟àaŶdà͞B͟àaƌeàƌefeƌƌedàtoà

theàuppeƌàteƌƌaĐeàdiŵeƌàoƌieŶtatioŶ,àààpeƌpeŶdiĐulaƌà;͞A͟ͿàaŶdàpaƌallelà;͞B͟ͿàǁithàƌespeĐtàtoàtheà

stepàedgeà ;folloǁiŶgà theàChadi͛sà ĐoŶǀeŶtioŶ[15], [16] ). Furthermore, it has also been studied 

that, to reduce the surface energy, the dimers buckling occurs by forming different kinds of 

reconstructions [19], [21]. The buckling is classically described in DFT at 0K, but is usually 

averaged in real epitaxial temperature conditions, due to vibrations at the surface, leading to 

the observation of simple (2x1) surface reconstructions when using in situ diffraction tools. 

 In the following, the computational details to determine the energy of the flat Si(001) 

surface with and without step are presented. 

 

 

2.4.1. Common computational details and surface energy calculations 

In order to study by DFT the Si(001) surface energy, atomic relaxations have been done 

using a double- polarized basis set [22] with an energy shift of 50 meV and a real space mesh 

grid energy cutoff of 150 Rydberg. The geometries were optimized until the forces were smaller 

than 0.005eV.Å-1. The electronic structure was converged using a (6x6x2) Monkhorst-Pack grid 

[23] in the case of the flat Si(001) surface and a (1x1x1) Monkhorst-Pack grid for the Si(001) 

surface with a step. As already introduced previously, all surfaces investigated have been 

 

Figure 2.2 Single-point simulation to find the lattice constant corresponding to the minimum 
energy for a) bulk Si and b) bulk GaP. 
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modeled with the supercell approach which consists in defining a supercell made by a vacuum 

region and a crystal structure (a slab), with a periodicity in the (a,b) plane. By convention, the 

slab surfaces are orthogonal to the c axis. A vacuum of 400Å has been chosen to avoid too much 

interaction between the surfaces. Each slab thickness is at least about 15Å.  

In the case of the flat Si(001) surface, the basis vectors are 15Å long. The DB-step, SB-

step, SA-step Si(001) surfaces consist of two terraces which extend over a rectangular surface 

whose long-side dimension is 65.2Å, 38.6Å, 38.6Å respectively, while the short-side is about 

15.4Å for each one. The Si(001) surface is a non-polar surface which means that the two 

surfaces on the top and bottom of the slab are the same by symmetry. For this reason, they 

have been treated identically. For each slab, a minimum of 4Å on the top and bottom of the 

surfaces were allowed to relax, while the atoms of the bulk have been frozen. The bulk lattice 

constant of 5.46Å was used in the silicon surface calculations. To determine the silicon surface 

energy, eq.(2.12) has been used and adjusted to match the non-polar surface condition (i.e. the 

energy of one surface is half the total energy of the back and the top surface): ߛ௦௨ = ௦ܧ − ௌܰߤௌ−௨ʹ�  
 (2.13) 

where ܧ௦ is the total energy of the slab when its surfaces are reconstructed, ௌܰ  is the 

number of Si atoms in the slab,  ߤௌ−௨ is the chemical potential of the bulk silicon, � is the 

surface area. 

 

2.4.2. Flat Si(001) surface reconstruction 

As it is presented in literature [21], [24], among all the stables reconstructions of the flat 

Si(001) surface, the minimum minimorum of surface energy is the c(4x2), where c stands for 

centered because the dimers are centered buckled in a (4x2) configuration. To study the surface 

energy associated to this reconstruction, we built a periodic slab on the [1-10] and the [110] 

directions, whose top surface is orthogonal to the [100] direction. The slab is composed by a Si 

bulk sandwiched between two symmetric surfaces (see Figure 2.3(b)). In the cross-sectional 

view presented in Figure 2.3(a), it is possible to have a better view of the buckling behavior of 

the dimers, while in Figure 2.3(c) the c(4x2) primitive cell is highlighted by dashed lines on the 
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reconstruction top view. The surface energy of the Si(001) c(4x2) reconstruction was found to 

be 92.8meV/�ଶ.  

 

Figure 2.3 Study of the Si(001) flat surface energy: (a) side view of the c(4x2) reconstructed 
surface (b) slab with symmetric surfaces realized for DFT calculations (c) surface top view with 

the primitive cell indicated by dashed lines. 
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2.4.3. Stepped Si(001) surface   

We now focus on the flat Si(001) surfaces with three different steps which are ܵ, ܵ and ܦ  steps (with a terrace length corresponding to at least a miscut below or equal to 6°) and we 

computed the most stable reconstruction already known from the literature for each step[16], 

[19], [20]. The DA-step surface has not been considered since it has been already proved in the 

literature that it is the most unstable among all the surfaces investigated [25]. 

 

2.4.3.1. Steps interactions 

Before determining the stepped surfaces energies, we had to verify the convergence 

criterion to avoid any interaction between two adjacent step edges. For this reason, three 

different ܦ-stepped surfaces were built with different long-side surface dimension at 65.2Å, 

46.2Å, and 38.6Å for the same short-side of 15.44Å. Their surface energies were determined by 

DFT calculations. The calculated values are 89.3meV/�², 89.9meV/�²and 90.3meV/�² 

respectively. In Figure 2.4 we plotted these surface energies as a function of 1/݀ଶ (as already 

shown for NaCl [26]) where ݀ is the lower terrace length which corresponds to 32.8Å, 23.2Å, 

and 19.3Å respectively. The plot in Figure 2.4 permits to know the ledge energy ELedge which is 

the stepped surface energy taking into account the step-step interactions. Indeed, it is given by 

the sum  Eୱ୲ୣp + B/݀ଶ , where Eୱ୲ୣp  is the isolated step formation energy and B/݀ଶ is the step-

step interaction between neighbouring steps [26]. Considering the equation resulting from the 

linear fitting (illustrated in Figure 2.4), Eୱ୲ୣp corresponds to 88.82meV/�², while the constant 

term B is equal to 587.66meV/�². For the isolated step case ;d→∞, no step-step interaction), Eୣୢgୣ = Eୱ୲ୣp = ͺͺ.ͺʹm�V/�². This value can be expressed as the sum of the flat surface 

energy γ (92.8meV/�²) and the energy due to the isolated step formation ߣ thus, γ + ߣ =ͺͺ.ͺʹm�V/�². Through this equation we found that ߣ is equal to 3.98 meV/�², which means 

that the formation of the ܦ-step stabilizes the flat surface of about 3.98 meV/�².  
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Figure 2.4 ܦ stepped surface energies  as a function of 1/݀ଶ 

 

2.4.3.2. Stepped Si(001) surface reconstructions 

The surface reconstructions consist in asymmetric (2x1) altering buckled dimers 

configurations which are more specifically:  the rebonded p(2x2) for both the DB- and SB-step 

Si(001) and finally the c(4x2) in the case of the  SA-step Si(001) [19]. The ܦ-, ܵ- and ܵ-stepped 

reconstructed surfaces top views are shown in Figure 2.5(a),(c) and (e) while the 3D views are 

depicted in  Figure 2.5(b),(d) and (f) where the buckling dimer structure is also highlighted.  

 

2.4.4. Energies of the flat Si(001) with and without steps 

The surface energy values for each reconstruction are reported in Table 2.1. In accordance with 

ref. [25], we found that the ܵ-step c(4x2) Si(001) is the most stable reconstruction with a  value 

of 87.1 meV/�ଶ. The SB- and DB-step rebounded p(2x2) Si(001) surfaces energies differ from 

each other of just 0.2 meV/�ଶ. In agreement with the conclusion of the section 4.3.1, the c(4x2) 

reconstruction of the flat Si(001) surface is the most unstable one, with a value of 92.8meV/�ଶ.  
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Figure 2.5 Rebonded p(2x2) DB-step top view(a) and 3D view (b), rebonded p(2x2) SB-step top view(c) and 3D view 
(d) and c(4x2) SA-step  top view(e) and 3D view (f). Primitive cells of the reconstruction are surrounded by dashed 

lines in each top view. 
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As a general conclusion, one can clearly see that these energy values are very close to 

each other within an interval of 5meV/�ଶ which means that the Si steps do not impact too much 

the surface energy values.  

 Reconstruction Surface Energy (meV/�ଶ) 

Si(001)  c(4x2) 92.8 ܵ-step Si(001) p(2x2) 89.1 ܵ-step Si(001) c(4x2) 87.1 ܦ-step Si(001) p(2x2) 89.3 
 

Table 2.1 Si(001) surface energies computed by DFT 

 

2.5. Polar and non-polar GaP surfaces 

The GaP(001), GaP(114) and GaP(136) surface energies calculations are presented here. 

In this case, the electron counting model [27] has been taken into account to find the most 

stable surfaces configurations. Then, two different strategies have been applied for studying the 

non-polar GaP(001) and the polar GaP(114) and GaP(136) surfaces. Their energies are finally 

plotted as a function of the chemical potential of the species. A detailed description of the 

methods used is presented in this section. 

 

2.5.1. Electron counting model 

The electron counting model (ECM) plays an important role in the study of the 

compound semiconductors surfaces reconstructions [27]. Indeed, it represents a mandatory 

stability criterion which must be satisfied for analyzing surface and interface energies. It states 

that a surface structure will have the lowest energy when the number of available electrons in 

the surface layer, will first exactly fill the dangling bond of the electropositive elements in the 

valence band (VB), and will also left empty the ones on the electronegative elements in the 

conduction band (CB). It will result in a no net surface charge and the surface will likely be 
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semiconducting. Otherwise, partially filled dangling bond would lead to metallic surfaces, and 

will tend to increase the surface energy. 

 

Figure 2.6  Energy level ߝℎof the ݏ�ଷ dangling-bond states GaAs and ZnSe. Each ߝℎlevel is 
derived from the energy of the s (ߝ௦) and p (ߝ) orbitals. In particular, the dangling-bond 

energies corresponding to Ga and Zn are above the conduction-band minimum (CB) while in the 
case of  As and Se, they are below the valence-band maximum (VB). Figure extracted from Ref. 

[27]. 
 

A diagram representing the energy of these dangling bonds was reported for GaAs [27] . 

The schematic drawing is depicted in Figure 2.6. It shows the surface energy levels ߝℎ of the s�ଷ 

dangling-bond states of GaAs and ZnSe. They are derived from the energy of the s and p 

orbitals, ߝ௦ and ߝ respectively [27]. Pashley, in the same article, presented a clear explanation 

of the ECM applied to the GaAs(001)  anion-rich  (2xN) and the cation-rich (Nx2) surface 

reconstructions, which are similar to the GaP surface structures investigated in this thesis.  So, 

to verify the ECM, the first step is to count up the electrons available in the reconstructed unit 

cell under study.  Then, the number of electrons available must be equal to the number of 

electrons needed to form each bond in the surface unit cell (dimers, dangling bonds and first-to-

second surface layer bonding). For the anion-rich (2xN) and cation-rich (Nx2) reconstructions, 

the following equations [27] are respectively determined: ܦ + ͺܦ = ʹ�ܦ + �ܰ 

 

 (2.14) 

ܦ + ͺܰ = ʹ�ܦ + �ܰ  (2.15) 
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where N is the periodicity of the surface unit cell, D is the number of dimers in the unit cell, � 

and � are the number of the valence electrons of the electronegative and electropositive 

element respectively. In each equation, the left terms represent the electrons needed in all the 

bonds of the surface unit cell, while the right terms indicate the numbers of the electrons 

available. We referred to the following methodology to check the ECM stability criterion for all 

the GaP surfaces reconstructions investigated in our work.  

 

2.5.2. Common DFT computational details 

In terms of computational details, all the structures relaxations and electronic structure 

calculations have been done using a double- polarized basis sets [11] with an energy shift of 50 

meV and a real space mesh grid energy cutoff of 150 Rydberg. The geometries were optimized 

until the forces were smaller than 0.005eV.Å-1. The electronic structure was converged using 

8x8x8, 8x2x6, 8x4x8, 2x2x1, 4x4x1  and 3x2x1 Monkhorst-Pack grids[23] of the Brillouin zone for 

the GaP bulk, the black Phosphorus, α-Ga phase [28]–[30] and for GaP(001), GaP(114) and 

GaP(136) slabs respectively.  

The surfaces were modeled in periodic slab geometry. As explained above for Si 

surfaces, the slab has been built to be periodic within the plan (a,b) and also to reveal the 

surface orthogonally to the c axis. In this case, a vacuum of 450Å has been chosen for the same 

reasons as in the case of the Si surfaces. Each surface fulfills the electron counting model [27] as 

originally well-established for GaAs and ZnSe. Finally, GaP material, black Phosphorus and the -

Ga phase have been considered in bulk materials and minimized from their experimental data 

[28]–[30]. The black phosphorus and the -Ga phase materials were used to estimate their 

intrinsic chemical potential that is needed for calculating the surface energy of GaP surfaces.    

 

2.5.3. Chemical potential 

The chemical potentials µ� and µீ are defined as the variables that each element can 

have within the bulk or surface of the GaP material. The thermodynamic conditions, to which 
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the chemical potentials have to obey to, are the following: the upper limit of µ� and µீ is 

reached when each element is in its own pure bulk phase µ� < µ��−௨  (2.16) 
 µீ < µீீ−௨  (2.17) 
 

Moreover, at thermodynamic equilibrium the sum of µ� and µீ must be equal to the chemical 

potential µீ�ீ�−௨ of the GaP bulk phase: 

 µீ + µ� = µீ�ீ�−௨
  (2.18) 

 µீ�ீ�−௨ = µீீ−௨ + µ��−௨ +  ሺ�a�ሻ  (2.19)ܪ�

 

where �ܪ(GaP) is the heat of formation of the GaP material. µ��−௨ and µீீ−௨ are the 

chemical potentials of the species P and Ga from the black P and -Ga phase respectively. In this 

work, the value of -0.928 eV has been determined for �ܪሺ�a�ሻ, in agreement with the 

literature [31]–[33]. 

In this thesis, we therefore establish the GaP(001), GaP(114) and GaP(136) surface 

energies as a function of the phosphorus chemical potential variation �µ�=µ� − µ��−௨. Thus, 

by combining (2.16), (2.17) and (2.19), the extreme thermodynamic conditions for �µ�  are 

given by: �ܪሺܲܽܩሻ < �µ� <0  (2.20) 
 

To summarize, when �µ� equals the heat of formation �ܪሺܲܽܩሻ , the extreme Ga-rich 

limit is reached (i.e. bulk Ga will form preferentially). Contrary to that, when �µ� equals 0, the 

extreme P-rich limit is reached (i.e. bulk P will form preferentially). From these considerations, it 

is clear that experimental conditions reached during the epitaxial growth of GaP are between 

the Ga-rich and the P-rich limit. 
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2.5.4. Non-polar GaP(001) surfaces  

The GaP(001) surface is non-polar which means that the top and the bottom surfaces of 

the slab are symmetric.  Also, they are rotated of 90° with respect to each other. As a 

consequence, to determine the non-polar GaP(001) surfaces energy, the bottom and top 

surfaces have been treated identically with the same reconstruction which decreases the error 

on the determination of the surface energy. This symmetry can be clearly seen in the slabs 

realized for each surface investigated. The slabs built in this case are depicted in Figure 2.7 (b) 

and (d) and Figure 2.8 (b). The thicknesses of the slab are about 17Å and 23Å for the P-rich and 

Ga-rich GaP(001) surfaces respectively. The top and bottom surfaces were allowed to relax 

about 6Å into their minimum energy configuration and all the others atoms were kept frozen in 

the bulk position. The top and bottom surfaces have been checked to be the same by a 90° 

rotation after relaxation of atomic positions (i.e. when the minimum of energy has been 

reached).   

 

2.5.4.1. GaP(001) surface reconstructions 

For the non-polar GaP surfaces, GaP(001), (2x1) and (2x4) reconstructions are computed. 

We studied the most stable structures of the (2x4) configurations which obey the ECM and we 

verified the relative instability of the P-rich (2x1) which, instead, does not satisfy it.  

In particular, for the Ga-rich GaP(001) surface, the GaP(001)md(2x4) reconstruction [34], 

[35] (where md stands for mixed dimers) is assumed. This reconstruction is often considered for 

Ga- rich conditions in the literature [36]–[38]. The side view and top view are shown in Figure 

2.7(c), (d), and (f) respectively (with the unit cell in dashed lines). For the P–rich GaP(001)(2x4) 

surface, different stable structures were proposed [39]. In this work, we studied a simple anion 

P-rich GaP(001)(2x4) surface that fulfills the ECM criteria as proposed for GaAs [27]. Its side view 

is depicted in Figure 2.7(a) and (b) while the top view, where the unit cell is highlighted, can be 

seen in Figure 2.7(e). 

 The P-rich (2x1) reconstruction is depicted in Figure 2.8. Its side view and slab, in Figure 

2.8(a) and (b), look very similar to the (2x4) in Figure 2.7(a) and (b). However, the difference 
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from this structure is given by the additional dimer line which can be seen in the top view of the 

(2x1) reconstructed unit cell (Figure 2.8(c)) with respect to Figure 2.7(e). 

 

 

2.5.4.2. GaP(001) surface energies  

In such a case, the relation to calculate the surface energy is: ߛ− = ௦ܧ − ீܰµீ�ீ�−௨ − ሺ �ܰ − ீܰሻߤ�ʹ�  
 (2.21) 

 

where ܧ௦ is the slab energy when the reconstruction is achieved, ܰ is the number of the 

particles of the species i (where i is Ga, or P) of the slab, µீ�ீ�−௨ and µ� are the chemical 

potential of the GaP bulk material and of the species P and � is the surface area (that is counted 

 

 

Figure 2.7  (a) Side profile and (e) top view for P-rich GaP(001)(2x4) surface. (c) Side profile and 
(f) top view for Ga-rich GaP(001)(2x4)md surface. The unit cells of the reconstructions are 

indicated by dashed lines in the top views. The slab realized for P-rich GaP(001)(2x4)  and  for 
Ga-rich GaP(001)(2x4)md are represented respectively in (b) and (d). 
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two times for top and bottom surfaces). 

 

 

Figure 2.8 (a) Side profile and (c) top view  over [ͳ ͳ̅ Ͳ], [ͳ ͳ Ͳ] and [Ͳ Ͳ ͳ] axis for 
P-rich GaP(001)(2x1) surface. The slab built for the DFT calculations is represented in (b) 

 

 

2.6. Polar GaP(114) and GaP(136) surfaces 

The GaP(114) and the GaP(136) surfaces are polar [40], which means that the two 

surfaces of the slabs are formed by two different surfaces which are called type A and B. As a 

consequence, a different approach has been applied for these cases. It consists in considering 

the top surface as the one being investigated, and passivating the bottom one with fictitious 

hydrogen atoms. It will be explained in this section. 
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For DFT calculations 1s0.75, 1s1.25, 3s23p3, and 4s23d104p1 were used as valence electrons 

for the fictitious H* with a net charge of 0.75e to compensate P, and the fictitious H* with a net 

charge of 1.25e to compensate Ga, for P and Ga atoms respectively. The two fictitious H*, Ga 

and P atoms have been built with ATOM code, the pseudopotential generation distributed as 

part of the SIESTA software package.  

 

2.6.1. GaP(114) and GaP(2 5 11) surface reconstructions 

Type A and B polar surfaces were computed for each surface investigated. In particular, 

letter A (B) refers to P(Ga)-terminated surfaces. 

For the GaP(114), two types of (2x1) reconstructions have been simulated: the P-rich 

GaP(114)A-α2(2x1) and the Ga-rich GaP(114)B-α2(2x1) which are similar to the ones already 

thoroughly investigated for the GaAs(114) [41]–[43]. Their side views are shown in Figure 2.9(a) 

and (c). The top views are also interesting.  Indeed, in Figure 2.9(e) and (f) we can have a clear 

view of the reconstruction in the primitive cell (in the dashed lines).  In each case, it is formed  

by two P- and  Ga-dimers, as in the similar case of GaAs(114)[42]. The two GaP(114) bottom H*-

passivated slabs are shown in Figure 2.9(b) and (d). They have a thickness of about 25Å. The 

dark blue atoms are the fictitious hydrogens atoms bonded to the gallium atoms while the light 

blue ones, are the fictitious H* bonded to phosphorus atoms.  

We used the same fictitious H* representation also for the GaP(136) passivated surface 

described in the next section. For the GaP(136) surfaces, we considered the reconstruction 

already studied for a similar case, which is the GaAs(2 5 11)[44]–[46]. This is due to the fact that 

the GaP(136) surfaces do not fulfill the ECM [27]. Therefore, it is necessary to add two P (Ga) 

atoms on the P-rich (Ga-rich) surface unit cell to fulfill the ECM criterion. As a consequence, 

three parallel slightly inclined P (Ga) dimers form in the surface unit cell, now lying on the (2 5 

11) plane. The need to fulfill the ECM together with the fact that the (2 5 11) and (1 3 6) planes 

are very close (sustaining a leaning angle of ~2°) [45], [47] make strong arguments to work on 

the more stable GaP(2 5 11) surface rather than the (136). In the case of the GaP(2 5 11), the 

two reconstructions are named P-rich GaP(2 5 11)A-(1x1) and Ga-rich GaP(2 5 11)B-(1x1) (as  



Chapter 2: Surface and Interface energies by density functional theory 

54 
 

 

Figure 2.9 (a) and (c) side profile, (e) and (f) top view over [ͳ ͳ Ͷ], [ͳ̅ ͳ Ͳ]and [ʹ ʹ ͳ̅]axis, while the slab realized for the DFT calculations is represented in (b) and (d) with 
the surface investigated on top and the surface H*-passivated on the bottom for GaP(114)A-

αϮ;ϭǆϭͿàaŶdàGaP;ϭϭϰͿB-αϮ;ϭǆϭͿàsuƌfaĐeàƌespeĐtiǀelǇ 
 

 

 

Figure 2.10 (a) and (c) side profile, (e) and (f) top view over [ʹ ͷ ͳͳ], [ʹ ͵̅ ͳ]and [Ͷ ͷ ͵̅]axis, while the slab realized for the DFT calculations is represented in (b) and (d) with 
the surface investigated on top and the surface H*-passivated on the bottom  axis for GaP(2 5 

11)A-(1x1) and GaP(2 5 11)B-(1x1) surface respectively 
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shown in similar works [44], [45]). Their side views are shown in Figure 2.10 (a) and (b). 

Moreover, from the top views in Figure 2.10(e) and (f)) we can clearly see that the unit cells are 

tilted and made by 3 P and 3 Ga dimers respectively. The passivated slabs are depicted in Figure 

2.10(b) and (d). Their thicknesses are about 20Å.  

 

2.6.2. Fictitious H*-passivation approach 

In order to check the validity of the H*-passivation methodology, we compare in the 

following, two different methods: the H*-passivation approach and the one used for the non-

polar surface (see above) on the simple non-polar P-rich GaP(001) (2x1) reconstruction. In the 

case of H*-passivation approach, the surface energy equation is therefore modified with respect 

to the symmetric case, by including a new term coming from the fictitious H* atoms: 

ߛ = ௦ܧ − ீܰµீ�ீ�−௨ − ሺ �ܰ − ீܰሻߤ� − ுܰ∗� ��∗ுߤ  
 (2.22) 

 

where ܧ௦ is the total energy of the slab with one side H*-passivated, ுܰ∗�  the number of 

fictitious hydrogens bonded to the P atoms of the bottom surface and ߤு∗�  is their chemical 

potential.  

The difficulty of this calculation is to determine the fictitious H* chemical potential ߤு∗� . 

Indeed, to do this, we first computed the total energy of the P-rich GaP(001)(2x1) slab with 

both-surfaces passivated by fictitious hydrogens H*. To this aim, all the Ga and P atoms were 

kept frozen in the bulk position while only the fictitious H* atoms where allowed to relax (the 

slab is shown in Figure 2.11(a)).  Then, we applied the following equation to determineߤு∗� : 

�∗ுߤ = ௦ு∗−௦௦௩௧ௗܧ − ீܰµீ�ீ�−௨ − ሺ �ܰ − ீܰሻߤ�ுܰ∗  
 (2.23) 

where ܧ௦ு∗−௦௦௩௧ௗ is the total energy of the slab passivated on both sides. The both-side 

passivated slab, in Figure 2.11(a), is non-stoichiometric, i.e �ܰ ≠ ீܰ. That is why, the ߤு∗�  must 

be expressed as a function of the chemical potential.  

After that, we built a slab having the bottom surface passivated by the fictitious-H* kept 

in their positions of minimum energy. The top surface was allowed to relax in its P-rich GaP(001) 
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(2x1) reconstruction (see slab in Figure 2.11(b)). In particular, the top surface in addition to the 

subsurface (about 6Å) was allowed to relax into its minimum energy and all the others atoms 

were kept frozen in the bulk position. 

 

Figure 2.11 Slab built for determining: the fictitious H* chemical potential (a), the P-rich (2x1) 
surface energy using the H*-passivated surface on the bottom (b) 

 

By applying in eq.(2.22), ߤு∗�  found through eq.(2.23), we finally determined the P-rich 

GaP(001)(2x1) surface energy  which differs just of 0.49meV/�ଶ from the ones determined in 

the symmetric case. The values are shown in Table 2.2. 

 
GaP(001) P-rich(2x1) 

reconstruction  
ீܰ �ܰ P-rich 

Surface Energy 
(meV/�ଶ) 

Ga-rich 
Surface Energy 

(meV/�ଶ) 
Symmetric  96 112 57.19 87.10 

H*-passivated 96 112 57.68 87.59 
 

Table 2.2 Surface energies comparison between P-rich GaP(001) (2x1) with and without 
passivation 
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The validity of this approach being checked, we applied it to the polar GaP(114) and 

GaP(136) surfaces. 

  

2.6.3. H*-passivation approach applied to GaP(114) and GaP(2 5 11) surfaces 

The bottom surfaces of the slabs were passivated with fictitious H* atoms [48] as it has 

been fruitfully demonstrated on a similar semiconducting GaAs crystal [44], [49], [50]. Contrary 

to the previous case explained in section 2.6.2, the surfaces are formed by both Ga and P atoms. 

Therefore, to determine the surface energy we need to include two new terms inherent to the 

fictitious H* atoms  ுܰ∗ீߤு∗ீ + ுܰ∗� �∗ுߤ :             

ߛ = ௦ܧ − ீܰµீ�ீ�−௨ − ሺ �ܰ − ீܰሻߤ� − ுܰ∗ீߤு∗ீ − ܰு∗� ��∗ுߤ  
 (2.24) 

 

where ுܰ∗  and ߤு∗  are the number and the chemical potential of fictitious H* bonded to the 

species i (where i is Ga, or P), and � is the reconstructed surface area. In our case, the polar 

GaP(114) surfaces studied are fulfilling the ECM criterion and are stoichiometric i.e., ȴN=0, 

which means that the surface energy does not depends on the chemical potential ߤ�. On the 

contrary, the GaP(2 5 11) surfaces are respecting the ECM but are non-stoichiometric, so here 

we have to consider these dependences. The slabs built, in both cases, to determine the value 

of the sum ߤு∗ீ + �∗ுߤ  of the two chemical potentials of the fictitious H* atoms, were similar to 

the one depicted in Figure 2.11(a). For both GaP(114) and GaP(2 5 11) surfaces, ுܰ∗ீ and ுܰ∗�  

numbers of fictitious H* atoms are exactly equal, so to simplify we can rename it as ுܰ∗. Finally, 

sum of the chemical potentials ߤு∗ீ + �∗ுߤ  can be determined through this equation:  

ு∗ீߤ + �∗ுߤ = ௦ு∗−௦௦௩௧ௗܧ − ீܰ�µீ�ீ�−௨
ுܰ∗  

 (2.25) 

 

where ܧ௦ு∗−௦௦௩௧ௗ is the energy of the slab when only the fictitious H* atoms on the top and 

bottom have been minimized, ீܰ� is the number of GaP pair within the slab and ுܰ∗  and 
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µீ�ீ�−௨ have been already defined above.   

The slabs, with H*-passivation on both sides for both GaP(114) and GaP(2 5 11) cases, 

are stoichiometric. Therefore, the sum ߤு∗ீ + �∗ுߤ of the fictitious hydrogen chemical potentials 

does not depend on the phosphorus chemical potential.  To our experience, the sum ߤு∗ீ + �∗ுߤ  

of the two chemical potentials of the fictitious H* highly depends on the studied surface and 

should not have the same value from one surface to another.  

Finally, in order to strengthen the validation of the H*-passivation method in the case of 

GaP(114) surface, we also calculated the surface energy for the polar GaAs(114) as a test to 

compare with previous studies [50]. As a result, we found exactly the same surface energy for 

the As-rich GaAs(114)A-αϮ;ϮǆϭͿà ƌeĐoŶstƌuĐtioŶà thaŶà theàoŶeàgiǀeŶà iŶà ƌef.à [50]. The values are 

reported in Table 2.3. Finally, the Ga-rich GaAs(114)B-αϮ;ϮǆϭͿà suƌfaĐeà eŶeƌgǇà hasà alsoà ďeeŶà

estimated and a higher value by about 6.1 meV/Å² was found, as compared to the type A 

surface.  

 

GaAs surface 
energies γ 

As-rich (previous 
work) GaAs(114)A-

α2(2x1)[50] 

As-rich (this work) 
GaAs(114)A-α2(2x1) 

Ga-rich (this work) 
GaAs(114)B-α2(2x1) 

Ga-rich 53 53.0 59.1 
As-rich 53 53.0 59.1 

 

Table 2.3 GaásàsuƌfaĐeàeŶeƌgiesàγ,àiŶàuŶitsàofàŵeV/Å²,àfoƌàtheàGaAs(114)B-αϮ;ϮǆϭͿàaŶdàtheà
GaAs(114)A-αϮ;ϮǆϭͿàƌeĐoŶstƌuĐtioŶs,àĐoŵpaƌedàtoàaàpƌeǀiousàstudǇàoŶàtheàGaás;ϭϭϰͿáà

surface[50]. 

 

2.7. GaP(001), GaP(114) and GaP(2 5 11) surface energies 

In Figure 2.12, all the GaP surfaces energies versus the chemical potential variations are 

shown. As mentioned above, the chemical potential �µ� has to vary between two extreme 

thermodynamic conditions:  Ga-rich limit (i.e. bulk Ga will form preferentially) and P-rich limit 

(bulk P will form preferentially). In particular, the P-rich limit is when µ� = µ��−௨ while the 

Ga-rich limit corresponds to the case when �µ� is equal to the GaP heat of formation 

ሻܲܽܩሺܪ�) = -0.928eV) which has been calculated with the black phosphorus phase and the 

oƌthoƌhoŵďiĐàα-Ga phase[28], [29].  
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The slope of both the GaP(001) and GaP(2 5 11) surface energy curves (represented with 

blue and green curves respectively) is inherent to their stoichiometry. Indeed, all of them are 

non-stoichiometric, i.e., �ܰ ≠ ீܰ. In particular, in the case of the GaP(001) surfaces, we find 

ȴN=ϰàfoƌàtheàP-ƌiĐhàGaP;ϬϬϭͿ;ϮǆϰͿàǁhileàȴN=-8 for the Ga-ƌiĐhàGaP;ϬϬϭͿŵd;ϮǆϰͿàaŶdàȴN=ϴàfoƌà

the P-rich GaP(001)(2x1). For the GaP(2 5 11)A-(1x1) and the GaP(2 5 11)B-(1x1) surfaces ȴNàisàà

equal to 2 and -2 respectively. Finally, the GaP(114)A-αϮ;ϮǆϭͿà aŶdà theà GaP;ϭϭϰͿB-αϮ;ϮǆϭͿà

suƌfaĐesàaƌeàstoiĐhioŵetƌiĐà ;ȴN=ϬͿàǁhiĐhà iŵpliesàthatàtheàsuƌfaĐeàeŶeƌgǇà isàĐoŶstaŶtàupoŶàtheà

variations of the chemical potential  for these surfaces. Consequently, their surface energies 

(the red curves) are constant with the chemical potential. Their values are 59.9meV/�ଶ and 

67.3meV/�ଶ respectively. In particular, the GaP(114)A-αϮ;ϮǆϭͿ surface is thermodynamically 

 

Figure 2.12 GaP(001), (114) and (2 5 11) surface energies as a function of the chemical potential  
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more stable than the GaP(114)B-αϮ;ϮǆϭͿàsuƌfaĐe,àasàalƌeadǇ reported in previous works for the 

GaAs material. The GaAs(114)A surface energy was found to lie 3meV/�ଶ below the GaAs(114)B 

[43].  

In the Ga-rich limit the most stable reconstructions are the Ga-terminated surfaces. The 

most stable one is the GaP(001)md(2x4) with an energy of 52.9meV/�ଶ. The GaP(2 5 11)B-(1x1) 

has an energy just 4.2meV/�ଶ higher (dashed green line). The P-terminated reconstructions 

have a higher energy. Indeed, the GaP(2 5 11)B-(1x1) is energetically less favorable with an 

energy of 62.7meV/�ଶ, the P-rich GaP(001) (2x4) has an energy of 72.4meV/�ଶ but the most 

unstable is the P-rich GaP(001)(2x1) with an energy of 87.1meV/�ଶ. However, this is an 

expected result since this surface does not fulfill the ECM criterion. 

 In the P-rich limit the most stable surface is the P-rich GaP(2 5 11)A-(1x1) one, which has 

the lowest energy with a value of 52.9meV/�ଶ. The similarity between the P-rich GaP(001)(2x4) 

and (2x1) surfaces reconstruction makes them having surface energies which differ just of 

0.2meV/�ଶ. The P-rich GaP (2 5 11)B-(1x1) has an energy value of 66.8meV/�ଶ. The Ga-rich 

GaP(001)md(2x4) is here the most unstable with an energy of 82.8meV/�ଶ. All the surface 

energies values are summarized in Table 2.4. 

In conclusion, the surface energies of various (001), (114) and (2511) surfaces have been 

computed by DFT in this section, and summarized in table 4 and figure 12.  While (001) surfaces 

are traditionally considered as the most stable surfaces, we here evidence that this conclusion is 

not straightforward for GaP, where (114) and (2511) surfaces have a remarkable stability. This 

will be discussed in Chapter 3 and Chapter 5. 

 

2.8. GaP/Si interface energies 

To clarify III-V/Si epitaxial processes, it is required to have an idea about the energy 

involved, and more specifically about the III-V/Si interface energies. In this part, we will focus on 

the determination of the absolute GaP/Si interface energy. So far, the GaP/Si interface energy 

has already been investigated in previous works. Indeed, results on the relative interface 

formation energy of the GaP on different Si surfaces has been already presented [31]. The  
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GaP surfaces  
Reconstructions 

ΔN௦௨ 
Energy  

[meV/Å²] 
P-rich Ga-rich 

 ( �ܰ − ீܰሻ/ʹ   

P-rich GaP(001) (2x1) 8 57.2 87.1 

P-rich GaP(001) (2x4) 4 57.4 72.4 

 P-rich GaP(001) md(2x4) -8 82.8 52.9 

 �ܰ − ீܰ   

P-rich GaP(114)A-α2(2x1) 0 59.9 59.9 

 Ga-rich GaP(114)B-α2(2x1) 0 67.3 67.3 

P-rich GaP(2 5 11)A-(1x1) 2 52.9 62.7 

Ga-rich GaP(2 5 11)B-(1x1) -2 66.8 57.1 
 

Table 2.4 Summary of the computed GaP(001), (114) and (136) surface energies and surface 
stoichiometries 

 

stability of the compensated GaP/Si(001) interface with respect to an abrupt one has been 

reported as well in references [32], [51] by calculating its relative formation energy. 

Compensated interfaces consist in intermixing Si-P or Si-Ga atoms at the interface layer. The 

most energetically stable compensated interfaces already known from the literature [51] are 

composed by Si/Ga(P) 0.5/0.5 ratio. They are called the 0.5 Si : 0.5 P–Ga and 0.5 Si : 0.5 Ga–P. 

These interfaces, unlike the abrupt ones, fulfill the ECM [32] which leads to a lower interface 

energy due to their higher stability. The determination of GaP/Si(001) absolute abrupt interface 

energy has also been attempted [52] but these studies were not taking into account the 

dependency to the chemical potential, as commented in reference [53]. Finally, a correct value 

of the GaP/Si(001) absolute abrupt interface energy has not been found yet.  

In this section, we present our DFT calculations to determine the GaP/Si(001) absolute 

abrupt and compensated interface energies as a function of the chemical potential. 
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2.8.1. DFT common computational details 

The slabs to determine the abrupt interfaces energies are shown in Figure 2.13(a-d), 

while for the compensated case they are shown in Figure 2.14(a-d). For each interface, the top 

surface is modeled by the stable reconstructions studied for the GaP(001): Ga-rich GaP(001)md 

(2x4) or P-rich GaP(001)(2x4) which obey to the ECM. All of the slabs are simulated with a 450Å-

thick vacuum region. Moreover, to avoid any surface/interface interaction, both the GaP and Si 

bulk are, in each case, at least 20Å thick each. More precisely, the slab length of Figure 2.13(a) 

and Figure 2.14(a) is 42.31Å while that one for Figure 2.13(b) and Figure 2.14(b) is 43.62Å. 

Instead, the slabs in Figure 2.13(c) and Figure 2.14(c) are 45.04Å long and finally the Figure 

2.13(d) and Figure 2.14(d) slab length is 40.95Å. For each slab, the basis vectors length are 

15.44Å and 7.72Å. We choose the Si(001) as bottom surface of each case investigated. Finally, 

the entire GaP together with the two first layers of silicon at the interface was relaxed, while the 

rest has been frozen.  

 

2.8.2. Compensated interfaces 

Building compensated interfaces consists in intermixing Si-P or Si-Ga atoms at the 

interface layer. For this study,  we took into account the most energetically stable structures 

[51] where the Si/Ga(P) ratio is 0.5/0.5. They are called the 0.5 Si : 0.5 P–Ga and 0.5 Si : 0.5 Ga–

P. The most important difference with respect to the abrupt interfaces is that these intermixed 

ones fulfill the ECM [32] which leads to a lower interface energy because of their higher 

stability. The 0.5 Si : 0.5 P–Ga interfaces with  P-rich GaP(001)(2x4) and Ga-rich GaP(001)md 

(2x4) surface are presented in Figure 2.14(a) and (b) respectively. While the 0.5 Si : 0.5 Ga–P 

with P-rich GaP(001)(2x4) and Ga-rich GaP(001)md (2x4) surface respectively, are shown in 

Figure 2.14(c) and (d). 
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Figure 2.13 Slabs used for the DFT calculation of absolute interface energy of the Ga-Si interface 
with(a) P-rich GaP(001)(2x4) and( b) Ga-rich GaP(001)md (2x4) top surfaces reconstructions. 

Slabs used for the DFT calculation of absolute interface energy of the P-Si interface with( c) P-
rich GaP(001)(2x4) and d) Ga-rich GaP(001)md (2x4) top surfaces reconstructions.  
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Figure 2.14 Slabs used for the DFT calculation of absolute interface energy of the 0.5 Si: 0.5 P–
Ga compensated interface with (a) P-rich GaP(001)(2x4) and (b) Ga-rich GaP(001)md (2x4) top 
surfaces reconstructions. Slabs used for the DFT calculation of absolute interface energy of the 

0.5 Si : 0.5 Ga–P compensated interface  with (c) P-rich GaP(001)(2x4) and (d) Ga-rich 
GaP(001)md (2x4) top surfaces reconstructions. 
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2.8.3. Abrupt and compensated interface energies calculation 

In the following, the interface energy will be noted ߛଢ଼ , and expressed in meV/Å². X 

makes reference to the studied interface. Y and Z are the top and bottom specific surfaces of 

the slabrelated to the two considered materials. We are aware that the interface energies do 

not depend theoretically of the used top and bottom surfaces, but different slabs have been 

used to validate the method, and check uncertainties on the result. Here, the X interfaces for 

Silicon and GaP materials are Si-Ga or Si-P, abrupt or compensated.  

 

 

 
N 

[NP-NGa] 

Energy  
[meV/Å²] 

P-rich Ga-rich 
Abrupt interfaces ߛୋaP ሺଵሻ ଶxସSi ሺଵሻௌ−ீ ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻௌ−ீߛ 40.8 72.0 4-  �−ୋaP ሺଵሻ ଶxସSi ሺଵሻௌߛ 38.5 69.7 4-   +4 

 
25.9 

 
�−ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻௌߛ 57.1  +4 27.3 58.4 

Compensated interfaces ߛୋaP ሺଵሻ ଶxସSi ሺଵሻ.ହSi:.ହP−ୋa ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻ.ହSi:.ହP−ୋaߛ 28.3 28.3 0  ୋaP ሺଵሻ ଶxସSi ሺଵሻ.ହSi:.ହୋa−Pߛ 26.2 26.2 0  ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻ.ହSi:.ହୋa−Pߛ 24.7 24.7 0   0 22.1 22.1 
 

Table 2.5 Abrupt and compensated GaP/Si interface energies computed by DFT. N is the 
stoichiometry of the interface 

 

The equation is the following:  
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ଢ଼ߛ = ௦௧ܧ − ∑ ሺܧ௨ + ௦௨ ߛ� ሻ=, �  

 

 (2.26) 

where ܧ௦௧  is the total energy of the slab, ܧ௨  and ߛ௦௨  are respectively the energy of the 

bulk material i and the specific surface energy for material i (with Y and Z). Then, we can rewrite 

this overall relation for our specific case such as: 

 

Interfaces � ௦ܰ � ௦ܰ௨்  � ܰ௧ ߛୋaP ሺଵሻ ଶxସSi ሺଵሻௌ−ீ ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻௌ−ீߛ 4- 2    2-  �−ୋaP ሺଵሻ ଶxସSi ሺଵሻௌߛ 4- 4- 8-  �−ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻௌߛ 4+ 2 6  ୋaP ሺଵሻ ଶxସSi ሺଵሻ.ହSi:.ହP−ୋaߛ 4+ 4- 0  ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻ.ହSi:.ହP−ୋaߛ 0 2 2  ୋaP ሺଵሻ ଶxସSi ሺଵሻ.ହSi:.ହୋa−Pߛ 0 4- 4-  ୋaP ሺଵሻ ଶxସmୢSi ሺଵሻ.ହSi:.ହୋa−Pߛ 0 2 2   -4 -4 0 

 

Table 2.6 Abrupt and compensated interfaces stoichiometry   � ܰ௧ =  � ௦ܰ −� ௦ܰ௨்  

ଢ଼ߛ  = ௦௧ܧ − ீܰ�ீߤ�ீ�−௨ − ሺ �ܰ − ீܰሻߤ� − ௌܰܧ௨ௌ − ௦௨ ௌߛ� − ��௦௨ீߛ�  
 (2.27) 

 

where ܧ௦௧  is defined above, ீܰ� is the number of GaP pairs,  ீܰ and  �ܰ are respectively 

the number of Ga and P atoms of the slab investigated, ீߤ�ீ�−௨ and ߤ� are the chemical 

potentials of the bulk GaP and of the species P and A is the surface area.  ܧ௨ௌ  is the silicon bulk 

energy while ௌܰ  is the number of silicon atoms. ߛ௦௨ௌ  and ߛ௦௨ ீ�   are the specific bottom and 

top surface energy per unit area. The chemical potential of species P varies in the same interval 
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range than the GaP surfaces case (see previous sections). All the energy values are summarized 

in Table 2.5.  

We can see that the abrupt interface energy varies with the chemical potential while the 

compensated ones are constant. This is related to their stoichiometry which can be determined 

by the following equation: � ௦ܰ = � ௦ܰ௨் + � ܰ௧ + � ீܰ�௨  (2.28) 

 

where  � ௦ܰ ,  � ௦ܰ௨்  , � ܰ௧ and � ீܰ�௨  are respectively the slab, the top surface, 

the interface stoichiometry and the GaP bulk stoichiometry which is by definition equal to zero 

(without any doping). Their values are presented in Table 2.6.  

 

Figure 2.15 Interface energies incertitude diagram of both compensated an abrupt absolute 
interface energies computed by DFT.  The width of each energy corresponds to the numerical 

uncertainty.  As reported in [33] the compensated 0.5 Si : 0.5 Ga-P and 0.5 Si : 0.5 P-Ga energies 
are more stable with respect the abrupt ones because they fulfill the ECM criterion. Moreover, 

their energy do not vary withàtheàĐheŵiĐalàpoteŶtialàȴµP, as expected because of their 
stoiĐhioŵetƌǇà;ȴN=ϬͿ 

 

The width of each energy corresponds to the numerical uncertainty. Indeed, for verifying the 

results for a given interface, its absolute energy was determined by considering two different 
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surfaces. The energies associated to the two different cases determine the bounderies of each  

interval of uncertenity. Moreover, since the compensated interfaces are stoichiometric, their 

energies are constants with the chemical potential. Instead, the abrupt interfaces are not, so 

their energies vary with the chemical potential. 

We can conclude that the Si-Ga interface is always more stable in Ga-rich environment 

while the Si-P interface is stable in the P-rich one. Moreover, this is independent of the kind of 

surface considered with a small numerical absolute error which is around 2.6 meV/�ଶ. Finally, 

the absolute variation of the interface energy from P-rich to Ga-rich conditions is of 31.2meV/Å² 

for both Si-Ga and Si-P abrupt interface respectively, which is expected, given the opposite 

stoichiometry of the two interfaces. The compensated absolute interface energy is constant 

ǁithà theà ĐheŵiĐalà poteŶtial,à asà eǆpeĐtedà ďeĐauseà ofà theiƌà stoiĐhioŵetƌǇà ;ȴN=ϬͿ,à aŶdà theà

numerical absolute error is still small (2.35 meV/�ଶ). The compensated and abrupt interface 

energy ranges as a function of the chemical potential are plotted in Figure 2.15. 

 

2.9. Conclusions 

In this chapter, we presented a thorough investigation of GaP and Si surface/interface 

energies by DFT.  We have calculated the surface energies of Si(001) surfaces with and without 

steps. We have shown that the steps do not impact too much the silicon surface energy.  We 

then computed the non-polar GaP(001) and polar GaP(114) and GaP(2 5 11) surface energies by 

using two different approaches depending on the different surfaces polarity. We verified the 

ECM criterion for every surface investigated, and showed that (114) and (2 5 11) facets are 

remarkably stable GaP surfaces. We also computed for the first time the absolute abrupt and 

compensated interface energies and confirmed the stability of the latter with respect to the first 

ones. The numerical errors associated to our DFT calculations are about 0.5meV for bulks, about 

1.5meV/Å² for surfaces and 6meV/Å² for interfaces. However, we systematically compared, 

when possible, our results with the literature. Furthermore, interpretation of these results 

including errors does not affect the physic and the general tendency.   

These results will be at the heart of the discussions and calculations performed Chapter 

3 and Chapter 5. 
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Chapter 3 : Description of III-V/Si epitaxial growth 

processes 

Integrating monolithically III-V semiconductors on group-IV ones is often considered as 

the ultimate step for the co-integration of photonics (such as lasers, passive devices) with 

electronics, or the development of high efficiency multijunction solar cells [1], [2]. The main 

issues of polar on nonpolar epitaxy to overcome were soon identified in the early ϴϬ͛sà[3],[4]. 

But since the interplay between three-dimensional (3D) growth modes, strain relaxation, 

antiphase domains, and other defects was never clarified, researchers preferentially developed 

defect filtering strategies using thick III-V buffers grown on silicon [5]. Reaching higher photonic 

integration levels now requires a deep understanding of the processes involved at the early 

stages of III-V/Si heterogeneous epitaxy. That is why they are going to be investigated in this 

chapter. 

This work has been performed in collaboration with S. Charbonnier and P. Turban (IPR-

STM), M. Vallet and A. Ponchet (CEMES-TEM and Wulff-Kaishew analysis), L. Pedesseau, R. 

Bernard, A. Létoublon, N. Bertru, A. Le Corre, and C. Cornet (FOTON- GaP/Si MBE, AFM, DFT), L. 

Cerutti , J.-B. Rodriguez and E. Tournié (IES-GaSb/AlSb MBE), S. Rennesson and F.Semond ( 

CRHEA: AlN/Si MBE) and G. Patriarche and L. Largeau (C2N-STEM). I was personally involved in 

the density functional theory (DFT) calculations for determining the surface and interface 

energies, interpretation of the experimental results and thermodynamic description.  

The work reported here has been partly published in Physical Review Materials as a Rapid 

communication [6]. 

 

3.1. State-of-the-art 

Summarizing the large literature on the subject is hopeless, but we would like to emphasize three 

major physical concepts about III-V/Si growth that are usually presented as implicit underlying 

statements and that are in close relationship with the present work. 
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First, the origin of antiphase domain (APD) formation is commonly attributed to either Si 

single steps or an incomplete group-III or group-V initial coverage of the Si surface (Chapter 1, 

Figure 1.18). This general picture, described in detail by Kroemer [3], is today considered as the 

main motivation for using misoriented Si substrates, in order to promote bi-step formation, and 

theoretically hamper the formation of antiphase boundaries. 

Second, the origin of the commonly observed 3D islanding during III-V/Si growth was 

frequently ascribed to strain relaxation processes, for instance, in the case of GaAs on Si [4], [7] 

since most III-V semiconductors are lattice mismatched to the silicon. It was also noticed that for 

mismatched semiconductors, significant densities of dislocations are generated well before 

island coalescence. However, 3D islanding was also already reported in quasi-lattice-matched 

systems such as GaP/Si [8]. 

Finally, III-V/Si interface atomic arrangement was theoretically addressed on the basis of 

density functional theory (DFT) calculations. This was, for instance, discussed in relation to 

GaAs/Si [9] or more recently to GaP/Si [10]–[12]. Highlights were given on the fact that abrupt 

III-Si or V-Si interfaces are not always the most stable configurations, depending on the group-

III/group-V chemical potentials. Indeed, some charge-compensated interdiffused interfaces 

following the electron counting model criteria [13] were found to be remarkably stable [10], 

[11], [14], [15]. 

 

3.1.1. 3D islanding of different III-V/Si systems 

3D islanding is first investigated through three different III- V semiconductor materials 

because they allow one to span the initial epitaxial stress from compressive (AlSb/Si) to tensile 

(AlN/Si) through near zero (GaP/Si). To study the compressive epitaxial stress case, a 

GaSb/AlSb/Si system was investigated. Samples have been grown at IES and transmission 

electron microscopy (TEM) was performed at C2N. It is shown in Figure 3.1(a). The 6°-off (001) 

Si substrate was first prepared ex situ according to the procedure described in ref.[16] before 

being loaded into the molecular beam epitaxy (MBE) reactor. The substrate temperature was 

then ramped up to 800°C at  20°C/min and then immediately cooled at the same rate down 

to 500°C, without any intentional flux (all shutter cells being kept closed). MBE growth was 
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initiated by simultaneous opening of Al and Sb shutters to grow 5 nm AlSb. Next, a thick GaSb 

layer was grown. The whole structure was grown at 500 °C, measured by a pyrometer, and the 

growth rates were 0.35 ML/s for AlSb and 0.65 ML/s for GaSb. The GaSb/Si sample has been 

observed in cross-sectional view by Scanning Transmission Electron Microscopy (STEM) on an 

aberration corrected microscope Titan Themis 200. The thin foil has been prepared by focused 

ion beam (FIB) following the [110] axis (parallel to the vicinal 6° misoriented surface steps). The 

FIB preparation has been followed by a cleaning with argon milling at low voltage (1.5kV) during 

nine minutes to remove the material redeposition (gallium and antimony) during the FIB 

process.  

 

Figure 3.1 3D islanding in various III-V/Si material systems. (a) Cross-sectional STEM-EDX image 
of GaSb/AlSb layers grown on Si(001)- 6°-off, showing the Ga and Al concentrations, and high-

resolution STEM imaging of the AlSb/Si interface; dislocations are surrounded. 
(b) Plan-view STM imaging of a 3-nm-thick GaP deposition on Si(001)-6°-off(100x100݊݉ଶ ; vertical 

color scale: 0–5.1 nm). 20x20݊݉ଶinset shows the atomically resolved morphology of the 
individual island marked with a black cross, with {136} facets and an antiphase boundary. STM 

image was differentiated to enhance atomic contrasts. (c) Cross-sectional high-resolution TEM 
image of a 2-nm-thick AlN deposition on Si(111). 

 

 

For the near zero epitaxial stress case, GaP/Si sample, presented in Figure 3.1(b), has 

been grown by MBE on a HF-chemically prepared  Si(001)  substrate,  with  a  6°  miscut  toward 

the [110] direction [17]. Samples have been grown at FOTON, and transferred to IPR for STM 

measurements. The substrate has been heated at 800°C during 10 minutes to remove hydrogen 
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at the surface, and a 3-nm thick GaP/Si deposition was performed at 350°C, with a subsequent 

500°C for 5 minutes annealing and a cooling under phosphorus following the approach 

developed in previous studies, that avoids surface modifications during the subsequent As-

decapping process in the Scanning Tunnelling Microscopy (STM) chamber [17]–[19]. During the 

5 minutes annealing, the RHEED diagram did not evolve. After MBE growth, an amorphous thick 

As capping layer was deposited on the GaP/Si(001) films at cryogenic temperature, allowing the 

transfer of the sample to the ultra-high vacuum STM chamber experiment, as already discussed 

in ref. [20].  Complete thermal desorption of the As protective layer was obtained at 500°C and 

allows STM observations of the GaP films. STM was performed at room-temperature in the 

constant current mode of operation. Tungsten electro-chemically etched tips were used. Raw 

STM images were simply corrected by subtraction of a basal plane. The (136) crystallographic 

planes of the GaP island facets were unambiguously identified by measuring the facet angle 

with respect to the basal plane. This was further confirmed by identification of the atomic 

arrangement of the (136) facets previously observed in ref. [20]. We also note here that 

alternated growth technique such as migration enhanced epitaxy (MEE) are sometimes used to 

promote the 2D planarity of the layers [21]. However, STM measurements performed on GaP/Si 

suggest that alternated growth on the contrary leads to higher density of smaller islands, with 

earlier coalescence, which may be misinterpreted as a 2D layer in conventional resolution- 

limited atomic force microscopy. As previously shown in Chapter 2, section 2.5.1, it has been 

shown that {136} facets do not respect the electron counting model. Consequently, as already 

proposed in GaAs, the {136} facet reconstruction will be changed to the stable {2 5 11} one for 

the surface energy calculations. The very small difference of facets orientation remains fully 

compatible with the STM observations presented here. The full justification of this change has 

been explained in Chapter 2. 

To investigate the case of tensile stress, AlN/Si sample (Figure 3.1(c)) has been grown by 

MBE in a RIBER Compact 21S reactor at CHREA. A cold-neck solid source is used for Al whereas 

ammonia is used as N source (NH3-MBE). The nominal Si(111) substrate is HF-chemically 

prepared. After introduction in the growth chamber, the substrate is heated at 780°C to desorb 

hydrogen atoms, giving rise to a (7 x 7) surface reconstruction. In order to promote large and 
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well defined terraces, the Si substrate was flashed at 1200°C (read by a pyrometer). While 

cooling down, we observe serval orders of the (7 x 7) surface reconstruction, indicating that the 

Si surface is clean and well ordered. Then the AlN nucleation starts at 600°C, following the 

procedure described [22], and the growth temperature is raised up to 1030°C. The AlN growth 

rate is of 100nm/h. For the purpose of this study, a very thin AlN layer is grown without 

rotation, which results in a nominal thickness varying from 1.6 to 2.3-nm along the substrate 

diameter. The AlN/Si sample for TEM observation (at CHREA) is prepared using a conventional 

technique, involving mechanical thinning followed by ion-milling using Ar+ at 0.5-5 keV, by pure 

mechanical wedge polishing or by focused ion beam. Cross-sectional view is observed in a JEOL 

2100F microscope. 

In Figure 3.1(a), the STEM energy-dispersive x-ray spectroscopy (EDX) images are given for 

AlSb/Si-6°-off islands (5 nm), buried in a GaSb matrix, with corresponding Ga and Al contrasts. A 

high-resolution transmission electron microscopy (TEM) image of the interfacial misfit 

dislocation network is also given. Figure 3.1(b) displays the STM in-plane image of a 3-nm GaP/Si- 

6°-off deposition, a very early stage of growth, as compared to previous studies [18], [19]. The 

inset shows the atomically resolved typical morphology of one individual island at the surface, 

where {136} facets can unambiguously be identified [20], together with a trench that shows the 

emergence of an antiphase boundary. Figure 3.1(c) shows the cross-sectional high-resolution 

TEM image of a 2-nm AlN/Si(111) deposition.  

From these experiments, some important conclusions can already be made. First, in the 

various experiments performed on the three material systems, 3D islands were always 

observed, and the presence of a wetting layer was not clearly or systematically evidenced (see 

Figure 3.1(a) and (c), for instance), which confirms the partial wetting of III-V on Si, i.e., the 

Volmer-Weber growth mode, independently of the strain state [7], [8]. We believe that this is a 

general behavior of III-V/Si heteroepitaxial systems even when alternated growth techniques are 

used [21]. We will strengthen this assumption later on. Here, we note that the III-V/Si Volmer-

Weber growth mode does not a priori hamper the Si surface to be terminated with a single 

monoatomic layer of group-III, group-V, or another element rising from the epitaxial reactor 

background. The impact of such a passivating layer will be discussed later.  
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It is also remarkable that in both AlSb and AlN material systems, the misfit is so large 

that the III-V material relaxes very rapidly. Even if the relaxation process is not similar in Sb- and 

N-based materials, complete strain relief is nearly achieved at only 1 nm of the interface. Figure 

3.1(a) also illustrates that the island size is much larger than the typical distances between 

dislocations. It was already reported that dislocations appear well before the islands coalesce [7], 

and we note that the observed islands are nearly perfectly faceted well after crystal plastic 

relaxation. This suggests that the elastic relaxation of strain [23] is not contributing significantly 

to the energy balance of individual islands. Here, we conclude that surface/interface energies 

play a crucial role in III-V/Si 3D islanding. 

The last important conclusion that can be drawn from the experiments is the 

monodomain character of the observed single islands. In Figure 3.1(b), most of the individual 

grains have a homogeneous morphology. The largest homogeneous islands (without APDs) are 

likely a consequence of smaller islands coalescing. Neighboring smaller islands are also visible, 

with a clear separation between them that seems to hamper the coalescence (shown with the 

green dashed line in the inset of Figure 3.1(b)). The atomic structure of one individual island 

shown in the inset of Figure 3.1(b) evidences the monodomain character of the island and the 

presence of {136} facets. Therefore, from cross-sectional TEM and plan-view STM experiments it 

is clear that individual III-V/Si islands remain monodomain. This observation is in agreement 

with the work of Akahane et al. [24] where individual AlSb or GaSb islands on Si were observed, as 

illustrated in Figure 3.2. The anisotropy of individual islands was demonstrated along either the 

[110] or the [1-10] silicon crystallographic axis, demonstrating the monodomain character of the 

single islands, and the overall bidomain distribution of the island population. The size of the 

islands presented in Figure 3.1 (a) and (b) is also interesting. Both GaP and AlSb epilayers were 

grown on Si(001)- 6°-off substrates, where atomic (biatomic) steps are separated on average by 

1.29 (2.58) nm. Monodomain islands are significantly larger (10 nm), which contradicts the usual 

correlation made between monoatomic Si steps and APB formation (Chapter 1, Figure 1.18)[3].

 To complete the picture, we note that the average spacing between islands (10 nm) in 

Figure 3.1(b) corresponds well to the APD correlation length measured on the thicker epilayers  
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Figure 3.2 (a) 5x5µm2 AFM image of 5nm GaSb island grown on Si substrate (b) 1x1µm2 AFM 
image of 5no AlSb islands grown on Si substrate 

 

grown under the same conditions (8–12 nm) [25]. Finally, the impact on the structural quality of 

III-V/Si epilayers by III-V islands coalescence was highlighted [8], [26].  

In the following, we will discuss in terms of thermodynamics the 3D islands formation 

focusing on the GaP/Si system, through the surface and interface energies estimated by ab-

initio calculations explained in Chapter 2.   

 

3.1.2. Solid wetting theory applied to GaP/Si 

In a first and general description, the III-V/Si wetting properties can be examined within the 

Young-Dupré spreading parameter Ω [27]: Ω = γሺSiሻS − γሺ୍୍୍−VሻS − γሺ୍୍୍−V/Siሻi   (3.1) 

  

where ߛሺூூூ−�ሻௌ  and ߛሺௌሻௌ  are the surface energies of the most stable III-V facet that would be 

involved in the two-dimensional (2D) growth on the substrate and of the silicon surface, 

respectively, and ߛሺூூூ−�/ௌሻ  is the interface energy between the III-V semiconductor and the Si. 

A positive value of ߗ corresponds to perfect wetting conditions, while a negative value 

corresponds to partial wetting, i.e., a Volmer-Weber growth, or perfect nonwetting conditions. 
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However, the evaluation of ߗ requires the accurate determination of surface and interface 

energies, which has been done for GaP in this work. 

 

 

 

Table 3.1 GaP and Si surface and interface energies determined by DFT 
 

To this aim, different absolute surfaces and interface energies of interest were computed via 

DFT calculations (as illustrated in Chapter 2). The silicon surface energy was already widely 

discussed [28]–[30]. Silicon surfaces with or without steps have been considered in this work, 

and we found that the presence of steps at the silicon surface (at least for a miscut below or equal 

to 6°) does not significantly change the silicon surface energy range (87-93 meV/�ଶ). For GaP 

the situation is different, as the surface energies depend on the reconstruction of the facet, on 

the chemical potential, and therefore on the growth conditions used (P or Ga rich). Calculations 

show that the {136} surface energies of GaP are in the same range as the {001} ones, as already 

found for GaAs [31]. Finally, abrupt Ga-Si or P-Si (001) GaP/Si interface energies also depend on 

the chemical potential [10], [11]. In a first approximation, we do not consider the charge 

compensated interfaces that may further stabilize the interface [11]. The results obtained from 

ab-initio calculations explained in Chapter 2, were reported in Table 3.1.  

The spreading parameter ߗ is then plotted in  Figure 3.3(a)  as a function of the 

phosphorus chemical potential variation Δ ߤ = ߤ− ߤP−௨ (ߤ is the chemical potential of P 
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atoms, ߤP−௨;  see details in Chapter 2), where the right (left) side corresponds to P-rich (Ga-

rich) limit conditions [10]. 

 

 

 

Figure 3.3 (a) Spreading parameter vs the chemical potential variation for the deposition of 
GaP/Si, with P-Si and Ga-Si abrupt interfaces. (b) Spreading parameter vs substrate surface 

energy in P- and Ga-rich conditions with a Ga-Si interface 

 

The calculation is presented both for the P-Si and the Ga-Si abrupt interfaces, with a DB -

stepped Si surface. The most stable {001} surface reconstruction was always considered at a 

given value of the chemical potential, explaining the slope variation of ߗ around -0.52 eV. 

Regardless of the chemical potential and the interface, ߗ remains negative, indicating partial 

wetting conditions, even if in extreme P-rich conditions with a P-Si abrupt interface, the 

accuracy of the DFT calculation does not allow one to conclude unambiguously on the sign of ߗ in this very narrow window. Considering that most III-V semiconductors have the same 

surface energy orders of magnitude, this conclusion (partial wetting conditions) can be extended 

to most III-V semiconductors deposited on Si. In the following, the abrupt Ga-Si interface will be 

chosen for illustration. 

In Figure 3.3(b), the spreading parameter is plotted as a function of the substrate surface 

energy in P- and Ga-rich conditions. ߗ increases with the substrate surface energy,  as expected  

by definition. In the same plot, we have also reported typical surface energy ranges of some 
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commonly used starting Si surfaces (passivated or unpassivated) already considered in the 

literature, such as Si(001), Si(111), SiH2, SiAs, SiP, or SiO2 (e.g., Refs. [32] or [33]). Here, SiX stands 

for the X-terminated Si surface. The vertical positioning of the different SiX surfaces has no 

physical meaning. The impact of surface pretreatment or orientation on interface energy is not 

taken into account. We here conclude that any Si surface pretreatment or passivation will tend 

to stabilize the highly reactive nude Si surface, and thus favor partial wetting conditions, 

strongly reducing the hope to reach complete III-V/Si wetting conditions in real epitaxial 

chambers where the passivation can be intentional or nonintentional.  

 

3.2. Free-energy calculations from the equilibrium shape given by the Wulff-

Kaishew theorem 

To complete the picture at the submonolayer scale, and evaluate the relative 

contributions of stress relaxation and surface/interface energies, one needs to compute the free 

energy variations during the epitaxial growth of III-V/Si islands. To this aim, the precise 

knowledge of the equilibrium shape (the most stable island geometry) is needed, that is usually 

given by the so-called Wulff-Kaishew theorem [34]. In the following, I will remind the approach 

proposed by Wulff and Kaishew to determine the crystal shape in equilibrium conditions.  

The notion of equilibrium shape (ES) has been a subject discussed since the end of XIXth 

century when Gibbs [35] stated that the equilibrium shape of a free crystal, at constant volume, 

is the one that minimizes its total surface free energy. The subject was also discussed by Curie 

[36] who introduced a proportional relation  between ℎ  (distance from the center of the crystal 

shape to the surface ܵ) and the surface free energy ߛ ,without specifying the constant of 

proportionality [35].  In ϭϵϬϭ,àWulff͛sà theoƌeŵà [34], [37]  clarified the proportionality  ߛ/ℎ, 
defining the equilibrium shape as the inner part of a polyhedron formed by � facets (having a 

surface energy ߛ)  perpendicular to directions n, at distances ℎ  from the ES center called Wulff 

point in Figure 3.4(a). The theorem had no proofs but it was later demonstrated by different 

authors such as Liebmann, Laue and I.N Stranski [35],and references herein.   

The Wulff theorem derived by I.N Stranski with the so-called generalized Gibbs-Thomson 

equation [38], reads:  
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∆µʹݒ =  ℎ  (3.2)ߛ

  

where ∆µ is the thermodynamic supersaturation given by ݇Tlnሺ�/ ∞ܲ), where ݇ is the 

Boltzmann constant while ܲ and ∞ܲare the vapor pressure and the crystal vapor saturation 

pressure. Finally ݒ is the volume occupied by each molecule, transferred from vapor phase to 

the crystal. The equation (3.2) states that the ESs, whatever their size, are self-similar [34], as 

shown in Figure 3.5(a) where the self-similar ESs have a common Wulff point O. This is the case 

for a free crystal.  

 

 

Figure 3.4 (a) Free crystal polyhedral equilibrium shape formed by i facets of surface ܵ (and 
surface energy ߛ)  perpendicular to directions n at distances ℎ  from the Wulf point. (b) ES for a 

supported crystal where ℎ(ℎ) is the distance of the facets parallel (Perpendicular) to the 
interface, with surface  ܵ (ܵ) and surface energy ߛ(ߛ).  ℎ  is the distance from the Wulf 

point and the interface. (c) ܪ = ℎ + ℎ  varies as a function of the position of the crystal with 
respect to the substrate, when the interface is above (below) the Wulf point ℎ > Ͳ (ℎ < Ͳ)  

 

The equation changes when a crystal, of matter A for instance, is deposited on a 

substrate B. Indeed, the latter must be taken into account to determine the crystal equilibrium 

shape. Kaishew [39] explained (in the case of a non-coherent epitaxial growth) how the Wulff ES 
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is affected by the presence of a substrate as illustrated in Figure 3.4(b), where the polyhedral 

crystal A (in  green) is accommodated on a substrate B. The interface AB is represented with a 

pink line.àTheàpolǇhedƌoŶ͛sàplaŶesàpaƌallelà;peƌpeŶdiĐulaƌͿàtoàsuďstƌate have a surface ܵ(ܵ), a 

surface energy per unit area ߛ(ߛ) and a distance ℎ(ℎ) from the Wulff point. The latter can 

be above or below the substrate as a function of  ℎ  that is the distance between the Wulff 

point and the interface AB (with interface energy per unit area  ߛ). This point will be explained 

in detail in the following. Finally, the distance from the interface to the crystal surface ܵ is H= ℎ + ℎ. See Figure 3.4(c). In the case  of the Wulff-Kaishew theorem, the free energy change ∆ܨ to form the  crystal is given by [40]: 

ܨ∆ = µܨ∆ + ௌ&ܨ∆ = −ܰ∆µ + ߛ∑ ܵ + ܵሺߛ −  ሻ  (3.3)ߛ

  

The first term ∆ܨµ = −ܰ∆µ represents the chemical work spent to form the crystal where ∆µ is 

the supersaturation and N is the number of molecules in the crystal. These parameters were 

already mentioned previously. The second term ∆ܨௌ& = ∑ ߛ ܵ≠ + ܵሺߛ −  ሻ is relatedߛ

to the formation of the surface and interfaces for a crystal having � facets of area ܵ whose 

surface energy is ߛ ܵ , while ܵ is the contact area, ߛis the interfacial energy per unit area 

and ߛ is the surface energy per unit area for the free substrate B [34]. By applying the 

minimum of the crystal free energy  given by d∆ܨ = Ͳ [40], Wulff-Kaishew theorem is 

expressed as: γihi = ∆µʹ� = γ − γh  
 (3.4) 

  

Equation (3.4) can be written as:  ℎℎ = ߛ − ߛߛ  
 (3.5) 

  

Thus, when  ߛ − ߛ > Ͳ (ߛ − ߛ < Ͳ), ℎ > Ͳ (ℎ < Ͳ), the Wulff point is above (below) 

the interface, as illustrated In Figure 3.4(c).  
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It is possible to write the equation (3.4) as a function of the adhesion coefficient 

between two crystals, which expresses the energy needed to separate them. It is given by the 

following equation [40]: ߚ = ߛ − ߛ + ߛ = ߛʹ +  (3.6)  ߗ

  

thus, equation (3.4) becomes:  ߛℎ = ∆µʹݒ = ߛ − ℎߚ  
 (3.7) 

  

That can be written as: ℎℎ = ߛ − ߛߚ  
 (3.8) 

  

 

 

 

Figure 3.5 ES in the Wulf-Kaishew theorem hypothesis. (a) In the case of a free crystal (0= ߚ) the 
ES are self smilar and they have a common Wulf point. In the case of a supported crystal the 

Wulf point moves (ܱ ⟶ ܱ′ ⟶ ܱ′′) (b) above the interface when ℎ > Ͳ and ߛ> ߚ(c) at the 
interface (ܱ = ܱ′ = ܱ′′= S)  when  ߛ= ߚ and ℎ = Ͳ and (d) below the interface when when ℎ < Ͳ and ߛ <   the growth is 3D. Courtesy of [34]ߛʹ> ߚ In these three cases, since . ߚ
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In conclusion, according to the Wulff-Kaishew theorem, the self-similarity is preserved 

but the ES is truncated by the substrate. This truncation is taken into account by the adhesion 

coefficient ߚ.   
To summarize, the crystal growth is achievable when the chemical potential variation is 

positive (∆µ > Ͳ), which means that the vapor partial pressure is greater than the crystal vapor 

saturation pressure. Otherwise the crystal growth is not achieved [40]. When ∆µ>0, different 

growth modes can be identified as a function of the adhesion coefficient value:  when 0= ߚ, the 

ĐƌǇstalàisàfƌeeà;Wulff͛sàtheoƌeŵàĐoŶditioŶsͿàFigure 3.5(a). The 3D growth region corresponds to 

values when ߚ − ߛʹ < Ͳ, thus when 0>ߗ. These are the partial wetting conditions which 

correspond to Volmer-Weber growth. Otherwise, we are in the 2D growth conditions (complete 

wetting) [40]. In the 3D growth (when ߚ − ߛʹ < Ͳ)  the self-similar ES varies and the Wulff 

point moves (as mentioned above) as a function of ℎ  which depends on ߚ. Indeed, when 

0<  and ℎߛ> ߚ > Ͳ , the ESs are bottom-truncated polyhedrons with Wulff point above the 

interface (Figure 3.5(b)) ; when ߛ= ߚ and ℎ = Ͳ,  the ESs are half-truncated self-similar 

polyhedrons with the Wulff point at the interface (Figure 3.5(c)); finally when ߛ <   and ℎߛʹ> ߚ < Ͳ the ESs are truncated from the top so that just the summit emerges from the substrate. 

The Wulff point is below the interface. This is illustrated in Figure 3.5(d). 

 

 

3.2.1. Wulff-Kaishew theorem applied to GaP/Si system 

In the following we now compare two different situations: a 2D GaP island (with a one monolayer 

height, growing laterally) and a 3D truncated pyramidal GaP island in its Wulf-Kaishew 

equilibrium shape growing in an homothetic way on the silicon substrate, as depicted in Figure 

3.6(a). A careful STM image analysis has been performed on the data of Figure 3.1(b), which 

gives an average island height of 2.5 nm, and an average diameter of 11 nm, which leads to an 

average (miscut included) island contact angle of 27.04°. Among the different stable facets 

observed with GaP or GaAs materials that are mainly lying around the {001}, {111}, {136}, and 

{114}ones [20], [31], the measured contact angle can only correspond to the {136} ones  

(theoretical contact angle of 27.8°). We therefore model the GaP 3D islands by truncated 
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pyramidal structures composed of facets with an angle α=27.8°, having the surface energy of 

{136} facets. As explained in Chapter 2, the surface energy of this facet is taken from the {2511} 

one as it is the most stable configuration, and respects the electron counting model criterion. 

The pyramid has a square basis (length b1), a {001} facet on top (length b2), and grows in a 

homothetic way during the initiation steps. Truncated pyramid islands are chosen at their 

equilibrium shape determined by the Wulff-Kaishew theorem (section 3.2) [34] as schematized  

in a side-view in Figure 3.6(b). The height ℎ in our case is negative, that is why the Wulff point 

is positioned below the interface. 

 

 
Figure 3.6 (a) Sketch of the 2D and 3D GaP islands on Si. (b) Side view of the GaP trapezoidal ES 
formed by (001) and (136) facets (b) the pyramidal composition to determine the ratio b2/b1 of 

the GaP ES which is given by  P=P1-P2; The three pyramids P0, P1 and P2 have square basis 
b0,b1,b2, height h0,h1 and h2 respectively and they are formed by four 136 facets; ℎଵ is the 

distance between the wulf point and the (001) surface which corresponds to the top facet of the 
ES, ℎଵଷ is the distance between the Wulf point and the (136) facets and ℎ  is the distance 

between the interface, which is the basis of the ES, and the Wulf point. 
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To determine the equilibrium shape parameters, we considered three pyramids 

ܲ, ଵܲ, ଶܲ with a square basis length b0, b1, b2, and height  h0, h1, h2 respectively. Each one 

formed by four {136} equivalent facets. The trapezoidal shape, we are interested in, is given by 

the difference between the two pyramids P=P1-P2 with b2 as the basis on the top and b1 the one 

on the bottom. A side view of the scheme, we considered to determine our ES, is illustrated in 

Figure 3.6(c) with the following pyramids: in black ܲ, in red ଵܲ and in green ଶܲ.  The heights  

h001 and h136 are the distances between the {001} and {136}  facets respectively,  and  the Wulff 

point. 

 The aspect ratio  ܾଶ/ܾଵ defining the ES is then calculated. Thus, we need to know the 

two pyramids P1 and P2 aspect ratios ( ܾଵ/ℎଵ and ܾଶ/ℎଶ respectively ). ܾଶ/ܾଵ is given by:  

 ܾଶܾଵ = ℎଶℎଵ 
 (3.9) 

  

From the scheme in Figure 3.6(c), we also can determine ℎଵଷ, ℎ, ℎଶ and , ℎଵ which are given by 

the following equations:  

ℎଵଷ = ሻߙሺ ݊�ݏ (ܾʹ) 
 (3.10) 

  ℎ = ሻߙሺ ݃ݐ (ܾʹ) 
 (3.11) 

  ℎଶ = ℎ − ℎଵ 

 ℎଵ = ℎ + ℎ 

 (3.12) 

 

 

 (3.13) 

  

   

  ℎ , in equation (3.13), is an algebraic value that thus can be negative. From the Wulff theorem 

we know that: γଵhଵ = γଵଷhଵଷ 

 

 (3.14) 
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Using equation (3.10) it comes: 

ℎଵ = ℎଵଷߛଵଷ ଵߛ  = sin ሺߙሻ (ܾʹ)  ଵଷߛଵߛ

 
Substituting (3.11) and (3.15) in (3.12) we find  ℎଶ: 

   

(3.15) 

  

  

  ℎଶ = sin ሺߙሻ (ܾʹ) ( ͳc�sሺߙሻ −  (ଵଷߛଵߛ
      (3.16) 

  

  

  

For determining hଵ, we need to know ℎ  which is given by the Wulff-Kaishew theorem: ߛଵℎଵ = ߛ − ℎߛ   (3.17) 

  ℎ = ℎଵߛଵ  ሺߛ − ሻߛ = sin ሺߙሻ (ܾʹ) ߛ − ଵଷߛߛ  

 

 (3.18) 

  

substituting (3.11) and (3.18) in the (3.13) we can express ℎଵ as: 

ℎଵ = sin ሺߙሻ (ܾʹ) ( ͳc�sሺߙሻ + ߛ − ଵଷߛߛ ) 

 

 (3.19) 

  

Finally, the ratio b2/b1 is given by inserting equations (3.16) and (3.19) in (3.9) ܾଶܾଵ = ଵଷߛ − ଵଷߛሻߙଵc�sሺߛ + ሺߛ −  ሻሻߙሻc�sሺߛ
 (3.20) 

  

From the surface energies determined in Chapter 2, in P-rich conditions, b2/b1=0.05, while in 

Ga-rich conditions, b2/b1= 0.60. The aspect ratio is therefore highly dependent of the growth 

conditions used. We note here that the same analysis was recently performed by members of 

the ANTIPODE project on AlSb/Si islands [41].  

Instead, for the modeling of the 2D GaP island on Si, we model the top surface by a 

conventional {001} facet and keep a one monolayer height thickness; the 2D island is only 
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growing laterally. The edge energy is neglected, which gives a lower limit estimated around 103 for 

the total number of atoms composing the island. 

3.2.2. Total free energy variation during the GaP/Si epitaxial growth 

So far, the lattice mismatch between the crystal and the substrate was not considered. 

Indeed, in the GaP/Si ES presented in section 3.2.1, the elastic strain relaxation has been 

considered negligible. This will be confirmed in the following. In 2000, Muller and Kern [34] 

generalized the Wulff-Kaishew theorem taking into account the lattice mismatch. Indeed, they 

introduced the contribution of the epitaxial strain in the equilibrium crystal shape. They 

schematized the thermodynamic process to find the equilibrium shape of an epitaxial strained 

crystal as illustrated in Figure 3.7.  After the formation of a polyhedral crystal shape from an 

infinite reservoir of a crystal matter A (step 1), the crystal is accommodated on the substrate 

through an homogenous strain (step 2). The crystal shape formed in step 2 does not minimize 

its total free energy thus, it undergoes to an elastic relaxation which makes the crystal 

coherently strained to the substrate, lowering its elastic energy leading to the equilibrium 

shape. At the end of this process, the 3D crystal and the substrate are inhomogeneously 

strained [34]. 

 

 

Figure 3.7 Scheme of the thermodynamic process to form a crystal A coherently strained on a 
substrate B. Step 1, formation; step 2, homogeneous deformation for accommodation then 

adhesion; Step 3, inhomogeneous relaxation. Courtesy of [34] 
 

 

The free energy variation for describing this thermodynamic process is given by:  
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ܨ∆ = µܨ∆  + ܨ∆ + ௌ&ܨ∆ = −ܰ∆µ + ܴ�݉ଶߝ + ∑ ߛ ܵ≠ + ܵሺߛ −  ሻ  (3.21)ߛ

  

Where, with respect to the (3.3) a third term ∆ܨ, related to the elastic energy stored by the 

relaxed system, is considered. In this term ∆ܨ= ߝ݉ଶ�ܴ, ߝ is a combination of elastic 

coefficients of A, ݉ = ሺb − aሻ/a  is the epitaxial misfit between the crystal A of lattice constant 

a and the substrate B with a lattice constant b, V is the volume of the deposited crystal A and R 

(whose values belong to the range 0<R<1) is a relaxation energy factor. 

A detailed explanation of the (4.21) applied in our case is reported in the following. The 

total free-energy variation during the GaP/Si growth is calculated for the different 2D or 3D island 

configurations (illustrated in Figure 3.6(a)) by using equation (3.21) [34]. In our case ∆ܨ 

corresponds to the difference of free energy between an initial thermodynamic state with a total 

atom number N related to the sum of Ga and P atoms in a vapor reservoir together with a nude Si 

substrate, and a final state where the GaP crystal is formed on the Si. Thus, the first term is the 

chemical work needed to form the bulk crystal from an infinite reservoir. For the molecular 

beam epitaxy of GaP using a P2 source, it becomes: ∆ܨµ = ܰ�݈ܶ݊ ቆ ܲீ ሺ �ܲమሻଵ/ଶܲீ −∞ሺ �ܲమ−∞ሻଵ/ଶቇ 
 (3.22) 

  

where T  is the growth temperature, N the number of condensed atoms, PX the partial pressure of 

species X, �ଡ଼−∞ the saturation partial pressure of species X, and kB the Boltzmann constant. 

While T and PX are extracted directly from growth conditions, the saturation pressures have 

been precisely calibrated in Ref.[42](section 2.5.4.1) for GaP. The second term is associated with 

the elastic energy stored and is defined as: ∆ܨ = �݉ଶܨܴ =  ଶ  (3.23)ܨ∆ܴ

  

where m is the epitaxial misfit between the deposited material and the substrate, V the volume 

of the deposited crystal ܨ, a combination of the elastic coefficients Cij , and R the relaxation 

energy factor [34]. ∆ܨଶ is the elastic energy of a biaxially strained 2D layer [34]. Here, we take 

R=1 for the 2D GaP island growing on Si, and R=0.7 for the free elastic energy variation of the ∆ܨ-3D GaP island [43]. Finally, for a cubic crystal stressed in a (001) plane, ܨ is expressed as 
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ଵଵܥ) + ଵଶܥ − ʹ భమమభభ ). The third term corresponds to the formation of surfaces and interfaces, 

which is rewritten in the present case, 

ௌ&ܨ∆ = ሺூூூ−�ሻ,ௌߛ∑ ܵሺூூூ−�ሻ, + ܵሺூூூ−�ሻ/ௌሺߛሺூூூ−�/ௌሻ − ሺௌሻௌߛ ሻ   (3.24) 

  

where ߛሺூூூ−�ሻ,ௌ
 and ߛሺௌሻௌ are the surface energies of the j th III-V facet and of the silicon surface, 

respectively, ߛሺூூூ−�/ௌሻ
 is the interface energy between the III-V semiconductor and the Si, ܵሺூூூ−�ሻ,the surface of the j th III-V facet, and ܵሺூூூ−�ሻ/ௌ  the contact surface between the III-V 

and the Si. In this work, we neglect the vibrational contribution to the free energy, which is not 

expected to impact the main conclusions [44].  

The ∆ܨµ, ∆ܨ and ∆ܨௌ& are plotted in Figure 3.8 for both Ga- and P-rich conditions, 

and for the two types of islands, as a function of an increasing number of atoms. The energy 

gain provided by the crystal formation ∆ܨµ is partly counterbalanced by both ∆ܨ  and ∆ܨௌ&, the 

elastic and surface/interface contributions. A first conclusion that can be drawn is that, 

regardless of the phosphorus chemical potential, surface and interface energies always make a 

larger contribution to the energy variation than the elastic energy contribution. We also see 

that the contribution of the elastic energy is so weak that the relaxation of strain has no impact 

on the island morphology, which is thus mainly defined by surface/interface competition. Here, 

we note that R depends on the island shape. The energy gain provided by the transition of an 

equilibrium Wulff-Kaishew island (R = 0.7) and a similar nontruncated island (R = 0.6) is not 

sufficient to compensate the increase in the corresponding surface energy. This also applies for 

an island with {111} facets, where R = 0.3. Therefore, the gain provided by elastic relaxation is 

always several orders of magnitude lower than the corresponding surface/interface energy cost 

and therefore will not have any influence on the island shape. We finally evidence that, at a 

small deposited number of atoms, 2D islands may be more stable than 3D ones. A precise 

description of this process would, however, require taking into account edge energies, which is 

beyond the scope of this work.  

The importance of elasticity can be also discussed for other III-V semiconductors. For 

instance, the maximization of elastic energy in AlSb assuming a biaxial stress with R = 0.005 
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leads to ∆ܨ  ≈.ͷ�ͳͲଶeV for ͳͲatoms. This remains lower than typical surface/interface free-

energy variations. In addition, a significant contribution of misfit dislocations to the interface 

energies is also expected for mismatched systems. In the intermediate case of GaAs, where the 

relaxation occurs after some monolayers, elastic energy is expected to more seriously impact 

the island shape before relaxation occurs [34]. In any case, after plastic relaxation, surface and 

interface energy competition is clearly the most important contribution to the free-energy 

variation, and has a prominent role in defining the shape of the initial III-V/Si islands. 

 

 

 

 

Figure 3.8  The different contributions (∆ܨµ, ∆ܨ, ∆ܨௌ&) to the free-energy variation for 3D and 

2D GaP/Si islands with a Ga-Si interface 

 

3.3. General description of the III-V/Si epitaxial growth 

From these experimental and theoretical findings, it becomes clear that the physics of III-V/Si 

epitaxial growth is driven by the competition between III-V surface energies, Si surface energies, 
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and the III-V/Si interface energy. The main growth steps can be then derived and are 

represented in Figure 3.9. 

 

 

Figure 3.9 Description of the proposed III-V/Si Growth steps, with (a) the 35×35nm2 STM image 
of a stepped starting Si surface. The Si surface is then covered (b) at least partially with a 2D 
passivation layer. Nucleation starts (c) with local epitaxial relationships and crystal polarity. 

Some stable islands then grow (d), independently of Si steps. If two islands of the same phase 
coalesce (e), they will form a larger island. If two islands having different phases coalesce (f), 

antiphase boundaries will appear. 
 

Step (i): A thermal pretreatment of the Si surface possibly allows organizing Si steps [in 

monoatomic or biatomic layers for (001) substrates], giving rise to a statistically dominant 

monodomain or bidomain distribution at the Si surface. A 35×35 nm² STM image of a Si(001)-6°-off 

surface is provided for a realistic illustration in Figure 3.9(a), but the same process occurs on 

Si(111). We note here, that perfect monodomain surfaces is usually not achieved in realistic 

conditions, different polarities of the Si surface are observed at the surface most of the times. 
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Step (ii): The very reactive silicon surface is covered with a 2D complete or incomplete passivating 

layer (Figure 3.9(b)). This can be accomplished intentionally with hydrogen, for instance, in 

chemical vapor deposition reactors, or unintentionally with growth chamber residual atmosphere 

exposure, group-V initial exposure such as Si-As, Si-N, Si-Sb, or Si-P, or group-III initial exposure. 

This lowers the Si surface energy [see Figure 3.3(b)), and promotes partial wetting conditions. 

Step (iii): The nucleation starts and forms 2D or 3D small nuclei that can appear and disappear. 

This step is kinetically driven. The crystal polarity (we will use A and B to distinguish the two 

possible phases) of each nucleus is defined locally with respect to the silicon surface local 

orientation [Figure 3.9(c)]. 

Step (iv): Stable 3D islands are formed and grow (Figure 3.9(d)). The epitaxial relationship and (if 

necessary) dislocation network (including tilt, twist) are determined locally. Each island is 

monophase, because the energy cost to form an antiphase boundary is too large. Consequently, 

once an island is stable, its polarity is preserved during its subsequent growth by an adaptation 

of the charge-compensated interface structure, regardless of the nature of the steps at the 

surface. The density of such stable islands directly defines the subsequent density/size of APDs.  

This density is fully determined by the kinetics of nucleation [45], mainly imposed by the 

migration of group-III atoms, i.e., growth temperature, nature of group-III atoms used, V/III ratio, 

but also the vicinality used (numbers of steps at the surface), and the nature of the passivation 

layer at the Si surface. The comparison between Al and Ga group-III atoms in Ref. [24] perfectly 

illustrates this point. Indeed, a higher density of stable islands is obtained for AlSb/Si as 

compared to GaSb/Si, because the Al adatom diffusion length is known to be significantly lower 

than the one of Ga. Kinetics also explains why APDs observed in the literature are usually larger 

(i.e., lower density) on nominal substrates than on vicinal ones, due to the Ehrlich-Schwoebel 

barrier at the step edges during the diffusion processes. 

Step (v): Islands cover a large part of the Si surface, and coalescence occurs. If the two islands 

have the same phase, homophase coalescence leads to the formation of a larger island (Figure 

3.9(e)). In this process, different tilt, twist, and dislocation network structures within individual 

islands may impact the structural quality of the coalesced island. If the two islands have 

different phases, heterophase coalescence necessarily leads, in addition to all the previous 
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structural considerations, to the formation of an antiphase boundary (Figure 3.9(f)). The 

generation of APDs in III-V/Si epilayers is therefore not governed by the surface density of the 

monoatomic steps, as is usually suggested [3]. It is related to the initial ratio between type-A 

and type-B terraces area on Si surface before the III-V overgrowth. 

3.4. Conclusions 

Overall, we finally conclude that most of the structural defects usually formed during III-V/Si 

epitaxy (twist, tilt, imperfect dislocation networks, or APDs) fundamentally originate from the 

partial wetting of III-V semiconductors on silicon, without a significant impact of elasticity. This 

generalized description of III-V/Si growth processes opens different routes to deeply cointegrate 

photonics and electronics, or for the development of high efficiency photovoltaic or even water 

splitting devices. 
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Chapter 4 : Silicon growth and surface control for 

III-V/Si integration 

In this chapter, we focus on the chemical or physical preparation and homoepitaxial 

growth of silicon for further III-V semiconductor deposition. The reduction of contaminants 

either by annealing or by growth processes is first discussed. We then study the evolution of the 

monodomain/bidomain Si surface property, under different growth conditions, on nominal and 

vicinal substrates. Finally, we investigate the possibility to propagate or annihilate Antiphase 

Boundaries (APBs) by using thin AlGaP marker layers.  

This work has been performed in close collaboration with T. Rohel, R. Gautheron-

Bernard and C. Cornet (FOTON Institute: MBE, UHV-CVD, RHEED, AFM), S.Charbonnier and 

P.Turban (IPR: STM), M. Vallet and A. Ponchet (CEMES: TEM). I was personally involved in 

UHVCVD sample growth, RHEED&AFM measurements and analysis. 

In order to improve the III-V overgrowth on the Si substrate it is important to have a high 

quality (with low contaminant density, and monodomain) silicon starting surface, as mentioned 

in Chapter 3. In this chapter, a particular effort is done on the explanation of the different 

strategies we adopted, in order to avoid the risk of contamination and also to control the steps 

organization on Si(001) surface, whose atomistic description has been already introduced in 

detail in Chapter 2.  

 

4.1.  Si(001) surface chemical preparation and growth by UHV-CVD   

Silicon surface chemical or physical treatment is the first step before any III-V or Si 

epitaxial growth. Indeed, it allows in principle to remove the oxide, and to limit the surface 

contamination. In the following section, the surface treatments are introduced and the silicon 

growth process used is described.  
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4.1.1. Si(001) surface treatments  

Si(001) surface preparation is necessary for avoiding the presence of contaminants, such 

as oxygen or carbon atoms [1], in order to have a smooth and defect-free substrate. Indeed, the 

surface is highly sensitive to contaminants and very few of them can cause a rough and 

defective surface which can be detrimental either for the following III-V overgrowth or Si 

homoepitaxial growth.  

The silicon surface cleaning has been widely studied [2]. Indeed, ex-situ chemical surface 

treatments [3], [4] or in-situ through gases or thermal treatments [5]–[8] have been reported. 

Especially, it was found that in-situ thermal treatments can impact the surface roughness and 

can also induce contaminant diffusion on the Si(001) surface, resulting in undesired surface 

reconstructions [9], [10]. Nevertheless, thermal treatments can be a strategy of choice, but one 

needs to be able to heat the silicon wafer at 900°C. This requirement is usually impossible in 

most III-V MBE chambers. In the following, most of the samples presented will be chemically 

prepared, otherwise it will be mentioned.  

One detrimental effect due to the presence of contaminants is related to their impact on 

the steps behavior on the Si(001) surface. This effect was studied in collaboration with IPR. 

Nominal <100 +/-0.2°> off 0.3° towards <110 +/- 0.1°> and vicinal <100 +/-0.2°> off 6° towards 

<110> silicon surfaces were analyzed at IPR. First, surfaces preparation consisting in a HF 

treatment followed by ozonolysis was performed at FOTON. To this aim, the wafers were first 

dipped in HF 1% solution for 90 seconds. Then, they were exposed under UV/O3 for 10 minutes 

(ultraviolet ozonolysis [11]–[13]) to remove contaminants [11], [14] such as carbon, organics or 

metal particles. The SiO2 layer, formed after this stage on the Si surface, was removed by IPR 

through an in-situ annealing (1h at 1000°C) under a chamber pressure of 10-10mbar. After that, 

they analyzed the surfaces by scanning tunneling microscopy (STM), as shown in Figure 4.1. 

Nanometric crystallites are observed at the surface. We attribute the formation of these 

crystallites to the presence of residual amount of C on the silicon surface. Indeed, it is reported 

that annealing above 600 °C favors the appearance of -SiC crystallites [15].  On the nominal 

0.3°-off Si(001) surface (see Figure 4.1(a)), these SiC crystallites modify significantly the step 

distribution at the surface,  hampering the formation of stable DB biatomic steps. Instead, it 
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does not happen on Si(001) 6°-off surface, where the correspondent DB-step terraces periodicity 

of 2.6nm has been observed on a large scale, independently of crystallite formation at the 

surface (Figure 4.1(b)).The big bump on the bottom right corner of  Figure 4.1(b) is a STM tip 

effect which is likely related to the presence of a SiC crystallite underneath. We note that the 

annealing temperature used before STM imaging is much larger than the typical T°C used in the 

MBE chambers. The steps organization is thus expected to be much less regular at the surface in 

conventional III-V/Si MBE growth conditions.   

 

 

Figure 4.1 (a)1x1m2 STM image of a Si(001) 0.3°-off surface with SiC crystallites that are 
typically [2-4]nm height (b) 300x300m2 STM image of a Si(001) 0.6°-off surface both realized 
after annealing for 1h at 1000°C under a chamber pressure of 10-10mbar.   Initial accidental C-
contamination leads to SiC crystallites formation acting as pining centers for the monoatomic 

steps (IPR). 
 

Besides wafer chemical cleaning, another important step to avoid contaminants 

formation consists in cleaning and heating the wafer molybdenum holder before any 

subsequent growth. In the FOTON institute, this process is achieved by the following steps: 

almost 100mL and few drops of bromine are poured and homogenized in a crystallizer. The 

wafer holder is then immersed into the solution for few minutes and it is rinsed two times: first 

with methanol and after with deionized water. It is transferred into the oven heated up at 
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120°C. Finally, the molybdenum holder with a sacrificed wafer is degassed in the ultrahigh 

vacuum chemical vapor deposition (UHV-CVD) chamber, by annealing at 1100°C for 10 minutes.  

 

4.1.2. Si growth under UHV-CVD 

It is well-known that Si(001) homoepitaxial growth under UHV-CVD is governed by two 

main phenomena: i) hydrogen desorption and ii) silane (SiH4) absorption[16]–[19]. The latter 

consists in the SiH4 decomposition by forming tri-hydrides (SiH3), di-hydrides (SiH2) and mono-

hydrides (SiH) on the silicon surface [18]–[21]. These reactions are described by the equations in 

Figure 4.2(a) where db staŶdsà foƌà ͞daŶgliŶgà ďoŶds͟à aŶdà theà siŶgleà aŶdà douďleà uŶdeƌliŶiŶgà

indicate the number of surface bonds of a Si or H atom [18], [19]. The SiH4 decomposition is 

represented in Figure 4.2(b) where the silicon atoms are in blue, the hydrogen atoms are the 

empty circles and the Db, in red, are the dangling bonds. Due to the presence of hydrides 

species, the surface will have different phases ((3x1), (2x1) and (1x1)) as a function of the 

growth temperature. At temperatures lower than 20°C, SiH4 molecules bond to dangling bonds 

by releasing hydrogen atoms. These bonds form tri-hydrides (SiH3) which correspond to the 1x1 

surface phase. With the increasing of the temperature, di-hydrides (SiH2) appear on the surface 

(3x1 phase). Nevertheless, at temperature below 100°C all the hydrides species mentioned can 

be detected, and the (1x1) phase is commonly observed, as a result of the coverage with a 

mixture of them [20], [22].  SiH2 and SiH3 are highly unstable, indeed they will desorb at 

temperatures higher than 300°C leaving the surface covered by mono-hydrides (2x1 phase). The 

hydrogen released by the hydrides species is then desorbed. 

The hydrogen desorption has been widely studied [16], [24]–[26]. It desorbs completely 

at temperature is higher than 600°C [16], [27]. The reaction is given by the last equation of 

Figure 4.2(a). In particular, two peaks called ߚଵ and ߚଶ were found respectively at 475°C for 

hydrogen desorption from mono-hydrides (SiH) and around 340°C from di-hydrides (SiH2). The ߚଷ peak related to the hydrogen desorption from SiH3 was found to overlap ߚଶ [16], [19], [27]. 

Finally, the Si(001) growth can be divided in three main regimes. They are represented in Figure 

4.3 where the growth rate is plotted as a function of the inverted growth temperature 103/Tg. At 

low temperature, the hydrogen desorption is weak.  In this regime, the growth rate depends on  
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Figure 4.2  SiH4 decomposition reactions which form trihydrides (SiH3), dihydrides (SiH2) and 
monohydrides (SiH) (a) equations [18], [19] and (b) scheme. Courtesy of [23] 

 

 

 

Figure 4.3 Silicon growth rate as a function of the temperature for a given silane flux 
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how many free-sites are available for silane molecules absorption. At temperatures higher than 

600°C, when the hydrogen is completely desorbed, the growth is limited by the silane 

absorption, and thus strongly depends on the chamber silane pressure. At intermediate 

temperatures, the growth is controlled by the competition between silane absorption and 

hydrogen desorption.  

 

4.1.3. Homoepitaxial Si(001) growth in standard growth conditions 

In this thesis, in order to study the surface quality, an ex-situ surface cleaning procedure 

followed by a Si homoepitaxial growth process was performed. At the beginning of my thesis, I 

repeated the reference sample that was obtained in previous works. The details of the chemical 

treatments and standard growth conditions used will be described now. On this basis, we will be 

able to compare the improvements that were achieved or not. 

The ex-situ surface cleaning done in this thesis work, consists in a chemical treatment 

developed by T. Nguyen Than, and used in ref.[4]  at FOTON Institute,  inspired by the work of 

Takahagi et al.[11]. Indeed, the latter showed a high surface quality by preparing the surface 

with a simple UV/HF treatment. This method proved its efficiency also for the III-V/Si 

growth[28], [29]. Y. Ping Wang et al. at FOTON Institute reached a high silicon surface quality 

thƌoughà aà siŵilaƌà ĐleaŶiŶgà tƌeatŵeŶtà Đalledà ͞optiŵizedà HFà pƌoĐess͟.à Theà suƌfaĐeà ƋualitǇà isà

improved by reducing the time during which the surface is exposed to chemical products [4]. 

The first step consists in removing the native oxide layer of the silicon surface together with 

other contaminants. This step, as mentioned above, is achieved by dipping the wafer in HF 1% 

bath for 90 seconds. Then, oxidation is performed by using ultraviolet ozonolysis [11]–[13] 

where the wafer is exposed under UV/O3 for 10 minutes to fix contaminants [11], [14]. This step 

forms a few nm-thick SiO2 layer which is removed by dipping a second time the wafer in the HF 

ϭ%àfoƌàϵϬàseĐoŶds.àThisà͞lastàHF͟àpƌoĐessàisàpeƌfoƌŵedàiŶàtheàMBE-UHVCVD room to guarantee 

rapid loading in UHV chambers. The surface hydrogenation, achieved in this final step, is 

fundamental to promote its passivation [30]–[32]. The hydrogen is then removed in-situ by 

annealing at low temperature (400-500°C) as described hereafter. 
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Finally, we grow a 1µm-thick homoepitaxial Si layer on Si(001) 6°-off by taking the same 

growth conditions thanks to which a smooth surface was already achieved in previous works at 

FOTON Institute before the beginning of my thesis [27]. The growth conditions used on the 

Si(001) 6°-off substrate are described in Figure 4.4(a). After the ex-situ surface treatment the 

wafer is loaded into the UHV-CVD chamber at a residual chamber pressure of PR=8x10-10Torr, 

the temperature is then linearly raised up to the desired value Tg=820°C. Just before the 

temperature reaches the value T0 (corresponding to the first desorption peak ߚଵ), the silicon 

surface is exposed to a very low silane flux (PSiH4=0.01Torr) to avoid any recontamination. 

Indeed, without hydrogen passivation the silicon surface is very reactive and may easily be 

contaminated by the chamber residual atmosphere. When Tg is reached, the silane flux is 

changed to ௌܲு4=5Torr for 1h. Finally, the temperature is cooled down by quenching under 

vacuum. In the meantime, the surface reconstruction is analysed in real-time by reflection high-

energy electron diffraction (RHEED) through an electron beam incident (angle range: 0.3°-0.5°) 

on the surface plane, working at 29keV and 1.5A. A 2xn surface reconstruction, associated to a 

statistically dominant monodomain surface, is obtained as illustrated in Figure 4.4(b) [33]. 

Indeed, due to the narrow terraces length which is around 2.58nm for double-steps on Si(001) 

6°-off substrate[27], the steps look as a grating like staircase when the beam is parallel to the [1-

10] direction. Thus, the RHEED diagram splits by forming a xn pattern[33]. Instead, when the 

beam is parallel to the [110] direction, a 2x pattern is observed. The RHEED patterns along the 

two azimuths are presented in Figure 4.4(b). The 5x5µm2 atomic force microscopy (AFM) image 

in Figure 4.4(c) shows a smooth surface (RMS=0.65nm). Nevertheless, the absence of hydrogen 

passivating the surface, during the cooling, favors the formation of impurities. Indeed, 1nm-

height islands are visible at the surface level (AFM image of Figure 4.4(c)). As discussed 

previously, we attribute this observation to the presence of SiC crystallites that form when 

heating a C-contaminated Si surface [34] as shown in the 5x5µm2 AFM image in Figure 4.4(c). 

We confirmed the results obtained by previous PhD students using the same growth procedure 

at FOTON institute [27]. 
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Figure 4.4 (a) Si Growth sequence used  at FOTON laboratory at the beginning of my thesis [27] 
(b) RHEED patterns on Si-6°-off substrates: a 2x reconstruction is observed on the [110] azimuth 

while a xn reconstruction is observed on the [1-10] azimuth 
 (c) Corresponding 5x5µm AFM image of the sample after the growth 

 

In conclusion, the standard growth conditions used at FOTON Institute at my arrival are 

not sufficient to have a contaminants free surface. In order to improve the surface quality, we 

worked on different strategies to be able to avoid the presence of impurities on the silicon 

surface. They are presented in the following section. First, we studied how the chemical 

preparation and products impact on the surface morphology and reconstructions through a high 

temperature annealing process. We then, annealed the silicon surface under H2 and SiH4 in 

order to protect the Si surface upon contamination.  

 

4.2. Toward a contamination-free Si(001) surface 

In order to study the impact of the cleaning treatements (and especially the chemical 

products) on the surface morphology and reconstruction,  we annealed under UHV two Si(001) 

surfaces with a 0.3° miscut angle towards [110], one of which was ex-situ chemically prepared 

(H-terminated surface, with the procedure described previously) before being loaded inside the 

UHV-CVD chamber.  The other one was loaded as-received. In this case, the silicon surface is 

covered by a native oxide (SiO2) layer of 2-3nm. Once the samples were loaded into the UHV-

CVD chamber (residual chamber pressure PR=8.9x10-10Torr), they were heated up to the 
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annealing temperature Ta=1095°C for 2 minutes at a work chamber pressure of Pw=5.7x10-8Torr. 

Finally, the samples were cooled down by quenching to room temperature.  

 

Figure 4.5 (a) Scheme of the annealing procedure under a residual chamber pressure  
PR=8.9x10-10Torr, and a work chamber pressure of Pw=5.7x10-8Torr at Ta=1095°C  for both the 

cases investigated  (with a SiO2 or SiH surfaces). Different colors are used to higlight the 
temperatures corresponding to the RHEED patterns along the [110] azimuth in (b) 

 

This procedure is illustrated in Figure 4.5(a). We monitored the surfaces reconstruction 

by RHEED along the [1-10] and [110] azimuth. The RHEED on the [110] azimuth is shown as a 

function of the temperature in Figure 4.5(b). At room temperature (blue square), modulated 

and broad diffraction streaks of the x1 pattern are observed in both cases [27], [35]. We note 

that the diffuse part of the RHEED signal is less intense for the chemically cleaned H-terminated 

silicon surface (SiH) case, which indicates a better surface organization with the H-terminated 

surface. Also, kikuchi lines are less sharp in the RHEED pattern of SiO2 substrate.  When the 

temperature reaches almost 650-660°C (light blue square), the hydrogen is completely 

desorbed from the SiH surface and a clear 2x reconstruction appears. Instead, on the other case, 

the 2x reconstruction appears at higher temperatures around 956°C (green square), 

corresponding to the oxyde desorption.  After, in both cases the 2x reconstruction is  preserved 
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at higher temperatures and it becomes sharper after the cooling down at room temperature. 

Also, when the temperature is cooled down a second order Laue zone appears in the RHEED 

pattern of both the surfaces, but it is sharper in the case of SiH surface. On the [1-10] azimuth, a 

x2 reconstruction is observed. The superposition of (2x1) and (1x2) surface reconstructions gives 

rise to a (2x2) apparent RHEED diagram that is associated to a bi-domain surface. If we compare 

the two surfaces reconstructions as a function of the temperature, we can see that overall, the 

RHEED patterns are much sharper in the case of the SiH surface indicating a better surface 

organization than the one obtained in the other case. Moreover, the x2 reconstruction is 

obtained at lower temperature when the wafer is ex-situ chemically cleaned (due of course to 

the different desorption temperatures of SiH and SiO2), reducing the thermal budget and 

duration of the annealling process.  

Now, looking at corresponding 5x5µm2AFM images of Figure 4.6(b) and (c), 

contaminants are still observed on both surfaces, with and without chemical preparation (SiH 

and SiO2). From this comparison, we conclude that the chemical HF pretreatment of the Si may 

not be responsible of the presence of contaminants at the surface. Another possible source of 

contamination is the presence of carbon atoms in the residual atmosphere of the chamber. 

Therefore, in the following, we will study some strategies to protect the silicon surface, 

especially in the high temperature range, when the silicon surface is highly reactive. 

 

4.2.1. Annealing of Si(001) under an H2 or SiH4 atmosphere 

As mentioned in the previous section, by annealing under vacuum (PR=8.9x10-10Torr) the 

silicon wafer, a contaminants-free surface has not been achieved (See Figure 4.6(b) and (c)). 

Thus, under the hypothesis that the contaminants have more chance to deposit on a nude and 

highly reactive Si surface, we will try to keep the surface covered during all the process. 

Especially, we investigated the two following strategies: annealing under H2 and under SiH4. 

In order to avoid contamination, the first strategy analysed, which is very conventional in 

CVD to protect the nude Si surface, consisted in annealing under hydrogen during all the process 

(from initial room temperature to final room temperature). We therefore annealed the different 

surfaces, with and without chemical preparation (with a SiH or SiO2 terminated surface), under  
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Figure 4.6 (a) scheme of the annealing procedure under under ultra high vacuum (residual 
chamber pressure PR=8.9x10-10Torr) and a work chamber pressure of Pw=5.7x10-8Torr at 
Ta=1095°C; 5x5µm2 AFM images of the surface samples under investigation: (b) ex-situ 

chemically cleaned,H-teminated, Si(001) surface (SiH) and (c) surface covered by a native oxide 
(SiO2) layer 

 

60sccm hydrogen (corresponding to a partial pressure Pp=9x10-3Torr) until the temperature 

reaches Ta=1095°C  for 2 minutes and goes down to room temperature.The growth sequence is 

presented in Figure 4.7(a). The 5x5µm2 AFM images in Figure 4.7(b) and (c) shows the silicon 

surfaces after annealing. In both cases, contaminants are still observed at the surface. 

Nevertheless, the maximum pressure of hydrogen delivered by the UHV-CVD experiment at 

FOTON Institute is lower than the pressure usually used in common CVD systems. Some works 

have also shown that for higher hydrogen pressure and annealing temperatures, hydrogen can 

impact on the Si(001) steps organization. Indeed, a double-layer stepped surface, starting from 

a single stepped nominal Si(001) surface 0.15° misoriented towards the [110] direction, was 

obtained after 10min annealing at 900°C under a high H2 pressure of 600Torr [36]. Brückner et 

al. have obtained Da-type steps, cooling from 1000°C to 500°C, at 950mbar of H2 pressure, on a  

Si(001) surface 2° misoriented in the [011] direction [37]. While, under vapor phase epitaxy 

(VPE) conditions, Volz et al. observed double steps formation on a homoepitaxial silicon buffer 

deposited on exact Si(001). It was achieved by annealing at 950°C for 10min under 950mbar H2 

pressure [8]. Therefore, in our case with such a low hydrogen pressure, the protection of the 

silicon surface upon contamination was not achieved here. 
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Figure 4.7 (a) scheme of the annealing procedure under hydrogen (60sccm) under H2 partial 
pressure PP=9x10-3Torr at Ta=1095°C; 5x5µm2 AFM images of the samples under investigation: 
(b) ex-situ chemically cleaned,H-teminated, Si(001) surface (SiH) and  (c) surface covered by a 

native oxide (SiO2) layer 

 

In the following, we propose to protect the surface by annealing under SiH4. In Figure 

4.4, we have shown that the standard Si growth conditions are not good enough to avoid 

impurities formation on Si surface. In these growth conditions, the quenching at room 

temperature is done under vacuum, which means that the silicon surface is not protected, 

especially at the beginning of the quenching at high temperature. Thus, by supposing that in this 

stage the Si surface, being nude and reactive, have more chance to be contaminated, we 

performed a new homoepitaxial growth where the surface is always exposed to SiH4 flux. 

Indeed, we kept a low silane flux ( ௌܲு4=0.01Torr) while rising up the temperature to Tg =830°C 

and also, during the quenching ( ௌܲு4=0.02Torr) in order to prevent the formation of SiC 

crystallites and contaminants absorption as well (residual chamber pressure PR=1.3x10-9Torr). 

The growth scheme is presented in Figure 4.8(a). The surface was analyzed in real-time by 

RHEED and after the growth by AFM. By RHEED measurements, a 2xn diagram is observed at 

the end of 1h growth but the reconstruction is not preserved during the quenching Figure 

4.8(b). A phase transition, due to step bunching [38] and meandering instabilities [39], makes 

the surface phase changing from 2xn to 2x2 after the quenching at room temperature Figure 

4.8(b). The surface becomes bi-domain. This change could be related to the temperature-

dependence of the adatoms diffusion anisotropy on the Si(001)[40]. In particular, the atoms 

arranges in terraces having a length of 30-70 nm in the [110] and 600-1200 nm in the [-110] 

direction, as shown in the 5x5µm2
 AFM image in Figure 4.8(c). An important conclusion is that 
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we are not able to identify contaminants at the surface. We therefore drastically reduced the 

surface contaminants with respect to Figure 4.4(c). 

 

Figure 4.8 (a) Scheme of the Si growth sequence exposing the surface under SiH4  flux from the 
beginning till the end of the procedure (b) 2xn and 2x2 reconstruction observed by RHEED just 

after 60min growth and at room temperature respectively (c) 5x5µm2 AFM image of the Si(001)-
6°-off after growth 

 

 

4.3. Silicon surface reconstruction vs growth conditions  

In our work presented in the Chapter 3, we have shown that the kind of atomic steps does not 

impact on the formation of APDs as previously suggested [41]. Instead, the ratio between type-

A and type-B terraces area [42] plays an important role in the III-V overgrowth and APDs 

generation. Based on this conclusion, in this part of the thesis we focused on the study of the 

growth conditions for having of a statistically dominant mono-domain surface on both vicinal 

and nominal Si(001) substrates. 

 

Figure 4.9 Scheme of the growth sequence used for surface reconstruction study under 
different SiH4 pressures at constant growth temperature Tg. Each color refers to the different 

silane pressure used. After increasing the temperature to Tg under PSiH4=0.01Torr, the 
deposition time is 40-50min for each silane pressure except in the case of PSiH4=0.02Torr where 

it is 2min   
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In order to study the Si(001) surface reconstructions, we performed the silicon growth under 

SiH4. In particular, the silane pressure was varied at constant temperature Tg. Nominal <100 +/-

0.2°> off 0.3° towards <110 +/- 0.1°> and vicinal <100 +/-0.2°> off 6° towards <110> Si surfaces 

were analyzed. The study was performed at four different Tg: 727°C, 778°C, 828°C, 868°C for the 

vicinal case and 751°C, 772°C, 818°C, 862°C for the nominal case. The growth sequence is 

illustrated in Figure 4.9.  While increasing the temperature to Tg, the surface is exposed to a low 

silane flux ( ௌܲு4=0.01Torr). The ramping rate is almost 20°C/min, thus the time to reach Tg 

varies as a function of the desired growth temperature. Once reached the desired Tg value, the 

silane pressure is changed to 5, 2, 1, 0.5, 0.1, and 0.05Torr. Each one is kept constant for almost 

one hour under the hypothesis that it is enough to stabilize the surface phase without any 

influence from the previous growth conditions. Finally, the silane flux is changed to 0.02Torr for 

2 minutes and the temperature is quenched. We studied by RHEED measurement the surface 

reconstruction along both the [1-10] and [110] azimuth.  

The plot of the surface phase diagram along the [1-10] azimuth, in the case of the vicinal 

Si(001) (6°-off)  substrate, is presented in Figure 4.10(a). We can see that at low temperatures a 

3D growth mode is observed (3D growth mode is also observed on the [110] azimuth), whatever 

the silane pressure. For a Silane flux in the [0.01-1]Torr range, increasing the temperature 

around 776°C, a x2 pattern is observed while a 2x appeared on the other azimuth. The 2x2 

RHEED diagram of these growth conditions suggests the formation of a bi-domain surface. 

When increasing the temperature until 860°C, while remaining in the same pressure range a 

change from a x2 to a xn reconstruction is observed (2x on the other azimuth). We therefore 

observe a transition to a growth mode promoting the formation of narrow terraces related to 

the presence of bi-atomic steps. The surface becomes monodomain. Nevertheless, for high 

silane flux values ( ௌܲு4=5, 2Torr corresponding to a partial pressure Pp= 1.1x10-2, 4.4x10-3 Torr) 

and at temperatures above 820°C, a xn reconstruction with some spots suggesting a rough 

surface are present. A x2 pattern appears on the other azimuth. The surface quality, observed at 

lower pressure, is not preserved at higher pressure because of the high silane flux which limits 

the adatoms surface diffusion. RHEED images are illustrated in Figure 4.10(b). Overall, in the 
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growth conditions studied, three main silicon growth regions can be identified moving from a 

rough 3D to a smooth mono-domain 2xn passing through a bi-domain 2x2. An improvement of    

 

 

Figure 4.10 (a) Si(001) 6°-off Pressure-Temperature phase diagram . By RHEED analyis along the 
[1-10] azimuth, three main regions can be identified :3D, x2 (bidomain), xn (monodomain).  A 
monodomain surface is obtained at higher temperatures (b) Rheed patterns corresponding to 

each region is identified on the plot in (a) 
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the surface quality is achieved when working at higher temperature greater than 727°C while 

keeping silane pressure below 1-0.5Torr. Moreover, working at such a low silane pressure for a 

fixed Tg, and during the cooling down step, have allowed to protect the surface from 

contaminants but also to preserve the surface reconstruction after the quenching to room 

temperature. In particular, at Tgшϴ28°C for pressures below 1-0.5Torr we were able to preserve 

the monodomain surface protecting it from contaminants at the same time. 

In the case of the ͞nominal͟ (0.3°-off) Si(001) surfaces the phase diagram is presented in 

Figure 4.11(a). We still see a 3D growth mode at low temperature whatever the silane flux (the 

same observation is performed on the other azimuth). Increasing the temperature to 772°C, the 

adatoms rearrange in terraces in a x2 reconstruction which is preserved till 862°C (a 2x pattern 

being observed on the [110] azimuth). We can see that at higher silane flux (from ௌܲு4= 5 to 0.5 

Torr and a partial pressure PP= 1.1x10-2 to 1.2x10-3 Torr) at 772°C, the 3D reconstruction 

changes to x2 through a transition area between PSiH4=2 Torr and PSiH4=1Torr, where both 

reconstructions are present.  The RHEED is not very sharp. A diffuse RHEED pattern is also found 

at ௌܲு4=from 5 to 0.5 Torr at higher temperature above 800°C, where a x2 reconstruction is 

present with some spots suggesting a rough surface. The origin of these spots is not clear yet. 

The RHEED patterns are presented in Figure 4.11(b). Overall, we can identify two main areas 

moving from a rough 3D to a smooth 2x2 bi-domain configuration. Indeed, an improvement of 

surface quality was obtained for Tgш772°C, keeping low silane pressures (below 0.5Torr) 

achieving a 2x2 reconstruction. As in the case of the vicinal surface, keeping low silane pressures 

below 0.5Torr for fixed Tg, and also during the cooling down step, has permitted to preserve the 

surface reconstruction after the quenching to room temperature and to protect it from 

contaminants. Nevertheless, a mono-domain surface was not observed by RHEED measurement 

for the low miscut angle nominal Si substrate. 

Finally, for both cases investigated we verified that it is possible to control the Si terraces 

length as a function of the Si growth conditions. In the case of the vicinal Si(001) (6°-off)  

substrate, through this study we were able to define a range of temperatures and pressures 

favorable for achieving a mono-domain surface (from ௌܲு4  =1Torr to 0.02Torr, partial pressure  
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Figure 4.11 (a) Si(001) 0.3°-off Pressure-Temperature phase diagram . By RHEED analyis along 
the [1-10] azimuth, two main regions can be identified : 3D, x2 together with some transition 

areas.  No monodomain surface is obtained (b) Rheed patterns corresponding to each region is 
identified on the plot in (a) 
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from PP= 2.1x10-3 to 6.4x10-4 Torr and Tgш828°C). The case is different for the nominal Si(001) 

(0.3°-off)where the monodomain was not observed by RHEED. Nevertheless, a good quality bi-

domain surface has been observed at low silane pressure ௌܲு4  =0.5Torr to 0.02Torr, partial 

pressure from PP= 7.3x10-4 to 6.7x10-4Torr and Tgш772°C. Working with a nominal Si(001) surface 

with a low miscut (±0.5°) while having a mono-domain surface could permit to limit the APDs 

formation during the MBE process while keeping a CMOS-compatible approach  [8], such as the 

one developed by the NAsP company in Marburg by MOCVD[8]. The experimental conditions 

needed to achieve this monodomain surface surface will need to be clarified by UHVCVD. 

Further work is needed to define the growth conditions and substrate miscut specifications in 

order to observe a mono-domain surface.  

 

4.4. Antiphase boundaries in GaP/Si epitaxial layers 

The APBs are detrimental for applications such as lasers, since they are electrical and 

optical active structural defects [41], [43]. On the contrary, APD engineering can be useful in the 

field of non-linear optics conversion schemes [44].  In the general context of the III-V on Si 

growth, the presence of APDs results in a large surface roughness [45]. 

As mentioned in Chapter 1, we focus on the heteroepitaxial growth of GaP on Si at 

FOTON Institute. Indeed, this system, thanks to the low lattice mismatch, presents a very low 

dislocation density. At the beginning of my thesis, previous works showed the ability to 

annihilate antiphase boundaries by using AlGaP marker layers [44]. In this work, we want to 

show that it is possible to control the vertical extent of APDs for further developments of non-

linear photonic devices.    

 

4.4.1. APDs annihilation  

The efficiency of AlGaP markers in promoting APDs annihilation was already 

demonstrated in [44]. To go deeper in this study, we grew three GaP on Si samples by varying 

the distance between the first AlGaP marker and the GaP/Si interface. For each sample, we first 

grew a contaminant-free Si buffer layer on a Si(001) 6°-off substrate. The Si homoepitaxy growth 
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procedure is the same as the one illustrated in Figure 4.8(a). Each sample presents the same 

RHEED pattern with a 2xn reconstruction at growth temperature (statistically dominant 

monodomain surface), moving to a 2x2 one during the quenching, demonstrating the 

reproducibility of the silicon homoepitaxial growth process. After the silicon growth, the wafer 

is transferred, through a UHV transfer tunnel (PR=10-9Torr), to the molecular beam epitaxy 

(MBE) reactor for the GaP overgrowth [28]. Before the III-V overgrowth, the 2x2 surface 

reconstruction is cross-checked by RHEED inside the MBE reactor. The GaP overgrowth starts 

after degassing the Si substrate, by annealing at 800°C in order to desorb the hydrogen, and 

cooled down to room temperature.  

Each sample is composed of three GaP layers separated by two 2nm-thick Al0.2GaP 

markers. In order to study the first marker impact on the APDs annihilation, the distance 

between the first marker and the GaP/Si interface is varied from 5, 10 to 30nm. For achieving 

the same total thickness in all the samples, the second GaP layer thickness is 55, 50 and 30nm 

respectively. The second Al0.2GaP marker is in each case grown at 62nm from the interface. The 

last GaP layer is 30nm-thick in each sample. The GaP growth is first performed by migration 

enhanced epitaxy (MEE) at 350°C. Then, at the first marker level, the growth is performed by 

using a conventional MBE continuous growth mode at 550°C. Previous works have shown that 

the same growth sequence without AlGaP does not lead to APDs annihilation [46]. Finally the 

temperature is increased to 580°C for growing the second Al0.2GaP marker and the last GaP 

layer, that is the standard temperature used for the growth of GaP by MBE. The samples 

structures and transmission electron microscopy (TEM) images are given in Figure 4.12. TEM 

images were performed at the CEMES.  In these images, the Al0.2GaP markers can be identified 

by their darker contrast with respect to the GaP layers.  

The samples present occasionally some micro-twins (MT) and stacking faults. Indeed, X-

ray measurements, performed by a colleague with a PhD thesis in progress at the FOTON 

institute, have shown that the percentage of MTs is 0.20%, 0.10% and 0.03% for the samples 

with the marker at 5, 10, 30nm from the interface respectively.  Even if the samples have a low 

defects density, their presence suggest that the transfer procedure between the two growth 

chambers can be still improved. 
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Figure 4.12 GaP on Si samples grown to study the AlGaP markers effect on APDs annihilation. 
The first marker distance from the GaP/Si is different in each sample. It is 5nm in (a), 10nm in 
(b), and 30nm in (c).  In each figure, the sample structure is illustrated above while below the 

TEM image is presented. 
 

By analyzing the impact of the first markers on the APDs annihilation, we can see that in 

Figure 4.12(a), where the first marker is at 5nm from the interface, the APDs annihilation 

happens mostly very close to the second marker. As a consequence the annihilated APDs have a 

strong effect on the surface topology as we can see by the induced surface roughness in Figure 

4.13(a) [45]. In Figure 4.12(b) the first marker is at 10nm far from the GaP/Si interface. Most of 

the APDs annihilate in the first GaP layer and the sample surface appears smoother with respect 

to the first case. This suggests that APDs annihilation is mainly due to the presence of the first 

marker. When the marker is at 30 nm from the GaP/Si interface (Figure 4.12(c)), some APDs 

annihilate between the first and the second marker affecting the surface. Nevertheless, we 

observe a clear correspondence between the first marker position and the APDs annihilation. 

We can conclude that the best case is represented by the sample where the first marker is 

positioned at 10nm from the interface. The worst case is the first one (marker at 5nm) because 

in this case, the presence of an AlGaP marker has much less influence on APDs annihilation. A 

reason for this could be that at 5nm, the coalescence of initial 3D islands is not fully achieved, 
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and therefore antiphase boundaries are not perfectly formed, that limits the impact of the 

AlGaP marker layer. 

 

 

Figure 4.13  5x5µm2 AFM images of the surfaces of the samples whose growth sketch is shown 
in Figure 4.12. The first marker is at 5nm (a), 10nm (b), and 30nm (c) far from the GaP/Si 

interface. 
 

Moreover, if we look at the 5x5µm AFM images of the three samples surfaces in Figure 

4.13, we can see that when the marker is at 5 nm from the interface (Figure 4.13(a)), 1.2-1.4µm 

large blurry terraces appear on the surface where the GaP atoms arrangement is mostly 

elongated in the [1-10] direction. When the marker is at 10 or 30nm (Figure 4.13(b) and (c) 

respectively) from the interface, the GaP surface is structured in 350-530nm large terraces along 

the [1-10] direction. The terraces length in these last two cases, is comparable to the one on the 

Si buffer used as reference in Figure 4.8(c).  

Anyway, we can conclude here that: (i) the markers seem to be effective for controlling 

the vertical propagation of APDs, which could be useful in the non-linear photonics field (ii) the 

AFM images confirmed the important role of the silicon buffer in affecting the GaP surface 

morphology. Finally, even if these are preliminary results, we believe that this is a first step 

towards the precise control of the APDs vertical extent. 

 

 

 



Chapter 4: Silicon growth and surface control for III-V/Si integration 

120 
 

4.4.2. APBs electrical characterization  

 

 

Figure 4.14 Current-voltage I(V) curves performed in Top-Bottom configuration on two samples 
composed of 1 ʅm-thick GaP grown by MBE on Si. Red lines are related to the sample grown on 
a Si(001) substrate with emerging APBs, and blue lines are related to the sample grown on a Si 
(001)-6 degree-off substrate with early annihilation (10-20nm) of APBs. Dashed lines are I(V) 
curve of the sole substrate, while solid lines are the I(V) curves of the whole GaP/Si stacking.  

[47] 

 

Previous works performed by Tea et al. [43] predict that  APBs can act as conduction 

channels for charge carriers, which can have consequences (advantages or drawbacks) for the 

photonic devices. 

In order to better understand APBs electrical properties, we grew two GaP/Si samples: 

one with emerging APDs and one with annihilated APDs. To this aim, two 1µm-thick GaP on Si 

samples were grown by MBE on nominal (0.3°-off) and vicinal (6°-off) Si(001) respectively. The 

growth procedure is described in [28]. For each sample we performed I(V) measurements where 

metal contacts were used in a top-bottom configuration. In particular, for each sample we 

measured the current through the Si substrate and also considering the GaP layer to study the 

APDs contribution. In the first case, the metallic contacts were taken at the top and bottom of 

the silicon substrate. While, in the second case the top contact was taken on the GaP top layer 
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and the other contact was taken on the silicon substrate bottom side. The I(V) curve are plotted 

in Figure 4.14. 

A non-zero current is measured through the Si substrate for each sample. While, when 

considering also the GaP layer, no current flows through the sample where APDs are 

annihilated. The situation is different in the case of emerging APBs. Similar behavior was also 

discussed by Feifel et al. [48]. These preliminary studies are coherent with the prediction made 

by Tea et al. [43].  Thus, further detailed studies have to be performed to fully understand APBs 

electrical properties. 

 

4.5. Conclusions  

To summarize, in this chapter we focused on achieving a good quality silicon surface 

from which the III-V overgrowth is strongly affected. Unlike the previous works achieved at 

FOTON Institute, we were able to protect the Si substrates from contaminants. This result was 

obtained by annealing the silicon surface under silane flux during all the process from starting 

room temperature to final room temperature. In order to investigate the growth conditions to 

get a monodomain surface which is targetted to limit APDs formation in the III-V overgrowth, 

we studied the silicon growth under SiH4 by varying the growth temperature and silane pressure 

for both  nominal <100 +/-0.2°> off 0.3° towards <110 +/- 0.1°> and vicinal <100 +/-0.2°> off 6° 

towards <110> Si surfaces. We found an improvement of the surface quality when working at 

high growth temperatures (Tgш727°C for the vicinal case and Tgш772°C for the nominal case) and 

at low silane pressure (0.02Torrч ௌܲு4<1Torr). Otherwise, a rough sourface is observed on both 

surfaces. In the case of the vicinal 6°-off silicon substrate, at the pressure range mentioned 

above and at Tg around 776°C, a bidomain surface (2x2 reconstruction) is formed while at higher 

temperatures (in a range 820°C<Tg<870°C) a statistically dominant monodomain surface (2xn 

reconstruction) is observed. Instead, in the case of the nominal 0.3°-off silicon substrate, a 

smooth bidomain silicon surface (2x2 reconstruction) was observed at low silane pressure range 

( ௌܲு4  =0.5Torr to 0.02Torr) for growth temperature Tgш727°C. In this case, we did not observed 

by RHEED measurement a monodomain surface. However, maybe the growth conditions just 
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mentioned above, for which we achieved a smooth and bidomain substrate, could be the 

starting point for further studies to improve the nominal surface quality with the aim to obtain a 

monodomain surface.  

In the context of the III-V overgrowth, during the GaP growth on Si, we confirmed the 

AlGaP markers efficiency in promoting APDs annihilation. We showed that the distance of the 

first marker from the interface is relevant in the APDs annihilation. Indeed the marker looses its 

efficiency when it is too close (5nm) to the interface. We also studied the electrical properties of 

APBs, that are coherent with the prediction made by Tea et al. [43], and also the recent 

experimental measurements published in the literature[48]. We especially demonstrated that 

current flows from the Si substrate through the GaP layer with emerging APBs while no current 

flows when APDs are annihilated. Further studies have to be done to fully understand their 

electrical properties and more quantitatively the APD annihilation process [8], [45], [49], [50].  
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Chapter 5 : Surface texturation of GaP on Si for 

water splitting applications 

In this chapter we focus on the formation of large scale textured GaP template 

monolithically integrated on Si developed by using surface energy engineering, for water 

splitting applications. The stability of (114)A facets is first discussed, based on scanning 

tunneling microscopy (STM) images, transmission electron microscopy (TEM) and atomic force 

microscopy (AFM). These observations are then discussed in terms of thermodynamics through 

density functional theory calculations. A stress-free nano-patterned surface is obtained by 

molecular beam epitaxy (MBE), composed of a regular array of GaP (114)A facets over a 2 

inches vicinal Si substrate. The advantages of such textured (114)A GaP/Si template in terms of 

surface gain, band-lineups and ohmic contacts for water splitting applications are finally 

discussed.  

This work has been performed in collaboration with S. Charbonnier and P. Turban (IPR-

STM), M. Vallet and A. Ponchet (CEMES-TEM), Y. Léger, T. Rohel, N. Bertru, A. Létoublon, L. 

Pedesseau and C. Cornet (FOTON- GaP/Si MBE, AFM, DFT), J.-B. Rodriguez, L. Cerutti and E. 

Tournié (IES-GaSb/AlSb MBE), G. Patriarche (C2N-STEM). I was personally involved in density 

functional theory (DFT) calculations and AFM measurements; I contributed to TEM and STM 

analysis; I also contributed to the discussion about water splitting applications. 

Most of the results presented in this chapter have been published in advanced 

functional materials [1]. 

 

5.1. Introduction to PEC water splitting  

Solar photoelectrochemical (PEC) water-splitting devices have attracted interest for 

decades with the ultimate objective to convert and store the solar energy into clean hydrogen 

fuel [2], [3] at a lower production cost and environmental impact. Indeed, more than 90% of the 

hydrogen production is today made by steam methane reforming which releases carbon 

monoxide/dioxide and heat into the atmosphere while global warming is an issue [4]. The 

conversion of solar energy into hydrogen production through a water-splitting process assisted  
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Figure 5.1 (a) PEC water splitting device scheme using a TiO2 working electrode and (b) a short 
circuit model of a PEC cell. Courtesy of [8] 

 

by photosemiconductor catalysts [5], [6] is definitely the most promising technology for the 

near-future with potentially plethora of hydrogen provided in a clean and sustainable manner. 

The PEC water splitting research was triggered by Honda and Fujishima in 1970s [2]. A PEC 

device consists in two electrodes (a semiconductor and a counter-electrode) immersed in an 

aqueous electrolyte solution [7]. When the semiconductor material is irradiated with energy 

greater than its bandgap, electrons-holes pairs are generated. Thanks to the bias applied, the 

electrons migrate through the semiconductor bulk reaching the counter-electrode surface 

where they are responsible for the water hydrogen half-reaction (HER) (5.2). Instead, the holes 

reach the working-electrode surface for the water oxidation half-reaction (OHR) (5.3). An 

example of the device scheme is shown in Figure 5.1(a), where the working electrode is made 

by TiO2 and the counter one by Pt. They were the materials used by Honda and Fujishima to 

develop the first PEC water splitting device. A metal-semiconductor short circuit model, where 

the anode and cathode are connected without the need of an external circuit, is another 

example to realize the PEC water splitting (Figure 5.1(b)). The equation which governs the water 

splitting reaction is the following:  

ଶܪʹ → ଶܱܪ2 + ܱଶ (5.1) 

 

While the two half reactions are: 
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HER:  ʹܪ+ + ௗ௨௧ܧ             ଶܪ → −݁ʹ = 0V (5.2) 

  

 

OER:  ʹܪଶܱ + Ͷℎ+ → ܱଶ+Ͷܧ         +ܪ�ௗ௧ = +ͳ.ʹ͵V 

 

(5.3) 

 

To  achieve the overall water splitting reaction, the bottom of the conduction band at 

the photocathode must be lower than the reduction potential of H+ to H2 (0 V vs. NHE at pH 0), 

while the top of the photoanode valence band must be more positive than the oxidation 

potential of H2O to O2 (1.23 V vs. NHE). Therefore, the minimum photon energy 

thermodynamically required to drive the reaction is 1.23eV. The potential energy diagram is 

presented in Figure 5.2.  Because of an additional overpotential due to the energy losses during 

the solar energy conversion (such as charge transfer, electron/holes recombination), the 

suitable bandgap for achieving the PEC water splitting increases from 1.23eV to a value of 1.6-

2.2eV. 

After the pioneering work of Honda and Fujishima [2], different semiconductors 

materials have been used to improve the PEC water splitting devices performances. The 

requirements for a material to be suitable for this application are specifics. Indeed, in addition 

toà theà ďaŶdgapà aŶdà ďaŶdà positioŶ,à aŶà ͞ideal͟à ŵateƌialà shouldà haǀeà efficient charge carrier 

separation and transportation in the bulk semiconductor, strong catalytic activity and stability. 

Some of the compatibles semiconductors materials are schematized with their bandgap value in 

the graph of Figure 5.3. We can see that GaP is also of interest for PEC water splitting devices 

because of its bandgap energy which can be tailored by using GaP-based alloys for improving 

devices performances. An efficient solar water splitting was already achieved in 1998  with a p-

GaInP2/GaAs tandem cell [9]. So far, different studies have been performed to increase the 

solar-to-hydrogen conversion efficiency (STH) up to 19% (reaching a value of 0.85 of the 

theoretical limit efficiency ) [10]–[12]. Recently  unbiased water splitting with 2% STH efficiency 

using new materials based on GaSb0.03P0.97 alloy has been reported in [13].    
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Figure 5.2 Potential energy diagram for achieving the overall photocatalytic water splitting 
reaction using a semiconductor system. Courtesy of [14] 

 

 

 

Figure 5.3 Band-gap energy and relative band position of different semiconductors with 
respect to the potentials (NHE) for water slitting reaction. Courtesy of [15] 
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5.2. GaP and PEC water splitting devices 

Many recent proposals deal with the use of the GaP semiconductor as a photoelectrode 

in PEC devices [16], especially because its bandgap energy (2.26 eV) is larger than the 1.73 eV 

photopotential needed for water splitting [17]. Using this idea, demonstrations of GaP-based 

PEC devices [18]–[21] and descriptions of the physics/chemistry of the standard GaP surface 

[22], its interaction with water [23], [24] and hydrogen generation [25] were reported.  

To enhance conversion efficiency of GaP-based PEC devices, strategies like surface 

functionalization [20], use of plasmon resonant nanostructures [26] or integration of nanowires 

[27] were considered. Meanwhile, it was demonstrated recently that the texturation of surfaces 

at the electrode level greatly enhances the efficiency of BiVO4 photoanodes in PEC devices [28]. 

Structuration of semiconductor surfaces can be performed by lithography techniques [29], 

chemical processes [30], [31], nanowires, or by a self-organization during the epitaxial process 

of the material itself [32]. This last approach is usually driven by crystal strain-relief processes, it 

simplifies the post-growth device processing but does not offer large degrees of freedom, while 

keeping a crystal quality compatible with operating devices. The need for a scalable PEC device, 

in view of its very large scale integration was also pointed out [33]. In this regard, GaP presents 

several advantages. Among them, its monolithic integration on silicon leads to a high crystal 

quality, due to the low lattice mismatch between GaP and Si (0.36% at room temperature) [34]. 

 

5.3. Experimental results 

To design efficiently a textured semiconductor surface, a good knowledge of the non-

(001) most stable surfaces is needed. Stable facets are easily identified in stress-induced 

nanostructures, such as quantum dots [35]. But it is also possible to use stress-free surface 

structures whose formation is highly correlated to emerging defects as for instance, antiphase 

domains (APDs) separated by emerging anti-phase boundaries (APBs) [36]. In this regard, a 

10nm-thick GaP has been grown on a freshly prepared HF-last Si(001) substrate. Before starting 

the GaP/Si(001) growth process, the silicon substrate has been annealed at 800°C in order to 

desorb the hydrogen. With this preparation (without Si buffer layer), the Si surface remains 

bidomain. After that, the GaP  was grown at 350°C by molecular beam epitaxy using migration 



Chapter 5: Surface texturation of GaP on Si for water splitting applications 

132 
 

enhanced epitaxy (MEE) (see ref. [34], [37], [38] for growth procedure and apparatus 

description). This layer was further annealed at 500°C. An amorphous As capping layer was then 

deposited at cryogenic temperatures to avoid any air contamination during transfer to the 

scanning tunneling microscope (STM) ultra-high vacuum (UHV) chamber, as explained in ref. 

[35], [39]. 

Figure 5.4(a) shows the STM image of the 10nm-thick GaP/Si surface. Two antiphase 

domains are observed. Each domain is first characterized by a large (001) surface where the 

dimers are aligned along the local [1-10] directions. Different facets can be identified at the 

boundaries where the two domains coalesce. Amongst the different facets observed, {136}, 

{113} and (114)A and B are clearly identified by their angle and surface reconstructions. 

Especially, as highlighted in Figure 5.4(a), the surface is quantitatively mainly covered by {114} 

and (001) facets. The stability of GaAs{114}A or InGaAs {114}A facets was already widely 

discussed in the literature [40]–[42]. The work of Yamada et al., who performed STM 

investigations, showed low kink density and a highly uniform surface structure for the 

GaAs{114}A facets. Marquez et al. also observed a well-ordered GaAs(114)A-αϮ;ϮǆϭͿà

reconstruction, discussing its relative stability with respect to the GaAs(001)A-βϮ;ϮǆϰͿàoŶeàǁithà

ab-initio calculations. This was already commented in Chapter 2. 

 

5.4. GaP textured surface on Si vicinal substrate 

To promote {114}A surface texturation, we need thermodynamic conditions where the 

energy of the {114}A facetted surface is lower than the {001} one, i.e. by developing a surface 

energy engineering approach. To this aim, a 1 µm-thick GaP sample was grown on a vicinal Si 

(001)-6°-off substrate. Corresponding TEM and AFM images and profiles are shown in Figure 

5.4(b),(c),(d).  In this sample most of the APDs were annihilated within the first 20nm, by using 

AlGaP filtering layers, as demonstrated in the TEM image of ref.[34] and shown in Figure 1.19. 

The remaining GaP is grown at 580°C, with an intermediate beam equivalent pressure (BEP) V/III 

ratio of 4. The crystal growth was monitored in-situ using Reflection High Energy Electron 

Diffraction (RHEED) experiments. The 1µm thickness is well above the critical thickness, and X-

ray diffraction experiments (not shown here) reveal an overall full relaxation of the GaP crystal.  
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Figure 5.4 (a) 25x30 nm² STM image of a bi-domain 10nm-thick GaP on Si(001) evidencing the 
presence of numerous (114)A and B facets at the antiphase boundaries edges (b) TEM image of 
1µm-thick GaP on Si 6°-off  ((c) 3 µm *3 µm AFM image of the surface of the same sample as b) 
and (d) a profile taken by small region of the AFM image. TEM and AFM observations show the 

(114)A faceting of the GaP surface 
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Figure 5.4(b) shows the <110> cross-sectional TEM image of the sample. The surface 

presents a saw-tooth profile along the lateral <110> direction. All facets have an angle with the 

(001) plane between 18° and 20°, close to the theoretical angle calculated for the {114} facets 

that is θ =19.48°. The average distance between two maxima is 100 nm with a dispersion of 

40%. In the TEM image, left-oriented and right-oriented (114)A facets present different widths. 

The saw-tooth asymmetry allows compensating the 6°-miscut of the silicon substrate. It is 

important to note that (001) facets are completely missing. We also point out that (114) facets 

are parallel to the step edges direction of the vicinal silicon substrate, suggesting that the 

direction of the substrate miscut determines the dominant polarity of the grown GaP, but we 

will see that the situation is more complex later on. We also note that emerging dislocation 

density remains low on this relaxed sample, because of the low lattice mismatch. Interestingly, 

these facets were also observed by RHEED. During the growth a thin and streaky pattern, 

orientated with a 15-20° angle from the conventional (001) usual RHEED diffraction direction 

was observed. Even if the RHEED apparatus used in this study does not allow to determine 

precisely the observed reconstruction, diffraction lines were found to be remarkably thin as 

compared to the usual (2x4) (001) GaP ones, suggesting a good planarity of the facets. We also 

note here that similar observations were done on more than ten different samples, grown in the 

same conditions, showing the reproducibility of the process. 

The resulting surface pattern is also highlighted in Figure 5.4(c) where a plan-view AFM 

image is shown. The corresponding saw-tooth profile is also given in Figure 5.4(d). Here, the 

measured profile is smoother than the one obtained with TEM measurements, because of AFM 

tip convolution effects. A strong anisotropy of the surface structuration is revealed. The typical 

length of one facet is larger than 2µm, to be compared to the 100nm average distance between 

saws tooth profile. The surface anisotropy confirms that antiphase domains have been well 

annihilated, over the observed 3x3µm² surface. The morphologies observed by TEM and AFM 

thus clearly show that in these conditions the (001) GaP surface is unstable against (114)A 

faceting. It experimentally suggests that the surface eŶeƌgǇàofàtheà;ϭϭϰͿáàsuƌfaĐeàoǀeƌàĐos;θͿàisà

here lower than the (001) surface energy. Interestingly, it is worth mentioning that a similar 
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growth on the GaP native substrate does not lead to any {114} surface structuration indicating 

that growth on the vicinal silicon substrate impacts the surface properties.  

 

5.5. AlSb/GaP(001): texturation without vicinality 

 

Figure 5.5 Bright field STEM image of the AlSb/GaP(001) interface of a 100nm-thick 
GaSb/AlSb/GaP(001) sample 

 

Beyond the use of a vicinal substrate, we have also observed that changing group-V atmosphere 

above the surface on a nominal GaP substrate, can be another strategy for surface energy 

engineering promoting a textured-surface formation on GaP. Indeed, the textured behavior was 

obtained simply exposing the GaP surface under Sb atmosphere as shown in Figure 5.5 which 

represents the cross-sectional TEM image of the heterointerface in an AlSb/GaP sample. In this 

sample, a GaP homoepitaxial layer was first grown on GaP (001) substrate. The sample was then 

cooled down to cryogenic temperatures, and an amorphous Sb capping layer was used to 

protect the sample from air contamination. The sample was transferred to another MBE 

chamber, and heated at 500°C to desorb the Sb. AlSb was then grown at 500°C, with a 0.35ML/s 

growth rate [43]. The interface presents here a similar shed-like behavior. The facets are now 

symmetric, due to the absence of miscut on this sample, and the average lateral and vertical 

amplitudes are much smaller. The pattern is supposed to have formed during the heating of the 

GaP surface covered by antimony indicating that the change of group-V exposure generated a 

lowering of high index surface energies vs nominal GaP surface energies. This could open the 
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way for a large scale stress-free, miscut-free GaP surface texturation. This also provides 

additional degree of freedom on the control of lateral periodicity of the GaP pattern, which we 

think can be controlled between few nanometers until the micrometer scale.  

Beside III-Vs systems, a similar surface energy engineering strategy has also been developed 

to control the growth morphology by promoting a 2D-3D transition for growing self-assembled 

II-VI and nitride quantum dots (QDs) [44]–[46]. Indeed, in both the cases, the Stranski–

Krastanow (SK) transition was interpreted as a surface energy change due to a saturation of the 

dangling bonds by changing the species exposure. Nevertheless, all the present observations 

demonstrate that there is a real competition between the growth of a (001) surface and the 

(114)A faceting. 

 

5.6. DFT computational details 

The stability of the {114} facets is discussed thermodynamically in the following. The density 

functional theory (DFT) has been used to estimate the surface energy of the (001) non-polar 

GaP surface and the (114) A and B polar GaP surfaces in Chapter 2. Here is the summary of the 

surfaces of interest considered in Chapter 2. Every surface considered in this work fulfills the 

Electron Counting Model (ECM) [47]. For both (001) and {114} facets, P-rich and Ga-rich 

reconstructions are considered. In the case of the non-polar GaP(001) surface, two different 

(2x4) reconstructions are simulated.  

For the Ga-rich GaP(001) surface, the GaP(001)md(2x4) [48], [49] reconstruction (where 

md stands for mixed dimers) is assumed. This reconstruction is often considered for Ga-rich 

conditions in the literature [22], [24], [50]. For the P–rich GaP(001) surface, different stable 

structures were proposed [51] and H-passivated reconstructions were considered for Metal-

Organic Chemical Vapor Deposition growth or in the context of water splitting applications [24], 

[52], [53]. In this study where samples are grown by MBE, we use a simple anion (P)-rich 

GaP(001) surface that fulfills the ECM criteria as proposed for GaAs[47]. We believe that any 

change of this reconstruction does not qualitatively affect the main conclusions of the study. 
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For the polar GaP(114) surfaces, two types of (2x1) reconstructions have been simulated: 

the Ga-rich GaP(114)A-αϮ;ϮǆϭͿàaŶdàtheàP-rich GaP(114)B-αϮ;ϮǆϭͿàǁhiĐhàaƌeàsiŵilaƌàtoàtheàoŶesà

already thoroughly  investigated  for the GaAs(114) [41], [54], [55].  

In Figure 5.6, the surfaces energies versus the chemical potential variations are shown 

for GaP(001) and GaP(114) surfaces. The slope of the P-rich GaP(001)(2x4) and Ga-rich 

GaP(001)md(2x4) surface energy curves (respectively the green and blue one) is inherent to 

their stoichiometry. Indeed, both GaP(001)(2x4) surfaces are non-stoichiometric, i.e., �ܰ ≠ ீܰ. 

In particular, we find  ΔN௦௨ =4 for the P-rich GaP(001)(2x4) case while ΔN௦௨ =-8 for 

the Ga-rich GaP(001)md(2x4) one (ΔN௦௨ has been defined in Chapter 2). Instead, the 

GaP(114)A-αϮ;ϮǆϭͿà aŶdà the GaP(114)B-αϮ;ϮǆϭͿsuƌfaĐesà aƌeà stoiĐhioŵetƌiĐà ;ȴN=ϬͿ.à

Consequently, their surface energies (respectively the pink and brown curve) are constant with 

the chemical potential. Their values are about 59.9meV/�ଶ and 67.3meV/�ଶ respectively. 

The chemical potential µ� has to vary between two extremes thermodynamic 

conditions:  Ga-rich limit (i.e. bulk Ga will form preferentially) and P-rich limit (bulk P will form 

preferentially). In particular, the P-rich limit is when µ� = µ��−௨ while the Ga-rich limit 

corresponds to case when �µ� is equal to the GaP heat of formation (�ܪሺܲܽܩሻ = -0.928eV) 

which has been calculated with the black phosphorus phase aŶdàtheàoƌthoƌhoŵďiĐàα-Ga phase 

[56], [57]. 

For the Ga-rich limit the most stable reconstruction is the Ga-rich GaP(001)md(2x4) with 

a value of 52.9meV/�ଶ while in the P-rich limit the most stable one is the P-rich GaP(001)(2x4) 

with a value of 57.4meV/�ଶ. The GaP(114)A-αϮ;ϮǆϭͿsuƌfaĐeà isàtheƌŵodǇŶaŵiĐallǇàŵoƌeàstaďleà

than the GaP(114)B-αϮ;ϮǆϭͿà suƌfaĐe,à asà alƌeadǇà ƌepoƌtedà iŶà pƌeǀiousà ǁoƌksà foƌà theà Gaásà

material. The GaAs(114)A surface energy was found to lie 3meV/�ଶ below the GaAs(114)B [55]. 

In the interval from Ga-rich up to �µ� = −Ͳ.ͲeV, then from −Ͳ.Ͳ݁� < �µ� < −Ͳ.ͳ݁� and 

finally from �µ� = −Ͳ.ͳeV to P-rich conditions, the lowest surface energies are the ones of 

Ga-rich GaP(001)md(2x4), GaP(114)A-αϮ;ϮǆϭͿà aŶdà P-rich GaP(001)(2x4) respectively. Overall, 

the surface energy of the GaP(114)A-αϮ;ϮǆϭͿàisàtheàloǁestàoǀeƌàaàǁideà�µ� intermediate range 

(almost 60% of the full �µ� range)  as compared to the GaP(001) surface energies. However, to 

predict the possible destabilization of the (001) surface by (114)A faceting, one should consider 
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 ୋaPሺଵଵସሻ−αଶሺଶxଵሻ/c�s ሺΘሻ (dashed pink line in Figure 5.6), where ϴ=19.48° is the angleߛ

between the GaP(114) and the GaP(001) surfaces. We can see that this corrected surface energy 

is still lower than the GaP (001) ones in almost 30% of the full �µ� range (−Ͳ.Ͳ݁� < �µ� <−Ͳ.͵݁�), traducing a destabilization of the (001) surface by GaP(114)A-αϮ;ϮǆϭͿà faĐetiŶg.à IŶà

contrast, the GaP(114)B-αϮ;ϮǆϭͿà suƌfaĐeà oďǀiouslǇà ĐaŶŶotà destaďilizeà theà ;ϬϬϭͿà suƌfaĐe,à iŶà

agreement with experimental observations. 

 

Figure 5.6 GaPàsuƌfaĐeàeŶeƌgiesàγàǀeƌsusàtheàphosphoƌusàĐheŵiĐalàpoteŶtialàǀaƌiatioŶà�µ�=µ� − µ��−ܓܔ�܊. The dashed black lines represent the thermodynamic boundaries allowed for �µ�:  �۶ሺ۵܉�ሻ[= −. ૢૡ܍�] < �µ� <0 
 

 

We note that although the destabilization of the (001) GaP surface by (114)A faceting is 

predicted by DFT in homoepitaxy, it has not been experimentally observed on GaP substrate 

yet. This shows that the heteroepitaxial growth on the silicon substrate changes the surface 

energies balance. Note that a small shift of about +2 or -2 meV/�ଶ  in the surface energy of the 
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(114)A or (001) surfaces, respectively, would be sufficient to inhibit the destabilization in the 

DFT prediction. This suggests that the destabilization regime is highly sensitive to small 

variations of surface properties. Although the relaxation degree of the GaP layer on Si is very 

high, a small residual stress induced by the heteroepitaxy cannot be ruled out and could explain 

why the destabilization was observed on Si and not on GaP substrates. An eventual anisotropic 

effect induced by vicinal Si substrates should be further investigated by comparisons of growth 

on vicinal and nominal substrates. We also point out that the GaP(001)-oriented surfaces on 

vicinal Si substrates were already obtained in previous works with different growth conditions 

[36], [58], [59]. 

 

5.7. Textured surface on Si, over a 2-inch wafer 

Even if a stress-free and textured GaP template on Si substrate has been obtained, the 

question of sample homogeneity is still raised, in the general context of a very large scale 

integration. In order to check the homogeneity of the anisotropic surface texturation over a 2-

inch wafer, optical surface control is the most efficient approach. For this aim, a 3µm GaP/Si 

was grown in the same conditions as the 1µm-thick GaP/Si sample. Similar RHEED observations 

(streaky misorientated RHEED pattern) were obtained during the growth. The average distance 

between the ridges significantly increased, as compared to the 1µm GaP/Si and reached 400 

nm. Therefore, the pattern dimension becomes of the same order of magnitude that the visible 

light wavelength. 

 To study the sample optical properties, we used as a reference object a metal box, 

laďelledà͞IN“á͟à;“eeàFigure 5.7(a),(b)). Then, the reflection/diffusion properties of light coming 

from this object are observed at the center of the sample surface. Ambient lightning is added, 

on the right side of the picture. Two pictures of the experiment performed exactly in the same 

conditions are given in Figure 5.7(a),(b). The same sample has been used in both figures, but the 

sample has been simply rotated by 90°. An arrow gives the Si [110] direction of the sample on 

both images.  Two distinct areas are observed on this sample: (i) the central area of the sample, 

that correspond to nearly 90% of the total sample surface, starting from the center, and (ii) the 
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crown area, corresponding to the edges of the sample (10% of the total sample surface on the 

outskirts of the sample). In the central area of the surface sample in Figure 5.7(a), the edge of 

the metal box and the INSA logo are well and precisely reflected indicating that diffusion does 

not occur significantly. The sample appears mirror-like. If the sample azimuth is rotated by 90° 

(Figure 5.7(b)Ϳ,à aà ͞ŵilkǇ͟à suƌfaĐeà ďehaǀioƌà appeaƌsà iŶdiĐatiŶgà iŵpoƌtaŶtà ĐoŶtƌiďutioŶà ofà lightà

diffusion. These results suggest a strong and homogeneous anisotropy of surface texturation 

over 90% of the 2-inch sample.  

 

Figure 5.7( a) study of light reflection on the 2-inch wafer of GaP(114)/Si 6°-off  surface rotated 
by 90° with respect to (b) 

 

 

We then conclude that the central area of the sample is perfectly monodomain, and that 

{114}A textured surface have been obtained homogeneously over nearly 2 inches. Figure 

5.7(a),(b) shows also a more intriguing feature with this patterned surface. Indeed, for light 

parallel to [110], the central area appears mirror-like and the crown appears with a white 

͞ŵilkǇ͟àďehaǀioƌ. On the opposite, when the light direction is along the [-110], the central area 

appeaƌsà͞ŵilkǇ͟,àtheàĐƌoǁŶàappeaƌsàŵiƌƌoƌ-like. This shows that a {114}A textured surface has 

also been obtained in the crown area, but its orientation is turned by 90°, as compared to the 

central area. These opposite light effects, at the center and at the edge of the sample, suggest 
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that the majority domains developed in these two areas are different. These two areas are   

therefore in antiphase one for the other. A giant antiphase boundary is therefore expected at   

the separation between the central area and the crown area. We assume that the formation of 

these two different domains could be due to the inhomogeneity of growth temperatures and 

fluxes in the central area and in the crown area during the sample growth. Further works will be 

needed to clarify this finding. Nevertheless, a large scale {114}A textured GaP surface has been 

successfully  obtained in this work on a silicon substrate. 

 

5.8. Benefits of using the stress-free nanopatterned GaP(114)A surface for 

water splitting applications 

We now discuss the relevance of GaP(114)A surfaces for water splitting applications. 

Indeed, beyond the high thermal stability and the benefit of the free post-processing aspect, 

there are other advantages in terms of optical and electrical devices properties inherent to the 

GaP material. Firstly, the electric device properties can benefit from the GaP direct growth on Si 

substrate where the ohmic contact can be realized easily to connect an external circuit. Indeed, 

the realization of ohmic contacts on the GaP remains very challenging because of its large 

bandgap [60], while for the Si substrate it is a well-known process which simplifies the device 

fabrication. Moreover, the band lineup of the GaP/Si hetero-interface is another advantage. 

Indeed, GaP and Si have a large bandgap difference (ܧௌ = ͳ.ͳʹ�V, �ீܧ =2.26eV at 300K) 

and their bandgap alignment is of type I favoring the extraction of the photo-generated carriers 

in the GaP photocatalyst through the Si substrate, when a potential is applied. We also point out 

that if GaP naturally fits photocathode requirements, quasi lattice-matched AlGaP [61] can also 

be grown on Si, that lowers the alloy valence band to reach photoanode adapted band lineups 

[62]. Finally, in the water splitting reaction, the catalyst surface area plays an important role 

since it constitutes the main part where the oxidation occurs. It means that a stable and high 

catalyst surface area is beneficial for the water splitting efficiency providing more active sites for 

the photocatalytic reaction [63]–[66]. Here, thanks to the surface texturation, a larger surface 

area has also been gained with respect to the planar one. The gain can be easily quantified since 

we know the GaP{114}A facets angle. The GaP (001) and GaP (114)A surface areas are linked 
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with SGaP(001) = c�s θSGaP(114), where c�s θ ≈0.94. Consequently, we expect a surface gain of 6 %. 

Moreover, the textured surface may enable a more efficient light trapping into the material, 

where the direct expected consequence is an increase of light absorption which enhances the 

photo-generated carrier density.  

 

5.9. Conclusions 

A large scale textured surfaces were achieved by growing micrometer-thick GaP layers 

on vicinal Si(001) substrates, thanks to the instability of the (001) GaP surface against (114)A 

faceting. This destabilization is also predicted by DFT calculations of GaP(001)(2x4), 

GaP(001)md(2x4), and GaP(114)-αϮ;ϮǆϭͿà suƌfaĐeà eŶeƌgies.à We propose to use this surface 

energy engineering to develop large scale textured GaP templates monolithically integrated on 

Si, for water splitting applications. We believe that this nano-patterning approach could also 

benefit to various other applications, such as window layers in photovoltaic solar cells, nano-

fluidic applications, surface nano-functionalization, or biologic sensors. 
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Conclusions and perspectives  

This thesis work was part of the ANTIPODE project which aimed to clarify the main steps 

at the very early stage of the III-V on Si 3D-growth and defects generation. In particular, this 

thesis focused on the study of GaP/Si 3D-growth supported by density functional theory 

calculations and on achieving experimentally a silicon surface adapted to III-V overgrowth. 

In Chapter 1, the state of the art of different III-V on Si integration approaches was presented 

together with devices developed for photonics and energy applications. Emphasis was given to 

the monolithic approach which is very promising for very large scale integration (VLSI) 

techniques. The different challenges due to the III-V/Si direct growth together with strategies 

adopted for avoiding or controlling them were introduced. Nevertheless, one of the main issues 

remain the generation of antiphase domains (APDs) which are structural defects whose total 

suppression or control at the early stage of growth is still under investigation. 

In Chapter 2, Si and GaP non-polar and polar absolute surface energies and absolute interface 

energies of GaP/Si were calculated by density functional theory simulations. First, the 

calculations for determining the surface energies of the Si(001) with and without step, showed 

that the presence of the step does not impact significantly the silicon surface energy. The GaP 

surface energies for the most stable facets experimentally observed, such as {001}, {136}, {114} 

were determined as a function of the chemical potential. Finally, the abrupt and compensated 

GaP/Si absolute interface energies were determined confirming the stability of the 

compensated one with respect to the abrupt one. 

In Chapter 3, the main steps of the III-V/Si early stage of growth and defects generation were 

clarified. First, the analysis of the different III-V on Si materials systems showed similar 3D-

monodomain islands formation. This suggested the importance of surface and interface 

energies in the III-V/Si 3D islanding process.  GaP/Si heterostructure wetting properties were 

studied, and it was demonstrated that partial wetting is always achieved whatever the 

phosphorus chemical potential. This effect is even reinforced by the Si surface passivation. 

Through the calculation of the free energy change for both a 2D and 3D GaP/Si island, we have 
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calculated that the contribution of the elastic energy is negligible with respect to the one of 

surface and interface energies. This result can be extended to most of III-V/Si systems, 

confirming that III-V/Si islands morphology is mainly governed by a competition between 

surface and interface energies. On this basis, we clarified the main steps of the III-V/Si growth 

showing that the partial wetting is at the origin of the defects generation such as antiphase 

domains 

In Chapter 4, silicon surface quality has been experimentally studied for improving III-V 

overgrowth. We first developed a new strategy to protect the Si(001) surface from 

contaminants. Then, different Si growth conditions were investigated to determine silicon 

growth parameters allowing to reach a monodomain surface. Overall, with this study, we have 

highlighted the importance (on both 0.3°-off nominal and 6°-off vicinal Si(001)) of working at 

high temperatures and low silane pressures for improving the silicon surface quality. Moreover, 

we confirmed the role of AlGaP marker layers for controlling the antiphase domains vertical 

propagation in GaP/Si samples. These samples were grown on the silicon substrate developed 

with the new strategy, demonstrating the reproducibility of the Si surface quality achieved. 

Finally, the GaP/Si antiphase boundaries were electrically characterized. With this study, we 

demonstrated that current flows from the Si substrate through the GaP layer with emerging 

APBs while no current flows when APDs are annihilated. 

In Chapter 5, a micrometer-thick GaP template grown on Si by surface energy engineering for 

photoelectrochemical (PEC) water splitting applications was presented. We showed that this 

growth is governed by the competition between {001} and {114} surface energies. Indeed, the 

{114} facets formation on the GaP surface is achieved due to their stability against the {001}. 

These results are well explained by DFT calculations presented in Chapter 2. The homogeneity of 

the anisotropic surface texturation over a 2-inch wafer was also demonstrated. Finally, we 

presented the advantages of using such a textured GaP surface monolithically grown on Silicon 

for PEC water splitting applications.  
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Perspectives 

From the work presented in this thesis, we believe that the ratio between Type-A and 

Type-B terraces surface area plays a crucial role in the APDs formation rather than the kind of 

atomic step (monoatomic or biatomic) as claimed usually in the literature. That is why achieving 

a monodomain surface, in particular on a nominal substrate compatible with CMOS technology, 

is a key challenge to improve the III-V overgrowth avoiding APDs generation. Even if impressive 

results were already demonstrated by Marburg University (NAsP company), the further total 

absence or ultimate control of APDs could permit to open the route toward high efficiency, high 

performances, and low cost materials for photonic or energy applications, overcoming the 

defect filtering strategies adopted nowadays by most of the researchers.   

Moreover, the surface energy engineering is very promising for realizing nano-structured 

templates going beyond the limits of lithography. In the context of energy application, we 

believe that the nano-patterning approach could be used to develop large scale textured GaP-

based templates monolithically integrated on Si, for water splitting applications.  

Overall, three fundamental aspects still need to be clarified: (i) the real impact of the 

miscut (angle and direction) during III-V/Si, (ii) the impact of antiphase boundaries on light 

emission or absorption, (iii) the impact of antiphase boundaries on transport properties. Further 

research efforts will be needed in the future to deeply investigate these points. 
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Appendices 

A. Density functional theory (DFT) 

 In the following paragraph the errors per unit surface area  related to the GaP/Si 

surfaces and interfaces energy calculations (Chapter 2) are presented in detail. 

In the case of the Si(001) surface energies calculation, the surface energy is given by the 

following equation:  

ௌሺௌሻߛ = ௦ܧ − ௌܰߤௌ−௨ʹ�  
 (A.1) 

Thus, the error per unit surface area associated to the silicon surface energy is given by two 

contributions. One is related to the total energy of the slab ߝா�ೌ್   which is given by the sum ε௨௧&+ε௩௨௨. The first term of the sum is the cutoff and K-points energy-related error 

and the second one is the vacuum length-related error. The other contribution is the error given 

by the bulk energy calculation ߝ������−್�ೖ . The values of each contribution are approximated to:  

 ��࢈ࢇ࢙= ε௨௧&+ε௩௨௨ ≈120meV+25meV≈150meV 

 ���࢈−�ࡿ��ࡿ ≈ ͳͻʹ�Ͳ.ͲͶ݉݁� ≈ ૡ�� 

The Si(001) super cell has been built with a surface area of 237.2 �ଶ. Finally, the overall error 

per surface area associated to the Si(001) surface energy can be overestimated to a value of 

almost ͳm�V/� 
ଶ

 . 

In the following we present the calculations for estimating  the error per unit surface area 

related to the GaP surfaces energies. We are going to show the case of the GaP(114) surface. 

Nevertheless, the calculations are similar for the other two cases studied (GaP(001) and GaP 

(2511)). The GaP(114) surface energy is given by the following equation:  

ߛ = ௦ܧ − ீܰµீ�ீ�−௨ − ுܰ∗ሺߤு∗ீ − �∗ுߤ ሻ�  

 

 (A.2) 
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In this case, besides the total slab energy error ��࢈ࢇ࢙  (whose value is the same as the one 

estimated for the Si(001)) and the GaP bulk energy error ���ࢇµ��࢈−�ࢇ��ࢇ , one has to consider also 

the contribution of the error related to the fictitious hydrogen chemical potentials ��ಹ∗ሺ�ಹ∗ಸೌ−�ಹ∗� ሻ.  The values of these two terms are the following: 

 ���ࢇµ��࢈−�ࢇ��ࢇ ≈ ͶxͲ.Ͳm�V ≈  �܍ܕ�

 ��ಹ∗ሺ�ಹ∗ಸೌ−�ಹ∗� ሻ ≈ �܍ܕ� 

The GaP(114) super cell has been built with a surface area of 131.6 �ଶ. By considering each 

value in the equation (A.2), the overall error per surface area associated to the GaP(114) surface 

energy can be then overestimated to a value of almost ʹ.ͷm�V/� 
ଶ

. 

Finally, in the following we are going to show the error related to the GaP/Si interfaces 

energies. To this aim we took into account the compensated 0.5:0.5 P-Si/Ga interface. The 

calculations are similar for the other kinds of GaP/Si interfaces investigated in Chapter 2.  The 

equation for determining the compensated 0.5:0.5 P-Si/Ga interface energy is the following: 

ூ௧ߛ = ௦ܧ − �ܰµீ�ீ�−௨ − ሺ ீܰ − �ܰሻ�µ� − ௌܰߤௌ−௨ − ௌሺௌሻߛ� − �ௌሺீ�ሻߛ�  

 

 (A.3) 

In this case we have the following errors contributions: the total slab energy error ��࢈ࢇ࢙  , the 

Si(001) and GaP(001) bulk energy errors ���࢈−�ࡿ��ࡿ  and ���ࢇµ��࢈−�ࢇ��ࢇ   respectively, the Si(001) 

and GaP(001) total surface energy errors and the phosphorous chemical potential variation 

error  �ሺ��ࢇ−��ሻ�µ�. The error relatet to the interface energy calculation has been finally 

overestimated to 4.86meV/�ଶ. This value has been determined by considering that, for this 

particular interface, the numbers of gallium, phosphorous and silicon atoms is respectively 

ீܰ = ͷ, �ܰ = ͳ, ௌܰ = ͳʹͶ and the surface unit area is �=119.2 �ଶ. 
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B. Molecular beam epitaxy and ultra-high vacuum chemical vapor 

deposition 

In order to realize the III-V/Si molecular beam epitaxy (MBE) growth, the FOTON 

institute has installed from 2010  a RIBER ultra-high vacuum chemical vapor deposition (UHV-

CVD) reactor dedicated to group IV  near the existing RIBER compact 21 solid source MBE 

chamber for III-V  growth. They are connected by a ultra-high vacuum(UHV) tunnel kept at 10-

10Torr thanks to ionic pumps. This system allows the growth of a silicon buffer layer in situ prior 

to subsequent III-V overgrowth. 

 

Figure B.1  Schematic representation of the UHVCVD-MBE growth cluster. UHV-CVD chamber 
connected to the MBE reactor by a UHV transfer tunnel kept at 10-9Torr[1] 

 

 UHV-CVD 

In this thesis work, I was particularly involved in close collaboration with  R. Gautheron-

Bernard in the Silicon growth under UHV-CVD. 

The UHV-CVD reactor is composed by an oven which heats the substrate at 

temperatures up to 1100°C. The temperature is measured by a pyrometer working in the range 

of 500°C to 1500°C.   There are also four active gases injection lines (SiH4, diluted AsH4, diluted 

B2H6 and H2) controlled by mass-flows or Baratrons gauges.  The vacuum inside the UHV-CVD 

chambers is kept by a pumping system formed by a primary pump and a turbo pump which 

permits to have a high vacuum of 10-10 Torr. At a constant active gas flow rate it is possible to 

ǁoƌkàeitheƌàiŶà͞loǁàpƌessuƌeàŵode͟àoƌà͞highàpƌessuƌeàŵode͟àĐoŶditioŶàthƌoughàtheàuseàofàaàďǇ-



  Appendices 

153 
 

pass control between the pumping system and the growth chamber. In this work, the by-pass 

ĐoŶtƌolàalloǁsàusàtoàǁoƌkàalsoàiŶà͞high pressure ŵode͟àĐoŶditioŶsàaĐhieǀiŶgàĐhaŵďeƌàpƌessuƌesà

around 10-2Torr-10-1Torr. The pressure inside the chamber is measured by an extractor gauge 

(which works in the pressure range of 10-12
 – 10-4Torr). During both the growth and annealing 

processes, the gauge is carefully turned off for avoiding to be damaged. A Transmitter gauge 

(pressure range of 4x10-4
 – 750Torr) is used to monitor the chamber pressure during the 

processes.  Finally, a mass spectrometer is installed on the reactor to identify the species 

present in the growth chamber and to ensure absence of contaminants. A RHEED apparatus 

(Appendix C) enables in-situ surface analysis during  UHV-CVD growth.  

 

 MBE growth process  

Molecular beam epitaxy is a non-equilibrium growth technique which allows to deposit 

thin films on a heated crystalline substrate in a ultrahigh vacuum (UHV) environment (<10-

10Torr). This environment corresponds to the free molecular flow regime which means that the 

collisions between atoms during their path to the substrate are almost negligible.  

MBE reactor: 

The MBE reactor is connected to a pumping system which permits to achieve a vacuum 

of 10-10 Torr and a working pressure of 10-5 to 10-7Torr.  Group-III elements (Ga, In, Al) are 

provided through conventional Knudsen effusion cells containing pure metal solid sources. The 

group-V elements (P, As, Sb) are supplied via a thermal effusion cell where heated solid sources 

of these elements (released as tetramer such as P4 and As4) are cracked (by the valved-cracker 

cell)  in P2 and As2 molecules. The MBE reactor is also composed by a RHEED apparatus for in-

situ layers characterizations. Also in this reactor a mass spectrometer is installed for identifying 

the species present inside and  the presence of contaminants. See Figure B.1. 

Different physical processes can occur during the MBE growth: adsorption, desorption 

and diffusion of adatoms, islands nucleation, nucleation on second-layer island, diffusion to a 

lower terrace. A thermodynamic description,  based on surface and interface energies 

competition,  can be used to distinguish three main growth modes during the MBE hetero-
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epitaxial crystal growth [2], [3] (see Figure B.2). Illustration is made here by considering the 

deposition of a III-V semiconductor on Si: 

(i) Frank- Van de Merve growth (layer-by-layer) when surface energy of the substrate is 

higher than the sum of the III-V/Si interface and III-Vs surface energies (ߛௌሺௌሻ ௌሺூூூ−�ሻߛ≤ +  .ሺூூூ−�/ௌሻ). This growth mode corresponds to perfect wetting conditionsߛ

(ii)  Volmer-Weber growth when the substrate surface energy is weaker than the sum of 

the  III-V/Si interface and III-Vs surface energies (ߛௌሺௌሻ < ௌሺூூூ−�ሻߛ + �−ሺூூூߛ ௌ⁄ ሻ ). Thus, 

it corresponds to partial wetting conditions. 

(iii) Stranski-Krastanow growth when the substrate surface energy is almost the same as the 

sum of the III-V/Si interface and III-Vs surface energies (ߛௌሺௌሻ ≈ ௌሺூூூ−�ሻߛ + �−ሺூூூߛ ௌ⁄ ሻ). 
It can be considered as an intermediate case between the first two growth modes. 

 

 

Figure B.2 Three different MBE growth mode: Frank- Van de Merve (ߛௌሺௌሻ ≥ ௌሺூூூ−�ሻߛ ௌሺௌሻߛ)ሺூூூ−�/ௌሻ), Volmer-Weberߛ+ < ௌሺூூூ−�ሻߛ + �−ሺூூூߛ ௌ⁄ ሻ) and  Stranski-Krastnow(ߛௌሺௌሻ ௌሺூூூ−�ሻߛ≈ + �−ሺூூூߛ ௌ⁄ ሻ)[2] 

 

 

 

GaP growth process: 

For growing GaP on Si substrate a two-step growth process [1] is used taking inspiration 

from Grassman et al.[4]. It consists of a low temperature migration enhanced epitaxy (MEE) 
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growth, which allows having a very smooth surface at the early stage of growth, followed by the 

conventional molecular beam epitaxy (MBE) growth mode. Before the GaP overgrowth, the 

silicon substrate is firstly heated to 800°C  in order to desorb the hydrogen  and ramped down 

to 350°C for growing 40 ML-thick (about 10 nm) GaP by MEE. The first MEE sequence consists in 

forming a Ga/Si interface. Indeed, starting by Ga element, instead of P, enables to decrease the 

surface roughness (see ref. [5], and references therein). Thus, first 0.9 ML of Ga is deposited at a 

growth rate of 0.1 ML/sec., followed by a 4 sec. growth interruption. An exposure to 

phosphorus overpressure for P deposition ends the first MEE sequence. The following MEE cycle 

starts after 60 sec. growth interruption. These cycles are repeated until a 40ML-thickness is 

reached.  After MEE, the growth is continued by MBE to suppress defects such as microtwins 

and annihilate antiphase domains[4], [6]–[9]. Standard MBE growth temperatures 500-600°C 

are used during this part of the growth. 

 
 

 

Figure B.3 Two steps III-V on Si growth process: Silicon substrate degassing followed by MEE and 
MBE [10] 

 

 

C.  Atomic force microscopy 

During this thesis work, I was particularly involved in  the silicon surfaces analysis by 

atomic force microscopy (AFM).  The AFM is a method for studying the topology of the sample 

surface, scanning it with a tip (typically made by Si3N4 or Si) fixed on the extremity of a 
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deformable cantilever. Its interaction with the surface sample can happen through different 

types of forces: Van Der Waals force, capillarity forces, electrostatic or magnetic, depending on 

the sample. The AFM principle is scanning the surface sample by monitoring the cantilever 

deflection through a feedback mechanism.  

The AFM apparatus is formed by an optical system composed of a laser source and a 

quadrant photodiode detector that permits to record the cantilever spatial variation, as 

illustrated in Figure C.1.  Indeed, the laser source is focalized on the cantilever extremity and it 

is reflected back to the photodiode which converts the light in electrical energy producing a 

signal proportional to the cantilever deflection. The sample is positioned on a cylindrical 

piezoelectric (PZT) tube which, by shrinkage and expansion, allows the sample to move on the 

three axes (x, y, z) for keeping constant the interactions between the tip and the surface.  

Before the measurement, a parameter called set-point which characterizes the strength of 

interaction between the tip and the surface is fixed.   

 

Figure C.1 2007 Veeco di Innova setup of the FOTON institute at INSA Rennes  [11] 

 

In the FOTON institute we use the AFM 2007 Veeco di Innova experimental setup, 

alloǁiŶgàϭϬϬǆϭϬϬàʅŵ²àiŵagesàǁithàaàZ scaleàŵaǆiŵuŵàaŵplitudeàofà~ϲàʅŵà;Figure C.1). 

A force-distance curve can better explain what happens in terms of interactions between the tip 

and the sample through attractive and repulsive forces when the cantilever approaches the 

sample. At the beginning, the cantilever is away from the surface thus, no forces act (Figure 

C.2(A)). When the cantilever approaches the sample, it undergoes to attraction and repulsion 
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forces which could make the cantilever deflect upwards and downwards(Figure C.2(B)). When 

the tip is brought into contact with the sample (Figure C.2(C)), the cantilever deflection 

increases a little more. Figure C.2(D)and (E) represent the case where the retraction starts and 

the cantilever is brought far from the surface.  

 

Figure C.2 Force profile when the distance between the tip and the surface changes [5] 

 

The force exerted between the saŵpleàsuƌfaĐeàaŶdàtheàtipàisàesseŶtiallǇàgiǀeŶàďǇàtheàHook͛sàlaǁ: ܨ = −ܼ݇ (C.1) 

 

where F is the force proportional to the cantilever Z deviation through the cantilever stiffness k. 

There are two kind of AFM operation mode: contact mode and tapping mode. In the contact 

mode, the type of force is repulsive and the tip scans over the surface maintaining the cantilever 

vertical deviation at a constant level. Before starting the measurement, the laser is adjusted at 

the end of the cantilever and the reflected spot is positioned as a reference at the center of the 

photodiode. During the scanning, the deflection is recorded by the optical system and it is 

compared by a DC feedback loop to the set-point level. The resulting error signal from the 

amplifier is used to actuate the PZT, moving the sample in order to maintain constant the 

tip/sample interaction by applying the required voltage.  

The tapping mode alternatively uses both the attractive and repulsive forces. The 

cantilever is oscillating at its resonance frequency, normal to the sample. It alternately contacts 
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the surface and lifts off. The amplitude of oscillations is affected by the interactions forces 

between the tip and the sample surface. In this case, the feedback loop aims to maintain a 

constant oscillation amplitude keeping constant the average distance between the cantilever 

and the surface. This tapping mode causes less damages with respect to the other operation 

modes because of the fewer contacts. Thus, it is useful for fragile surfaces which could be 

damaged when scanned in contact mode. 

 

D. Reflection high energy electron diffraction 

In this thesis work, I was involved in performing in-situ reflection high energy electron 

diffraction (RHEED) analysis for studying the silicon surface reconstruction, in close 

collaboration with R. Gautheron-Bernard. 

The RHEED analysis allows having information on the atomic arrangement of the surface 

sample and on the growth rate by analyzing the RHEED oscillation as a function of the growth 

mode.  The RHEED apparatus is composed of an electron gun that produces and accelerates an 

electron beam. The latter is diffracted on the sample surface while a fluorescent screen detects 

the reflected electron beam. In order to analyze in real time the silicon surface reconstruction, 

the electron gun is equipped by a differential pumping system. It allows to analyze the surface 

reconstruction under high pressure of active gas, up to 5x10-2 Torr and with a working energy of 

the electrons of 30keV. The electron energy used in this work is 28keV. The incident angle is 

very small, in a range of 0.3°-0.5°. At these angles values the beam does not penetrate deeply in 

theàsaŵpleà;justàfeǁàÅͿ.àThus,àtheàeleĐtƌoŶàďeaŵà͞sees͟àaàϮDàĐƌǇstalàǁhoseàƌeĐipƌoĐalàlattiĐeàisà

made by rods perpendicular to its surface.  
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Figure D.1 Scheme of the RHEED apparatus of a ultrahigh vacuum (UHV) chamber. Courtesy of 
[12] 

 

When the magnitude of the incident beam wave vector  ݇⃗  equals the one of the 

diffracted beam ݇′⃗⃗  ⃗, the elastic diffraction is achieved. In this case the Ewald sphere centered on 

the sample and of radius ݇′⃗⃗  ⃗,  (2ʋ/ʄ), intersects the reciprocal rods.  This conditions is expressed 

as :  

݇⃗ − ݇′⃗⃗  ⃗ =  (D.1)  ܩ

It means that the diffracted vector is a reciprocal lattice vector ܩ  (Figure D.2(a)). When this 

condition is fulfilled,  some spots organized  in  concentric circles are observed on the screen.  

These are the so-called Laue zones (Figure D.2(b)). The electrons inelastically diffracted form on 

the RHEED pattern the so-called Kikuchi lines (Figure D.2(b)). The electron beam wavelength (Å) 

is given by [13]  : 

ߣ = ℎ√ʹ.݉.  ܧ
(D.2) 

 

WheƌeàhàisàtheàPlaŶkà͚sàĐoŶstaŶt,àŵàisàtheàeleĐtƌoŶàŵassàaŶdàEàisàtheàeleĐtƌoŶàeŶeƌgǇ.àThus, for 

high energies used, the wavelength is very small and the Ewald sphere radius is very large and it 

appears almost flat in the reciprocal rods areas. For this reason, we see a streaky diffraction 

pattern.  
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Figure D.2 (a) scheme of the RHEED pattern formation where L0 , L1 and L2 are the zeroth,  the 
first and the second order Laue zones [5]. (b) The kikuchi lines and Laue zone observed on the 
ex-situ chemically cleaned Si(001) 0.3°off misoriented toward the [110] direction, described in 

Chapter 4. 
 

Different surface atoms arrangement are associated to different RHEED patterns, as 

explained in the literature by S. Hasegawa [12] . The different patterns are illustrated in Figure 

D.3 where the case of a perfectly 2D monocrystalline surface is presented in Figure D.3(a). Its 

diffraction pattern is formed by Laue zones consisting in elongated spots. In Figure D.3(b) the 

surface is poly-crystalline  and its reciprocal space is given by thick rods.  When the rods 

intersect the Ewald sphere, elongated and thicker diffraction spots form on the screen. The 

presence of terraces can complicate a little bit more the reciprocal rods formed and so the 

diffraction pattern. Moreover, as the interference of the reflected beam from lower and upper 

terraces can be either constructive or destructive, the intensity of each rod  can  be modulated.  

Figure D.3(c) corresponds to a two level stepped surface while Figure D.3(d) is the case of a 

rough surface with multilevel terraces. Here the rods intensity is modulated forming sharper 

nodes separated by broader weaker areas (Figure D.3(d)). In the case of a vicinal surface, the 

rods are perpendicular to the terraces.  Other fine rods are perpendicular to the overall surface, 

thus they are slightly inclined. These are present inside the rods normal to the terraces. As a 

result, inclined streaks are observed on the screen, see Figure D.3(e) . Finally for a 3D surface, 

(Figure D.3(f)), the electron beam is transmitted through the 3D islands and diffracted in 

different directions creating a diagram of spots. 
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Figure D.3 Scheme of different type of surfaces: their real morphology, the reciprocal space and 

the corresponding RHEED pattern. Courtesy of [12] 

 

RHEED analysis is very useful to monitor growth modes and growth rates. Indeed, it is 

possible to detect the three main type of MBE growth modes (see figure 2 in appendix B): Frank-

van der Marve (layer-by-layer) growth where the RHEED pattern is formed by streaks 

corresponding to a 2D surface with a diffraction patterns dependent with the kind of surface 

investigated (see Figure D.3(a-e)) ; Volmer-Weber (3D-islanding)  growth where the spots 

indicate a rough 3D-islands surface (see Figure D.3(f)); Stranski-Krastanov (layer-plus-islands) 

growth where formation of a 2D wetting layer (streaky pattern, see Figure D.3(a-e)) is followed 

by the 3D-islands formation (spots Figure D.3(f)). Moreover, RHEED is very useful during 

homeopitaxial Si growth (or during annealing procedures) under ultrahigh vacuum chemical 

vapor deposition (UHV-CVD) for in-situ investigating the surface atoms arrangement as showed 

in this thesis for Si(001) in chapter 4.  
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Finally, the growth rate can be detected as a function of the oscillatory intensity of the 

reflected beam (Figure D.4). Indeed, during a layer-by-layer growth the starting surface is flat at 

the beginning. Then, a second flat layer is formed passing through the formation of 2D islands. 

Thus, the intensity of the specular spot, which is higher when the surface is flat, becomes 

weaker during the islands formation when the surface looks rough. Finally, the intensity 

becomes higher again when a flat and continuous layer is formed. 

 

 

 Figure D.4 The intensity modulated by the surface morphology during the layer-by-layer 
growth. Courtesy of [12].  
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Résumé 

La photonique sur silicium consiste à intégrer des composants et des circuits 

photoniques sur des plaquettes de silicium sur isolant (SOI). Elle est née de l'idée d'appliquer à 

la photonique les avantages technologiques de la fabrication des composants silicium à faible 

coût. De plus, elle vise également à dépasser les limites des interconnexions électriques par des 

communications optiques à haut débit sur puce et intra-puce. Depuis les travaux pionniers de 

Soref et al. en 1985 [1], la recherche en photonique sur silicium a été stimulée par la réalisation 

de nombreux dispositifs de photonique intégrée, tels que les modulateurs ou les 

photodétecteurs. Une avancée majeure dans la technologie nanophotonique intégrée CMOS a 

été rapportée en 2012 par IBM, intégrant côte à côte des composants électriques et optiques 

avec une technologie 90 nm [2]. Cependant jusqu'à présent, l'intégration des lasers sur puce 

reste un défi. Néanmoins, dans le cadre de la photonique intégrée sur puce, la co-intégration 

des semi-conducteurs III-V sur Si est une stratégie réaliste pour améliorer les performances des 

dispositifs photoniques intégrés [3]. En effet, elle combine les bonnes propriétés optiques des 

semi-conducteurs III-V couplées à la technologie mature du silicium [4]. En particulier, 

l'approche monolithique est une technique d'intégration très prometteuse, comme l'a rappelé 

INTEL (conférence ECOC) en 2018. En effet, cette approche permet la croissance directe des III-V 

sur silicium dans un schéma appelé "front-end" dont l'avantage majeur est d'être directement 

compatible avec des schémas d'intégration à très grande échelle (VLSI) [4]. Néanmoins, elle doit 

faire face à différents défis tels que laà foƌŵatioŶà deà dĠfautsà ăà l͛iŶteƌfaĐeà III-V/Si, dont la 

foƌŵatioŶà deà doŵaiŶesà d͛aŶtiphaseà ;áPDsͿà dueà ăà laà ĐƌoissaŶĐeà diƌeĐteà desà ŵatĠƌiaux III-V 

(polaires) sur silicium (non polaire) [5]. L'origine de la formation des domaines d͛aŶtiphases 

(APD) est communément attribuée soit à une couverture incomplète du substrat Si, sans 

marche, par le groupe III ou V, ou à une la présence des marches de Si comme illustré en Figure 

1. En 1987, Kroemer [5] a expliqué en détail ce mécanisme de formation. Depuis lors, ce 

mécanisme est considéré comme la principale motivation pour l'utilisation d'un substrat de Si 

désorienté. Cependant, le contrôle et la compréhension de la génération mais aussi de la 

propagation des défauts aux premiers stades précoce de la croissance III-V/Si est encore un 

sujet très débattu par de nombreux groupes de recherche.  
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Cette thèse s'inscrit dans le cadre du projet ANR intitulé "Advanced aNalysis of III-V/Si 

nucleaTIon for highly integrated PhOtonic Devices" (ANTIPODE) (soutenu par l'Agence Nationale 

de la Recherche - subvention n° 14-CE26-0014-01).  Il vise à clarifier la phase initiale de la 

croissance monolithique des semi-conducteurs III-V sur Si. En particulier, il avait pour but 

d͛Ġtaďliƌ les liens étroits entre le mode de croissance 3D, la relaxation des contraintes et la 

génération des APDs. Ainsi, les principaux objectifs du projet ANTIPODE sont:  (i) la 

compréhension du mécanisme de nucléation 3D des semi-conducteurs III-V sur silicium (y 

compris la génération de défauts pendant la coalescence) mais aussi les mécanismes de 

relaxation de contrainte associés (ii) la nature et le rôle des charges d͛iŶteƌfaĐeàsuƌàlaàĐƌoissaŶĐeà

et la génération de défauts (iii) l'influence de la surface initiale de silicium. 

 

  Figure 1 Formation de domaines d͛antiphase due à (a) une couverture incomplète du substrat 
Si par le groupe III ou le groupe V ou (b) à la presence des marches atomiques à la surface Si [6] 

  

L'objectif de cette thèse est d'étudier ce qui se passe au tout début de la croissance du 

système GaP sur Si pour les applications en photonique ouàdaŶsà leàdoŵaiŶeàdeà l͛ĠŶeƌgie.à  En 
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effet, le système GaP/Si est très intéressant parce qu'il présente un très faible désaccord de 

maille (0,3 %). áǀeĐàl͛aideàdeàlaàthĠoƌie,àlaàthğseàǀiseàăàdĠteƌŵiŶeƌ,àpaƌàdesàĐalĐulsàdeàthéorie de 

la fonctionnelle de la densité (DFT), i) les énergies absolues de surface et d'interface du système 

GaP/Si, ii) à comprendre leur rôle dans le mode de croissance 3D GaP/Si et dans la formation 

d͛uŶeà suƌfaĐeà teǆtuƌĠe de GaP sur Si iii) à confronter ces énergies avec d'autres valeurs de 

système III-V sur Si. Enfin, elle vise à étudier expérimentalement les conditions de croissance 

ŶĠĐessaiƌesà pouƌà l͛oďteŶtioŶà d͛uŶe surface de silicium promettant une recroissance III-V de 

bonne qualité. La plupart des surfaces stables du GaP sur Si ont été étudiées avec des interfaces 

GaP/Si abruptes mais aussi compensées, par la méthode DFT.  

Toutà d͛aďoƌd,à Ŷousà aǀoŶsà ĐalĐulĠà l͛ĠŶeƌgieà deà suƌfaĐeà “i;ϬϬϭͿà aǀeĐà età saŶsà ŵaƌĐhesà

atomiques [7]. Ensuite, les reconstructions les plus stables connues dans la littérature pour GaP 

[8], [9] ont été considérées. Un premier résultat montre que la présence de marche ne change 

pas significativement l͛ĠŶeƌgieàdeàsuƌfaĐeàduàsiliĐiuŵ (Tableau 1). 

 Type de reconstruction Energie de surface (meV/�ଶ) 

Si(001)  c(4x2) 92.8 ܵ-step Si(001) p(2x2) 89.1 ܵ-step Si(001) c(4x2) 87.1 ܦ-step Si(001) p(2x2) 89.3 

Tableau 1 Energies de surface calculées par DFT pour le Si(001) 

 

Pour les surfaces de GaP, les surfaces les plus stables observées expérimentalement 

{001}, {114}, et {136} [8]–[16] ont été étudiées. Pour ces travaux, le modèle de comptage 

d'électrons (ECM) [17] a été pris en compte pour trouver les configurations des surfaces les plus 

énergétiquement stables. Par exemple, les surfaces GaP(136) ne remplissent pas l'ECM [17]. 

Ainsi, laàŶĠĐessitĠàdeàƌespeĐteƌàl͛ECM couplée avec un angle d'inclinaison de ~2° entre les plans 

(2 5 11) et (1 3 6) [15], [18], nous a convaincu  de travailler sur la surface GaP(2 5 11) plus stable 

plutôt que sur la (136). Toutes ces énergies de surfaces sont reportées dans la Figure 2 (a). 
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Les énergies des interfaces abruptes et compensées ont aussi été calculées par DFT. Ces 

simulations ont confirmé que les interfaces compensées sont nettement plus stables que les 

interfaces abruptes. Les énergies d'interface compensées et abruptes en fonction du potentiel 

chimique sont représentées sur le graphique en Figure 2 (b).  

 

DaŶsàleàĐoŶteǆteàdeàl͛iŶtĠgƌatioŶàŵoŶolithiƋueàdes matériaux III-V sur le Si, les processus 

impliqués dans les premiers stades de l'épitaxie hétérogène III-V/Si ont ensuite été étudiés: i) 

l'interaction entre les modes de croissance tridimensionnels (3D), ii) la relaxation des 

contraintes, et iii) la formation des domaines d͛antiphase et des autres défauts. Les îlots 3D de 

III-V sur Si sont étudiés dans trois systèmes de matériaux semi-conducteurs III-V différents. 

Ainsi, cette étude a permis de couvrir la contrainte épitaxiale initiale de la compression (AlSb/Si) 

à la tension (AlN/Si) en passant par le Đasàd͛uŶeàĐoŶtƌaiŶteàquasi nulle (GaP/Si) (Figure 3) . De 

cette analyse, il est apparu que le mouillage partiel de III-V sur Si, c'est-à-dire le mode de 

croissance Volmer-Weber, est observé indépendamment de l'état de déformation [19], [20]. 

Nous avons également observé que les îlots sont presque parfaitement facettés bien après la 

 

Figure 2 (a) Energies de surface en fonction du potentiel chimique pour les surfaces (001), (114) 
età;ϮàϱàϭϭͿà;ďͿàDiagƌaŵŵeàdesàĠŶeƌgiesàd͛iŶteƌfaĐeàaďsoluesàĐoŵpeŶsĠesàetàaďƌuptesàĐalĐulĠesà
paƌàDFT.àUŶàpiŶĐeauàĐoloƌĠàƌepƌĠseŶteàlesàiŶĐeƌtitudesàsuƌàlesàĠŶeƌgiesàd͛iŶteƌface. Comme 

indiqué dans la référence [33], les énergies des interfaces compensées 0,5 Si : 0,5 Ga-P et 0,5 Si : 
0,5 P-Ga sont plus stables par rapport aux énergies des interfaces abruptes car elles remplissent 
le critère ECM. De plus, leur énergie ne varie pasàeŶàfoŶĐtioŶàduàpoteŶtielàĐhiŵiƋueàȴµP, comme 

pƌĠǀuàpaƌàlaàthĠoƌieàeŶàƌaisoŶàdeàleuƌàstoeĐhioŵĠtƌieà;ȴN=ϬͿ 



Résumé 

168 
 

relaxation plastique cristalline. Cela suggère que la relaxation élastique de la contrainte [21] ne 

contribue pas de manière significative au bilan énergétique de chaque îlot. Le rôle crucial des 

ĠŶeƌgiesàdeàsuƌfaĐeàetàd͛interface dans la formation des îlots 3D III-V sur Si a ainsi été mis en 

évidence.  De plus, les résultats expérimentaux montrent que les îlots sont mono-domaines.  

 

Thermodynamiquement, nous avons aussi discuté de la formation d'îlots 3D du système 

GaP/Si, grâce aux énergies absolues de surface et d'interface estimées par les calculs DFTs. Les 

propriétés de mouillage du système GaP/Si ont été étudiées révélant que le mouillage partiel 

est toujours obtenu quelle que soit la valeur du potentiel chimique µP. De plus, le mouillage 

partiel est encore favorisé par la passivation de surface Si (Figure 4-gauche(a) et (b)). La 

variation totale de l'énergie libre pendant la croissance de GaP/Si est calculée pour différentes 

configurations d'îlots 2D ou d͛ŠlotsàϯD pyramidal tronqué de GaP (correspondant à leur forme 

d'équilibre de Wulf-Kaishew) (Figure 4-gauche(c) et (d)) [22]. L͛aŶalǇseà desà diffĠƌeŶtesà

contributions montre, indépendamment du potentiel chimique du phosphore, que les 

 

Figure 3 Îlotage 3D dans différents systèmes de matériaux III-V/Si. (a) Image STEM-EDX en coupe 
transversale de couches de GaSb/AlSb épitaxiées sur Si (001) - 6°-off, montrant les concentrations 

de Ga et d'Al, et image STEM haute résolution de l'interface AlSb/Si, les dislocations sont entourées. 
(b) Image STM en vue plane d'un dépôt de GaP de 3 nm d'épaisseur sur Si (001) - 6°-off 

(100*100nm2, échelle de couleurs verticale : 0-5,1 nm). L'encadré 20*20nm2 montre la morphologie 
à résolution atomique de l'îlot individuel marqué d'une croix noire, avec des facettes {136} et une 

paƌoiàd͛aŶtiphase.àĐͿàIŵageàTEMàăàhauteàƌĠsolutioŶàeŶàĐoupeàtƌaŶsǀeƌsaleàd'uŶàdĠpôtàd'álNàdeàϮàŶŵà
d'épaisseur sur du Si(111). 
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contributions des ĠŶeƌgiesà aďsoluesà deà suƌfaĐeà età d͛iŶteƌfaĐeà soŶtà toujouƌsà doŵiŶaŶtesà paƌà

rapport à la contribution deà l͛énergie élastique.  Cette contribution deà l͛ĠŶeƌgieàĠlastiƋueàŶ͛aà

donc pas un impact majeur sur la morphologie des îlots. En conséquence, la morphologie des 

îlots est principalement ƌeliĠeà ăà laà ĐoŵpĠtitioŶà eŶtƌeà lesà ĠŶeƌgiesà deà suƌfaĐeà età d͛iŶteƌfaĐe.à

(Figure 4-gauche-(d)). Ces conclusions peuvent  être étendues à tous les III-V sur Si au regard 

des ordres de grandeur. De plus, un mécanisme de croissance généralisé aux III-V sur silicium a 

été proposé pour clarifier la formation des défauts liés au mouillage partiel, dont la formation 

des APDs (Figure 4-droit).  

  

Figure 4 Gauche (a) Paramètre d'étalement en fonction de la variation du potentiel chimique pour le 
dépôt de GaP/Si, avec interfaces P-Si et Ga-Si abruptes. (b) Paramètre d'étalement en fonction de 

l'énergie de surface du substrat dans des conditions riches en P et des conditions riches en Ga avec 
interface Ga-Si. (c) Croquis des îlots 2D (contraintes) et 3D (relaxation élastique) en GaP sur Si. d) Les 

difféƌeŶtesàĐoŶtƌiďutioŶsà;ȴFµ, ȴFS&i,, ȴFe) de la variation d'énergie libre pour les îlots 3D et 2D 
GaP/Si avec interface Ga-Si. Droit: Description des étapes de croissance III-V/Si proposées, avec (a) 

l'image STM 35×35 nm² d'une surface de départ Si avec marche (composée de bisteps et de 
monosteps même sur des substrats mal orientés). La surface de Si est ensuite recouverte (b) au 
moins partiellement d'une couche de passivation 2D. La nucléation commence (c) la polarité des 

cristaux est définie localement par l͛oƌieŶtatioŶàloĐaleàduàsuďstƌatàdeàsiliĐiuŵ. Certains îlots stables 
se développent ensuite (d), indépendamment des marches de Si. Lorsque 2 îlots de la même phase 

s'unissent (e), ils formeront un îlot plus grand. Lorsque 2 îlots ont des phases différentes etàƋu͛ilsà
fusionnent (f), des frontières d͛antiphase apparaîssent. 
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Figure 5 (a) Diagramme de phase Pression-Température obtenu pendant la croissance Si sur 
substrat Si-6°-off. Par l'analyse RHEED le long de l'azimut[1-10], trois régions principales peuvent 

être identifiées :3D, x2, xn (b) Diagramme de phase Pression-Température obtenu pendant la 
croissance Si sur substrat Si(001). Par l'analyse RHEED le long de l'azimut[1-10], deux régions 
principales peuvent être identifiées : 3D, x2 ainsi que certaines zones de transition.  Aucune 

surface monodomaine n'est obtenue 

 

Par la suite, une étude expérimentale approfondie a été réalisée pour étudier les 

pƌopƌiĠtĠsà ăà l͛ĠĐhelleà atoŵiƋueà deà laà suƌfaĐeà deà siliĐiuŵà peŶdaŶtà età apƌğsà saà ĐƌoissaŶĐe,à paƌà

diffƌaĐtioŶàĠleĐtƌoŶiƋueàdeàsuƌfaĐeà;‘HEEDͿ,ààeŶàǀueàd͛uŶeàƌepƌiseàdeàcroissance de matériau III-

V. Une nouvelle procédure pour protéger le substrat de Si(001) des contaminants a été mise en 

place. Par ailleurs, travailler avec i) une surface nominale Si(001) à faible désorientation (±0,5°) 

tout en ayant ii) une surface mono-domaine doitàpeƌŵettƌeàd͛ĠǀiteƌàlaàfoƌŵatioŶàd͛áPDsàloƌsàdeà

la croissance épitaǆiale.à L͛aǀaŶtageà pƌiŶĐipalà deà Đetteà ŵĠthodeà està Ƌu͛elleà està diƌeĐteŵeŶtà

ĐoŵpatiďleàaǀeĐàl͛appƌoĐheàCMOS [23].àC͛estàd͛ailleuƌsàĐetteàappƌoĐheàƋuiàestàpƌoposĠe par la 

société NAsP à Marburg par MOCVD [23]. Ainsi, afin d'étudier l͛iŶflueŶĐeà des conditions de 

croissance sur la polarité de la surface, nous avons étudié la croissance du silicium sous un flux 

de SiH4 en fonction de la température de croissance et de la pression du silane. Ces études ont 

été réalisées pour des surfaces nominales et vicinales (6°-off) de Si(001). L͛aŶalǇseàŵoŶtƌeàdaŶsà

certaines conditions, pour le cas Si(001) vicinal, la présence de surfaces  bi-domaines ou mono-

domaines de type xn (Figure 5a)). Par contre, pour le cas Si(001) nominal, quelques soient les 

conditions de croissance étudiées,  une surface bi-domaine a été obtenue (Figure 5(b)).  
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Des études préliminaires ont été menées pour (i) démontrer la possibilité de propager 

ou d'annihiler les parois d'antiphase (APBs) en utilisant de fines couches d͛AlGaP et ii) 

caractériser les propriétés électriques des APBs.  

Enfin, dans le contexte des applications pouƌà l͛ĠŶeƌgie, de nombreuses propositions 

récentes portent sur l'utilisation du semi-conducteur GaP comme photoélectrode dans les 

dispositifs appelés cellules photoélectrochimiques (PEC) [24]. En effet, son  énergie de bande 

interdite (2,26 eV) est bien supérieure au photopotentiel de 1,73 eV nécessaire pour le bon 

fonctionnement des composants pour la photodissociation deà l͛eau[25]. Le GaP possède 

ĠgaleŵeŶtàuŶà aligŶeŵeŶtàdeàďaŶdeàƋuasià paƌfaità aǀeĐà lesà Ŷiǀeauǆà ƌedoǆà deà l͛eau.àDans cette 

thèse, une surface de GaP nano-texturée sans contrainte a été réalisée par épitaxie par jets 

moléculaires sur un substrat vicinal de Si de 2 pouces (Figure 6). Les avantages de l͛utilisation de 

cette surface texturée à grande échelle pour développer des composants pour la 

photodissociation deàl͛eau ont aussi été discutés.  

 

 

Figure 6  (a) 25x30 nm² STM image d'une surface  GaP bi-domaine de 10 nm d'épaisseur sur 
Si(001) attestant la présence de nombreuses facettes (114)A et B sur les bords des parois 

antiphase (b) TEM image de GaP d'épaisseur 1µm sur Si 6°-off  (c) 3 µm *3 µm AFM image de la 
surface du même échantillon que b) et (d) un profil pris par une petite région de l'image AFM. 

Les observations TEM et AFM montrent la facette (114)A de la surface du GaP 
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En conclusion, les résultats de recherche présentés dans ce travail de thèse permettent  

d'ouvrir la voie vers des matériaux pour des composants à haut rendement, à hautes 

performances et à faible coût pour des applications en photonique et dans le domaine de 

l͛ĠŶeƌgie.àCeàtƌaǀailàǀaàau-delà des stratégies de filtrage des défauts adoptées de nos jours par 

les chercheurs[26]. 
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Titre : Contributions des surfaces et interfaces à la croissance hétéroépitaxiale III-V/Si : Théorie et 
Expériences 

Mots clés : Photonique sur Silicium, croissance 3D, III-V/Si, GaP/Si, thermodynamique, DFT 

Résumé :    L’objectif de cette thèse est d'étudier les 
propriétés thermodynamiques et clarifier les toutes 
premières étapes de la croissance hétérogène de 
GaP sur Si (désaccord de maille de 0,3 %) pour les 
applications en photonique et dans le domaine de 
l’énergie. Tout d’abord, les énergies absolues de 
surfaces {001}, {136}, {114},  et d'interfaces abruptes 
et compensées de GaP/Si sont déterminées par des 
calculs de théorie fonctionnelle de la densité. L’étude 
des propriétés de mouillage de GaP/Si permet 
ensuite de démontrer que le  mouillage total n’est 
jamais atteint dans ce système, quel que soit le 
potentiel chimique, et que  cet effet est renforcé par la 
passivation de la surface du Si. Les calculs de 
variation d’énergie libre montrent l’importance des 
termes de surface et d'interface par rapport au terme 
d’énergie élastique dans la croissance 3D III-V/Si.  

Ces résultats sont généralisés à l’ensemble des 
systèmes III-V/Si. Un mécanisme pour la croissance 
III-V/Si est proposé pour clarifier les premières 
étapes de la croissance et expliquer la génération de 
défauts tels que les domaines d’antiphase, qui est 
reliée aux propriétés de mouillage partiel du 
système. Des études expérimentales ont été 
réalisées pour comprendre l'influence de la surface 
initiale du silicium lors de la reprise de croissance III-
V. Ensuite, une étude préliminaire de l'efficacité de 
marqueurs AlGaP sur l'annihilation des parois 
d’antiphase  et une première caractérisation des 
leurs propriétés électriques sont présentées.  Enfin, 
une ingénierie d’énergie de surface est utilisée pour 
la réalisation d’une surface de GaP texturée, 
intégrée sur silicium, pour des applications dans le 
domaine de l’énergie. 

 

Title :  Surface and interface contributions to III-V/Si hetero-epitaxial growth: Theory and Experiments 

Keywords :  Silicon photonics, 3D-growth , III-V/Si, GaP/Si, thermodynamics, DFT, 

Abstract: This thesis aims to investigate 
thermodynamic properties and epitaxial processes at 
the very early stages of GaP on Si heterogeneous 
growth for photonics and energy applications. The 
absolute {001}, {136}, {114} surfaces energies and 
abrupt and compensated interface energies of the 
GaP/Si material system are first determined by 
density functional theory (DFT) calculations.  
Furthermore, we studied the wetting properties of the 
GaP/Si through the surface and interface energies 
computed by DFT. We found that the partial wetting 
(observed experimentally) is always achieved 
whatever the chemical potential, and that it is even 
favoured by the silicon surface passivation.  Through 
free energy change calculations, we have shown that 
the surface and interface energies play a crucial role  
 

in the III-V/Si 3D- growth while the impact of elastic 
energy contribution on surface island morphology is 
negligible. These conclusions are generalized to the 
various III-V/Si systems. A general III-V on Si growth 
mechanism is finally proposed to clarify the very 
early stages of growth and the defect generation 
(such as antiphase domains) that fundamentally 
originate from the partial wetting of III-V on Si. 
Experimental studies have been performed to 
understand the influence of the initial silicon surface 
on the III-V overgrowth. Furthermore, preliminary 
studies on AlGaP markers efficiency on antiphase 
domains annihilation and a first characterization of 
their electrical properties are also presented.  Finally, 
surface energy engineering was used to 
demonstrate a textured GaP template monolithically 
grown on silicon that could be used for 
photoelectrochemical water splitting applications.  
 

 


