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Résumé :   Les codes correcteurs d’erreurs Non-
Binaires Low Density Parity Check (NB-LDPC) 
sont connus pour avoir de meilleure performance 
que les codes LDPC binaires. Toutefois, la 
complexité de décodage des codes non-binaires est 
bien supérieure à celle des codes binaires. L’objectif 
de cette thése est de proposer de nouveaux 
algorithmes et de nouvelles architectures matérielles 
de code NB-LDPC pour le décodage des NBLDPC. 
La première contribution de cette thése consiste à 
réduire la complexité du noeud de parité en triant en 
amont ses messages d’entrées. Ce tri initial permet 
de rendre certains états très improbables et le 
matériel requis pour les traiter peut tout simplement 
être supprimé. Cette suppression se traduit 
directement par une reduction de la complexité du 
décodeur NB-LDPC, et ce, sans affecter 
significativement les performances de décodage. 

Un modéle d’architecture, appelée "architecture 
hybride" qui combine deux algorithmes de l’état de 
l’art ("l’Extended Min Sum" et le "Syndrome 
Based") a été proposé afin d’exploiter au maximum 
le pré-tri. La these propose aussi de nouvelles 
méthodes pour traiter les noeuds de variable dans le 
context d’une architecture pré-tri. Différents 
exemples d’implémentations sont donnés pour des 
codes NB-LDPC sur GF(64) et GF(256). En 
particulier, une architecture très efficace de 
décodeur pour un code de rendement 5/6 sur GF(64) 
est présentée. Enfin, une problématique récurrente 
dans les architectures NB-LDPC, qui est la 
recherche des P minimums parmi une liste de taille 
Ns, est abordée. La thése propose une architecture 
originale appelée first-then-second minimum pour 
une implantation efficace de cette tâche. 

 

Title :   Design of ultra high throughput rate NB-LDPC decoder 

Keywords :  NB-LDPC, H-CN, VN, FTSES. 

Abstract The Non-Binary Low Density Parity 
Check (NB-LDPC) codes constitutes an interesting 
category of error correction codes, and are well 
known to outperform their binary counterparts. 
However, their non-binary nature makes their 
decoding process of higher complexity. This PhD 
thesis aims at proposing new decoding algorithms for 
NB-LDPC codes that will be shaping the resultant 
hardware architectures expected to be of low 
complexity and high throughput rate. The first 
contribution of this thesis is to reduce the complexity 
of the Check Node (CN) by minimizing the number 
of messages being processed. This is done thanks to a 
pre-sorting process that sorts the messages intending 
to enter the CN based on their reliability values, 
where the less likely messages will be omitted and 
consequently their dedicated hardware part will be 
simply removed. This reliability-based sorting 
enabling the processing of only the highly reliable 
messages induces a high reduction of the hardware 
complexity of the NB-LDPC decoder. Clearly, this 
hardware reduction must come at no significant 
performance degradation. A new Hybrid architectural 
CN model (H-CN) combining two state-of-the-art 
algorithms - Forward-Backward CN (FB-CN) and 
Syndrome Based CN (SB-CN) - has been proposed. 

This hybrid model permits to effectively exploit the 
advantages of pre-sorting. 
This thesis proposes also new methods to perform 
the Variable Node (VN) processing in the context of 
pre-sorting-based architecture. Different examples 
of implementation of NB-LDPC codes defined over 
GF(64) and GF(256) are presented. For decoder to 
run faster, it must become parallel. From this 
perspective, we have proposed a new efficient 
parallel decoder architecture for a 5/6 rate NB-
LDPC code defined over GF(64). This architecture 
is characterized by its fully parallel CN architecture 
receiving all the input messages in only one clock 
cycle. The proposed new methodology of parallel 
implementation of NB-LDPC decoders constitutes a 
new vein in the hardware conception of ultra-high 
throughput rate decoders. Finally, since the NB 
LDPC decoders requires the implementation of a 
sorting function to extract P minimum values 
among a list of size Ns, a chapter is dedicated to this 
problematic where an original architecture called 
First-Then-Second-Extrema-Selection (FTSES) has 
been proposed. 
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Chapter 1

Introdu
tion

The thesis is a part of a 
ollaborative framework between the Université Bretagne Sud

(UBS, Fran
e) and the Lebanese Univerisity (LU, Lebanon) and has been supervised

by Prof. Emmanuel Boutillon, Prof. Ali Alaeddine, Dr. Ali Al Ghouwayel and

Dr. Laura Conde-Canen
ia. During these years I also 
ollaborated with Dr. Cédri


Mar
hand who provided signi�
ant inputs for my work.

In 1948, Shannon showed that reliable 
ommuni
ations are possible thanks to error


ontrol 
oding [5℄. Sin
e then, numerous error-
orre
ting s
hemes have been proposed

in
luding algebrai
 and 
onvolutional 
odes. With the invention of Turbo 
odes in

the early 90s [12℄, followed by the redis
overy of LDPC [15, 16℄, iterative de
oding

algorithms based on trellises or graphs be
ame a main topi
 of study. Re
ently, other

de
oding approa
hes have been proposed (e.g. with the introdu
tion of Polar 
odes).

Today, error-
orre
ting 
odes are ubiquitous and adopted in almost every modern dig-

ital 
ommuni
ation system for wireless 
ommuni
ations, sensor networks and deep-

spa
e 
ommuni
ations, among others. New-generation standards and other emerging

appli
ations demand 
odes with near-optimal error-
orre
ting 
apabilities. However,

the design and implementation of those high-performan
e error-
orre
ting 
odes also

fa
e many 
hallenges that in
lude low energy 
onsumption, high throughput and low

implementation area.

Even if most of the standardized 
oding s
hemes are binary, non-binary LDPC 
odes

have been proven to outperform 
onvolutional Turbo 
odes and binary LDPC 
odes.

In fa
t, this new family of 
odes retains the bene�ts of steep waterfall region for short


odewords (typi
al of Turbo 
odes) and low error �oor (typi
al of binary LDPC). An-

other advantage of non-binary LDPC 
odes is that, 
ompared to binary LDPC, they

generally present higher girths, whi
h leads to better de
oding performan
e. More-

over, sin
e non-binary LDPC 
odes are de�ned on high-order �elds, there is a 
loser


onne
tion between non-binary LDPC and high-order modulation s
hemes. However,

1
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2 Introdu
tion

the main drawba
k of non-binary LDPC 
odes is their in
reased de
oding 
omplexity.

The work presented in this report deals with the study of new non-binary LDPC de-


oding algorithms for high order �elds (q ≥ 64) and their asso
iated ar
hite
tures. We

aim at redu
ing the hardware 
omplexity and/or in
rease the area and throughput

e�
ien
y. We mainly fo
us on the Extended Min Sum (EMS) de
oding algorithm

be
ause of its 
ompetitive error-
orre
ting performan
e. During this PhD we have

mainly 
onsidered the three following goals: �rst, the redu
tion of the de
oder 
ost

by eliminating the inner elements not relevant in the output generation. This �rst

goal implies the sorting of the input list, thus, the se
ond goal has been the design

of an e�
ient ar
hite
ture for this sorting task. The third and �nal goal was the

implementation of a highly parallel de
oder for non-binary LDPC 
odes.

So far, the results obtained through this PhD have been spread in the s
ienti�
 
om-

munity through the following publi
ations:

Cédri
 Mar
hand, Emmanuel Boutillon, Hassan Harb, Laura Conde-Canen
ia, Ali Al

Ghouwayel, "Extended-Forward Ar
hite
ture for Simpli�ed Che
k Node Pro
essing

in NB-LDPC De
oders", IEEE International Workshop on Signal Pro
essing Systems

(SIPS'2017), Dallas, United States. O
t. 2016.

Hassan Harb, Cédri
 Mar
hand, Laura Conde-Canen
ia, Emmanuel Boutillon, Ali

Al Ghouwayel, "Pre-sorted Forward-Ba
kward NB-LDPC Che
k Node Ar
hite
ture",

IEEE International Workshop on Signal Pro
essing Systems (SIPS'2016), Lorient,

Fran
e, O
t. 2017.

Titouan Gendron, Hassan Harb, Alban Derrien, Cédri
 Mar
hand, Laura Conde-

Canen
ia, Bertand Le Gal and Emmanuel Boutillon, "Demo: Constru
tion of good

Non-Binary Low Density Parity Che
k 
odes", Demo night at SIPS'2017, Lorient,

Fran
e, O
t. 2017.

Hassan Harb, Emmanuel Boutillon, Bertrand Le Gal, "Real-time evaluation of NB-

LDPC 
odes thanks to HLS-based hardware emulation", Demo night at DASIP'2018,

Porto, Portugal, O
t. 2018.

Cédri
 Mar
hand, Emmanuel Boutillon, Hassan Harb, Laura Conde-Canen
ia and

Ali Al Ghouwayel, "Hybrid Che
k Node Ar
hite
tures for NB-LDPC De
oders", A
-


epted in IEEE Transa
tions on Cir
uits And Systems-I, August 2018.

Therefore, this manus
ript is organized as follows:

Chapter 2: This 
hapter introdu
es LDPC 
odes as well as the main de
oding al-

gorithms and their asso
iated ar
hite
tures. Se
tion 1 presents notation

and de�nitions related to binary and NB-LDPC 
odes. Se
tion 2 de-
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s
ribes several de
oding algorithms su
h as the Belief-Propagation and

the Min-Max. Se
tion 3 and 4 show some of the existing serial CN and

VN ar
hite
tures respe
tively. Se
tion 4 reviews pro
essing s
hedules

that are 
onsidered in most of the literature. Finally, Se
tion 6 highlights

some of the state-of-the-art high-throughput de
oding ar
hite
tures.

Chapter 3: This 
hapter presents my di�erent 
ontributions to improve the existing

NB-LDPC de
oder ar
hite
tures. These 
ontributions are detailed at

the di�erent blo
ks of the de
oder. Se
tion 1 shows the modi�
ations

on the CN pro
essor blo
k and Se
tion 2 presents the modi�
ations on

the VN pro
essor blo
k.

Chapter 4: This 
hapter is dedi
ated to parallel pipelined ar
hite
tures providing

higher throughput and better hardware e�
ien
y than the serial ones.

Se
tion 1 shows a new te
hnique to implement the LLR generator that

is in
luded in most of the NB-LDPC de
oder algorithms. Then, se
tion

2 presents the proposed parallel pipelined sorter algorithm along with

an example of its extended approa
h.

Chapter 5: The proposed high-throughput fully-parallel pipelined NB-LDPC de-


oder ar
hite
ture is shown in this 
hapter. Se
tion 1 introdu
es the


onsidered NB-LDPC 
ode along with the de
oding algorithm and the

simulation results. Se
tion 2 shows the global de
oder ar
hite
ture where

the parallelism of the ex
hanged data is presented along with the mem-

orization system and the timing diagram. Se
tion 3 presents in details

the ar
hite
ture of ea
h blo
k. Se
tion 4 shows the timing diagram

of the global pro
essing of the de
oder where the frame interleaving is

demonstrated. The 
hapter 
ontinues with se
tion 5 where the synthesis

analysis is shown. Finally, se
tion 6 shows the global ar
hite
ture of the

hardware emulation.

Chapter 6: This 
hapter 
on
ludes the work and presents our perspe
tives.

Finally, it is worth mentioning that not all the work done in the 3 years period of my

PhD has been in
luded in this do
ument. I have de
ided to fo
us only on hardware

implementation. Thus, 
on
erning NB-LDPC matrix 
onstru
tion, in a few words, I

have 
ontributed to the generation of the Lab-STICC NB-LDPC database

(1)

by writ-

ing a ge
ode program

(2)

(a 
onstraint programming Frame work) that optimizes both

the girth of the matrix and the a�e
tation of GF 
oe�
ients on non-nul positions

(see [56℄). Re
ently, I also proposed a new NB-LDPC stru
ture that allows, thanks

to a tri
k, to use a NB-LDPC de
oder of a 
ertain rate to de
ode NB-LDPC 
odes of

higher rate, opening thus the path toward hardware �exibility.

(1)

http://www-labsti

.univ-ubs.fr/nb_ldp
/Matri
esDir/toto.html

(2)

www.ge
ode.org
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Chapter 2

NB-LDPC 
odes: Prin
iples,

De
oding Algorithms and

Ar
hite
tures

This 
hapter �rst introdu
es NB-LDPC 
odes. Then, two state-of-the-art 
he
k node

algorithms are re
alled and two di�erent s
hedules of de
oding pro
ess (Layered and

Flooding) are des
ribed. Finally, some of the NB-LDPC state-of-the-art de
oding

ar
hite
tures are presented. (Se
tion 2.1 and most of Se
tion 2.2 are derived from [7℄).

For mathemati
al ba
kground about the GF de�nition and 
onstru
tion, the reader

is referred to Appendix A.

2.1 Non-Binary LDPC 
odes de�ned on a Galois �eld

text.

An LDPC 
ode is a linear blo
k 
ode de�ned by a sparse Parity Che
k Matrix (PCM),

denoted by H , of dimensions M × N designed over GF(q = 2). This 
ode is binary

sin
e its symbols belong to GF(2) = {0, 1}. The number of rows, M , 
orresponds

to the number of parity 
he
k 
onstraints of the 
ode. The number of 
olumns, N ,


orresponds to the length of the 
odewords. A 
odeword 
onsists of K information

symbols and M = N − K redundan
y symbols added by the en
oder. The parity


he
k 
onstraints of H must be respe
ted by the 
odewords in the 
onstru
tion. Thus,

a message C of length N is a 
odeword if and only if C.HT
=0, where HT

is the

transposed matrix of H .

Let us 
onsider the following example of a PCM with M = 4 and N = 6:

H =









h0,0 h0,1 h0,2 0 0 0
0 h1,1 0 h1,3 h1,4 0
h2,0 0 0 h2,3 0 h2,5
0 0 h3,2 0 h3,4 h3,5









5
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Figure 2.1: A graphi
 representation of an LDPC 
ode with a bipartite graph.

A 
odeword C = [c0, c1, c2, c3, c4, c5] satis�es the four following equations:

h0,0.c0 + h0,1.c1 + h0,2.c2 = 0 (2.1)

h1,1.c1 + h1,3.c3 + h1,4.c4 = 0 (2.2)

h2,0.c0 + h2,3.c3 + h2,5.c5 = 0 (2.3)

h3,2.c2 + h3,4.c4 + h3,5.c5 = 0 (2.4)

An LDPC 
ode 
an also be represented by a bipartite graph (or Tanner graph) [21℄.

This kind of graph provides a 
omplete des
ription of the stru
ture of the 
ode and

also helps to des
ribe the de
oding algorithms as will be explained in Se
tion 2.2. A

bipartite graph 
omposed of two sets of nodes su
h that two nodes of the same set are


onne
ted only through one node of the other set. In the 
ase of an LDPC 
ode, we

talk about the set of parity Che
k Nodes (CN) and the set of Variable Nodes (VN).

A CN represents a row in the PCM (or equivalently a parity 
onstraint) and a VN

represents a 
olumn (or equivalently a symbol of the 
odeword). Consequently, the

bipartite graph asso
iated to an LDPC 
ode represented by a PCM H of dimensions

M × N is 
omposed of M CNs and N VNs. A CN pi is related to a VN vj if the

element of the ith row and jth 
olumn of the PCM is non-zero (or equivalently, if

the jth symbol of the 
odeword parti
ipates in the ith parity 
onstraint). Thus, the

example of the matrix H mentioned before 
an be represented by a Tanner graph as

shown in Fig. 2.1.

The number of non-zero symbols in ea
h 
olumn of PCM and the number of non-zero

symbols in ea
h row are respe
tively denoted by dv and dc. An LDPC 
ode is 
alled

regular if dv is 
onstant for all the 
olumns in H and dc =
N

M
.dv is 
onstant for all

rows. Otherwise, the 
ode is 
alled irregular. Although irregular 
odes have better

performan
e be
ause of their highly randomized stru
ture, regular 
odes are usually

stru
tured 
odes whi
h makes them hardware friendly from a de
oding perspe
tive.

It is possible to lo
ate the regularity of a 
ode using its bipartite graph. The 
ode is

regular if the number of outgoing edges of ea
h VN and the number of outgoing edges
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Figure 2.2: A graphi
 representation for a CN in 
ase of NB-LDPC 
ode [7℄.

of ea
h CN are 
onstant. Therefore, dv and dc are 
alled the 
onne
tivity degrees of

the VNs and CNs respe
tively. In the 
ase of a regular LDPC 
ode de�ned by a full

rank matrix, i.e, no row of the matrix is linear 
ombination of other rows, the 
ode

rate R of the 
ode 
an be expressed as a fun
tion of dv and dc:

R =
K

N
=
N −M
N

= 1− dv
dc
. (2.5)

In this manus
ript, we 
onsider the 
ase of LDPC 
odes de�ned on Galois �elds

GF(q = 2m), m > 1, and known as NB-LDPC. Thus, the elements of the PCM ma-

trix belong to Galois �eld GF(q = 2m), m > 1 and the matrix produ
ts of the parity

equations use the internal 
omposition laws of the Galois �eld. Therefore, a new 
lass

of nodes 
alled the permutation nodes are added to the bipartite graph of Fig. 2.1 to

model the multipli
ation of the symbols of the 
odeword by the non-zero elements of

the PCM. Fig. 2.2 illustrates the partial bipartite graph of equation (2.2) by adding

the permutation nodes that 
orrespond to the elements h1,1, h1,3 and h1,4.

Binary LDPC 
odes have asymptoti
 performan
e approa
hing the Shannon limit

[12,13℄. However, for small or medium size 
odewords, the performan
e of the binary

LDPC 
odes degrades 
onsiderably. It is shown in [19℄ that this loss 
an be 
ompen-

sated by using NB-LDPC 
odes of high 
ardinality. In addition, the high 
ardinality

of the 
odes ensures better resistan
e to pa
ket errors [20℄. However, the performan
e

gain introdu
ed with high Galois �elds signi�
antly in
reases the 
omplexity of the

de
oding algorithms and their pra
ti
al implementations.

Next se
tion des
ribes some of the state-of-the-art NB-LDPC de
oding algorithms:

Belief Propagation (BP) [19℄, Log-BP [22℄, Min-Sum [22℄, Extended Min-Sum (EMS)

[24, 25℄ and Min-Max [27℄ algorithms.
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2.2 Iterative de
oding algorithms for NB-LDPC 
odes

text.

BP de
oding algorithms are based on the bipartite graph de�ned by the NB-LDPC


ode. They are also 
alled message-passing algorithms be
ause, at ea
h iteration,

messages are transmitted from CNs to VNs and vi
e versa. We distinguish two types

of messages:

⊲ Intrinsi
 or a priori messages are 
omputed from the 
hannel observations. They

are 
alled intrinsi
 be
ause the information they 
ontain only 
omes from the


hannel. At the initialization stage, these messages are dire
tly sent to all the

CNs.

⊲ Extrinsi
 messages are 
omputed from messages 
oming from other bran
hes

of the graph. Outgoing extrinsi
 messages from a VN are 
omputed from an

intrinsi
 message and extrinsi
 messages from the 
onne
ted CNs. Outgoing

extrinsi
 messages from a CN are 
omputed from in
oming extrinsi
 messages

(from the 
onne
ted VNs) and with the lo
al parity 
onstraint.

The de
oder should be able to 
onverge on a valid 
odeword after a �nite number

of iterations. In pra
ti
e, the de
oding algorithm 
an be stopped a

ording to two


riteria. The simplest is to set the number of iterations independently of the 
on-

vergen
e of the de
oder. The se
ond 
riterion, whi
h permits to redu
e the laten
y

of the de
oder, 
onsists in stopping the de
oding as soon as it 
onverges to a valid


odeword (an estimated 
odeword Ĉ is valid if it satis�es the syndrome Ĉ.HT = 0).
However, to avoid an in�nite exe
ution in 
ase the de
oder fails to 
onverge to a valid


odeword, a maximum number of iterations is �xed.

In the BP algorithm, the ex
hanged messages are a posteriori probabilities 
al
ulated

on the symbols of the 
odeword. However, the BP algorithm [19℄ su�ers from a pro-

hibitive 
omputational 
omplexity, dominated by O(q2), whi
h mainly 
omes from

the 
al
ulations 
arried out during the update of the parity 
onstraints.

Barnault et al. proposed in [21℄ the FFT-BP algorithm in whi
h the updates of the

parity 
onstraints are made in the frequen
y domain. This transforms the 
onvo-

lution produ
ts into simple multipli
ations. Thus, additional operations of Fourier

transform, dire
t and inverse, are added between the VNs and the CNs to ensure

the transition from the probability domain to the frequen
y domain, and vi
e versa.

Although the 
omplexity of the FFT-BP algorithm is 
onsiderably redu
ed to the

order of O(qlog(q)), a large number of multipli
ations remains ne
essary to perform

the update of the nodes in the graph.

The log-BP algorithm [22℄ performs the four de

oding steps in the logarithmi
 domain

to allow a hardware layout less sensitive to quantization errors, and therefore better

suited to �xed-point arithmeti
. However, the update of the CNs always requires a
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Figure 2.3: The main algorithms for optimal NB-LDPC de
oding [7℄.

large amount of 
al
ulation and the 
omplexity of the de
oder remains dominated

by O(q2). A dire
t 
ombination of the FFT-BP and log-BP algorithms is not ad-

vantageous be
ause the 
al
ulation of the Fourier transform is very 
omplex in the

logarithmi
 domain.

To simultaneously bene�t from the advantages of the FFT-BP and log-BP algorithms,

Song et al. proposed in [20℄ the log-BP-FFT algorithm. In this algorithm, the VNs

are pro
essed in the logarithmi
 domain. The extrinsi
 messages of the VNs undergo

a double transformation to pass from the logarithmi
 domain to the probabilities do-

main and from the probabilities domain towards the frequen
y domain in whi
h the

CNs will be pro
essed. The extrinsi
 messages of the CNs in turn undergo a double

transformation to return ba
k to the logarithmi
 domain of the VNs. However, the

log-BP-FFT algorithm requires look-up tables to ensure the 
onversion between the

probabilities domain and the logarithmi
 domain. These tables have the disadvantage

of 
onsuming a lot of memory resour
es, a 
onsumption that in
reases with the degree

of parallelism of the de
oder. Fig. 2.3 illustrates the steps of the di�erent de
oding

algorithms mentioned above.

The BP [19℄, FFT-BP [21℄, log-BP [22℄ and log-BP-FFT [20℄ algorithms are optimal

de
oding algorithms be
ause they do not use any mathemati
al approximation to re-

du
e the 
omplexity of the de
oding. The BP algorithm and its variants guarantee

optimal de
oding performan
e but they are not of great interest for a hardware imple-
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mentation. Therefore, other algorithms based on approximations of the BP algorithm

are proposed in order to ensure a reasonable performan
e/
omplexity tradeo�. We 
ite

mainly the algorithmMin-Sum [22℄ and its variant EMS (Extended Min-Sum) [24,25℄.

A detailed 
omparison of the optimal and suboptimal algorithms 
ited above 
an be

found in [26℄. Besides the EMS algorithm, there is also the Min-Max algorithm [27℄

whi
h 
an be 
onsidered as an approximation of the Min-Sum algorithm, and whi
h


onsequently provides poorer performan
e.

In what follows, we detail the algorithms BP, log-BP, Min-Sum, EMS and Min-Max.

We adopt the following mathemati
al 
onvention: Let V = [v0, v1, . . . , vn−1] be ve
tor

omposed of n elements. If i is a positive integer or zero, the notation V (i) indi
ates
the element of position i in V . If β ∈ GF(2m), the notation V [β] indi
ates the element

asso
iated with the symbol β in V .

2.2.1 BP algorithm

text.

Let c = [c0, c1, . . . , cN−1], ci ∈ GF(q), be the transmitted 
odeword. The de
od-

ing algorithm should 
onverge toward a valid 
odeword ĉ = [ĉ0, ĉ1, . . . , ĉN−1] from
y = [y0, y1, . . . , yN−1], the noisy version of c. The de
oding is su

essful if ĉ = c.

In the BP algorithm, the intrinsi
 information of the VN vi is a q-ary ve
tor of a

posteriori probabilities de�ned as:

Ii = [p(vi = β0|yi), p(vi = β1|yi), . . . , p(vi = βq−1|yi)] (2.6)

where p(a|b) is the 
onditional probability of a given b.

Let i = 0, 1, . . . ,M − 1 and j = 0, 1, . . . , N − 1. If the element hij of the PCM H is

not zero then Mvjpi denotes the message sent by the VN vj to the CN pi and Mpivj

the message sent by the CN pi to the VN vj . The steps of the BP algorithm are:

(a) Initialization: Ea
h VN vi transmits its intrinsi
 information to the CNs 
on-

ne
ted to it.

(b) Permutation: Before entering CN pi, the message Mvjpi is multiplied by the

non-zero element hij of the PCM. The resultant message M̃vjpi is 
omputed as:

M̃vjpi[β] =Mvjpi[β.hij] β ∈ GF(q) (2.7)

(
) CN update: the update of the CN pi is given by:

Mpivj [β] =
∑

∑

s 6=j
his 6=0

θs=β

∏

s 6=j
his 6=0

M̃vspi[θs] (2.8)

where β and θs are GF(q) symbols. The update of pi is done by 
al
ulating the

probability of all symbol 
ombinations that satisfy the parity equation.
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(d) Inverse permutation: Before entering VN vj , the message Mpivj is divided by

the non-zero element hij of the PCM. The resultant M̃pivj is obtained as:

M̃pivj [β] =Mpivj [β.h
−1
ij ] β ∈ GF(q) (2.9)

(e) VNs update: A VN vj re
eives dv messages M̃pivj and generates dv messages

Mvjpi. Outgoing messages from vj are 
omputed by (2.10). Ea
h outgoing

message is a fun
tion of all in
oming messages to vj ex
ept the one from pi.

Mvjpi[β] = µvjpi × Ij [β]×
∏

s 6=i
hsj 6=0

M̃psvj (β) β ∈ GF(q) (2.10)

where µvjpi is a normalization fa
tor su
h that

∑

β∈GF(q=2m)

Mvjpi[β] = 1.

(f) Estimation of the 
odeword: at every iteration, the a priori probability ve
tor

(APPj) is 
omputed as follows:

APPj [β] = µvj .Ij [β].
∏

hs,j 6=0

M̃psvj (β) β ∈ GF(q) (2.11)

where µvj is a normalization fa
tor su
h that

∑

β∈GF (q=2m)

APPj [βi] = 1. The

de
ision is made based on sele
ting the symbol of highest probability in APPj

as:

ĉj = argmax

β∈GF(q)

{APPj[β]} j = 0, 1, . . . , N − 1 (2.12)

If the set of symbols of ĉj forms a 
odeword then the de
oding is 
onsidered as

�nished.

2.2.2 Log-BP algorithm

text.

The reliability of a symbol 
an be measured by the Log-Likelihood Ratio (LLR) as

de�ned in the following equation:

LLR(β) = ln

p(vj = β|yj)
p(vj = β0|yj)

β and β0 ∈ GF(q) (2.13)

On the one hand, repla
ing the probabilities with LLRs in (2.8, 2.10, and 2.11) trans-

forms the multipli
ation operations into additions and on the other hand redu
es the

quantization errors. Thus, in the log-BP algorithm, the intrinsi
 information of a VN

vj is de�ned by:

Ij = [0, ln
p(vj = β1|yj)
p(vj = β0|yj)

, . . . , ln
p(vj = βq−1|yj)
p(vj = β0|yj)

] (2.14)
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The messages 
ir
ulating on the bipartite graph are 
omposed by LLRs. The log-

BP algorithm keeps the same steps of the BP algorithm while modifying the update

equations. The update of a VN vj is des
ribed as:

Mvjpi[β] = Ij[β] +
∑

s 6=i
hsj 6=0

M̃psvj (β) β ∈ GF(q) (2.15)

The update of CN pi is 
omputed as:

Mpivj [β] = ln(
∑

∑

s 6=j
his 6=0

θs=β

exp(
∑

s 6=j
his 6=0

M̃vspi[θs])) β ∈ GF(q) (2.16)

Finally, the update of the a priori information 
an be written as:

APPj [β] = Ij[β] +
∑

hs,j 6=0

M̃psvj (β) β ∈ GF(q) (2.17)

2.2.3 Min-Sum algorithm

text.

The Min-Sum algorithm is proposed in [24℄ to redu
e the 
omplexity of the log-BP

algorithm by making an approximation of (2.16). Indeed, in the Min-Sum algorithm,

the update of CN pi 
an be written as:

Mpivj ≈ max∑

s 6=j
his 6=0

θs=β
{
∑

s 6=j
his 6=0

M̃vspi[θs]} (2.18)

Thus, the Min-Sum algorithm simpli�es the de
oder by eliminating the lookup tables

needed to implement the exponential and logarithmi
 fun
tions, and by minimizing

the number of the arithmeti
 operations.

2.2.4 EMS algorithm and its variants

text.

The EMS 
ara
teristi
s 
an be summarized as:

Trun
ation of the ex
hanged messages: To further simplify the Min-Sum de-


oder, the authors in [24℄ introdu
ed the idea of trun
ating the messages that 
ir
ulate

on the bipartite graph from q to the nm most reliable symbols. However, the value of

nm must be 
arefully 
hosen to avoid performan
e loss.

Extra memories for the GF symbols: In the log-BP algorithm, the messages

are ve
tors 
omposed of q unsorted reliability values. In addition, it is not ne
essary
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to expli
itly indi
ate the value of the symbol asso
iated with ea
h of the reliabilities

sin
e it 
an be easily dedu
ed by its position in the message. Due to trun
ation,

messages from the EMS algorithm must be sorted and symbol values must be expli
-

itly mentioned. The messages that 
ir
ulate in the bipartite graph are represented

as M = [(LLR(θk), θk)]0≤k<nm−1, su
h that θk is a variable in GF(q) and LLR(θk′)
≥ LLR(θk′′) if k′ < k′′. In the following, M

⊕

represents the partial message that


ontains the set of GF symbols of message M and M+
represents the ve
tor that


ontains the set of LLRs of the messageM . The most reliable symbol inM isM
⊕

(0)
and the less reliable one is M

⊕

(nm − 1).

Compensating 
andidates: The trun
ation of messages leads to performan
e degra-

dation that 
an be 
ompensated by using a 
onstant reliability value noted γ for

symbols not retained during trun
ation. The value of γ is 
al
ulated as follows:

γ =M+(nm − 1) +O (2.19)

in whi
h O is a s
alar that 
an be determined by simulation to minimize the Bit Error

Rate (BER) or theoreti
ally as des
ribed in [25℄.

The steps of EMS algorithm 
an be summarized as follows:

(a) Initialization: ea
h VN vi sends the most nm reliable intrinsi
 information sym-

bols to its set of 
onne
ted CNs.

(b) VNs update: A VN vi re
eives dv messages M̃pivj and a 
ompensation s
alar γi
asso
iated to ea
h M̃pivj . The value of γi is determined by (2.19). The sorted

message Mvjpi 
ontains the nm most reliable symbols by 
ombining the intrinsi


information with the in
oming messages ex
ept pi itself. The reliability of a

symbol M
⊕

vjpi(k)k=0,1,...,nm−1 is obtained by:

M+
vjpi

(k) = Ij [M
⊕

vjpi
(k)] +

∑

s 6=i
hs,i 6=0

Ws(k) (2.20)

su
h that

Ws(k) =

{

M̃psvj [M
⊕

vjpi(k)] if M
⊕

vjpi(k) ∈ M̃psvj

γs else

(
) Permutation: ea
h symbol of Mvjpi will be multiplied by the element hij 6= 0 of

the PCM.

M̃
⊕

vjpi
(k) = hij ._M

⊕

vjpi
(k) k = 0, 1, . . . , nm − 1 (2.21)

(d) CNs update: the reliability of a symbol of an outgoing message is 
al
ulated as

in 2.18. Mpivj outgoing messages 
ontain the most reliable nm symbols.
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(e) Inverse permutation: ea
h symbol ofMpivj will be divided by the element hij 6= 0
of PCM.

M̃
⊕

pivj
(k) = h−1

ij
.
_M

⊕

pivj
(k) k = 0, 1, . . . , nm − 1 (2.22)

(f) Estimation of the 
odeword: at every iteration, ea
h VN vj updates a ve
tor of

prior LLRs APPj as:

APPj[β] = Ij[β] +
∑

hs,j 6=0

Ws(β) β ∈ GF(q) (2.23)

su
h that

Ws[β] =

{

M̃+
psvj

[β], if β ∈ M̃
⊕

psvj

γs, else

Finally the de
ision is taken based on (2.12).

2.2.5 Min-Max algorithm

text.

The LLR value as de�ned in se
tions 1.3.1 and 1.3.3 may assume negative values.

However, it would be easier to deal only with positive values. Therefore, the author

of [27℄ proposed the following de�nition of the LLRs:

LLR(β) = −ln p(x = β|y)
max

θ∈GF(2m)
{p(x = θ|y)} β ∈ GF(2m) (2.24)

where y = (y0, y1, . . . , ym−1) is the 
hannel observation and x = (x0, x1, . . . , xm−1) is
the transmitted symbol.

In this de�nition, the normalization is done by the probability of the most reliable

symbol. It follows that the LLR of this symbol is always zero and the LLRs of the

other symbols are positive.

Also in [27℄, the author proposed the Min-Max algorithm whi
h allows to simplify the

pro
essing at the 
he
k nodes level by repla
ing the sum in (2.18) by the operator max:

Mpivj [β] ≈ min∑

s 6=j
his 6=0

θs=β
{max

s 6=j
his 6=0

M̃vspi[θs]} (2.25)

The messages of the Min-Max algorithm 
an be trun
ated like in the EMS algorithm.
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2.3 FB and SB CNs algorithms

This se
tion reviews the two state-of-the-art implementations of the EMS algorithm:

the Forward-Ba
kward (FB) [22℄ and the Syndrome-Based (SB) [23℄. Then, the new

innovative te
hnique 
alled presorting is introdu
ed to show that sorting the CN

input messages 
an lead to signi�
ant savings in terms of 
omputational 
omplexity

and hardware implementation.

2.3.1 Forward-Ba
kward CN pro
essing

The FB-CN algorithm exploits the 
ommutative and asso
iative properties of the ad-

dition in GF(q) and fa
torizes (2.18) using a set of 2-input 1-output ECNs. For the

sake of simpli
ity, the inputs of the CN are denoted by {Ui}i=0,...,dc−1 and the outputs

are denoted by {Vi}i=0,...,dc−1. The CN pro
essing is split into three layers: forward,

ba
kward and merge, ea
h one 
ontaining dc − 2 ECNs [25℄. As Fig. 2.4 shows, an

ECN pro
esses a single output C as a fun
tion of two inputs A and B. Fig. 2.5

shows the resulting stru
ture for a FB-CN with dc = 6 inputs using (dc− 2)× 3 = 12
ECNs, ea
h ECN being represented by a blo
k ⊞. Intermediate results of the ECNs

are reused in the later stages, avoiding re-
omputations and thus redu
ing the amount

of pro
essing. Several reported hardware implementations of NB-LDPC de
oders use

this e�
ient FB ar
hite
ture [31℄ [59℄.

Figure 2.4: S-bubble ECN and generalized S-bubble ECN.

The ECN pro
essing [31℄ 
an be des
ribed in three steps.

1. Addition: for ea
h 
ouple of indexes (a, b) ∈ {0, 1, . . . , nm − 1}2, the output

tuple

Ca,b = (c+(x), x) = (A+[a] +B+[b], A⊕[a]⊕B⊕[b]) x ∈ GF(q) (2.26)

is 
omputed.
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Figure 2.5: FB-CN pro
essing with dc = 6.

Note that sin
e A+[0] = 0 and B+[0] = 0, the �rst output value of C is C(0) =
(0, A⊕[0]⊕B⊕[0]). For the sake of 
larity, the three ECN steps are represented

by ⊞ as:

C = A⊞ B (2.27)

In [31℄, it is shown that (2.26) needs to be evaluated only for indexes (a, b) that
verify (a + 1)(b + 1) ≤ nop. In fa
t, sin
e ve
tors A+

and B+
are sorted in

in
reasing order in terms of LLR, any 
ouple (a′, b′) verifying (0 ≤ a′ ≤ a) and
(0 ≤ b′ ≤ b) gives C+

a′,b′ ≤ C+
a,b. Consequently, there are at least (a + 1)(b + 1)


ouples (a′, b′) verifying C+
a′,b′ ≤ C+

a,b. In other words, if (a + 1)(b + 1) > nop,
then Ca,b does not belong to the set of the nop smallest values and thus, does

not need to be evaluated.

As proposed in [48℄, the notion of potential bubbles is proposed by spe
ifying the

index variation ranges na and nb of the two entries A and B, i.e. 0 ≤ a < na
and 0 ≤ b < nb and the one of the output C as nc, i.e. 0 ≤ c < nc. Note

that na and nb should be smaller than or equal to nc. In Fig. 2.4(a), the sub-

set of potential bubbles is represented in grey for nm = nop = 10. Fig. 2.4(b)

and Fig. 2.4(
) show the potential bubbles when (na, nb, nc) = (10, 3, 10) and

(na, nb, nc) = (10, 5, 20), respe
tively.

2. Sorting: the 
ouples (c+(x), x) are sorted in in
reasing order of c+(x). The

output ve
tor C 
ontains the �rst nm ordered 
ouples 
orresponding to the �rst

nm smallest values of c+(x).

3. Redundan
y elimination: if two 
ouples (a, b) and (a′, b′) 
orrespond to the

same GF value, i.e., A⊕[a]⊕ B⊕[b] = A⊕[a′]⊕ B⊕[b′], the one with higher LLR

is suppressed

(1)

during this Redundan
y Elimination (RE) step. In order to

generate at least nm valid outputs with a high probability, a number nop > nm

(1)

a

ording to (2.24), high LLR 
orresponds to low reliability
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outputs is generated by ea
h ECN (typi
ally, nop = nm + 2) [24℄.

A serial hardware implementation of the Bubble CN ar
hite
ture was presented in

[31℄. Suboptimal versions 
onsidering only the subset of the most probable potential

bubbles (the �rst two rows and two 
olumns) were presented in [31℄, [59℄ and [43℄.

2.3.2 Syndrome-based CN pro
essing

The SB-CN algorithm [23℄ relies on the de�nition of a deviation path and its asso
i-

ated syndrome. In the sequel, nmin
(resp. nm,out) refers to the size of the input (resp.

output) ve
tor of a CN.

A deviation path, denoted by δ, is de�ned as a dc-tuple of integer values, i.e. δ =
(δ(0), δ(2), . . . , δ(dc − 1)), with δ(i) ∈ {0, 1, . . . , nmin

− 1}, i = 0, 1 . . . , dc − 1. A

syndrome asso
iated to a deviation path δ is denoted by S(δ) and de�ned as the

3-tuple (S+(δ), S⊕(δ), SD[δ]) with:

S+(δ) =

dc−1
∑

i=0

U+
i [δ(i)], (2.28)

S⊕(δ) =
dc−1
⊕

i=0

U⊕
i [δ(i)], (2.29)

SD[δ][i] =

{

0, if δ(i) = 0

1, otherwise

, (2.30)

Figure 2.6: Example of a deviation path.

where S+(δ) is an LLR value, S⊕
is an element of GF(q) and SD[δ] is a binary ve
tor

of size dc 
alled Dis
ard Binary Ve
tor (DBV). Fig. 2.6 shows an example of a CN for

q = 64, dc = 4 and input messages Ui, i = 0, . . . , dc−1 of size nmin
= 5. In this �gure,

the deviation path δ = (0, 1, 0, 2) is represented by a grey shade in ea
h input ve
tor.
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It is also represented with straight lines linking U1[0], U2[1], U3[0] and U4[2]. Assum-

ing that the elements of GF(64) are represented by the power of a primitive element

β, of GF(64) 
onstru
ted using the primitive polynomial P [β] = β6 + β + 1, the syn-
drome asso
iated to δ is S(δ) = (0+5+0+4, β56⊕β41⊕β21⊕β46, 0101) = (9, β42, 0101).

Let ∆0 be the set of all possible deviation paths that 
an 
ontribute to an output

value, i.e., ∆0 ⊂ {0, . . . , nmin
− 1}dc . Using the syndrome asso
iated to a deviation

path, (2.18) 
an be reformulated as

v+i (x) = min
δ∈∆0,S⊕(δ)⊕U⊕

i [δ(i)]=x

{

S+(δ)− U+
i [δ(i)]

}

(2.31)

The DBV is used to redu
e the 
omplexity of (2.31) by avoiding redundant 
ompu-

tation. In fa
t, if SD[δ](i) = 0, then δ(i) = 0 and U+
i [δ(i)] = 0. It is thus possible to

simplify (2.31) as

v+i (x) = min
δ∈∆0,SD[δ][i]=0,S⊕(δ)⊕U⊕

i [0]=x

{

S+(δ)
}

(2.32)

Finally, (2.32) is further redu
ed by repla
ing δ ∈ ∆0 by δ ∈ ∆ where ∆ is a subset

of ∆0 with a redu
ed 
ardinality |∆| = ns as des
ribed in [23℄.

The SB-CN algorithm proposed in [23℄ is summarized in Algo. 1 and its asso
iated

ar
hite
ture is presented in Fig. 2.7. Step 1 is performed by the Syndrome unit, Step

2 by the Sorting unit and, �nally, Step 3 by dc De
orrelation Units (DU) and dc RE
units. The DUs are represented in parallel to show the inherent parallelism of the

SB-CN. The RE units dis
ard 
ouples with a GF value already generated (last test of

step 3 in Algo. 1). Note that in [23℄ the sorting pro
ess is done only partially.

Figure 2.7: Syndrome-based CN pro
essing (left part) and details of the DU unit

(right part).
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O�ine pro
essing:

Sele
t a subset ∆ ⊂ ∆0 of 
ardinality |∆| = ns (whi
h is a trade-o� between

performan
e and 
omplexity).

Initialization:

for i← 0 to dc − 1 do
ji ← 0

end

Pro
essing:

Step 1 (syndrome 
omputation): ∀ δ ∈ ∆, 
ompute S(δ)
Step 2 (sorting pro
ess): sort the syndromes in the in
reasing order of S+(δ)
to obtain an ordered list {S[k]}k=1,2,...,|∆| of syndromes;

Step 3 (de
orrelation and RE):

for k ← 1 to |∆| do
for i← 0 to dc − 1 do

if SD[k][i] = 0 and ji < nm,out then
v⊕i ← S⊕[k]⊕ U⊕

i [0]
if v⊕i /∈ {Vi[l]⊕}l=0...ji−1 then

Vi[ji]← (S+[k], v⊕i )
ji ← ji + 1;

end

end

Algorithm 1: The SB-CN algorithm.

Fig. 2.7 also shows a detailed s
heme with the operations in a DU. SD is the dc-wide
bit ve
tor that indi
ates for whi
h output edges the syndrome should be dis
arded

during the de
orrelation pro
ess. A simple reading of bit i in the binary ve
tor SD

validates or not the syndrome for the output edge i.

2.3.3 Presorting

The new innovative te
hnique 
alled presorting is shown in this se
tion. First a

rede�nition of the LLR value is presented then the presorting des
ription is shown.

Let us say that the element that represents {Ui}i=0,...,dc−1 is ei in whi
h ei ∈ GF(q).
Ea
h input ei 
an take q values. Similarly to (2.24), ea
h element of the probability

distribution E asso
iated to e 
an be expressed in the logarithmi
 domain as the LLR

denoted by e+(x):

e+(x) = − ln

(

P (e = x)

P (e = x̄)

)

(2.33)

where x̄ is the hard de
ision on e obtained by taking the most probable GF symbol,

i.e. x̄ = argmaxx∈GF(q) P (e = x).
By de�nition of the LLR, we have: e+(x̄) = 0 and ∀x ∈ GF(q), e+(x) ≥ 0. The

distribution (or message) E asso
iated to e is thus E = {e+(x)}x∈GF(q).
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Input The dc input message {Ui}i=0,1,...,dc−1.

Step 1: Extra
t ve
tor U1 = (U+
0 [1], U

+
1 [1], . . . , U

+
dc−1[1])

Sort U1
in as
ending order to generate U ′1

.

return permutation π = (π(0), . . . , π(dc − 1)) asso
iated to the sorting

pro
ess: U ′1(i) = U1(π(i)), i = 0, 1 . . . dc − 1.
Step 2: Permute input ve
tors using the permutation π:
for i = 0, 1, . . . , dc − 1, U ′

i = Uπ(i)
Step 3: Perform the CN pro
ess with input ve
tors {U ′

i}i=0,1,...,dc−1 to

generate output ve
tors {V ′
i }i=0,1,...,dc−1.

Step 4: Permute output ve
tor using the inverse permutation π−1
: for

i = 0, 1, . . . , dc − 1 , Vπ(i) = V ′
i

Algorithm 2: Pre-sorting prin
iple

The idea of the input pre-sorting is to polarize the statisti
s of dc variable-to-
he
k
messages by sorting them a

ording to the reliability of the hard de
ision input, i.e.,

the probability P (ei = U⊕
i [0]), i = 0, 1, . . . , dc−1. The reason for this approa
h is that

many bubbles in the ECN are very unlikely to 
ontribute to the output, suppressing

them does not a�e
t performan
e but 
an lead to ar
hite
tural simpli�
ations.

Considering Eq. (2.33) and knowing that

∑

x∈GF P (ei = x) = 1, the probability

P (ei = U⊕
i [0]), i = 0, 1, . . . , dc − 1 
an be expressed as:

P (ei = U⊕
i [0]) =

1
∑q−1

j=0 e
−U+

i [j]
(2.34)

Note that in Eq. 2.34, the values of U+
i [j] for j ≥ nm are equal to U+

i [nm − 1] + O,
where O is a 
onstant o�set value, as detailed in 2.19 [25℄. Sin
e U+

i [0] = 0 and, for

j > 2, U+
i [1] ≤ U+

i [j], then P (ei = U⊕
i [0]) 
an be approximated by:

P (ei = U⊕
i [0]) ≈

1

1 + e−U
+

i [1]
(2.35)

In other words, the higher the value of U+
i [1], the higher P (ei = U⊕

i [0]). From

this, we 
an state that the pre-sorting step is performed a

ording to ve
tor U1 =
(U+

0 [1], U
+
1 [1], . . . , U

+
dc−1[1]) as des
ribed by the Algorithm 2. As shown in the example

of Fig. 2.8 for nm = 5 and dc = 4, the non used entries are in dashed area, so only a

redu
ed number of values in the sorted ve
tors {U ′
i}i=0,1,...,dc−1 are 
onsidered as inputs

to the EMS CN blo
k. This observation motivated the original approa
h des
ribed in

the following subse
tion.

The SB-CN with presorting is presented in [47℄ where the number of 
onsidered de-

viation paths was redu
ed after the suppression of the paths that are unlikely to


ontribute to an output.
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Figure 2.8: Pre-sorting prin
iple.

2.4 Des
ription of an existing VN ar
hite
ture

The VN of dv = 2 proposed in [7℄ Chapter 2 Se
tion 2.2.1 operates in three modes:

generation of the intrinsi
 
ouple 
andidates, VN update and de
ision making. In the

following, we show the VN update and the de
ision making modes. First, an example

is shown then the ar
hite
ture is presented.

2.4.1 An example of the VN fun
tionality

In this se
tion an example of the VN fun
tionality is shown, the example in update

mode is presented �rst then the example of the de
ision mode is shown.

2.4.1.1 An example in update mode

Fig. 2.9 shows a VN v 
onne
ted to two CNs p0 and p1. Let us say that nmout
= 8 is

the length of the extrinsi
 messages Mp0v and nmin
= 4 is the length of Mvp1 . Ea
h

element belongs to Mp0v and Mvp1 is a 
ouple of (LLR, GF). The intrinsi
 GF ve
tor

I is required in the update mode. Therefore, Let M+
p0v

= {0, 2, 7, 19, 20, 20, 20, 20},
M⊕

p0v
= {β1, 0, β4, β5, β0, β2, β3, β6}, I+ = {0, 7, 15} and I⊕ = {β5, 0, β0} be the input

ve
tors of v.
The update mode is divided into two phases, Mp0v is pro
essed in phase 1 and I is

pro
essed in phase 2. Con
erning phase 1, the intrinsi
 LLR value of ea
h element in

M⊕
p0v

is 
omputed. Let IMp0v = {63, 7, 18, 0, 15, 33, 69, 45} be the ve
tor of intrinsi


LLR value of M⊕
p0v

(the 
omputation of IMp0v is performed by the eLLR blo
k in the

ar
hite
ture). Then, the two ve
tors M+
p0v

and IMp0v are added to form the updated
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Figure 2.9: A VN v 
onne
ted to two CNs p0 and p1.

extrinsi
 LLR values M+
V N =M+

p0v
+ IMp0v = {63, 9, 25, 19, 35, 53, 89, 65}. Therefore,

M+
V N and M⊕

V N = M⊕
p0v

= {β1, 0, β4, β5, β0, β2, β3, β6} are inputs of a sorter blo
k

to extra
t the most nmout
reliable GF symbols in terms of LLR value, let Ms+

p0v
=

{9, 19, 25, 35} is the most reliable updated extrinsi
 LLR values stored in the sorter

and Ms⊕
p0v

= {0, β5, β4, β0} its asso
iated GF values.

After that, phase 2 is performed. The last extrinsi
 LLR value M+
p0v

[7] = 20 is


onsidered as o�set of I+, so the se
ond input ve
tor of the sorter isM+
V N = I++20+O

along withM⊕
V N = I⊕, O is an o�set value. Ea
h time a redundant GF symbol o

urs,

its asso
iated LLR value is repla
ed by the Sat (maximum LLR) value. Thus, sin
e

I⊕[0] = β5 and I
⊕[1] = 0 are already pro
essed and generated as valid GF symbols in

phase 1, the intrinsi
 message ve
tors fed to the sorter are M+
V N = {Sat, Sat, 35+O}

and M⊕
V N = {β5, 0, β0}. Finally, after the normalization, the output of the VN in

update mode is M+
vp1

= {0, 10, 16, 26} and M⊕
vp1

= {0, β5, β4, β0}.

2.4.1.2 An example in de
ision mode

The �rst ns = 3 elements inMvp1 are saved in a Content-Addressable Memory (CAM),

so let M+
CAM

= {0, 10, 16} and M⊕
CAM

= {0, β5, β4} be the saved data in the CAM.

Let us say that p1 replied to v by M+
p1v

= {0, 19, 41, 47, 48, 48, 48, 48} and M⊕
p1v

=
{β0, β6, β2, β3, 0, β1, β4, β5}. Again, there are two phases in de
ision mode, phase 1 to

pro
ess Mp1v and phase 2 to pro
ess M
CAM

(the message 
ontained in the CAM). The

two ve
tors are updated as:

Mn+
p1v

[i] =

{

M+
p1v

[i] +M+
CAM

[j] if M⊕
p1v

[i] =M⊕
CAM

[j]

M+
p1v

[i] +M+
CAM

[2] +O Otherwise

then

Mn+
CAM

[k] =M+
CAM

[k] +M+
p1v

[7] +O
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Where i = 0, . . . , 7, j = 0, 1, 2, k = 0, 1, 2 and O = 1. Therefore,Mn+
p1v

= {18, 36, 58, 64,
48, 65, 64, 58}, Mn⊕

p1v
= {β0, β6, β2, β3, 0, β1, β4, β5}, Mn+

CAM

= {49, 59, 65} and Mn⊕
CAM

=
{0, β5, β4}. Finally, β0 is the GF symbol 
orresponding to the minimum LLR value

and hen
e it is the output of the de
ision blo
k.

2.4.2 VN ar
hite
ture in update mode

The VN ar
hite
ture in update mode is shown in Fig. 2.10 where nmout
= nmin

= nm.

Figure 2.10: Ar
hite
ture of the VN [7℄ in update mode.

Updating a VN takes pla
e serially in two phases. As a �rst step, the VN updates

the Mpl∈{0,1}v extrinsi
 message from the CN Pro
essor (CNP). Therefore, the signal

Sel0 takes the value 0 and the signals Sel1 and Sel2 take the value 1. The update of
the message Mplv is given by:

{

M
⊕

VN

[i] =M
⊕

plv[i], i = 0, 1, . . . , nm − 1
M+
VN

[i] =M+
plv

[i] + I+[M
⊕

plv[i]],
(2.36)

The intrinsi
 LLRs I+[M
⊕

plv[i]] used to update the LLRs of the Mplv messages are

progressively generated by the eLLR blo
k. The Flag blo
k is a q-bits register (ea
h
bit 
orresponds to a symbol of the Galois �eld). The bits of this register are updated

by:

F lag[M
⊕

plv
[i]] = 1, i = 0, 1, . . . , nm − 1 (2.37)

In a se
ond step, the VN Pro
essor (VNP) updates the LLRs of the nβ symbols of

the intrinsi
 message GF values I
⊕

. Therefore, the signal Sel0 takes the value 1 and
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the signal Sel1 takes the value 0. If a symbol of the message I
⊕

belongs to the ve
tor

messages Mplv (that means if F lag[I
⊕

[i]] = 1, i = 0, 1, . . . , nβ − 1) then the signal

Sel2 takes the value 0 and the LLR asso
iated with this symbol is saturated (fed

with the maximum LLR value) in order to avoid dupli
ate symbols in the outgoing

messages from the VNP. The update of the messages I
⊕

is done by:

M
⊕

VN

(nm + i) = I
⊕

[i]

M+
VN

(nm + i) =

{

I+[i] +M
⊕

plv(nm − 1) +O if F lag[I
⊕

[i]] = 0

Sat otherwise

(2.38)

i = 0, 1, . . . , nβ − 1

The message M
VN

of size (nm+nβ) is progressively introdu
ed in the Sorter blo
k to

be sorted in in
reasing order. The message Mvp1−l
is obtained by sele
ting the �rst

nm outgoing elements of the Sorter blo
k. The laten
y of the VNP in this mode is

LV NP,1 = nm + nβ + 2 
lo
k 
y
les as shown in Fig. 2.11.

Figure 2.11: Timing diagram of VN in update mode [7℄.

2.4.2.1 Ar
hite
ture of the Sorter blo
k

The di�erent types of 
omparators used in this manus
ript are shown in Fig. 2.12:

Comparator Only (CO) (Fig. 2.12.a), Comparator (C) (Fig. 2.12.b), Comparator-

Swaps (CS) (Fig. 2.12.
) and 2-to-1 multiplexers (MUX2-1). The CO generates only

a 
omparison signal de�ned as: cpq = 1 if xp < xq, otherwise cpq = 0. The 
omparator

C sele
ts the minimum value (m) as follows:
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Figure 2.12: (a) Comparator Only (CO), (b) Comparator (C), (
) Comparator Swap

(CS) and (d) ESU (4-SU) Ar
hite
ture.

Figure 2.13: (a) CS, (b) C.

� if xp < xq ⇒ cpq = 1, m = xp

� if xp ≥ xq ⇒ cpq = 0, m = xq.

The CS is 
omposed of one 
omparator and two MUX2-1s. This CS sorts the input

values where the lower and upper outputs represent the �rst minimum (m1) and

se
ond minimum (m2) values respe
tively as des
ribed below:

� if xp < xq ⇒ cpq = 1, m1 = xp and m2 = xq

� if xp ≥ xq ⇒ cpq = 0, m1 = xq and m2 = xp.
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For sake of simpli
ity in representing some ar
hite
tures, we use the symbols shown

in Fig. 2.13.a and Fig. 2.13.b as CS and C respe
tively.

The ar
hite
ture of the sorter is shown in Fig. 2.14. This ar
hite
ture 
onsists of

nm (number of outputs) stages regardless of the size of the input list. In addition,

the laten
y of this ar
hite
ture is equal to the number of inputs. So to sort a list


ontaining q = 64 elements, the laten
y is Lsorter = 64 
lo
k 
y
les.

Figure 2.14: Ar
hite
ture of the Sorter blo
k [7℄.

Ea
h stage of the sorter 
onsists of two registers (R

H

and R

L

) and a CO. R

H

(register

high) stores the last element provided at the input and R

L

(register low) stores the

minimum element in terms of LLR value. Ea
h stage sends the symbol of higher LLR

to the next one. Thus, the nm R

L

registers, from stage 1 to stage nm, form a list

sorted in as
ending order. On arrival of the last element of the inputs, the result of

R

L

of stage 1 is fed to the output. In the next 
y
le, the sorter sele
ts the 
ouple from

R

L

of stage 2, and so on.

2.4.3 VN ar
hite
ture in the de
ision-making mode

In the de
ision mode, only the ns messages from Mvp1 are stored in the CAM. There-

fore, the sets Λ1,Λ2 and Λ3 are de�ned as:

Λ1 = {M
⊕

vp1 [1]}i=0,1,...,ns−1 ∩M
⊕

p1v

Λ2 = {M
⊕

vp1 [1]}i=0,1,...,ns−1 \ Λ1

Λ3 =M
⊕

p1v \ Λ1
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The 
omputation of the a priori information APP is given by:

APP [x]x∈Λ1∪Λ2∪Λ3
=











M+
vp1

[x] +M+
p1v

[x], if x ∈ Λ1

M+
vp1

[x] +M+
p1v

(nm − 1) +O, if x ∈ Λ2

M+
p1v

[x] +M+
vp1

(ns − 1) +O, otherwise

(2.39)

Then, the de
ision is made by:

ĉ = argmin

x∈Λ1∩Λ2∩Λ3

{APP [x]} (2.40)

Therefore, the ar
hite
ture of the de
ision making is illustrated in Fig. 2.15 where nb
is the number of bits to represent an LLR value.

Figure 2.15: VN ar
hite
ture in de
ision-making mode (only a
tive blo
ks are shown)

[7℄.

The VNP re
eives the �rst ns Mvp1 messages and stores them in the CAM. Then, it


omputes the APP message in two phases:

⊲ Phase 1: The VNP 
omputes the APP values asso
iated with the set Λ1 ∪ Λ3

(the symbols of the message Mp1v). The signal Sel2 takes value 0. Whenever
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a symbol of Λ1 exists in CAM, the signal Sel0 takes value 1 otherwise it takes

value 0. The register Flag stores the symbols of the set Λ1∪Λ3 (F lag[M
⊕

p1v[i]] =
1, i = 0, 1, . . . , nm − 1).

⊲ Phase 2: The VNP 
omputes the APP values of the set Λ2 (the symbols stored

in the CAM ex
ept those in the set Λ1). The signal Sel2 takes value 1. The

symbols of CAM that belong to the set Λ1 are identi�ed by the Flag register.

In the presen
e of these symbols the signal Sel1 takes value 0 and its asso
iated

APP value is saturated to not be pro
essed by the Sorter blo
k.

During both phases, the APP values are progressively introdu
ed in the Sorter blo
k.

The de
ision is made by sele
ting the symbol with the smallest APP value. The

laten
y of the VNP during de
ision-making mode is LV NP,2 = nm + ns + 2 as shown

in Fig. 2.16.

Figure 2.16: Timing diagram of VN in de
ision mode [7℄.

2.5 Layered vs. Flooding de
oder s
heduling

text.

This se
tion reviews the prin
iples of two di�erent de
oder s
hedulings over the Tan-

ner graph: the layered and the �ooding s
heduling.

To 
omplete one iteration, the four CNs and their 
onne
ted VNs must be updated

as shown in Fig. 2.17.a). The two s
hedules of pro
essing are performed as follows:

Flooding: Let us take v2 that is 
onne
ted to p0 and p3 as shown in Fig. 2.17.b), v2
feeds the two CNs p0 and p3 by the same ve
tor messages, i.e, Mv2,p0 =
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Figure 2.17: Stages of pro
essing.

Mv2,p3. Thus, the CNs are not bene�ting from the updated VN messages

in the same iteration.

Layered: In this approa
h, v2 feeds CN p0 by Mv2,p0 as shown in Fig. 2.17.
), then

v2 re
eives Mp0,v2 to generate the updated ve
tor messages Mv2,p3 whi
h is

sent to CN p3. Thus, the CNs bene�t from the updated VN messages in

the same iteration.

Ea
h type of s
heduling has its advantage: the layered one provides better perfor-

man
e and the �ooding one presents lower laten
y. So the 
hoi
e between them

should be done on this basis. In our work, the proposed parallel pipelined de
oder,

we 
onsider the �ooding s
hedule of pro
essing.

2.6 State-of-the-art NB-LDPC de
oder ar
hite
tures

In this se
tion, some NB-LDPC de
oder ar
hite
tures are presented to show the last

advan
es on this area.

2.6.1 A fully parallel NB-LDPC de
oder with �ne-grained dy-

nami
 
lo
k gating

The de
oder ar
hite
ture presented in [59℄ implements the EMS algorithm over a

GF(64) (160, 80) regular-(2, 4) NB-LDPC 
ode with nm = 16. In this approa
h,
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N = 160 VNs and M = 80 CNs are implemented and the ex
hanged inputs and

outputs are interleaved to redu
e the laten
y per one iteration pro
ess. In addition,

the bubble ECN proposed in [39℄ is modi�ed in order to in
rease the frequen
y. Fur-

thermore, the satisfa
tion of the PCM equations is 
he
ked for two reasons: First, to

apply the Clo
k Gating on the blo
ks that are unne
essary to be pro
essing anymore.

Applying the 
lo
k gating approa
h on a blo
k means making it not fun
tioning any-

more whi
h leads to redu
e the power 
onsumption. Se
ond, to stop the de
oding of

the 
urrent frame and start pro
essing the next one before the ending of the maxi-

mum number of iterations whi
h further in
reases the throughput by 
onsidering the

average number of iterations.

However, even though there are N VNs and M CNs pro
essed in parallel, the fun
-

tionality of ea
h blo
k is still serial whi
h a�e
ts negatively the throughput and the

hardware e�
ien
y. The number of 
lo
k 
y
les needed per iteration is equal to 47

whi
h results in a global throughput rate of 1.22 Gbits/s.

2.6.2 Trellis-Based extended Min-Sum algorithm De
oder

The authors in [29℄ adopted the T-EMS algorithm for their NB-LDPC de
oder imple-

mentation. Even if, in this ar
hite
ture, 
omplexity is independent of the 
he
k node

degree, it signi�
antly in
reases with q. In fa
t, only GF(4) pra
ti
al implementations

are 
onsidered in [29℄, leading to a throughput of 2.4 Gbits/s for the serial de
oder

ar
hite
ture and up to 3.6 Gbits/s for the parallel de
oder ar
hite
ture.

2.6.3 A 21.66 Gbps Non-Binary LDPC de
oder for high-speed


ommuni
ations

The authors in [58℄ introdu
e a new algorithm 
alled Improved Layered Multiple-

symbol-reliability weighted Bit-Reliability Based (IL-MwBRB). In fa
t, their proposed

algorithm is derived from the MwBRB algorithm [32℄. The pipelining and paral-

lelism in the ar
hite
ture are 
onsidered to in
rease the throughput to 21.66 Gbits/s.

Unlike the mentioned de
oding algorithms (FFT-BP, EMS, T-EMS and Min-Max al-

gorithms), IL-MwBRB algorithm pro
esses the reliability messages at the bit level

whi
h leads to performan
e degradation.

2.7 Con
lusion

In this 
hapter, we started by re
alling the de�nition of LDPC 
odes de�ned over

Galois �eld GF(q = 2m). Then, we have dis
ussed the main algorithms used in the

de
oding of NB-LDPC 
odes. The BP algorithm is optimal but its hardware imple-

mentation is not feasible. Although the FFT-BP algorithm 
onverts the 
onvolution

operation to a multipli
ation, it is still heavy to perform in hardware. The Log-BP

algorithm repla
es the multipli
ation by a simple addition operation but a lot of mem-

ories are required to store the q symbols. The sub-optimal algorithm, EMS, and its
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variants at the CN level have been des
ribed. The key idea in the EMS algorithm is

to trun
ate nm << q symbols to be ex
hanged between the CNs and the VNs, thus

both hardware 
ost and memory 
onsumption are redu
ed.

Afterward, the FB, SB and presorting algorithms are shown. The impa
t of the pre-

sorting on the FB-CN and the new hybrid CN are shown in next 
hapter.

Then, the layered and �ooding s
hedules of the de
oding pro
ess have been reviewed.

Finally, we presented some of the state-of-the-art NB-LDPC de
oder ar
hite
tures,

where the throughput rate of ea
h de
oder ar
hite
ture has been dis
ussed.
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Chapter 3

E�
ient ar
hite
tures for NB-LDPC

de
oding

This Chapter presents the main 
ontributions of this thesis whi
h are the new ar
hi-

te
tures for the CNP and the VNP. Se
tion 1 des
ribes the improvements done on

the existing CNP to obtain the new parallel CNP ar
hite
ture and se
tion 2 shows

the new VNP ar
hite
ture. These ar
hite
tures will 
onstitute the global de
oder

des
ribed in Chapter 5. In this 
hapter, only an example of high 
ode rate (CR=

5

6
)

will be 
onsidered. The proposed algorithm/ar
hite
ture 
an easily be extended to

other 
ode rates: an example of extension from dc = 12 to dc = 16 is also given.

3.1 New Che
k Node Ar
hite
tures

In this se
tion we fo
us on the CNP and we des
ribe the advantages of the new

innovative presorting te
hnique in terms of hardware 
ost on the FB-CN and the two

re
ent proposed ar
hite
tures 
alled Extended Forward CN (EF-CN) and Hybrid CN

(H-CN). Finally, a blo
k 
alled Skip Pro
essing Controller (SPC) is presented. The

idea is to de�ne a 
riteria and when it is satis�ed, the CN pro
essing is skipped. Thus,

the role of the SPC blo
k is to test this 
riteria and indi
ate to the CNP whether the

pro
essing is to be skipped. This permits to redu
e the de
oding laten
y per iteration

and hen
e to in
rease the global throughput or redu
e the global power 
onsumption.

3.1.1 FB-CN with presorting

As shown in 
hapter 2, pre-sorting allows a signi�
ant redu
tion of the number of syn-

dromes that need to be 
omputed in the pre-sorted SB ar
hite
ture. In this 
hapter,

we apply the presorting te
hnique to the FB-CN ar
hite
ture. The basi
 prin
iple

is similar to the SB ar
hite
ture: bubbles that are unlikely to be used are simply

dis
arded, whi
h leads to hardware 
omplexity redu
tion.

A statisti
al study of the behavior of the bubbles in the input ve
tors {U ′
i}i=0,1,...,dc−1

allow us to predi
t for ea
h ECN the bubbles that 
an be omitted without a�e
ting

33
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the global performan
e of the FB-CN pro
essing. This study is performed through

the observation of ea
h ECN pro
essing during the Monte-Carlo simulation of a (576,

480) GF(64)-LDPC 
ode at SNR = 3.5 dB over more than ten thousand de
oded

frames. The e�e
t of the bubble suppression is translated into hardware 
omplexity

redu
tion. In what follow, the FB-CN with presorting.

Figure 3.1: Matrix representation of a S-Bubble Che
k FB-CN with dc = 12 and

nm = 20. The b = 1680 red 
ir
les represent the bubbles in the original FB-CN

algorithm. The squares represent the remaining bo = 648 bubbles after the pruning

pro
ess in the S-FB algorithm.

To be spe
i�
, Fig. 3.1 represents a S-Bubble Che
k FB-CN with dc = 12, 
omposed

of three layers of dc − 2 = 10 ECNs ea
h. The points (inside or outside ea
h small

bla
k square) represent the positions of the pro
essed bubbles with the S-Bubble

ar
hite
ture [43℄, whi
h are a total of b = 1680. The bla
k squares represent the

positions of the bubbles that 
ontribute to an output after applying the pre-sorting

te
hnique. They represent a number of bo = 648 bubbles, i.e, 40% of the initial

number of bubbles. Consider for example ECN B10 in the Ba
kward layer, only one

bubble is used in pra
ti
e for implementation: a S-Bubble ar
hite
ture at this ECN


learly implies a waste of resour
es. The idea is then to implement for ea
h ECN the

most simpli�ed ar
hite
ture that guarantees a 
orre
t ECN pro
essing as detailed in

the following se
tion. Please also note that the pre-sorting te
hnique requires extra

hardware blo
ks 
ompared to the 
lassi
al unsorted CN ar
hite
ture: a dc-input ve
tor
sorter and two permutation networks (or swit
hes). We will also show in se
tion 3.1.3

that the area 
ost of this extra hardware is 
ompensated with the ECN simpli�
ations,

leading to an optimised global CN implementation.

3.1.2 Proposed FB-CN Ar
hite
ture

This se
tion �rst des
ribes the elementary blo
ks 
onstituting the proposed FB-CN

ar
hite
ture: sorter, swit
h and simpli�ed ECNs. Then, the global CN ar
hite
tures

for di�erent dc values are presented.
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3.1.2.1 Sorter

Several sorting algorithms have been proposed in the literature based on serial [44℄

and parallel approa
hes [67℄. The sele
tion of the most suitable sorter ar
hite
ture

is based on two main 
riteria: hardware 
omplexity and speed performan
e. The

ar
hite
ture of the sorter we implemented is a semi-parallel ar
hite
ture based on

the algorithm proposed in [45℄. The ar
hite
ture is 
omposed of dc/2 stages where

ea
h stage 
ontains dc − 1 
omparator-swap blo
ks. As shown in Fig. 3.2, sin
e the

pro
essing time of the FB-CN pro
essor will be greater than the sorting time, we have

implemented only one stage that will be running dc/2 times in order to sort an input

ve
tor of size dc and to generate the permutation order ve
tor π where ea
h Li, i =
0, . . . , dc−1, is a LLR value. Thus, MUX 1 sele
ts for only one 
lo
k 
y
le (�rst 
lo
k


y
le) {(U+
0 [1], 0), . . . , (U

+
dc−1[1], dc−1)} then sele
ts {(L0, π(0)), . . . , (Ldc−1, π(dc−1))}

for the rest dc/2−1 
lo
k 
y
les. The laten
y of this sorter ar
hite
ture is dc/2 
y
les

and it 
onstitutes a good trade-o� between 
omplexity and performan
e.

Figure 3.2: Ar
hite
ture of the Sorter and Swit
h blo
ks. The Sorter ar
hite
ture

follows [45℄.
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3.1.2.2 Swit
h

The Swit
h blo
k re
eives the dc inputs {Ui}i=0,1,...,dc−1 and permutes them based on

the permutation ve
tor π re
eived from the Sorter. This Swit
h is 
omposed of dc
multiplexers of size dc-to-1, as shown in Fig. 3.2.

3.1.2.3 Simpli�ed ECNs

As previously mentioned, the hardware resour
es of ea
h ECN 
an be redu
ed without

a�e
ting performan
e. Five di�erent stru
tures of ECN 
an be 
onsidered in Fig. 3.1:

S-4B: This ECN ar
hite
ture, known as S-bubble ECN, is des
ribed in [43℄ where

four bubbles are 
ompared per 
lo
k 
y
le. It is 
omposed of 4 FIFO blo
ks, a

minimum dete
tor C of 4 input values, two arithmeti
 adders (the two adders related

to A[1℄ and B[1℄) and four modulo-2 adders implemented using XOR gates as shown

in Fig. 3.3. The 
andidates in ea
h FIFO are sorted, the MIN blo
k dete
ts the

minimum among four 
andidates and then its 
orresponding index will be in
reased

by 1. The Flag is to 
he
k whether the 
urrent reliable symbol is redundant or not

and the multiplexer is to either sele
t the 
urrent reliable symbol or the saturated

data in 
ase of redundan
y.

Figure 3.3: S-4B ar
hite
ture.

S-2B: It is based on the S-bubble ECN but 
omposed of only the �rst row and

�rst 
olumn of the matrix shown in Fig. 2.4. Thus, only two bubbles are 
ompared

per 
lo
k 
y
le, two FIFO blo
ks are needed with only one 
omparator C and two

modulo-2 adders (see Fig. 3.4). There are 10 S-2B ECNs used in 
ase of dc = 12 as

shown in Fig. 3.1, these ECNs are F3, F4, F5, F6, B4, B5, B6, B7, M2 and M3.

S-1B: This ve
tor ECN generates the output C as: C+
a,0 = A+[a], C⊕

a,0 = A⊕[a] ⊕
B⊕[0] (a = 0, . . . , nm − 1). Note that ve
tors A and B 
an be ex
hanged depending
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Figure 3.4: S-2B ar
hite
ture.

Figure 3.5: S-1B+1 ECN and its ar
hite
ture.

on the distribution of the bubbles. The only required 
omponent of S-1B ECN is the

XOR gate.

S-1B+1: The bubbles 
onsidered in this ECN pro
essing are shown in Fig. 3.5.a and

the ar
hite
ture in Fig. 3.5.b. It is 
omposed of a 
omparator, two 2-to-1 multiplexers

and a single register. The 
ontrol signal S1 is initially 0 and then set to 1 for all the

following 
y
les if and only if A+[i] > B+[1], i = 1, 2, . . . nm − 1 and C⊕
i,0 6= C⊕

0,1,

where C⊕
i,0 = A⊕[i]

⊕

B⊕[0] and C⊕
0,1 = A⊕[0]

⊕

B⊕[1]. The 
ontrol signal S2 is also

initialized to 0 and keeps this value while A+[i] < B+[1]. It will be turned to 1 for

only one 
y
le when A+[i] > B+[1] and C⊕
0,1 is di�erent to all the symbols C⊕

j,0, j < i,
already output. The only required 
omponent for S-1B+1 ECN is the XOR gate.

1B: This ECN 
onsiders a single bubble where the output is the most reliable ele-

ment C⊕
0,0 = A⊕[0]

⊕

B⊕[0].

3.1.2.4 ECN simpli�
ations for global CN with di�erent dc values

The statisti
al analysis and ar
hite
tural ECN simpli�
ations were performed for dc =
6, 8, 12 and 20, i.e. 
oding rates 2/3, 3/4, 5/6 and 9/10, respe
tively. For dc = 12

(CR=

5

6
), Fig. 3.1 depi
ts the ar
hite
ture retained for ea
h ECN. Table 3.1 presents

the number of ea
h kind of ECN being implemented in the S-FB CN for several dc

Conception du décodeur NB-LDPC à débit ultra-élevé par Hassan Harb 2018



38 E�
ient ar
hite
tures for NB-LDPC de
oding

values. From these results we 
an predi
t signi�
ant potential area gains spe
ially for

high dc values: for example, for dc = 20 the S-Bubble ar
hite
ture will be repla
ed 10

times by the 1B ar
hite
ture.

Table 3.1: Number of ECN s
hemes for di�erent dc values.

S-FB

dc S-4B S-2B S-1B S-1B+1 1B

6 5 7 - - -

8 9 5 2 1 1

12 6 10 8 4 2

20 12 7 24 1 10

Therefore, the higher the value of dc, the higher the number of the suppressed bubbles

and hen
e the higher the gain obtained with the presorting.

3.1.3 Implementation and simulation results

To quantify the interest of the pre-sorting te
hnique in FB-CN ar
hite
tures we have

implemented the di�erent ar
hite
tural designs on a FPGA devi
e. We also show

simulations results of the new approa
h where no performan
e loss is obtained.

3.1.3.1 Implementation results

We 
onsidered the Xilinx VIRTEX 6, x
6vlx240t-2�1156 FPGA devi
e to obtain

synthesis results. The �ve ECN ar
hite
tures were synthesized to obtain the results

presented in Table 3.4. The LLR and GF values are quanti�ed on 6 bits. The 1B

and S-1B ECNs have negligible 
omplexity and a maximum frequen
y of 714 MHz.

Also, the S-1B+1 and S-2B ECNs have redu
ed 
omplexity and operate at higher

frequen
ies 
ompared to S-4B.

Table 3.3 summarizes the overall 
omplexity of the FB-CN for di�erent dc values.
Please note that "S-FB" stands for the S-Bubble CN implementation and that "P-FB"

stands for the presorting approa
h proposed in this paper. The proposed ar
hite
ture

leads to a global CN 
omplexity redu
tion of 5% for dc = 6, 43% for dc = 12 and 54%

for dc = 20, 
ompared to the state-of-the-art S-FB ar
hite
ture.

Table 3.3 also shows the synthesis results of the Sorter and Swit
h blo
ks. These extra

blo
ks (1 Sorter and 2 Swit
hes) of the pre-sorting step 
onstitute about 30% (46%)

of the total area for dc = 12 (resp. dc = 20), but the ECN ar
hite
tural simpli�
ations


ompensate for this and a global gain of 43% (resp. 54%) is obtained.

Even if the implementation of the variable node is out of the s
ope of this study, let

us note that signi�
ant area redu
tion is expe
ted as the number of sorted values to


ompute for CN input messages is redu
ed. For dc = 12, the nm = 20 values (for ea
h
message) is redu
ed to a maximum of 10 for U ′

1 and a minimum of 1 for U ′
12, as shown

in Fig. 3.1.
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Table 3.2: Post synthesis results for di�erent ECN s
hemes on a Xilinx Virtex 6

FPGA.

ECN Number of Frequen
y Laten
y

o

upied sli
es (MHz) (
y
les)

1B 7 714 1

S-1B 17 714 1

S-1B+1 35 349 1

S-2B 82 334 2

S-4B 138 269 2

Table 3.3: Post-synthesis results for the FB-CNs with (P-FB) and without (S-FB)

pre-sorting on a Xilinx FPGA devi
e.

FB-CN Nb. of o

upied sli
es

dc Case Sorter Swit
h CN Total Gain

6

S-FB 0 0 1,617 1,617

5%

P-FB 50 93 1,268 1,532

8

S-FB 0 0 2,481 2,481

17%

P-FB 77 142 1,701 2,061

12

S-FB 0 0 4,666 4,666

43%

P-FB 160 283 1,858 2,653

20

S-FB 0 0 6,519 6,519

54%

P-FB 386 495 1,232 2,955

3.1.3.2 Simulation results

Finally we present bit-true Monte-Carlo simulation results over the Additive White

Gaussian Noise (AWGN) 
hannel with a Binary Phase Shift Keying (BPSK) modu-

lation s
heme. Extrinsi
 and intrinsi
 LLR messages are quanti�ed on 6 bits and the

a-posteriori LLRs on 8 bits. The two s
enarios presented in Fig. 3.1 are 
onsidered:

1) the S-FB whi
h 
orresponds to the state-of-the-art S-Bubble approa
h without pre-

sorting, 2) the P-FB whi
h 
orresponds to the approa
h with pre-sorting and ECN

simpli�
ations.

Fig. 3.6 shows the simulation results for a (576, 480), dc = 12 GF(64)-LDPC 
ode.

The pre-sorting te
hnique shows negligible performan
e degradation while implemen-

tation results in Table 3.3 shows 43 % 
omplexity redu
tion with dc = 12. Thus, if

slight degradation is a

epted, further simpli�
ation is possible.

3.1.4 Extended Forward and hybrid CN

The FB and the SB CN ar
hite
tures as well as the appli
ation of the presorting

te
hnique to both of them have been presented. In this se
tion, we 
onsider the

hybridization of these approa
hes in a unique CN ar
hite
ture. The �rst proposed
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Figure 3.6: Simulation results of NB-LDPC de
oding algorithms for (576, 480) 
ode

over GF(64) and dc = 12 under AWGN 
hannel.

hybrid ar
hite
ture uses an Extended Forward (EF) pro
essing to dynami
ally gen-

erate the set of syndromes. The obje
tive is to take advantage of the simpli
ity of

the SB ar
hite
ture while keeping the 
omplexity linear with dc. The se
ond original

ar
hite
ture introdu
es presorting in the EF to further redu
e the 
omplexity. Finally,

a new level of hybridization is performed to take the most advantage of the presorting

te
hnique in the EF ar
hite
ture.

3.1.4.1 Syndrome 
omputation using the EF pro
essing

A syndrome set Sb 
an also be 
omputed by performing a forward iteration on all the

inputs of the CN using a serial 
on
atenation of ECNs (2.27) as

Sb = ⊞
dc−1
i=0 Ui. (3.1)

Applying the SB CN approa
h with ECNs of parameters (nm, nm, nm) provides nm
syndromes sorted in in
reasing order of their asso
iated LLR values. The syndrome

set 
an be 
omputed in a serial s
heme as shown in Fig. 3.7 or it 
an also be 
omputed

with ⌈log2(dc)⌉ layers of ECNs using a tree stru
ture.

Thanks to the use of ECNs, the 
omputed syndrome set is sorted and 
an be dire
tly

applied to the de
orrelation pro
ess. Note that in [23℄, a sorting pro
ess is required

after the syndrome 
omputation. However, the ECNs used in the EF ar
hite
ture
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Figure 3.7: EF CN Ar
hite
ture.

require a small additional pat
h 
ompared to those in the FB ar
hite
ture. The role

of this pat
h is to 
onstru
t the DBV (2.30), denoted here by cDa,b, during the ECN

pro
essing. The ECN addition (2.26) is then modi�ed as

Ca,b = (c+a,b, c
⊕
a,b, c

D
a,b) = (A+[a] +B+[b],

A⊕[a]⊕B⊕[b],

AD[a]‖BD[b]),

(3.2)

where ‖ represents the 
on
atenation operation of two binary ve
tors.

The CN inputs are initialized with a DBV value of one bit as follows: UD
i [0] = 0

and UD
i [j] = 1, ∀j > 0. Thanks to the DBV 
omputation, the output of the EF

pro
essing is similar to the output of the SB pro
essing just before the de
orrelation.

In parti
ular, the notion of deviation path 
an be also applied to the EF pro
essing,

with the only di�eren
e that the set of deviation paths ∆EF is input dependent, while

∆ is prede�ned o�ine in the SB ar
hite
ture [23℄.

A �rst drawba
k of the EF is that the number of 
omputed syndromes is typi
ally

3× nm,out to 
ompensate the dis
arded redundant syndromes.

Even with this approa
h, the �rst simulation results of the EF algorithm showed sig-

ni�
ant performan
e degradation 
ompared to the FB algorithm [50℄. The reason of

this performan
e degradation is the RE pro
ess performed by ea
h ECN: sin
e an

ECN performs RE, no more than one ECN output 
ould be asso
iated to a given GF

value.

However, sin
e the ECN outputs in the EF algorithm are partial syndromes, RE may

dis
ard useful partial syndromes that would 
onstru
t valid 
omplete syndromes at

the end of the EF pro
essing.

In Fig. 3.8, an example of CN with dc = 4, nm,in = 2 and nm,out = 3 is presented to il-

lustrate the problem. The two deviation paths δ1 = (1, 0, 0, 0) and δ2 = (0, 1, 0, 0) lead
to the same GF value, i.e., β4+β0+β4+0 = β0+β4+β4+0 = β0. The output C1 =
U1 ⊞U2 of the �rst ECN is equal to C1 = {(0, 0, 00), (1, β24, 10), (2, β24, 01), (3, 0, 11)}
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before the RE and equal to C1 = {(0, 0, 00), (1, β24, 10)} after RE. Note that the seed
of the partial syndrome δ2 is eliminated. The �nal output in this example will be

S = C3 = {(0, β4, 0000), (1, β0, 1000), (7, β17, 0010)} and after the de
orrelation unit,

V0 = {(0, β24), (7, β47)}, instead of V0 = {(0, β24), (2, 0), (7, β47)}.

The key idea to avoid this problem is to allow redundant GF values in the syndrome

set. Thus, removing the RE pro
ess from the ECN pro
essing avoids performan
e

degradation. Moreover, as a bene�
ial side e�e
t, it also redu
es the 
omplexity of

the ECN without impa
ting laten
y. In fa
t, the e�e
t of the RE operation was to

introdu
e idle 
y
les in the pipeline ea
h time a symbol was deleted. The introdu
tion

of idle 
y
le is now avoided.

Let us de�ne a modi�ed ECN operation with symbol ⊞
′
where the ECN addition is

performed as in (3.2) and no RE is performed. The syndrome set of size nm 
an then

be 
omputed as

S ′
b = ⊞

′dc−1
i=0 Ui (3.3)

Figure 3.8: Example to illustrate the redundant syndromes.

The RE pro
ess will then take pla
e after the de
orrelation operation performed by

the DUs. As previously mentioned, the set of paths ∆ in the SB CN is pre-determined

o�ine, while it is determined dynami
ally on the �y in the EF CN a

ording to the


urrent LLR values being pro
essed. This leads to a signi�
ant redu
tion of the total

number ns of syndromes to be 
omputed [49℄.

3.1.4.2 EF CN with presorting

As shown in previous se
tions, presorting leads to signi�
ant hardware savings by

redu
ing the number of 
andidate GF symbols to be pro
essed within the CN. In this

se
tion, we show that this presorting te
hnique, when applied to the message ve
tors

entering the EF CN, leads to a high 
omplexity redu
tion of the CN ar
hite
ture. This

ar
hite
tural redu
tion is obtained by redu
ing the number of bubbles to be 
onsidered

at ea
h ECN. For this, we perform a statisti
al study based on Monte-Carlo simulation

that tra
es the paths of the GF symbols that 
ontribute to the output of the CN, in

their way a
ross the di�erent ECNs. This statisti
al study [48℄ identi�es in ea
h ECN

how often a given bubble 
ontributes to an output. This information allows pruning
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the bubbles that never or rarely 
ontribute. More formally, this study is 
ondu
ted

through the following two steps:

1. Monte Carlo simulation giving the tra
e of the di�erent bubbles (ea
h time

a bubble b is used in an output message, its s
ore γ(b) is in
remented).

2. ECN pruning that aims at dis
arding the less important bubbles, thus sim-

plifying the ECN ar
hite
tures.

How to prune low-s
ore bubbles for best e�
ien
y is still an open question. However,

we propose here a method that prunes bubbles based on the statisti
s of their s
ores

at ea
h ECN. Let Ib be a sorted set of indexes of the potential bubbles of a given ECN

verifying ∀(b, b′) ∈ I2b , b < b′ ⇒ γ(b) ≤ γ(b′). Let τ be a real between 0 and 1 and let

Γ be the 
umulative s
ore of all bubbles, i.e., Γ =
∑

b∈Ib
γ(b). The pruning pro
ess

suppresses the �rst p bubbles asso
iated to the �rst p indexes of Ib, with p de�ned as

p = argmax
p′∈Ib
{

p′
∑

b=0

γ(b) ≤ τΓ}. (3.4)

Figure 3.9: Ar
hite
ture of the proposed PS EF CN with dc = 12, nb ≤ 4 (nm,in = 5),
n12
c = ns = 20, where n12

c is the number of output bubbles of S-5B.

After this pruning pro
ess, the stru
ture of some ECNs is greatly simpli�ed. The


hoi
e of the values of τ is a trade-o� between hardware 
omplexity and performan
e.

As an example, Fig. 3.9 represents the remaining bubbles after the pruning pro
ess

for a dc = 12 GF(64) (144, 120) NB-LDPC 
ode with nm,out set to 16. The pruning

pro
ess has been performed for a SNR of 5 dB and a value of τ equal to 0.01, leading

to di�erent simpli�ed ECN ar
hite
tures similar to the 
ase of S-FB with one extra

type of ECN whi
h is S-xB des
ribed as:

� S-xB: with x > 1, also known as S-bubble ECN. As des
ribed in [43℄, this

ar
hite
ture 
ompares x bubbles per 
lo
k 
y
le.

In Fig. 3.9, we represent ea
h bubble in an ECN by a �lled 
ir
le and the dire
tion

for the next bubble by an arrow. The number of squares in ea
h ECN represents the

depth of the FIFO in its ar
hite
ture. Note that the 
omplexity of the ECNs in
reases

from left to right. In fa
t, only trivial ECN blo
ks, i.e. 1B, S-1B, S-2B ar
hite
tures,

are required on the left part while a S-5B ECN is required on the right part. It
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is possible to regroup several ECNs in a single 
omponent 
alled Syndrome Node

(SN). As detailed hereafter, this SN 
omputes sorted partial syndromes in only one


lo
k 
y
le, leading to signi�
ant laten
y redu
tion besides the hardware redu
tion


ompared to the EF.

3.1.4.3 The Syndrome Node

In Fig. 3.9 the �rst 3 ECNs are of type 1Bs and 
an be pro
essed together in a

single 
lo
k 
y
le by simply adding the most reliable GF values of all inputs: C4 =
{(0, C⊕

4 [0], C
D
4 [0])}, where C⊕

4 [0] =
⊕4

i=1U
′⊕
i [0] and CD

4 [0] = 0000. Also, the n6
c = 3

values of C6 
an also be 
omputed in one 
lo
k 
y
le. In fa
t, thanks to presorting,

U ′+
6 [1] ≤ U ′+

5 [1] and the �rst three partial syndromes are

C6[0] = (0, C⊕
4 [0]⊕ U ′⊕

5 [0]⊕ U ′⊕
6 [0], 000000)

C6[1] = (U ′
6[1]

+, C⊕
4 [0]⊕ U ′⊕

5 [0]⊕ U ′⊕
6 [1], 000001)

C6[2] = (U ′
5[1]

+, C⊕
4 [0]⊕ U ′⊕

5 [1]⊕ U ′⊕
6 [0], 000010),

In summary, we 
an 
onsider all these 
omputations to belong to a unique blo
k, i.e.

the SN, that involves several ECNs (to be spe
i�
, 5 ECNs in the example of Fig.

3.9) but that generates its outputs in a single 
lo
k 
y
le.

3.1.4.4 Hybridization between FB and EF CN ar
hite
tures

Combining the EF ar
hite
ture and the FB approa
h leads to a redu
tion of the total

number of needed syndromes to guarantee a given number of valid output syndromes.

Fig. 3.10 shows the average number of syndromes that should be 
omputed for a

given output V ′
i to obtain, with a probability of 90%, nop = 18 valid syndromes.

This number is denoted by n0.9
s (i) and varies for ea
h output V ′

i . Note that when

the presorting te
hnique is 
onsidered, n0.9
s (i) in
reases with i. To de
ode without

performan
e degradation, the number of 
omputed syndromes is bounded by the

number of syndromes required by the last output, i.e. ns = n0.9
s (12) = 46 in the

example of Fig. 3.10.

Fig. 3.9 shows that V ′
11 
an be dire
tly obtained from C11 without DU, as C11 
ontains

the 
ontribution of all the inputs ex
ept U ′
12, i.e. V ′

11 = C11. This result 
an be

seen as the appli
ation of the FB algorithm on the output V ′
11 sin
e the forward

pro
ess of the FB algorithm is in
luded in the EF systemati
ally generating V ′
11.

Consequently, the number of required syndromes 
an be redu
ed from ns(12) = 46
down to ns(11) = 36. This redu
es the overall 
omplexity and laten
y of the EF

CN ar
hite
ture without performan
e degradation. Note that this 
onstitutes a �rst

example of a hybrid ar
hite
ture where one output is generated with the FB approa
h

and the other dc − 1 = 11 outputs with the EF CN. This kind of approa
h 
an be

generalized, as des
ribed by the following.
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Figure 3.10: Maximum number of syndromes needed to be generated, for ea
h output

V ′
i , nop = 18 valid syndromes. The output number is denoted by i. The 
ode rate is
R = 5/6 and Eb/N0 = 4.5 dB.

3.1.4.5 General notations for hybrid ar
hite
tures

Let HB(ρSN , ρEF , ρFB) be an hybrid ar
hite
ture that 
ombines the SN, EF and FB

s
hemes. The �rst ρSN inputs are pro
essed by a SN blo
k, the next ρEF inputs are

pro
essed by an EF blo
k and the remaining nFB inputs are pro
essed by a FB blo
k.

Obviously, ρSN + ρEF + ρFB = dc.

Figure 3.11: HB(0, 4, 2) ar
hite
ture for a CN with dc = 6. The last two outputs V ′
3

and V ′
4 are generated by a 
lassi
al FB ar
hite
ture.

Fig. 3.11 shows the HB(0, 4, 2) ar
hite
ture for a CN of degree 6. As shown, V ′
4

and V ′
5 are 
omputed using the FB algorithm in order to further redu
e the number

of required syndromes. There are several possible HB ar
hite
tures between the EF
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(i.e., HB(0, 6, 0)) and the 
lassi
al FB-CN (i.e., HB(0, 0, 6)). Note that V ′
5 (resp. V ′

4)

should bypass the de
orrelation units and should be dire
tly 
onne
ted to Vπ(5) (resp.
Vπ(4)). Fig. 3.11 shows the 
ase where π(5) = 2, i.e. the third multiplexer 
onne
ts

V2 to V ′
5 , and π(4) = 4, i.e. the �fth multiplexer 
onne
ts V4 to V ′

4 . Finally, V0, V1,
V3 and V5 are ea
h one 
onne
ted to the output of the 
orresponding DPU. Fig. 3.12

shows the HB(6, 4, 2) ar
hite
ture for a CN of degree 12. V ′
10 and V ′

11 are 
omputed

using the FB algorithm and a SN is used to pro
ess the 6 �rst input U ′
0 to U

′
5.

Figure 3.12: HB(6, 4, 2) ar
hite
ture with dc = 12, nm,out = 16, nm,in = 5 and

ns = 20.

3.1.4.6 Choi
e of parameters (ρSN , ρEF , ρFB)

The determination of the CN ar
hite
ture parameters, i.e. (ρSN , ρEF , ρFB) for the

ma
ro level, the internal stru
ture of the EF and the FB blo
ks (the parameters

of ea
h ECN) for the mi
ro level, is a 
omplex problem. It 
an be formulated as an

optimization problem: how to minimize the hardware 
omplexity without introdu
ing

signi�
ant performan
e degradation. In this se
tion, we have �rst limited the value of

ρFB to 1 and 2. Then, for the two hypothesis (0, dc−ρFB, ρFB)ρFB=1,2, we have applied

the method des
ribed in Se
tion 3.1.4.2 to determine the parameters of ea
h ECN of

the EF and FB blo
ks. Note that after the automati
 raw pruning pro
ess des
ribed

in Se
tion 3.1.4.2 , the parameters are further tuned by hand using a "try and see

(i.e. estimate performan
e by simulation)" method. On
e the pruning pro
ess is


ompleted, the value of ρSN is �xed in order to optimize the hardware e�
ien
y of the

CN ar
hite
ture. In fa
t, at a given point, CN with parameters (ρSN+1, ρEF−1, ρFB)
will have a higher hardware 
omplexity than CN with parameters (ρSN , ρEF , ρFB) but
with a lower de
oding laten
y.
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3.1.4.7 Suppression of �nal output RE

In some de
oder implementations [31℄ [52℄ with dv = 2, the VNs 
onne
ted to a CN

are updated right after the CN update. For example, in Fig. 3.11 a variable node

unit may be 
onne
ted dire
tly to ea
h output V0 to V5 right after the RE units RE1

to RE6. In these implementations, RE is performed in the VN. In this 
ase, the RE

blo
k 
an be removed from the hybrid ar
hite
ture for 
omplexity redu
tion. The

suppression of the dc RE blo
ks is spe
ially interesting for high dc values. In a HB

ar
hite
ture with �nal RE, the RE redu
es the number of output messages from ns (in

ase that all message are valid) to nm,out. By removing the RE, the number of output

messages be
omes ns > nm,mout. The impa
t on 
omplexity is limited sin
e the nm,out
elements are not stored but 
omputed on the �y serially by the VN. However, it may

impa
t slightly the VN 
onsumption sin
e the VN will have to deal with ns elements

instead of nm,mout elements. The suppression of RE does not a�e
t the algorithm

output, and thus, does not a�e
t performan
e.

3.1.5 Performan
e and 
omplexity analysis

We 
onsider GF(64)-LDPC and GF(256)-LDPC 
odes to obtain performan
e and

post-synthesis results for the di�erent proposed de
oding ar
hite
tures.

3.1.5.1 Performan
e

We ran bit-true Monte-Carlo simulations over the AWGN 
hannel with BPSK mod-

ulation s
heme. The di�erent parameters were set as follows: extrinsi
 and intrinsi


LLR messages quanti�ed on 6 bits, the a posteriori LLRs on 7 bits and the maxi-

mum number of de
oding iterations to 10. The matri
es used in our simulations are

available in [41℄.

Fig. 3.13 shows the obtained Frame Error Rate (FER) for a GF(64) 
ode of size

(864,720) bits, 
ode rate R = 5/6, dc = 12 and dv = 2 over the AWGN 
hannel. We


onsider the FB de
oder in [43℄ as a referen
e, i.e. S-bubble algorithm with 4 bubbles,

nm = 16 and nop = 18. We simulated the HB(6, 6, 0) or EF, the HB(6, 5, 1) and

the HB(6, 4, 2) ar
hite
tures with the same number of 
omputed syndromes ns = 20.
Fig. 3.12 shows the HB(6, 4, 2) ar
hite
ture, for whi
h no performan
e degradation

is observed. We observe less than 0.05 dB of performan
e loss for the HB(6, 5, 1)

and around 0.2 dB for the HB(6, 6, 0) 
on�guration. We then 
on
lude from these

simulation results that the hybrid ar
hite
tures 
an a
hieve the same performan
e as

the FB ar
hite
ture and outperform the EF ar
hite
ture while needing 3 or 4 less

syndromes 
ompared to the original EF approa
h.

Fig. 3.14 shows performan
e results for a GF(256)-LDPC 
ode of size (1152, 960) bits,


ode rate R = 5/6, dc = 12 and dv = 2. We 
onsider as a referen
e the FB de
oder

with a S-bubble ar
hite
ture [43℄, 6 bubbles, nm = 40 and nop = 45. The HB(5, 5,

2) ar
hite
ture presents the same performan
e as the FB and the HB(5, 6, 1) shows
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Figure 3.13: FER performan
e for a (144, 120) NB-LDPC 
ode over GF(64).

a performan
e loss smaller than 0.05 dB. The HB(7,5,0) ar
hite
ture (or equivalently

the EF ar
hite
ture) presents around 0.1 dB of performan
e loss 
ompared to the FB.

We 
an then 
on
lude that this new family of hybrid ar
hite
tures allows for signi�
ant


omplexity redu
tion in CN implementations without any performan
e loss 
ompared

to more 
omplex state-of-the-art solutions.

Finally, Fig. 3.15 shows the simulation results of one of the rare GF(64) implementa-

tion for high rate in the literature where CR= 7/8, dc = 16 and dv = 2. We 
onsider

as a referen
e the FB de
oder with a S-bubble ar
hite
ture [43℄, 4 bubbles, nm = 16
and nop = 18. The performan
e of the Trellis Min-Max (T-MM) algorithm [51℄ is

also presented for 
omparison (same 
ode rate and length are 
onsidered). The ar-


hite
ture used is the same as the one presented in Fig. 3.12 ex
ept that the SN

in
ludes four more 1B ECNs, (i.e. the HB(10, 4, 2) CN ar
hite
ture). On
e again, at

lower hardware 
omplexity, the hybrid ar
hite
tures show similar performan
e as the

original FB ar
hite
ture and outperform the T-MM based one.

3.1.5.2 Implementation results

For 
omplexity and power analysis, we 
onsidered the implementation of the ar
hi-

te
tures on 28 nm FD-SOI te
hnologies targeting a 
lo
k frequen
y of 800 MHz. The

di�erent kinds of ECNs presented in Fig. 3.9, were synthesized individually to provide
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Figure 3.14: FER performan
e for a (144, 120) NB-LDPC 
ode over GF(256)
.

the results in Table 3.4. Additionally, the synthesis results of the SN, the S-bubble

with RE (used in the FB-CN), the sorter, the swit
h, the DU (Fig. 2.7) and the RE

units synthesis results are also provided. The sorter is implemented using a serial ar-


hite
ture as in [48℄, and the swit
h is a 
ross bar swit
h. The minimum 
lo
k period

(Pclk) is given in nanose
onds with a 
lo
k un
ertainty of 0.05 ns and a setup time

of 0.02 ns. The Cy
le Laten
y (CL) represents the number of 
lo
k 
y
les between

the �rst input and the �rst output. A redu
tion fa
tor of 57, 34 and 7 is observed

betweeen the 1B and the S-4B RE ar
hite
tures in terms of area, power and 
lo
k

period, respe
tively. These results show that signi�
ant gain 
an be obtained even if

it implies the over
ost of the presorter, the swit
h and the DPU units.

Table 3.5 summarizes the implementation results for all the CN ar
hite
tures pre-

sented in this 
hapter, for a GF(64) and a GF(256)-LDPC 
odes with dc = 12. In this

Table we present the synthesis results with and without RE 
onsidering that the RE


an be suppressed in implementations when dv = 2 [31℄. The Che
k Laten
y of CN,

CL(CN), is the 
lo
k 
y
les laten
y between the �rst input and the �rst output of a

CN, taking into a

ount the laten
y of the ECNs, the Pre-Sorter, the swit
h, the DPU,

the RE and the GF multipli
ation and division. For the FB ar
hite
ture, CL(CN) is
given as: CL(CN) = CL(mult) + (dc − 2)× CL(S− 4BRE) + CL(div) = 22. For the
HB(6,4,2) ar
hite
ture (Fig. 3.12), CL(CN) = CL(Sorter) + CL(Switch) + CL(SN) +
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Figure 3.15: BER performan
e for a (1536, 1344) NB-LDPC 
ode over GF(64).

3 × CL(S− 2B) + 2× CL(S− 3B) + CL(S− 4B) + CL(DPU) = 14, 
onsidering that

the multipli
ation is performed in the same 
y
le as the swit
h and the division is

performed in the same 
y
le as the DPU.

For GF(256) results, the FB ar
hite
ture is with nm = 40 and S-6B ECNs, the EF

and HB ar
hite
tures 
onsider ECNs with a maximum nm,in value of 6.

3.1.5.3 Area and energy e�
ien
y 
omparison

To 
ompare the e�
ien
y of the di�erent CN ar
hite
tures, we 
onsider the number

of 
omputed CNs per se
ond as follows: TCN = Fclk/(CL(layer)) where CL(layer)
is the periodi
ity of a CN 
omputation in a layered de
oder and Fclk is the 
lo
k

frequen
y of the design. In our design, CL(layer) = CL(CN) + CL(VN) + nm,out +
nm,int where CL(VN) is 7, nm,int = 4 for GF(64) and nm,int = 6 for GF(256). Table

3.5 illustrates the implementation results of the di�erent CN ar
hite
tures with and

without PS and RE. As shown, the PS highly redu
es the 
omplexity of the EF and

FB ar
hite
tures. RE indu
es additional area and power 
onsumption. It is 
lear that

the HB ar
hite
tures are less area and power 
onsuming as 
ompared to the FB and

EF ones. In order to give a more a

urate assessment, we have evaluated two new

metri
s: Area E�
ien
y (AE) and Energy E�
ien
y (EE) de�ned in the following.

AE is de�ned as the number of 
omputed CN per se
ond per mm2
: AE = TCN/Area.
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Table 3.4: Post-synthesis results for di�erent ECN ar
hite
tures and CN sub-units on

28 nm FD-SOI te
hnology.

Area Power Pclk CL

(µm2
) (mW) (ns) (
y
les)

E

C

N

s

1B 77 0.081 0.15 1

S-1B 170 0.16 0.25 1

S-2B 2570 1.66 0.79 1

S-3B 3227 2.15 0.88 1

S-4B 4022 2.57 1.03 1

S-6B 5413 3.43 1.11 1

S-4B RE 4428 2.76 1.03 2

S-6B RE 5818 3.64 1.11 2

C

N

S

u

b

-

u

n

i

t

s

6-input SN 354 0.34 0.31 1

PreSorter 12 1196 0.96 0.84 6

PreSorter 16 1600 1.07 0.84 8

Swit
h 2724 1.95 0.28 1

DPU 187 0.177 0.22 1

RE 606 0.407 0.71 1

mult 64 107 0.070 0.34 1

mult 256 178 1.082 0.43 1

EE is de�ned as the number of 
omputed CNs per mJ per se
ond: EE = TCN/(Power).
The 
lo
k frequen
y Fclk is set at 800 MHz. Table 3.6 
ompares both AE and EE for

the most relevant ar
hite
tures of ea
h type, i.e., FB, EF and HB. The HB(6,5,1) and

HB(6,4,2) in GF(64) improve the AE 
ompared with the FB ar
hite
ture by a fa
tor

of 6.8 and 6.2, respe
tively. When 
omparing the EE, the improvement fa
tors are of

6.4 and 5.5.

To 
ompare the HB to the SB, we refer to [54℄. Table 3.7 presents the obtained results

where the areas are evaluated in a 65 nm CMOS te
hnology. In fa
t, the area of the

HB ar
hite
ture (marked with an asterisk) was obtained from 28 nm te
hnology with

a normalization fa
tor of 4. The throughput Te is expressed in terms of giga elements

(output symbols) per se
ond (Gel/s) and the area e�
ien
y in terms of Gel/smm2
.

In our 
ase, Te = dc × Fclk × nm,out/CL(layer).
Fo
using on AE as a fun
tion of dc for HB and SB, one 
an note that AE of HB

in
rease with dc while AE of SB de
rease with dc. The dc threshold for whi
h HB

be
omes more e�
ient than SB 
an be estimated at dc = 10 dedu
ed as a linear

interpolation of obtained result.

3.1.5.4 Throughput

The throughput 
an be greatly improved by pro
essing p CNs in parallel in a layered

de
oder [50℄ [52℄. Be
ause we 
onsider a 
ode with dv = 2, the VNs are 
as
aded after

the CN as in [31℄ [50℄. The throughput of a layered de
oder is given by T = (N×Fclk×
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Table 3.5: Post-synthesis results for CN ar
hite
tures on 28 nm FD-SOI te
hnology.

GF CN

Area Power Pclk CL(CN)

(mm2
) (mW) (ns) (
y
les)

64

FB 0.140 94 1.02 22

PS FB 0.037 26 1.12 20

EF RE 0.125 83 1.22 13

PS EF 0.0328 26 1.12 19

PS EF RE 0.037 28 1.12 19

HB(6,6,0) 0.0227 14.9 1.03 15

HB(6,6,0) RE 0.0269 17.1 1.03 15

HB(0,10,2) 0.0257 16.5 1.17 19

HB(0,10,2) RE 0.0292 18.4 1.17 19

HB(6,5,1) 0.0228 15.2 1.04 15

HB(6,5,1) RE 0.0271 17.4 0.99 15

HB(6,4,2) 0.0259 19 1.00 15

HB(6,4,2) RE 0.0306 19.4 0.99 15

HB(10,4,2) 0.0307 30 0.99 17

HB(10,4,2) RE 0.0363 35 0.95 17

256

FB 0.328 210 1.14 22

PS EF 0.074 54 1.06 19

PS EF RE 0.0909 65 1.17 19

HB(5,6,1) 0.0753 45 1.2 16

HB(5,6,1) RE 0.0871 48 1.15 16

HB(5,5,2) 0.0803 45.4 1.20 16

HB(5,5,2) RE 0.094 52 1.20 16

Table 3.6: Area and energy e�
ien
y for di�erent ar
hite
tures.

GF CN

CL(layer) TCN AE EE

(
y
les) (Mcn
s
)

(

Mcn
mm2 s

)

(Mcn
mJ s

)

64

FB 47 20.8 148 0.18

PS FB 45 19.8 535 0.68

PS EF 46 19.0 579 1.45

HB(6,5,1) 42 23.1 1013 1.25

HB(6,4,2) 42 23.8 919 1.00

HB(10,4,2) 44 22.7 739 0.61

256

FB 74 11.8 36 0.051

HB(5,6,1) 69 12.1 160 0.257

HB(5,5,2) 69 12.1 151 0.255
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Table 3.7: HB and SB 
omparison

.

CN Te
h. dc Fclk Area Te AE

(nm) (MHz) (mm2
) (

Gel
s
)

(

Gel
smm2

)

SB 65 4 400 0.067 5.2 77.5

SB 65 12 280 0.189 2.9 15.3

HB 28 12 1000 0.1036* 4.57 37.2

HB 28 16 1000 0.1228* 5.82 40.0

p)/(M ×CL(layer)× itavr) where itavr is the average number of iterations and Fclk is
�xed at 800 MHz. The layered GF(64) (1536, 1344) 
ode allows di�erent parallelism

options depending on the splitting fa
tor [53℄ (p = 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 96)
in two layers and the average number of iterations at SNR = 4.0 is 1.5. With a

parallelism of 12, the throughput 
an rea
h 4.4 Gbps for GF(64) and 3.3 Gbps for

GF(256) at SNR equal to 4.0 db.

3.1.6 CN Skip Pro
essing Controller (SPC)

In this se
tion, the SPC blo
k before the CNP is shown. The aim of the SPC is to

redu
e the average number of pro
essed CN per iteration. Consequently, the power


onsumption and/or the throughput will be improved. In the following we explain

how the SPC blo
k operates.

Figure 3.16: CN with SPC.
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Figure 3.17: Simulation results in 
ase of CR=5/6.

Fig. 3.16 shows the prin
ipal of the proposed blo
k in 
ase of dc = 4 and nm = 4.
The idea is to skip the CN pro
essing when a prede�ned 
riteria is satis�ed. Thus,

a SPC is inserted at the CN input. The SPC performs two operations: 1) Parity


he
k:

∑dc−1
i=0 hji.U

⊕
i [0] = 0 (j = 0, . . . ,M − 1); 2) Che
k threshold: if U+

i [1] > γ
where i = 0, . . . , dc− 1 and γ is a prede�ned threshold. If both 
onditions (1) and (2)

are satis�ed, the SPC gives an indi
ation to skip the CN pro
essing and hen
e the

outputs of MUX are Zi = Ui, otherwise, the CN update will be performed and hen
e

Zi = Vi (i = 0, . . . , dc − 1).
Fig. 3.17 shows the simulation results for di�erent threshold values for a (144, 120)

NB-LDPC 
ode de�ned over GF(64). In the worst 
ase where γ = −1 (i.e, only 
on-

dition (1) must be satis�ed) there is a performan
e loss of about 0.2 db 
ompared to

the regular de
oding pro
ess, while the degradation is 0.06 db in 
ase of γ = 9.

Fig. 3.18 shows the per
entage of skipping CN pro
essing. For γ = −1, the saving

rea
hed about 50% for Eb/N0 = 4.5 db while it is equal to 5% for Eb/N0 = 3 db. In


ase of threshold = 9, the saving varies between 1% and 7% (Eb/N0 is between 3 db

and 4.5 db).

Fig. 3.19 and Fig. 3.20 show the simulation and saving results respe
tively for a

(210,189) NB-LDPC.
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Figure 3.18: Saving in % of not making a CN for CR=5/6.

The Saving Amount (SA) is 
omputed as follows:

Nc = Nf ×M ×N ′
a −Ns.

SA = 100×
(

Nf ×M ×Na −Nc

Nf ×M ×Na

)

= 100×
(

Ns −Nf ×M × (N ′
a −Na)

Nf ×M ×Na

)

. (3.5)

In whi
h, Nf is the total number of simulated frames, N ′
a is the average number of

iterations of the de
oding pro
ess with SPC, Ns is the number of skipped CNs and

hen
e Nc is the total number of exe
uted CNs in 
ase of CN with SPC. Thus, SA


an be negative in 
ase that the term Nf ×M × (N ′
a − Na) > NSCN , i.e, if the total

number of exe
uted CNs in 
ase of SPC is greater than the number of exe
uted CNs

in 
ase of regular de
oding pro
ess (Nc > Nf ×M ×Na). This 
ase does not o

ur if

a �xed number of iterations is 
onsidered, whi
h in the worst 
ase SA will be equal

to 0 %.

3.2 New VNP ar
hite
ture

In this se
tion we present the modi�
ations we propose to improve the VNP ar-


hite
ture presented in [6℄ and des
ribed in se
tion 2.4. We �rst present the VNP
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Figure 3.19: Simulation results in 
ase of CR=9/10.

ar
hite
ture in both update and de
ision modes, then a 
omplexity analysis is given.

3.2.1 Proposed VN ar
hite
ture

The proposed VN ar
hite
ture performs the three operations mentioned in se
tion 2.4:

generation of the intrinsi
 
ouple 
andidates, VN update mode and de
ision-making

mode. The simpli�
ation is done on both VN update and de
ision-making modes.

3.2.1.1 VNP in update mode

Fig. 3.21 depi
ts the ar
hite
ture of the new VNP ar
hite
ture. In the �rst phase,

the signal Sel is set to 0 to update the message Mplv des
ribed in equation (3.6). In

the se
ond phase, Sel is set to 1 and the nβ intrinsi
 messages are updated:

M
⊕

VN

(nm + i) = I
⊕

(i)

M+
VN

(nm + i) = I+(i) +M
⊕

plv
(nm − 1) +O i = 0, 1, . . . , nβ − 1

(3.6)

The Sorter+Redundant Elimination (SRE) blo
k sorts the nm + nβ messages and

dis
ards, on the �y, the redundant symbols to generate the most reliable and valid

nm reliable messages. Compared to the ar
hite
ture depi
ted in Fig. 2.10, the Flag
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Figure 3.20: Saving in % of not making a CN for CR=3/4.

Figure 3.21: Proposed ar
hite
ture of the VN update mode

of size q with its asso
iated logi
 
ontrol are removed, hen
e redu
ing the 
omplexity

of the global ar
hite
ture of the VN.

Ar
hite
ture of the SRE blo
k .
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The 
omparator-swap presented in Fig. 2.14 is modi�ed to also apply the redundan
y

elimination. The new ar
hite
ture is presented in Fig. 3.22.

Figure 3.22: Ar
hite
tures of the 
lassi
al and the modi�ed 
omparator-swap

Let us 
onsider two input 
ouples A=(A

+
, A

⊕
) and B=(B

+
, B

⊕
). The 
lassi
al


omparator-swap is shown in Fig. 3.22.a), where min=A and max=B when A

+ <
B

+
(Sel = 0) or min=B and max=A when B

+ < A

+
(Sel = 1). The same approa
h

for the modi�ed one is presented in Fig. 3.22.b), with an additional XNOR gate to


ompare A

⊕
to B

⊕
and generate a signal SelGF = 1 in 
ase of equality. Thus, if SelGF

is 1, a redundant symbol is dete
ted and should be dis
arded by setting its LLR to

a saturation (maximum LLR) value. We take use of the stru
ture of the in
oming

messages that are sorted in terms of LLR value. For instan
e, if M⊕
plv

[i] = M⊕
plv

[j]
({i, j} ∈ {0, 1, . . . , nm− 1}2, i < j), and sin
e M+

plv
[i] ≤M+

plv
[j] and the same intrinsi


LLR value generated by the eLLR blo
k is added on both of them, thus, M
VN

[i] ≤
M
VN

[j]. Therefore, M
VN

[i] is in position k in the sorter (k = 0, 1, . . . , nm − 1) then
M
VN

[j] surely passes by position k and then the suppression will be done.

The suppression part works as follows: if A

⊕ = B

⊕
then SelGF = 1 and max

+
takes

the +∞ value (saturation value in pra
ti
e) whi
h for
es its ex
lusion from the sorted

list. Therefore, the laten
y of VNP in VN mode is still equal to nm+nβ +2 (see Fig.

2.11).
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3.2.1.2 Proposed ar
hite
ture of the de
ision-making 
ir
uit

The de
ision-making is performed taking into a

ount the three sets Φ1, Φ2 and Φ3:

Φ1 = {M
⊕

vp1(i)}i=0,1,...,ns−1 ∩M
⊕

p1v

Φ2 =M
⊕

p1v − Φ1

Φ3 = {Mvp1 [0]}

The 
omputation of the a priori information APP is given by:

APP [x]x∈Φ1∪Φ3∪{Mvp1
[0]} =











M+
vp1

[x] +M+
p1v

[x], if x ∈ Φ1

M+
p1v

[x] +M+
vp1

(ns − 1) +O, if x ∈ Φ2

M+
vp1

[0] +M+
p1v

(nm − 1) +O Otherwise

(3.7)

and then the de
ision is made by:

ĉ = argmin

x∈Φ1∪Φ2∪Φ3

{APP [x]} (3.8)

.

Figure 3.23: Ar
hite
ture of the proposed VN de
ision-making mode

As shown in Fig. 3.23, there is no 
onsideration of the redundant elimination sin
e the

stru
ture of the in
oming symbols helps dismissing the redundant GF values. Let us

say thatM
⊕

plv[i] =M
⊕

plv[j] ({i, j} ∈ {0, 1, . . . , nm−1}2, i < j) then APP

+[i] ≤APP+[j]

sin
eM+
plv

[i] ≤M+
plv

[j], i.e, there is no need to 
he
k the equality ofM
⊕

plv[i] andM
⊕

plv[j]
as long as the minimum is being sele
ted 
onsidering the two LLR values APP

+[i] and
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APP

+[j]. Therefore, during phase 1, Sel1 = 1, Sel0 = 1 if M
⊕

plv ∈ CAM otherwise

Sel0 = 0. During phase 2, Sel1 = 0, Sel0 = 1 for only one 
lo
k 
y
le to 
onsider only
the most reliable symbol from the CAM Mvp1 [0]. The other symbols are dismissed

sin
e the same LLR value (M+
plv

[nm − 1] + O) is added on a sorted list of symbols

stored in the CAM. Thus, the laten
y is equal to nm+3 whatever the value of ns (the
depth of CAM).

3.2.2 Implementation results

The proposed VNP is better than the one proposed in [7℄ in terms of both 
omplexity

and frequen
y as shown in Table 3.8 (for nm = 12).

Table 3.8: Complexity analysis of the VNP using Xilinx Virtex6, x
6vlx240t-2�1156

devi
e

VNP

Nb. of o

upied Nb. of sli
e Nb. of sli
e F

sli
es LUTs registers (Mhz)

[7℄
401 777 631 136

Proposed 212 429 452 211

The proposed VN ar
hite
ture is superior [7℄ in whi
h the number of o

upied sli
es is

equal to 212 sli
es and the frequen
y is equal to 211 Mhz for the proposed ar
hite
ture

while it is equal to 401 sli
es and 136 Mhz respe
tively for [7℄.

3.3 Con
lusion

This 
hapter was dedi
ated to the proposed ar
hite
tures of the CNP and VNP that


an be in
luded in most of the NB-LDPC de
oding algorithms. First, the e�e
t of

the presorting on the FB-CN is shown where the number of used bubbles is redu
ed

in ea
h ECN. The implementation results showed that a 
omplexity redu
tion up

to 54 % is obtained for dc = 20 along with similar performan
e 
ompared to the

existing FB-CN without presorting. We then presented a new CN algorithm 
alled

extended forward CN, where, all the input ve
tors are 
ombined by dc − 1 ECNs to

generate syndromes that are de
orrelated to obtain the appropriate output ve
tors. To

signi�
antly redu
e the number of generated syndromes, the FB-CN and the EF-CN

are hybridized to form hybrid CN. The proposed CN algorithms are studied with and

without presorting. The post-synthesis results on 28 nm ASIC te
hnology showed that

the area e�
ien
y is improved by a fa
tor of 6.2 without any performan
e loss, or by

a fa
tor of 6.8 with a performan
e loss of 0.04 dB 
ompared to FB-CN. Continuing on

CN improvements, the skip pro
essing CN approa
h is introdu
ed. In this approa
h,
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two tests are applied: 1) the parity 
he
k test that sums the most reliable GF symbol

of ea
h input ve
tor Ui, i = 0, . . . , dc − 1; 2) the LLR test that 
ompares ea
h U+
i [1]

to a pre-de�ned threshold. If these two 
onditions are satis�ed, the CN pro
essing

is skipped, otherwise the CN update is performed. Skipping some of the CNs leads

to power redu
tion and/or throughput in
rease. The statisti
al study showed that

the per
entage of skipping CNs 
an rea
h 50% for low prede�ned threshold and high

Eb/N0 respe
ting the a

eptan
e of the performan
e loss.

Finally, we proposed a simpli�ed VN ar
hite
ture. In 
ase of the update mode, we

proposed to merge the redundant suppression with the sorter blo
k, while in the

de
ision-making mode, we exploited the in
oming sorted messages in terms of LLR

value to remove some 
omponents and redu
e the laten
y by 
onsidering only the �rst


andidate from CAM instead of ns 
andidates. The implementation results on virtex

6 FPGA devi
e showed that the number of o

upied sli
es is redu
ed by a fa
tor of

1.9 and the frequen
y is in
reased by a fa
tor of 1.55.
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Chapter 4

Parallel pipelined ar
hite
tures: LLR

generator and extrema sele
tion

algorithms

As shown in the previous 
hapter, NB-LDPC ar
hite
ture based on EMS algorithm

requires sorting ar
hite
tures. In order to in
rease the de
oding throughput of a de-


oder, the solution is to shift from serial sorting stru
tures to fully parallel sorting

stru
tures. This 
hapter is dedi
ated to this problem. The study was motivated by

the obje
tive of designing a very high speed NB-LDPC de
oder but the obtained re-

sults 
an also be applied in many other appli
ations. To 
ite few of them, sorting is

required in data mining, databases [79℄, [80℄, [81℄, digital signal pro
essing [82℄, [83℄,

network pro
essing, 
ommuni
ation swit
hing systems [84℄, [85℄, s
ienti�
 
omput-

ing [86℄, sear
hing, s
heduling [86℄, pattern re
ognition, roboti
s [87℄, [87℄, pattern

re
ognition, roboti
s [88℄, image and video pro
essing [89℄, [90℄, [91℄, and high-energy

physi
s (HEP) [92℄.

First se
tion is dedi
ated to the parallel generation of Non-Binary LLR from binary

LLR (
omponent used in 
hapter 5). Then, the general problem of �nding two ex-

trema among Ns values is studied and a new ar
hite
ture named First then Se
ond

Extrema Sele
tion is proposed. Finally, this ar
hite
ture is extended to the problem

of �nding Ms extrema in a list of size Ns, a problem whi
h is re
urrent in the EMS

based NB-LDPC algorithm, as well as many other algorithms.

4.1 Parallel pipelined LLR generator

Designing an e�
ient LLR generator with low 
omplexity and high throughput rate is

required when the de
oder is operating at high throughput rate. This se
tion proposes

an e�
ient fully parallel pipelined ar
hite
ture of the LLR 
omputation for NB-LDPC


odes designed over GF(64) for BPSK (equivalently QPSK) 
hannel.

63
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4.1.1 De�nition of the LLRs

Let X = (x0, x1, ..., xm−1) be a GF(q = 2m) symbol 
omposed by m = log2(q) binary
symbols and let Y = (y0, y1, ..., ym−1) be the log likelihood ve
tor asso
iated to the

binary ve
tor X as:

yi = log

(

P(xi 6= 0/ai)

P(xi = 1/ai)

)

(4.1)

where ai is the observation of the 
hannel. For example, in 
ase of a BPSK (or

QPSK) modulation 
hannel, xi is asso
iated to the symbol B(xi) = (−1)xi and the

re
eived sample is the AWGN 
hannel ai = B(xi) + wi where wi is a realization of

a white Gaussian noise of varian
e σ2
. Developing 4.1, yi =

2ai
σ2

. Thus, let X̄ =

(x̄0, x̄1, ..., x̄m−1) be the Hard De
ision (HD) on Y (for i = 0, 1, . . . , m− 1, if sign(yi)
> 0, then x̄i = 0, x̄i = 1 otherwise). For an AWGN 
hannel with a noise of varian
e

σ2
, ln(P (A|X)) is given by:

ln(P (A|X)) = ln(
m−1
∏

i=0

P (ai|xi))

= mln(
1√
2πσ

)−
m−1
∑

i=0

(

(ai − B(xi))
2

2σ2

)

(4.2)

where A = {a0, . . . , am−1}. Thus, equation (4.2) is maximized in 
ase of X = X̄ .

Therefore, 
onsidering the hypothesis that the GF(q) symbols are equiprobable, the
reliability X−

of a symbol X is de�ned as:

X− = ln

(

P (A|X)

P (A|X̄)

)

. (4.3)

whi
h, using 4.2 
an be developed as:

X− =
m−1
∑

i=0

(

−(ai − B(xi))
2

2σ2
+

(ai −B(x̄i))
2

2σ2

)

= − 1

2σ2

m−1
∑

i=0

(2ai(B(x̄i)− B(xi))) . (4.4)

By de�nition of X̄, X−
is a negative number. In order to deal with positive numbers,

the quantity X+ = −X−
will be 
onsidered in what follows. Using equation (4.4),

X+

an be written as:

X+ =
2

σ2

m−1
∑

i=0

|ai|∆(xi, ai) (4.5)

X+ =

m−1
∑

i=0

|yi|∆(xi, yi) (4.6)
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where X+
is the LLR value of X and ∆(xi, yi) = 0 if (−1)xi = sign(yi), ∆(xi, yi) = 1

otherwise. Note that, by de�nition, X̄+ = 0.

4.1.2 Proposed ar
hite
ture

This se
tion des
ribes the new proposed parallel ar
hite
ture that generates the �rst

nm most reliable LLR values with their asso
iated GF symbols in a parallel and

pipelined fashion. The key idea is to perform the LLR 
al
ulation starting from a

sorted list of positive binary LLRs rather than a random list. This LLR 
al
ulation

is performed in four steps:

(1) Parallel sorting of the absolute value of the LLR yi, i = 0, . . . , m − 1, where a

permutation set Π = {π(0), . . . , π(m− 1)} is generated.
(2) Design of a prede�ned set 
ontaining the potential 
andidates that 
ontribute in

the generation of the list of the most nm reliable intrinsi
 symbols. The design

of this set is based on the fa
t that the binary LLRs are sorted in in
reasing

order thanks to the permutation Π.

(3) Parallel sorting of the prede�ned set to extra
t the nm most reliable intrinsi


symbols.

(4) Inverse permutation of the GF values in order to generate the original GF sym-

bols that 
orrespond to the binary LLRs before permutation.

Note that step 2 
an be performed o�ine on
e the size nm is de�ned. The sorted

elements in step 3 
onstitutes only the list of desired symbols.

4.1.2.1 Parallel sorting of the 
hannel observations

The �rst step is then to sort the re
eived LLR yi, i = 0...m − 1, using the odd-even

sorting algorithm [55℄ of size m. Fig. 4.1 shows the fully parallel pipelined sorter

that re
eives the absolute value of the LLR |yi| and sorts them generating the 
ouples

si = (s+i , π(i)), i = 0, . . . , m − 1, where π(i) ∈ {0, . . . , m − 1} and s+i = |yπ(i)| (i.e,
0 ≤ s+0 ≤ s+1 ≤ · · · ≤ s+m−1).

Therefore, the potential 
andidates are generated in next step based on si, i =
0, . . . , m − 1, where nπ potential 
andidates are generated in the next step among

64 possible 
ombinations of the elements of the set S = {s0, s1, . . . , s5}. The value

of nπ is determined a

ording to the number of desired symbols nm that implies the

generation of all the possible potential 
andidates that 
ould 
ontribute to the list

of the �rst nm most reliable symbols. Then using a parallel sorter, the nm intrinsi



andidates are extra
ted among the nπ input 
andidates. Ea
h 
ombination means

LLR addition of two elements or more from si, i = 0, . . . , 5.
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Figure 4.1: Sorter ar
hite
ture of the observed bits.

4.1.2.2 Design of the pre-de�ned set of potential 
andidates

The se
ond step is to generate the set that should 
ontain all the potential 
andidates

needed to sele
t the �rst nm most reliable symbols among q = 2m. This set is denoted
by Φπ = {J0, J1, . . . , Jnπ−1}, where nπ represents the 
ardinality of this set, and

Ji = (J+
i , J

⊕
i ) denotes the i

th

andidate with LLR value J+

i and GF symbol J⊕
i . Let

us 
onsider the design of the set Φπ over GF(q = 64). Note that the same approa
h


an be applied to any GF order. For sake of simpli
ity, we start the generation from

a hard de
ision J0 = (J+
0 , J

⊕
0 ) = (0, (0, 0, 0, 0, 0, 0)), where J⊕

0 is 
onsidered as the

zero GF symbol. On
e the generation of the list is 
ompleted, all the nm generated

symbols will be Xored with the real hard de
ided GF symbol X̄ . Thus, the nπ
potential 
andidates are generated one by one as follows:

1) The �rst element being determined to be J0, the se
ond element has only one


andidate symbol that is (s+0 , (1, 0, 0, 0, 0, 0)), where the bit in position 0 is in-

verted a

ording to equation (4.6). Note that the fa
tor

2

σ2
is omitted, and it

will be 
ompensated in the quantization operation to be performed prior to the

generation of the �xed point representation.

2) It is 
lear that the se
ond minimum element has also only one 
andidate that is

(s+1 , (0, 1, 0, 0, 0, 0)).

3) The fourth element is min(s+0 + s+1 , s
+
2 ). Thus, the two possible 
andidates are

(s+2 , (0, 0, 1, 0, 0, 0)) and (s+0 + s+1 , (1, 1, 0, 0, 0, 0)).

4) The 
andidates of the �fth element depends on the fourth element being deter-

mined. This means, if s+0 + s+1 = min(s+0 + s+1 , s
+
2 ) then the �fth element will

be s+2 , otherwise, min(s+0 + s+1 , s
+
3 ). Therefore, the new possible 
andidate that


ould be sele
ted as the �fth element is (s+3 , (0, 0, 0, 1, 0, 0)).

This pro
ess 
ontinues till rea
hing the nthm element with all its possible 
andidates.

Table 4.1 shows all the elements of the set Φπ that 
onstitute all the possible 
andi-

dates needed to extra
t nm = 12 symbols. In this 
ase Φπ is of 
ardinality nπ = 16.
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Table 4.1: The elements of Φnπ=16.

J0 = (J+
0 , J

⊕
0 ) = (0, (0, 0, 0, 0, 0, 0))

J1 = (J+
1 , J

⊕
1 ) = (s+0 , (1, 0, 0, 0, 0, 0))

J2 = (J+
2 , J

⊕
2 ) = (s+1 , (0, 1, 0, 0, 0, 0))

J3 = (J+
3 , J

⊕
3 ) = (s+2 , (0, 0, 1, 0, 0, 0))

J4 = (J+
4 , J

⊕
4 ) = (s+3 , (0, 0, 0, 1, 0, 0))

J5 = (J+
5 , J

⊕
5 ) = (s+4 , (0, 0, 0, 0, 1, 0))

J6 = (J+
6 , J

⊕
6 ) = (s+5 , (0, 0, 0, 0, 0, 1))

J7 = (J+
7 , J

⊕
7 ) = (s+0 + s+1 , (1, 1, 0, 0, 0, 0))

J8 = (J+
8 , J

⊕
8 ) = (s+0 + s+2 , (1, 0, 1, 0, 0, 0))

J9 = (J+
9 , J

⊕
9 ) = (s+1 + s+2 , (0, 1, 1, 0, 0, 0))

J10 = (J+
10, J

⊕
10) = (s+0 + s+1 + s+2 , (1, 1, 1, 0, 0, 0))

J11 = (J+
11, J

⊕
11) = (s+0 + s+3 , (1, 0, 0, 1, 0, 0))

J12 = (J+
12, J

⊕
12) = (s+1 + s+3 , (0, 1, 0, 1, 0, 0))

J13 = (J+
13, J

⊕
13) = (s+2 + s+3 , (0, 0, 1, 1, 0, 0))

J14 = (J+
14, J

⊕
14) = (s+0 + s+1 + s3+, (1, 1, 0, 1, 0, 0))

J15 = (J+
15, J

⊕
15) = (s+0 + s+4 , (1, 0, 0, 0, 1, 0))

4.1.2.3 Sorting of the potential 
andidates

The last step is to sort the pre-de�ned potential 
andidates Jk, k = 0, . . . , 15, to

generate the list of nm sorted LLR Jsi , i = 0, . . . , nm − 1, where we are 
onsidering

nm = 12. The �rst three outputs are Js0 = J0, J
s
1 = J1 and Js2 = J2. For the re-

maining 9 outputs, we propose the sorter ar
hite
ture shown in Fig. 4.2. The sorter

re
eives the 13 elements Jk, k = 3, . . . , 15, and extra
t the �rst 9 symbols having the

smallest LLR values. Note that there are some sorted 
ouples in the set of 13 input


andidates that are exploited to redu
e the number of 
omparators and multiplex-

ers. Therefore, the 13 elements are split up into 4 sets based on the LLR value as:

{J+
3 ≤ J+

4 ≤ J+
5 ≤ J+

6 }, {J
+
7 ≤ J+

8 ≤ J+
9 ≤ J+

10}, {J
+
11 ≤ J+

12 ≤ J+
13}, {J

+
14} and {J+

15}.
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Figure 4.2: Sorter Ar
hite
ture generating the most reliable nm intrinsi
 LLRs, nm =
12.

The sorter ar
hite
ture is based on odd-even [55℄ algorithm. It is 
omposed of 7 sets

of CSs operating 
on
urrently in ea
h set. It 
ontains a total of 22 CSs and 4 Cs with

a 
riti
al path of T = 7× TCS, where TCS is the exe
ution time of one CS.

4.1.2.4 Inverse permutation of the GF values of Js

Ea
h GF value Js⊕k , k = 0, . . . , 11, is generated based on the sorted binary LLRs

si, and should be permuted to 
onstitute the real GF symbols that 
orresponds to

the unsorted LLRs yi. This inverse permutation is performed a

ording to Π−1
(the

inverse of Π) and the permuted GF symbols are Xored with X̄ , as previously explained

to obtain the intrinsi
 
andidates I⊕k as follows: I⊕k [i] = Js⊕k [Π−1(i)]
⊕

x̄i, I
+
k = Js+k ,

k = 0, . . . , 15, i = 0, 1, . . . , 5.

4.1.3 Complexity analysis

In this se
tion, the implementation results on virtex 6, x
6vlx240t -2 �1156 FPGA

devi
e of nm = {4, 6, 8, 10, 12} are shown. Note that from an ar
hite
ture designed
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for nm = 12, it is straightforward to design an ar
hite
ture for nm < 12 (one needs

just to prune unused hardware).

Table 4.2: Synthesis results on virtex 6, x
6vlx240t -2 �1156 FPGA devi
e.

Algorithm nm O. S

F

Periodi
ity E�
ien
y Throughput

(Clo
k Cy
les) (Mhz/O. S) (Msymbols/s)

(MHz)

Proposed [37℄ Proposed [37℄ Fa
tor gain Proposed [37℄ Fa
tor gain

Proposed

12 516 402

1

8 0.779 0.191 4 4824 315 15.3

10 480 408 6 0.85 0.255 3.33 4080 350 11.65

8 451 406 4 0.9 0.383 2.34 3248 420 7.7

6 295 413 2 1.4 0.766 1.8 2478 630 3.9

4 167 556 1 3.3 1.53 2.15 2224 840 2.65

[37℄ All 
ases 137 210

Table 4.2 presents the hardware 
ost of the proposed ar
hite
ture 
ompared to the

systoli
 one. The 
omplexity of ea
h design is de�ned as the number of O

upied

Sli
es (O. S).. The 
omplexity of the systoli
 ar
hite
ture is 
onstant sin
e the 6

stages (in 
ase of GF(64)) are performed for any value of nm. However, in terms of

hardware e�
ien
y, there is a fa
tor gain ranging from 2.15 up to 4, while in terms of

throughput, the gain fa
tor varies from 2.65 up to 15.4.

E�
ien
y (Mhz/O. S) =
F

O. S× Periodi
ity

, (4.7)

Throughput (Msymbols/s) =
F× nm

Periodi
ity

, (4.8)

The E�
ien
y and the throughput are 
omputed based on equations 4.7 and 4.8

respe
tively, where the Periodi
ity is the laten
y between two set of inputs.

4.1.4 Example for nm = 4

In this se
tion we show the ar
hite
ture of the parallel pipelined LLR generator for

nm = 4. In this spe
i�
 
ase, only the set {s0, s1, s2} is required. Fig. 4.3 shows the

ar
hite
ture of the sorter observed bits. Comparing this ar
hite
ture with Fig. 4.1,

we noti
e that three 
omparator swaps are repla
ed by three 
omparators.

The possible 
andidates are generated as:

J0 = (J+
0 , J

⊕
0 ) = (0, Z̄),

J1 = (J+
1 , J

⊕
1 ) where J

+
1 = s+0 and J⊕

1 is equal to Z̄ ex
ept that z̄π(0) is repla
ed by

its opposite zπ(0),

J2 = (J+
2 , J

⊕
2 ) where J

+
2 = s+1 and J⊕

2 is equal to Z̄ ex
ept that z̄π(1) is repla
ed by

its opposite zπ(1),

J3 = (J+
3 , J

⊕
3 ) where J

+
3 = s+2 and J⊕

3 is equal to Z̄ ex
ept that z̄π(2) is repla
ed by

its opposite zπ(2),

J4 = (J+
4 , J

⊕
4 ) where J

+
4 = s+0 + s+1 and J⊕

4 is equal to Z̄ ex
ept that z̄π(0) and z̄π(1)
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Figure 4.3: Sorter ar
hite
ture of the observed bits.

are repla
ed by their opposite zπ(0) and zπ(1) respe
tively.
Then, the outputs are generated as: I0 = J0, I1 = J1, I2 = J2 and I3 = min(J3, J4)
where the min fun
tion returns the 
ouple that is having the lowest LLR value.

Fig. 4.4 shows the ar
hite
ture that generates the possible 
andidates {J0, J1, J2, J3, J4}
and the intrinsi
 outputs {I0, I1, I2, I3}. The Control Generator (CG) generates the


ontrol signals cij, i = 0, 1, 2 and j = 0, . . . , 5, as:

cij =

{

1 If π(i) = j

0 Otherwise

(4.9)

this pro
ess is to re
ognize the positions of the �rst three minimum observed bits. For

instan
e, c04 = 1, c12 = 1 and c25 = 1 means that |y4| is the �rst minimum, |y2| is the
se
ond minimum and |y5| is the third minimum respe
tively.

Then, the Possible Candidates Generator (PCG) blo
k is to generate the set {J1, J2, J3, J4}
as:

J⊕
i [j] =

{

x̄j If ckj = 0

xj Otherwise

(4.10)

and

J+
i [j] = s+k (4.11)

where i = 1, 2, 3, j = 0, . . . , 5 and k = i− 1. While J4 is 
omputed as: J+
4 = s+0 + s+1 ,

then the 
ontrol signals ci = c0i or c1i, i = 0, . . . , 5, to indi
ate whi
h two bits have

the �rst and se
ond minimum LLR values and hen
e the GF value J⊕
4 is generated

by the set of 2-to-1 MUXs.
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Finally, the Outputs Generator (OG) blo
k generates the four intrinsi
 
andidates

{I0, I1, I2, I3} using one 
omparator.

Figure 4.4: Ar
hite
ture of the intrinsi
 outputs.

This ar
hite
ture is used in the proposed parallel pipelined de
oder shown in 
hapter

5.
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4.2 Parallel pipelined ar
hite
ture for extrema sele
-

tion algorithm

In this se
tion, we 
onsider the the design of a parallel ar
hite
ture of a sorter extra
t-

ing the �rst two extrema among Ns input values. The proposed algorithm is 
alled

First-Then Se
ond Extrema Sele
tion (FTSES). A detailed analysis of the elementary

sorting units, 
omputational 
omplexity, stru
tural modularity and pipelining te
h-

niques are addressed. Finally, one of the possible extension 
ases of the proposed

two extrema sorter is presented to show that it 
an be generalized to dete
t Ms > 2
minimum/maximum values among Ns values and still outperforms its odd-even 
oun-

terpart sorter algorithm in some 
ases.

4.2.1 Problem Statement and Proposed Algorithm

Given a set of Ns numbers, S = {x0, x1, . . . , xNs−1}, the �rst minimum is de�ned as

m1 = min{S}, and m2 = min{S\xp = m1}, where the \ operator indi
ates ex
lusion

of only one element representing the �rst minimum value, with p ∈ {0, 1, . . . , Ns−1}.
This se
tion �rst presents the Elementary Sorting Unit (ESU) re
eiving four inputs

(4-SU) along with its basi
 blo
ks, and then the ar
hite
ture of the global Ns-input

Sorting Unit (Ns-SU) for Ns = 2k.

4.2.1.1 Algorithm

The basi
 blo
ks shown in Fig. 2.12 are organized in a modular stru
ture to obtain

the ESU ar
hite
ture shown in Fig. 4.5.

Figure 4.5: ESU (4-SU) Ar
hite
ture.

In the following, ea
h CS will be appended by an upper index indi
ating the stage it

belongs to, and a lower index indi
ating its position within the stage. Therefore, the

notations of the �rst and se
ond minimums will be updated a

ordingly by appending

an upper index indi
ating the range of indi
es of the input elements from whi
h they

are extra
ted. Fig. 4.5 shows the internal stru
ture of a 4-SU 
omposed of two stages.
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The �rst stage is 
omposed of two CSs: CS1
j , j = 0, 1, operating 
on
urrently to gen-

erate their sorted values (m2j→2j+1
1 , m2j→2j+1

2 )j=0,1, the �rst and se
ond minimums of

the jth CS re
eiving the 2jth and (2j + 1)th inputs.

The se
ond stage is 
omposed of one CS denoted by CS2
0 and one MUX2-1. The CS2

0

re
eives the �rst minimums from the previous stage (m2j→2j+1
1 )j=0,1 and sorts them

produ
ing the �rst minimum, (m4j→4j+3
1 )j=0, among the four inputs. The se
ond mini-

mum, (m4j→4j+3
2 )j=0, will be the minimum value of the set Φ0→3

2 = {max(m0→1
1 , m2→3

1 ),
sel(m0→1

2 , m2→3
2 )}, where the fun
tion sel(m0→1

2 , m2→3
2 ) denotes a sele
tion fun
tion

that sele
ts m0→1
2 if (m0→1

1 < m2→3
1 ) i.e., c = 1, m2→3

2 otherwise (c = 0). The sele
ted
value (m2j→2j+1

2 ) 
omes from the CS1
j that 
ontains the �rst lo
al minimum being

determined at the se
ond stage, thus the se
ond minimum will be either this sele
ted

value or max(m0→1
1 , m2→3

1 ). This ensures that the se
ond lo
al minimum is always


ontained in the set Φ0→3
2 . The ESU fun
tion is des
ribed in details in Algorithm 3.

In general for any stage i, the �rst two minimums generated lo
ally by a given CSij


an be denoted by (m
j2i→(j+1)2i−1
1 , m

j2i→(j+1)2i−1
2 ), where j denotes the index of the

CS within the ith stage. The ranges of i and j, i.e., the total number of stages and

the number of CSs per stage will be dis
ussed later in se
tion III.

Read the four inputs: xp, p = 0, 1, 2, 3
Run the �rst stage, i = 1:
for j = 0 to 1 do

Exe
ute CS1
j :

if x2j < x2j+1 then

c = 1, m2j→2j+1
1 = x2j and m

2j→2j+1
2 = x2j+1

else

c = 0, m2j→2j+1
1 = x2j+1 and m2j→2j+1

2 = x2j
end if

end for

Run the se
ond stage, i = 2:
if m0→1

1 < m2→3
1 then

c = 1; m0→3
1 = m0→1

1 ; max(m0→1
1 , m2→3

1 ) = m2→3
1

sel(m0→1
2 , m2→3

2 ) = m0→1
2 ; Φ0→3

2 = {m2→3
1 , m0→1

2 }
else

c = 0; m0→3
1 = m2→3

1 ; max(m0→1
1 , m2→3

1 ) = m0→1
1

sel(m0→1
2 , m2→3

2 ) = m2→3
2 ; Φ0→3

2 = {m0→1
1 , m2→3

2 }
end if

Algorithm 3: ESU Fun
tion
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4.2.1.2 Ar
hite
ture of Ns-SU for Ns = 8

In a modular fashion, an 8-SU ar
hite
ture is obtained by implementing two 4-SUs

in parallel 
onne
ted to a third stage 
omposed of one 
omparator-swap, CS3
0 , and

two MUX2-1s as shown in Fig. 4.6. The CS3
0 re
eives the two �rst minimums,

m0→3
1 and m4→7

1 , and sorts them, hen
e, their minimum value will 
onstitute the

�rst minimum among the 8 input values entering the 8-SU. The maximum value,

max(m0→3
1 , m4→7

1 ), will be inserted into the set of se
ond minimum 
andidates, Φ0→7
2 ,

whose 
ardinality is equal to log2(8). The key idea in our proposed algorithm is

to postpone the determination of the se
ond minimum until the last stage of the

sorter in order to redu
e the number of 
omparators to be used in ea
h stage. Thus,

instead of determining the lo
al se
ond minimumm0→j−1
2 among j elements, a lo
al set

Φ0→j−1
2 is formed progressively 
ontaining log2(j) 
andidate elements at the log2(j)

th

stage, hen
e delaying the sele
tion of the se
ond minimum until the last stage of

the sorting unit. This redu
es the 
omplexity of an ESU from (2 CSs, 3 Cs, 1

MUX2-1), needed in the TS approa
h [71℄, down to (3 CSs, 1 MUX2-1). However,

more outputs are generated at ea
h stage, sin
e a set of se
ond minimum 
andidates,

Φ0→j−1
2 , is propagated to the next stage instead of only one element representing the

lo
al se
ond minimum. The set Φ0→7
2 at the 3rd stage is obtained a

ording to the

following equation:

Φ0→7
2 =

{

Φ0→3
2 ∪ {m4→7

1 } if c = 1

Φ4→7
2 ∪ {m0→3

1 } if c = 0.
(4.12)

Figure 4.6: 8-SU Ar
hite
ture
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At the 3rd stage, the se
ond minimum m0→7
2 
an be simply determined by sele
ting

the minimum of the three elements 
onstituting the set Φ0→7
2 , whi
h 
an be performed

using 
omparators in a serial or a parallel stru
ture. The implementation of the unit

that generates the se
ond minimum will be dis
ussed in more details in next se
tion.

4.2.2 Proposed Ns-SU Ar
hite
ture: Complexity and Perfor-

man
e Analysis

This se
tion des
ribes the ar
hite
ture of the global Ns-SU, Ns = 2k for any integer k,
and dis
usses the 
omplexity in terms of hardware resour
es, CSs, Cs and MUX2-1s,

as well as the performan
e in terms of exe
ution time.

4.2.2.1 Global Ns-SU Ar
hite
ture

A Ns-SU ar
hite
ture is thus 
omposed of two main units: FMU and SMU. The FMU


an be designed in a hierar
hi
al fashion using, at the last stage of the binary tree

stru
ture, two Ns/2-SUs 
onne
ting their �rst minimums m
0→Ns

2
−1

1 and m
Ns
2
→Ns−1

1 to

the CS
log2Ns

0 that sorts them generating the global �rst minimum m0→Ns−1
1 as shown

in Fig. 4.7. The sets Φ
0→Ns

2
−1

2 and Φ
Ns
2
→Ns−1

2 , ea
h being of 
ardinality log2(
Ns

2
), are


onne
ted to a multiplexer 
ontrolled by the signal c generated by the CS
log2Ns

0 
om-

ponent to sele
t one of the sets a

ordingly. The upper output of the CS
log2Ns

0 along

with the sele
ted Φ2 forms the set Φ0→Ns−1
2 fed to the SMU to sele
t the minimum

value 
ontained in this set that will 
onstitute the se
ond global minimum m0→Ns−1
2 .

Ea
h of the Ns/2-SU is implemented hierar
hi
ally starting from the referen
e level

of hierar
hy (L = 1) 
ontained in 4-SU, and su

essively repeated log2(
Ns

2
)− 1 times.

Thus, the global ar
hite
ture is obtained using log2(Ns)−1 hierar
hy levels 
ontaining

log2Ns stages of CS that form the FMU, plus the SMU.

4.2.2.2 Complexity Analysis

The �rst stage of the FMU (i = 1) 
ontains Ns/2 = 2k−1 CSs and no multiplex-

ers other than those 
ontained in the CSs, where ea
h CS 
ontains two MUX2-1s.

The se
ond stage (i = 2) 
ontains 2k−2 CSs and 2k−2
MUX2-1s. More generally,

the ith stage of FMU, for i = 1, 2, . . . k 
ontains 2k−i CSs and (i − 1)2k−i MUX2-1s,

or equivalently 2k−i Cs and (i + 1)2k−i MUX2-1s. In total, the number of Cs 
on-

tained in the FMU is given by

∑k

i=1 2
k−i

=Ns-1, and the number of MUX2-1s is given

by

∑k

i=1(i + 1)2k−i. It 
an be shown that the total number of MUX2-1s redu
es to

∑k
i=1 i2

k−i +
∑k

i=1 2
k−i = Ns(

2(Ns−1)−k
Ns

) +Ns(
Ns−1
Ns

) = 3Ns − k − 3.

The SMU 
an be implemented using k-1 Cs implemented in a Tree Stru
ture (TS)


omposed of ⌈log2 k⌉ stages as shown in Fig. 4.8.a, where ⌈x⌉ denotes the nearest

integer greater than or equal to x. This TS ar
hite
ture of the SMU will be denoted

Conception du décodeur NB-LDPC à débit ultra-élevé par Hassan Harb 2018



76 Parallel pipelined ar
hite
tures: LLR generator and extrema sele
tion algorithms

Figure 4.7: Ns-SU Ar
hite
ture, Ns = 2k

by SMU-TS. Note that ea
h 
omparator implemented in the SMU-TS refers to the


omparator C shown in Fig. 1.a, whi
h 
ontains only one MUX2-1. Alternatively, the

SMU 
an be implemented in only one stage using k(k−1)/2 simple COs implemented

in parallel and 
omparing 
on
urrently the elements of Φ0→Ns−1
2 = {e0, . . . , ek−1} by

pairs. For instan
e, ea
h element ep is 
ompared to all elements eq, where p, q ∈
{0, 1, . . . , k − 1}, p 6= q, and ep, eq ∈ Φ0→Ns−1

2 . Ea
h CO re
eives a pair of two

elements and generates a signal cpq, with cpq = 1 if ep < eq, otherwise cpq = 0.
The 
ontrol signals cpq are fed to a 
ontrol logi
 en
oder to generate the sele
-

tion signals sj = (∧j−1
i=0 cij) ∧ (∧k−1

i=j+1cji), ∧ is the logi
-AND operation and i, j ∈
{0, 1, . . . , k − 1}. The se
ond minimum is thus sele
ted as: m0→Ns−1

2 = ∨k−1
i=0 (si ∧ ei);

∨ is the logi
-OR operation.

This Parallel Stru
ture (PS), denoted by SMU-PS, is shown in Fig. 4.8.b. The overall


omplexity of the proposed ar
hite
ture using the di�erent SMU stru
tures is shown

in Table 4.3.
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Figure 4.8: SMU Ar
hite
tures for Ns-SU, Ns = 2k: (a) SMU-TS (b) SMU-PS

4.2.2.3 Timing Analysis

The 
riti
al path T of the proposed sorting unit ar
hite
ture 
an be easily 
om-

puted as T = TFMU + TSMU , where TFMU and TSMU denote the propagation time

of the FMU and SMU respe
tively. Ea
h of the k = ⌈log2(Ns)⌉ stages of FMU

has a 
riti
al path equal to TC + TMUX2−1, where TC denotes the time needed to

perform one 
omparison, thus TFMU = k(TC + TMUX2−1). The time TSMU de-

pends on the sele
ted ar
hite
ture as shown in Fig. 4.8. For the SMU-TS, TSMU =
TSMU−TS = ⌈log2 k⌉ (TC + TMUX2−1). For the parallel stru
ture, TSMU = TSMU−PS =
TC + ⌈log2 k⌉TAND+ TAND+ ⌈log2 k⌉TOR, where TAND and TOR denote the propaga-

tion time of the logi
 AND and OR gates respe
tively. By approximating TMUX2−1 ≈
TAND + TOR, and TMUXk−1 ≈ ⌈log2 k⌉TMUX2−1, TSMU−PS 
an be approximated as

TSMU−PS ≈ TC + ⌈log2 k⌉TMUX2−1.

4.2.2.4 Dis
ussion

Theoreti
ally, and in 
omparison with the TS-based ar
hite
ture [71℄, our proposed

ar
hite
ture o�ers an important saving in the number of 
omparators (Table 4.3),

where a redu
tion fa
tor 
lose to 2 is obtained. The number of multiplexers is re-

mained the same. In terms of 
riti
al path, the proposed ar
hite
ture imposes an

additional delay due to the SMU. However, using the SMU-PS, the 
riti
al path of
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the proposed ar
hite
ture is redu
ed by a fa
tor log2(k)TC and be
omes smaller than

the 
riti
al path of the TS-based ar
hite
ture as shown in the rightmost 
olumn of

Table 4.3. We omitted the theoreti
al 
omplexity 
omparison with [72℄ sin
e they do

not have similar stru
tures. However, a te
hnology-based assessment has been per-

formed, where we have 
onsidered the ASIC implementation of our algorithm and the

algorithms proposed in [71℄ and [72℄. The implementation results will be dis
ussed in

next se
tion.

Table 4.3: Computational Complexity Comparison

Complexity/

TS [71℄

FTSES Ar
hite
ture

Criti
al Path SMU-TS SMU-PS

# of Comparators

2Ns-3 Ns + k − 2 Ns+k(k − 1)/2− 1
(Cs)

# of Multiplexers

3Ns-4 3Ns − k − 3 + k − 1 = 3Ns − 4
(MUX2-1)

Criti
al Path

kTC+ ⌈k + log2 k⌉× (k + 1)TC+
(2k − 1)TMUX2−1 (TC + TMUX2−1) ⌈k + log2 k⌉TMUX2−1

4.2.3 Hardware Implementation

To assist with analyzing implementations, we developed a generi
 VHDL Register

Transfer Level (RTL) 
ode for our proposed algorithm and the algorithms proposed

in [71℄ and [72℄. The VHDL models are 
onveniently parametrized to provide the

�exibility of designing and analyzing RTL with a variable number of inputs Ns, as

well as di�erent levels of pipeline registers. The designer 
an easily 
hange (add or

remove) ea
h level of pipeline registers to get a design with a di�erent laten
y, resour
e

requirements, and frequen
y. This feature helps a
hieve variable levels of throughput

and laten
y that may be desired.

4.2.3.1 Implementation Results

The di�erent designs are synthesized using a TSMC 28-nm standard 
ell te
hnology.

For all our synthesis results, the parameterizable data width has been set to 6 bits.

We reported the results for two di�erent stru
tures: non-pipeline, and 1 stage of

pipeline registers pla
ed at the middle stage of ea
h ar
hite
ture. Table 4.4 shows the

post-synthesis results for non-pipelined Ns-SU, where di�erent values of Ns have been


onsidered. As shown, the proposed ar
hite
ture with SMU-TS 
onsumes less power

and permits to get an area redu
tion ranging from 14 % (resp. 32 %), when Ns=16,
up to 31 % (resp. 50 %), when Ns=512, as 
ompared to the ar
hite
ture proposed

in [71℄ (resp. [72℄). However, the proposed ar
hite
ture su�ers from longer 
riti
al

path imposed by the SMU. When implemented using the parallel stru
ture of SMU

(SMU-PS), the proposed ar
hite
ture be
omes less 
omplex with the smallest 
riti
al
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path for all values of Ns. A slight in
rease in the power 
onsumption is observed.

Table 4.4: Post-synthesis results of Ns-SU on TSMC 28 nm, Non-Pipelined Ar
hite
-

ture (A: Area, C: Criti
al Path, P: Power)

Ns

[72℄ TS [71℄ FSTSE, SMU-TS FSTSE, SMU-PS

A C P A C P A C P A C P

(µm2
) (ns) (µW ) (µm2

) (ns) (µW ) (µm2
) (ns) (µW ) (µm2

) (ns) (µW )

16 5927 3.6 729 4689 3.5 830 4020 4 447 3276 2.8 836

32 13671 4.5 1575 9963 5 1336 7888 5.5 1123 6771 4 867

64 26824 6 2702 20157 6 2297 15265 6.5 1890 13957 5 2173

128 55775 7.5 5742 41207 7 4302 28786 9 3097 28843 6.2 3826

256 114748 8 8807 84275 8.5 7991 57208 10.5 5741 56947 7.6 6843

512 230596 9.4 15892 166292 10 14869 114707 12 10899 113196 8.8 12468

Table 4.5 shows the results for pipelined ar
hite
tures with 1 pipeline stage. For

Ns ≥ 32, the proposed ar
hite
ture with SMU-PS has both the smallest 
riti
al path

and the smallest o

upied area, with an area redu
tion rea
hing the 50 % as 
ompared

to the ar
hite
ture in [72℄. In terms of power 
onsumption, the proposed ar
hite
-

ture has a higher 
onsumption for Ns=16, 32 and be
omes less power 
onsuming

for large values of Ns. If we 
onsider fully pipelined ar
hite
tures, i.e., a pipeline

register is inserted between ea
h two adja
ent stages, the 
riti
al path of the TS-

based ar
hite
ture [71℄ would be TC + 2TMUX2−1, while that of the FMU would be

TC + TMUX2−1. In this 
ase the SMU should be also pipelined and its 
riti
al path

will be max{TC , ⌈log2 k⌉TMUX2−1}.

Table 4.5: Post-synthesis results of Ns-SU on TSMC 28 nm, Pipelined Ar
hite
ture

(A: Area, C: Criti
al Path, P: Power)

Ns

[72℄ TS [71℄ FSTSE, SMU-PS E�
ien
y Ratios vs [72℄, [71℄

A C P A C P A C P [72℄ [71℄

(µm2
) (ns) (µW ) (µm2

) (ns) (µW ) (µm2
) (ns) (µW ) AER PER AER PER

16 5525 2.1 1103 4164 2.5 1536 3285 2.7 1144 1.3 0.75 1.17 1.24

32 12345 3.7 1488 9186 3.2 2074 6732 3.2 1950 2.12 0.88 1.36 1.06

64 23783 4 3997 18023 3.7 3665 14105 3.7 3060 1.8 1.41 1.27 1.19

128 54917 5.5 5853 37197 5.2 5082 27533 4.5 5296 2.4 1.35 1.56 1.1

256 108560 6 10901 67647 6.2 8453 55391 6 8214 1.95 1.32 1.26 1.06

512 216230 6.8 22145 153615 7 16821 108413 6.7 14797 2.02 1.51 1.48 1.18

4.2.3.2 Area and power e�
ien
y 
omparison

In order to 
ompare the e�
ien
y of the di�erent ar
hite
tures, we evaluated two

metri
s: Area E�
ien
y (AE) and Power E�
ien
y (PE). The AE, indi
ating the

number of symbols sorted per time unit (ns) per area unit (µm2
), is de�ned as: AE =

1/(Nc×C[ns]×A[µm2]), where Nc represents the number of 
y
les per sorted symbol.

Sin
e there are two symbols sorted in ea
h 
y
le, Nc is equal to 0.5. Similarly, the

PE indi
ates the number of symbols sorted per se
onds per µW , de�ned as: PE =

1/(Nc × C[ns]× P [µW ]).
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To better illustrate the e�
ien
y 
omparison, we have evaluated the AE Ratio (AER)

(resp. PE Ratio (PER)) de�ned as the ratio of the AE (resp. PE) of the FTSES

ar
hite
ture to the AE (resp. PE) of ea
h of the ar
hite
tures [72℄ and [71℄.

In Table 4.5, the four rightmost 
olumns show the numeri
al values of these e�
ien
y

ratios for di�erent input lengths. In terms of AE, the proposed ar
hite
ture outper-

forms both ar
hite
tures by a fa
tor ranging from 1.17 up to 2. It is also more power

e�
ient for all values of Ns as 
ompared to [71℄, and for Ns ≥ 64 when 
ompared

to [72℄. Note that these AER and PER results would be more in favor of the pro-

posed ar
hite
ture if we 
onsidered the implementation results of the non-pipelined

ar
hite
tures.

4.2.4 Extension of the proposed sorter

In this se
tion an example of the extension of the proposed sorter is presented, where

Ns = 8 and Ms = 4, i.e, 4 minimum values are dete
ted among 8 values.

Fig. 4.9 shows the ar
hite
ture of the proposed 8-to-4 sorter algorithm. The set of 8

random values S = {x0, . . . , x7} are split up into two sorted sets S0 = {s0, s1, s2, s3}
and S1 = {s4, s5, s6, s7} by the two 4-to-4 sorter blo
ks, in whi
h s0 ≤ s1 ≤ s2 ≤ s3
and s4 ≤ s5 ≤ s6 ≤ s7. The sorter of four values is in 
ommon between the proposed

algorithm and the odd-even algorithm. For sake of simpli
ity, the 
ontrol signal C
is appended by the index of the CS that is being generated from. The ar
hite
ture

shown in Fig. 4.9 is designed based on the following analysis:

1. The 
andidate values for m1:

� If m0 = s0 ⇒ C0 = 1, m1 = min(s1, s4).
� If m0 = s4 ⇒ C0 = 0, m1 = min(s0, s5).

Thus, the four 
andidates for m1 are {s0, s1, s4, s5}, the sele
tion between s0 and
s1 is determined by the 
omparator-swap CS0 and the sele
tion between s1 and
s5 indi
ated by the 2-to-1 MUX 
ontrolled by C0. Then the two appropriate


andidates are 
ompared by CS1.

2. The 
andidate values for m2:

� If {m0, m1} = {s0, s1} ⇒ {C0, C1} = {1, 1}, m2 = min(s2, s4).
� If {m0, m1} = {s0, s4} ⇒ {C0, C1} = {1, 0}, m2 = min(s1, s5).
� If {m0, m1} = {s4, s0} ⇒ {C0, C1} = {0, 1}, m2 = min(s5, s1).
� If {m0, m1} = {s4, s5} ⇒ {C0, C1} = {0, 0}, m2 = min(s6, s0).

Thus, the six 
andidates for m2 are {s0, s1, s2, s4, s5, s6}. The 
omparator-swaps

CS0 and CS1, the 2-to-1 MUX and the 4-to-1 MUX permit to extra
t the two


andidates among six 
andidates to be entered to CS2 and hen
e m2 will be

dete
ted.
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Figure 4.9: Proposed 8-to-4 sorter ar
hite
ture.

3. The 
andidate values for m3:

� If {m0, m1, m2} = {s0, s4, s1} ⇒ {C0, C1, C2} = {1, 1, 1}, m3 = min(s5, s2).
� If {m0, m1, m2} = {s0, s4, s5} ⇒ {C0, C1, C2} = {1, 1, 0}, m3 = min(s1, s6).
� If {m0, m1, m2} = {s0, s1, s4} ⇒ {C0, C1, C2} = {1, 0, 1}, m3 = min(s2, s5).
� If {m0, m1, m2} = {s0, s1, s2} ⇒ {C0, C1, C2} = {1, 0, 0}, m3 = min(s4, s3).
� If {m0, m1, m2} = {s4, s0, s5} ⇒ {C0, C1, C2} = {0, 1, 1}, m3 = min(s1, s6).
� If {m0, m1, m2} = {s4, s0, s1} ⇒ {C0, C1, C2} = {0, 1, 0}, m3 = min(s5, s2).
� If {m0, m1, m2} = {s4, s5, s0} ⇒ {C0, C1, C2} = {0, 0, 1}, m3 = min(s6, s1).
� If {m0, m1, m2} = {s4, s5, s6} ⇒ {C0, C1, C2} = {0, 0, 0}, m3 = min(s0, s7).

Thus, the eight 
andidates for m3 are {s0, s1, s2, s4, s5, s6, s7}. The 
omparator-

swaps CS0, CS1 and CS2, the 2-to-1 MUX, the 4-to-1 MUX and the 8-to-1 MUX

extra
t the two 
andidates among six to be entered to the 
omparator C and

hen
e m3 is dete
ted.
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Figure 4.10: Detailed 4-to-1 and 8-to-1 MUXs.

The 8-to-1 MUX of Fig. 4.9 
ould be simpli�ed where three 2-to-1 MUXs 
ould be

removed. Let us detail the 4-to-1 and the 8-to-1 MUXs as shown in Fig. 4.10. As we


an noti
e, the two 2-to-1 MUXs that are surrounded by a dashed re
tangle re
eive

the same inputs along with the same 
ontrol signals. Thus, these two MUXs along

with the MUX re
eiving their outputs 
an be removed from the 8-to-1 MUX and

the 
orresponding signal 
an be steered dire
tly from the output of the 4-to-1 MUX

implemented in earlier stage. Fig. 4.11 shows the proposed sorter after removing the

redundant MUXs.
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Figure 4.11: Ar
hite
ture of the simpli�ed proposed 8-to-4 sorter.

Fig. 4.12 presents the 8-to-4 odd-even sorter algorithm [55℄. In 
on
lusion, apart

the 4-to-4 sorter blo
ks whi
h are in 
ommon between the proposed and the odd-

even algorithms, the same number of multiplexers is required for both algorithms (16

2-to-1 MUXs) while the proposed algorithm needs only four 
omparators while the

odd-even algorithm requires eight. Thus, the proposed algorithm is less 
ostly than

the odd-even algorithm and the redu
tion in terms of 
omparators in
reases with Ns.

4.3 Con
lusion

In this Chapter, we have des
ribed new parallel ar
hite
tures of two 
ore 
omponents

of the NB-LDPC de
oders: LLR generator and sorter.

The proposed LLR generator provides the LLR values of the �rst nm most reliable GF

symbols. The key idea is to perform the LLR 
al
ulation starting from a sorted list

of binary LLR values dedu
ed from the re
eived 
hannel observations. A pre-de�ned

set of the 
andidate elements is de�ned o�ine. Then, the outputs are sele
ted based

on a parallel and pipelined sorter generating the nm most reliable GF symbols along
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Figure 4.12: Ar
hite
ture of the odd-even 8-to-4 sorter.

with their asso
iated LLR values. We showed that the proposed LLR generator ar-


hite
ture outperforms the systoli
 ar
hite
ture in terms of hardware e�
ien
y and

throughput.

Se
ond, we presented the design and the implementation of a low-hardware 
ost and

low laten
y two-minimum value sorting ar
hite
ture 
alled FTSES. Theoreti
al 
om-

plexity and performan
e analysis of the proposed sorting algorithm as 
ompared to

its best 
ounterpart algorithms in literature have been addressed. Moreover, non-

pipelined and pipelined stru
tures have been presented together with synthesis results

on TSMC 28 nm standard 
ell te
hnology. For any size of data stream, Ns > 32, the
proposed ar
hite
ture requires the lowest area and o�ers the highest frequen
y, where

an area e�
ien
y ranging from 1.17 up to 2 is obtained. Furthermore, the theoret-

i
al study of the modest example of the extension of the proposed sorter algorithm

(8-to-4 sorter) shows that it outperforms the odd-even algorithm in terms of number

of 
omparators while the number of MUXs remains the same. Future work will 
over

the generalization of the proposed algorithm to extra
t the M > 2 extrema values.
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Chapter 5

Proposed parallel and pipelined

de
oder

In 
hapter 3, several ar
hite
tures have been proposed for the serial 
he
k node. In

this 
hapter, we revise the hybrid ar
hite
ture in the 
ontext of a fully parallel 
he
k

node ar
hite
ture, i.e., a 
he
k node where every 
lo
k 
y
le, all the dc × nm input

messages are re
eived and pro
essed in parallel. After a �xed laten
y, all the dc× nm
outputs are generated in the same 
lo
k 
y
le. Sin
e the ar
hite
tural optimization

is linked to the 
ode, we �rst 
onstru
t a (N,K) = (144, 120) 
ode over GF(64) of


ode rate

5

6
. Then, from this 
ode, we derive the fully hardware implementation to

demonstrate the possibility of de�ning a high parallel hardware ar
hite
ture. Note

that all the material presented in this 
hapter is a personal 
ontribution.

The stru
ture of this 
hapter is as follows. Se
tion 1 de�nes the 
ode and the pa-

rameters used for the implemented Hybrid ar
hite
ture, then it presents the de
oding

algorithm, after that it shows the simulation results along with the average number

of iterations and throughput versus E

b

/N0. Se
tion 2 introdu
es the global hardware

ar
hite
ture of the de
oder along with the memory stru
ture and the global timing

diagram. The 
hapter 
ontinues with se
tion 3 where the hardware des
ription of

ea
h 
omponent of the de
oder is shown. Then, se
tion 4 shows the results on ASIC

design and FPGA devi
e of the 
ode. Finally, the hardware emulation is illustrated.

5.1 Code stru
ture and de
oding algorithm

This se
tion �rst introdu
es the stru
ture of the PCM of the 
onsidered NB-LDPC


ode and its parameters. Then, the de
oding algorithm is presented. After that, the

simulation results are shown. Finally, the average number of iterations versus E

b

/N0

and the throughput versus E

b

/N0 are presented.

85
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5.1.1 Code Stru
ture

The 
ode 
onsidered in this work is a (144, 120) NB-LDPC de�ned over GF(64) with

dv = 2, dc = 12 and a 
ode rate CR=5/6 taken from the LAB-STIC NB-LDPC

website [41℄. This 
ode is a Quasi-Cy
li
 LDPC (QC-LDPC) 
ode 
onstru
ted from

the 
omplete 2× 12 base matrix H de�ned as:

H =

[

0 0 0 0 0 0 0 0 0 0 0 0
0 1 2 3 4 5 6 7 8 9 10 11

]

with an expansion fa
tor equal to 12. Every element H(i, j), i = 0, 1 and j =
0, 1, . . . , 11, during the lifting pro
ess of H, is repla
ed by the 12× 12 identity matrix

with a right shift rotation of value equal to H(i, j). Thus, The lifted matrix H is given

in Fig. 5.1.

20 40 60 80 100 120 140

5

10

15

20

Figure 5.1: The Topology of PCM.

By 
onstru
tion, the girth (i.e., the minimum 
y
le size in the Tanner Graph asso
i-

ated to the parity 
he
k matrix) is equal to 8. The NB-LDPC 
oe�
ients are sele
ted

passing by two phases as de�ned in [56℄. First, the 
oe�
ients of a given 
he
k node are

sele
ted in order to optimize the property of the binary 
ode asso
iated to the parity


he
k node. In this work, we use the set of 
oe�
ients {β0, β5, β7, β25, β29, β30, β38, β43,
β46, β50, β55, β57}. Se
ond, this set of GF 
oe�
ients are a�e
ted globally to ea
h

parity 
he
k in order to avoid low weight 
odewords. The 
onsidered primitive poly-

nomial to design the GF values is P (X) = X6 +X + 1.

For sake of simpli
ity, we 
onsider the representation of PCM shown in Fig. 5.2. The

asso
iated PCM is of size M × N = 24 × 144. Ea
h row represents a CN 
onne
ted

to dc = 12 VNs whose indexes are indi
ated in ea
h 
ell of the row. For instan
e,

CN0 is 
onne
ted to {VN0, VN12, . . . , VN132}. Those 12 VNs are simply denoted

{U0, . . . , U11} when a CN alone is 
onsidered. The 24 CNs are split up into two lay-

ers, where the set {CN0,...,CN11} 
onstitutes Layer 1 (L1) and the set {CN12,...,CN23}
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onstitutes Layer 2 (L2). A layer in a PCM is a set of CNs that do not have 
ommon

VNs.

Figure 5.2: PCM of the (144,120) NB-LDPC 
ode.

The indexes of the non-zero GF 
oe�
ients of PCM are shown in Fig. 5.3. These

values represent the indexes of the GF symbols used in the GF permutation and
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inverse permutation performed at the input and output of the CN respe
tively. For

instan
e, when making the pro
essing of CN0, VN0 is multiplied by the GF value

h0 = β43 at the input of CN and by h−1
0 = β−1

43 = β63−43 = β20 before making the VN

update, where β−1
43 is the inverse in GF domain of the GF value β43. Therefore, in the

following the non-zero elements {h0, . . . , h11} vary depending on the CN that is being

pro
essed.

5.1.2 De
oding algorithm

In se
tion 3.1.4, the hybrid ar
hite
ture has been presented to perform the EMS

algorithm. For this work, we use a simpli�ed version of the HB(10,0,2) Hybrid ar
hi-

te
ture, i.e, some bubbles of the HB(10,0,2) have been dismissed to further simplify

the hardware and ful�ll the 
onstraint of a fully parallel 
he
k node de
oder. This

se
tion presents pre
isely the implemented algorithm in order of this work to be re-

produ
ible. Thus, we will present the exa
t 
omputation performed by every blo
k

along with the pre
ise des
ription of inputs and outputs. Before diving into the de-


oding steps, let us show how the 
hannel observations are being quanti�ed over 5

bits. Let ysi = {ysi,0, . . . . , ysi,5} be the bit representation of ysi, i = 0, . . . , 11 and

si = 0, . . . , 143. Thus, ea
h observed bit ysi,j, j = 0, . . . , 5, is quanti�ed as:

ysi,j = sat((�oor(ybqsi,j ×Q/σ) + 0.5), Q). (5.1)

where

sat(a, b) =











b If a ≥ b

−b If a ≤ −b
a Otherewise

(5.2)

Q = 15 is the quantization fa
tor and ybqsi,j is the 
hannel observation before quantiza-

tion. For instan
e, when CN0 is being pro
essed, i.e, the set {VN0, VN12 , . . . , VN132}

is 
onsidered and hen
e s0 = 0, s1 = 12, . . . , s11 = 132 are the indexes asso
iated to

VN0, VN12, . . . , VN132 respe
tively.

Therefore, the de
oding steps are:

1. Initialization: Ea
h VN is initialized with its nm = 4 intrinsi
 
andidates I as:

Ui[k] = Ii[k], i = 0, . . . , 11 and k = 0, 1, 2, 3. The ar
hite
ture shown in se
tion

4.1.4 is the 
onsidered ar
hite
ture to generate the nm = 4 intrinsi
 
andidates

for ea
h observed symbol ysi.

2. Che
k Node Variable Node (CN-VN) pro
essing: The CN implemented in the

software simulator of the de
oder is HB(10, 0, 2) (see se
tion 3.1.4). In the

proposed de
oder, the CN and the VN units are merged together. The inputs

of the CN-VN unit are: 1) the set of ve
tors {U0, . . . , U11}, where ea
h Ui,
i = 0, . . . , 11, 
arries nm = 4 (LLR, GF) 
ouples; 2) the set of the most reliable

GF intrinsi
 symbols {I0[0], . . . , I11[0]}; 3) the indexes {πi[0], πi[1], πi[2]}, i =
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Figure 5.3: The non-zero 
oe�
ients of the PCM.

0, . . . , 11, of the 3 minimum values of ysi required to re
ompute the nm intrinsi


messages of VNi; 4) the non-zero elements {h0, . . . , h11}; 5) the inverse of the
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non-zero elements {h−1
0 , . . . , h−1

11 }; 6) �nally, the absolute values of the observed
bits {{|ys0,j|}, . . . , {|ys11,j|}}, j = 0, . . . , 5. Therefore, the steps of the CN-VN

unit to update the messages are:

� Presorting, swit
hing and GF permutation: the presorting generates the

indexes Ψ = {ψ[0], . . . , ψ[11]} based on the presorting prin
iple shown

in Fig. 2.8 for dc = 12. Based on Ψ, all the inputs of the CN-VN are

swit
hed. The swit
hed data are appended by the symbol

′
hereafter. The

GF permutation is being pro
essed in this phase based on equation (2.21).

Thus, the set of ve
tors {U ′
0, . . . , U

′
11} 
ontains the permuted GF value.

� ECNs 
omputation: The set of ve
tor messages {U ′
0, . . . , U

′
11} are split up

into four groups as: 1) {U ′
0, U

′
1, U

′
2, U

′
3} where ea
h U ′

i , i = 0, . . . , 3, 
on-
tains one 
ouple of LLR equal to 0, i.e, U ′+

i [0] = 0; 2) {U ′
4, U

′
5, U

′
6, U

′
7}

where ea
h U ′
i , i = 4, . . . , 7, 
ontains two 
ouples; 3) {U ′

8} of three 
ouples;
4) {U ′

9, U
′
10, U

′
11} where ea
h U ′

i , i = 9, 10, 11, 
ontains four 
ouples. In the

following, we show how the ve
tor messages are 
ombined by set of ECNs.

First, the set {U ′
0, . . . , U

′
9} are 
ombined by the Syndrome Node (SN) blo
k

as shown in Fig. 5.4. As we 
an see, the ECNs SN1 to SN9 are very simple,

where there are three ECNs of one bubble (SN1, SN2 and SN3), i.e, they

require only GF addition (XOR gate), and the number of required bubbles

in the rest of the ECNs, SN4, . . . , SN9, varies from 2 up to 9. The number

of 
onsidered bubbles in ea
h SNi, i = 1, . . . , 9, is found by simulation

depending on the allowed performan
e loss.

Figure 5.4: SN shape.
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The ve
tors {U ′
0, . . . , U

′
8} are �rst 
ombined and then the {b0,9 , . . . , b5,9},

is 
ombined with U ′
9 to generate the output set {U

SN

}. Let us start with

SN1 to SN8. The bubbles in SN8 are 
omputed wisely 
onsidering that

U ′+
8 [1] ≤ · · · ≤ U ′+

4 [1] due to the presorting. Ea
h bubble 
arries the LLR

value, the GF value and the valid syndrome ve
tor b

vsv
information as:

b

+

0,8 = 0, b⊕


0,8 = U ′⊕
0 [0]

⊕

· · ·
⊕

U ′⊕
8 [0].

b

+

1,8 = U ′+

7 [1], b⊕

1,8 = U ′⊕

7 [1]
⊕

U ′⊕
0 [0]

⊕

· · ·
⊕

U ′⊕
6 [0]

⊕

U ′⊕
8 [0].

b

+

2,8 = U ′+

6 [1], b⊕

2,8 = U ′⊕

6 [1]
⊕

U ′⊕
0 [0]

⊕ · · ·⊕U ′⊕
5 [0]

⊕

U ′⊕
7 [0]

⊕

U ′⊕
8 [0].

b

+

3,8 = U ′+

5 [1], b⊕

3,8 = U ′⊕

5 [1]
⊕

U ′⊕
0 [0]

⊕

· · ·
⊕

U ′⊕
4 [0]

⊕

U ′⊕
6 [0] · · ·

⊕

U ′⊕
8 [0].

b

+

4,8 = U ′+

4 [1], b⊕

4,8 = U ′⊕

4 [1]
⊕

U ′⊕
0 [0]

⊕

· · ·
⊕

U ′⊕
3 [0]

⊕

U ′⊕
5 [0] · · ·

⊕

U ′⊕
8 [0].

b

+
r1,8 = U ′+

8 [1], b⊕
r1,8 = U ′⊕

8 [1]
⊕

U ′⊕
0 [0]

⊕

· · ·
⊕

U ′⊕
7 [0].

b

+
r2,8 = U ′+

8 [2], b⊕
r2,8 = U ′⊕

8 [2]
⊕

U ′⊕
0 [0]

⊕ · · ·⊕U ′⊕
7 [0].

and

b

vsv


0,8 = {1, 1, 1, 1, 1, 1, 1, 1, 1}.
b

vsv


1,8 = {1, 1, 1, 1, 1, 1, 1, 0, 1}.
b

vsv


2,8 = {1, 1, 1, 1, 1, 1, 0, 1, 1}.
b

vsv


3,8 = {1, 1, 1, 1, 1, 0, 1, 1, 1}.
b

vsv


4,8 = {1, 1, 1, 1, 0, 1, 1, 1, 1}.
b

vsv

r1,8 = {1, 1, 1, 1, 1, 1, 1, 1, 0}.
b

vsv

r2,8 = {1, 1, 1, 1, 1, 1, 1, 1, 0}.
The VSV indi
ates whether the bubble is generated from the most reliable

GF symbol or not. In more details, let b ∈ {b

0,8, . . . , b
4,8, br1,8, br2,8}, if

b

vsv[i] = 1, i = 0, . . . , 8, thus U ′
i [0] 
ontributes in the 
omputation of b

⊕
,

otherwise, U ′
i [k] is 
ontributing, k = 1, 2, 3.

Therefore, the outputs of SN8 are: b0,9 = b


0,8, b1,9 = b

r1,8 and {b2,9, b3,9,
b4,9, b5,9} = sort5−4({br2,8, b
1,8, b
2,8, b
3,8, b
4,8}), where in this 
ase the

sort5−4 fun
tion is to dete
t the four bubbles having the lowest LLR values

among �ve bubbles and hen
e b

+
2,9 ≤ b

+
3,9 ≤ b

+
4,9 ≤ b

+
5,9.

Next, SN9 re
eives the set {b0,9, . . . , b5,9} along with U ′
9 to generate the

outputs U
SN

[0], . . . , U
SN

[6], where ea
h U
SN

[i] = (U+
SN

[i], U⊕
SN

[i], Uvsv

SN

[i]),
i = 0, . . . , 6. The bubbles shown in SN9 along with their VSV information

are 
omputed as:

b

+

0 = 0, b⊕


0 = b

⊕
0,9

⊕

U ′⊕
9 [0], bvsv


0

= (bvsv0,9 , 1).

b

+

1 = b

+
1,9, b

⊕

1 = b

⊕
1,9

⊕

U ′⊕
9 [0], bvsv


1

= (bvsv1,9 , 1).

b

+

2 = b

+
2,9, b

⊕

2 = b

⊕
2,9

⊕

U ′⊕
9 [0], bvsv


2

= (bvsv2,9 , 1).
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b

+

3 = b

+
3,9, b

⊕

3 = b

⊕
3,9

⊕

U ′⊕
9 [0], bvsv


3

= (bvsv3,9 , 1).

b

+

4 = b

+
4,9, b

⊕

4 = b

⊕
4,9

⊕

U ′⊕
9 [0], bvsv


4

= (bvsv4,9 , 1).

b

+

5 = b

+
5,9, b

⊕

5 = b

⊕
5,9

⊕

U ′⊕
9 [0], bvsv


5

= (bvsv5,9 , 1).

b

+
r1 = U ′+

9 [1], b⊕
r1 = b

⊕
0,9

⊕

U ′⊕
9 [1], bvsv

r1

= (bvsv0,9 , 0).

b

+
r2 = U ′+

9 [2], b⊕
r2 = b

⊕
0,9

⊕

U ′⊕
9 [2], bvsv

r2

= (bvsv0,9 , 0).

b

+
r3 = U ′+

9 [3], b⊕
r3 = b

⊕
0,9

⊕

U ′⊕
9 [3], bvsv

r3

= (bvsv0,9 , 0).

Therefore, the outputs of the SN blo
k are generated as: U
SN

[0] = b


0,

U
SN

[1] = b

r1 and {USN

[2], . . . , U
SN

[6]} = sort7−5({b
1, b
2, b
3, b
4, b
5, br2, br3}),
where in this 
ase the sort7−5 fun
tion is to dete
t the �ve bubbles having

the lowest LLR values among seven bubbles and hen
e U+
SN

[2] ≤ · · · ≤
U+
SN

[6].

In parallel with SN, the two ve
tors U ′
10 and U ′

11 are 
ombined by ECN1,

see Fig. 5.5. The bubbles shown in ECN1 are 
omputed as:

b

+
0 = 0, b⊕0 = U ′⊕

10 [0]
⊕

U ′⊕
11 [0].

b

+
1 = U ′+

11 [1], b
⊕
1 = U ′⊕

10 [0]
⊕

U ′⊕
11 [1].

b

+
2 = U ′+

11 [2], b
⊕
2 = U ′⊕

10 [0]
⊕

U ′⊕
11 [2].

b

+
3 = U ′+

11 [3], b
⊕
3 = U ′⊕

10 [0]
⊕

U ′⊕
11 [3].

b

+
4 = U ′+

10 [1], b
⊕
4 = U ′⊕

10 [1]
⊕

U ′⊕
11 [0].

b

+
5 = U ′+

10 [1] + U ′+
11 [1], b

⊕
5 = U ′⊕

10 [1]
⊕

U ′⊕
11 [1].

b

+
6 = U ′+

10 [1] + U ′+
11 [2], b

⊕
6 = U ′⊕

10 [1]
⊕

U ′⊕
11 [2].

b

+
7 = U ′+

10 [2], b
⊕
7 = U ′⊕

10 [2]
⊕

U ′⊕
11 [0].

b

+
8 = U ′+

10 [2] + U ′+
11 [1], b

⊕
8 = U ′⊕

10 [2]
⊕

U ′⊕
11 [1].

b

+
9 = U ′+

10 [3], b
⊕
9 = U ′⊕

10 [3]
⊕

U ′⊕
11 [0].

Thus, the outputs are generated as: U
ECN1

[0] = b0, UECN1

[1] = b1 and

{U
ECN1

[2], . . . , U
ECN1

[6]} = sort8−5(b2, . . . , b9), where in this 
ase the min

fun
tion is to dete
t the �ve bubbles having the lowest LLR values among

eight bubbles and hen
e U+
ECN1

[2] ≤ · · · ≤ U+
ECN1

[6].

After that, as Fig. 5.6 shows, the two ve
tors U
SN

and U
ECN1

are merged

to generate the output ve
tor U
ECN2

of 19 
ouples. The bubbles shown in

Fig. 5.6 are 
omputed as:

b

+
0 = 0, b⊕0 = U⊕

SN

[0]
⊕

U⊕
ECN1

[0].

b

+
1 = U+

ECN1

[1], b⊕
1 = U⊕

SN

[0]
⊕

U⊕
ECN1

[1].

b

+
2 = U+

ECN1

[2], b⊕
2 = U⊕

SN

[0]
⊕

U⊕
ECN1

[2].

b

+
3 = U+

ECN1

[3], b⊕
3 = U⊕

SN

[0]
⊕

U⊕
ECN1

[3].
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Figure 5.5: ECN1 shape.

b

+
4 = U+

ECN1

[4], b⊕4 = U⊕
SN

[0]
⊕

U⊕
ECN1

[4].

b

+
5 = U+

ECN1

[5], b⊕5 = U⊕
SN

[0]
⊕

U⊕
ECN1

[5].

b

+
6 = U+

SN

[1], b⊕6 = U⊕
SN

[1]
⊕

U⊕
ECN1

[0].

b

+
7 = U+

SN

[1] + U+
ECN1

[1], b⊕7 = U⊕
SN

[1]
⊕

U⊕
ECN1

[1].

b

+
8 = U+

SN

[1] + U+
ECN1

[2], b⊕8 = U⊕
SN

[1]
⊕

U⊕
ECN1

[2].

b

+
9 = U+

SN

[1] + U+
ECN1

[3], b⊕9 = U⊕
SN

[1]
⊕

U⊕
ECN1

[3].

b

+
10 = U+

SN

[1] + U+
ECN1

[4], b⊕10 = U⊕
SN

[1]
⊕

U⊕
ECN1

[4].

b

+
11 = U+

SN

[2], b⊕11 = U⊕
SN

[2]
⊕

U⊕
ECN1

[0].

b

+
12 = U+

SN

[2] + U+
ECN1

[1], b⊕12 = U⊕
SN

[2]
⊕

U⊕
ECN1

[1].

b

+
13 = U+

SN

[3], b⊕13 = U⊕
SN

[3]
⊕

U⊕
ECN1

[0].

b

+
14 = U+

SN

[3] + U+
ECN1

[1], b⊕14 = U⊕
SN

[3]
⊕

U⊕
ECN1

[1].

b

+
15 = U+

SN

[4], b⊕15 = U⊕
SN

[4]
⊕

U⊕
ECN1

[0].

b

+
16 = U+

SN

[4] + U+
ECN1

[1], b⊕16 = U⊕
SN

[4]
⊕

U⊕
ECN1

[1].

b

+
17 = U+

SN

[5], b⊕17 = U⊕
SN

[5]
⊕

U⊕
ECN1

[0].

b

+
18 = U+

SN

[5] + U+
ECN1

[1], b⊕18 = U⊕
SN

[5]
⊕

U⊕
ECN1

[1].

b

+
19 = U+

SN

[6], b⊕19 = U⊕
SN

[6]
⊕

U⊕
ECN1

[0].

Note that VSV is not used in ECN2, so this information propagates dire
tly

to the output 
onsidering that all the bubbles that belong to the same row

in Fig. 5.6 have the same VSV information, i.e, b

vsv

0 = · · · = b

vsv

5 = Uvsv

SN

[0],
b

vsv

6 = · · · = b

vsv

10 = Uvsv

SN

[1] . . . et
. Thus, the outputs are U
ECN2

[i] = bi,

i = 0, . . . , 19, i.e, there is no need to sort the bubbles in terms of their LLR

values sin
e the intrinsi
 LLR values will be added to them during the VN

pro
essing and hen
e the sorted bubbles will be
ome unsorted. The LLR

value b

+
16 is 
onsidered as o�set (O) for the VNs pro
essing asso
iated to
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Figure 5.6: ECN2 shape.

the extrinsi
 messages {V ′
0 , . . . , V

′
9} as will be shown hereafter.

ECN3 and ECN4 operate in parallel with ECN2 to generate the two ex-

trinsi
 messages V ′
10 and V ′

11 respe
tively as shown in Fig. 5.7. The two

ECNs have the same shape and fun
tionality. Thus, in the following we

will show the fun
tionality of ECN3. The required inputs for ECN3 blo
k

are {U
SN

}, U ′
11 and the non-zero element h′−1

11 whi
h is the inverse of h′11.
Note that the Uvsv

SN

is not needed sin
e the generation of V ′
10 is performed

using an ECN and not using a de
orrelation operation with U ′
11, as will

be the 
ase for {V ′
0 , . . . , V

′
9}. Thus, and only for example, b

+
0 = 0 and

b

⊕
0 = (U⊕

SN

[0]
⊕

U ′⊕
11 [0]).h

′−1
11 . The same manner of 
omputing the bubbles

shown in ECN1 and ECN2 is applied to the remaining bubbles, i.e, it is

only a matter of 
hanging the indexes of U
SN

and U ′
11[0].

After that, the bubbles are dire
tly mapped to the outputs as: V ′
10[i] = bi

where i = 0, . . . , 15, without the need of a sorter operation. The LLR value

b

+
16 is 
onsidered as o�set for the VN that pro
esses V ′

10. Thus, in order to

save the 
omplexity of dete
ting the o�set value - whi
h is 
onsidered as

the last valid output in the S-bubble approa
h - we managed to 
onsider

the LLR value of an o�ine sele
ted bubble as o�set.

In this 
ase, two extrinsi
 messages V ′
10 and V ′

11 are generated indepen-

dently, while the rest of the extrinsi
 messages {V ′
0 , . . . , V

′
9} are generated

by the de
orrelation and inverse permutation pro
esses as will be shown

next.

� De
orrelation and inverse permutation: The set of 
ouples {U
ECN2

[0], . . . ,
U
ECN2

[19]} 
arries the 
ombination of all the input ve
tors {U ′
0, . . . , U

′
11}.

Thus, to extra
t the exa
t extrinsi
 messages {V ′
0 , . . . , V

′
9}, the 19 symbols

{U
ECN2

[0], . . . , U
ECN2

[19]} should be de
orrelated as:
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Figure 5.7: ECN3 and ECN4 stru
tures.

V ′
i [j] = (V ′+

i [j], V ′⊕
i [j]) =

{

(U+
ECN2

[j], (U⊕
ECN2

[j]
⊕

U ′
i [0]).h

′−1
i ) If Uvsv

ECN2

[j][i] = 1

(Sat, 0) Otherwise

(5.3)

where, i = 0, . . . , 9, j = 0, . . . , 19 and Sat is the maximum LLR value. In

pra
ti
e, sin
e we know that only the most reliable symbol is 
onsidered

from {U ′
0, . . . , U

′
3}, we manage to 
onsider all the 20 symbols {U

ECN2

[0],
. . . , U

ECN2

[19]} without 
he
king their asso
iated VSV information.

Now, after generating all the extrinsi
 messages {V ′
0 , . . . , V

′
11}, the updated

messages will be 
omputed. We re
all that the length of the extrinsi


ve
tors {V ′
0 , . . . , V

′
9} is equal to 19 while the two extrinsi
 ve
tors V ′

10 and

V ′
11 are of length equal to 16. In addition, the 
onsidered o�set to pro
ess

{V ′
0 , . . . , V

′
9} is equal to b+16 shown in Fig. 5.6 while for V ′

10 and V
′
10 is equal

to b

+
16 shown in Fig. 5.7 in ECN3 and ECN4 respe
tively.

� VNs pro
essing: There are 12 VN blo
ks in the de
oder. The required

data for every VN blo
k are: the extrinsi
 messages V ′
i , the most reli-

able intrinsi
 GF value I ′⊕i [0], the indexes that are generated by the LLR

generator {πi[0], πi[1], πi[2]} and the absolute values of the observed bits

{|ysi,0|, . . . , |ysi,5|}, i = 0, . . . , 11. In the following, the range of the index

denoting the elements V ′
i [j], is j ∈ {0, . . . , 19}, when i = 0, . . . , 9, and

j ∈ {0, . . . , 15}, when i = 10, 11. The four steps of the VN pro
essing are:

� Regeneration of the four intrinsi
 
andidates: the most reliable in-

trinsi
 GF value I ′⊕i [0], the indexes {πi[0], πi[1], πi[2]} and the ab-
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solute value of the observed bits {|ysi,0|, . . . , |ysi,5|} are used to re-

generate the intrinsi
 
andidates {I ′i[0], I ′i[1], I ′i[2], I ′i[3]}. These 
andi-
dates are regenerated 
onsidering the ar
hite
ture shown in Fig. 4.4.

Then, the o�set value O will be added to ea
h intrinsi
 LLR value as:

I ′′+i [k] = I ′+i [k] +O, k = 0, 1, 2, 3.

� Generation of the intrinsi
 LLR value of the extrinsi
 
andidates: the

intrinsi
 LLR value of ea
h V ′⊕
i [j] is 
omputed as:

IV ′
i
[j] =

5
∑

k=0

|ysi,k|.∆(V ′⊕
i [j][k], I ′⊕i [0][k]).

Then, IV ′
i
[j] is added to V ′+

i [j] as: V ′′+
i [j] = V ′+

i [j] + IV ′
i
[j].

� Extra
tion of the �ve sorted symbols {V ′s
i [0], . . . , V ′s

i [4]} having the

lowest LLR values among the set {V ′′
i [0], . . . , V

′′
i [19], I

′′
i [0], . . . , I

′′
i [3]}

where V ′s+
i [0] ≤ · · · ≤ V ′s+

i [4].

� Generation of the four most reliable symbols {U ′
i [0], . . . , U

′
i [3]} that

have no redundant GF values. V ′s+
i [k1] is repla
ed by Sat value when

V ′s⊕
i [k0] = V ′s⊕

i [k1] where k1 = 0, . . . , 4 and k0 < k1. Then, the up-

dated messages {U ′
i [0], . . . , U

′
i [3]} are dete
ted among the set {V ′s

i [0], . . .
, V ′s

i [4]} where U ′+
i [0] ≤ · · · ≤ U ′+

i [3].

� Normalizing and reordering the updated messages: the updated messages

{{U ′
0}, . . . , {U ′

11}} are normalized as: U ′+
i [j] = U ′+

i [j]−U ′+
i [0], i = 0, . . . , 11

and j = 1, 2, 3. Then, it should be reordered to their original order based

on Ψ−1
as: Ui = U ′

ψ−1[11−i], i = 0, . . . , 11.

3. De
ision making: The required messages for this pro
ess are {U ′
i [0], U

′
i [1], U

′
i [2]},

{V ′
i [0], . . . , V

′
i [j]} and the appropriate o�set O, i = 0, . . . , 11. Every V ′

i [j] is
updated as:

V ′u+
i [j] =











V ′+
i [j] + U ′+

i [0] If V ′⊕
i [j] = U ′⊕

i [0]

V ′+
i [j] + U ′+

i [1] If V ′⊕
i [j] = U ′⊕

i [1]

V ′+
i [j] + U ′+

i [2] +O Otherwise

and

V ′u⊕
i [j] = V ′⊕

i [j].

and the symbol U ′
i [0] is updated as: U ′u+

i = U ′+
i [0] +O and U ′u⊕

i = U ′⊕
i [0]. We

re
all that the set {U ′
0, . . . , U

′
9}, U ′

10 and U
′
11 have di�erent o�set O. Therefore,

the de
ision is made as: GF

′
i = min({V ′u

i [0], . . . , V ′u
i [j], U ′u

i }), where the min

fum
tion dete
ts the GF value having the lowest LLR value. Finally, the set of

{GF′
0, . . . ,GF

′
11} is reordered by Ψ−1

to generate {GF0, . . . ,GF11} as: GFi =
GF

′
ψ−1[11−i], i = 0, . . . , 11.

4. Stopping 
riteria: the de
oder stops pro
essing if all theM = 24 equations in the

PCM are satis�ed, i.e,

11
⊕

i=0

hi.GFi = 0. Remember that the set {GF0, . . . ,GF11}
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and {h0, . . . , h11} are related to PCM. For instan
e, let CN0 be the CN that is be-

ing pro
essed, in this 
ase {GF0, . . . ,GF11} are the de
isions on {VN0, . . . ,VN132}
and {h0, . . . , h11} = {β43, . . . , β5} (see Fig. 5.2 and Fig. 5.3). On the other

hand, the de
oder stops pro
essing when nit iterations is rea
hed regardless the

satisfa
tion of the 24 equations.

5.1.3 Simulation results

As we mentioned in se
tion 5.1.2, some bubbles from the HB(10,0,2) are eliminated

and hen
e performan
e loss is obtained. To 
ompensate this performan
e degradation,

the global number of iterations within the de
oder is in
reased. Fig. 5.8 shows the

simulation results of the proposed de
oder 
ompared to the FB CN de
oder 
onsidered

as referen
e in our performan
e 
omparison. The FB CN-based de
oder is simulated

using two di�erent s
heduling s
hemes: �ooding and layered. The proposed de
oder,

in its hardware version, is implemented using only the �ooding s
hedule. This is due

to the fa
t that by its nature, the new parallel de
oder allows to start a new CN

pro
essing at ea
h 
lo
k 
y
le whi
h leads to rea
h the se
ond layer of CNs without

having 
ompleted the pro
essing of the VNs being started in the �rst layer. Thus,

the de
oder should enter in an idle time waiting the availability of the required data.

To avoid this idle time, we have de
ided to adopt the �ooding s
hedule. This point

will be dis
ussed in more details in next se
tions. Di�erent number of iterations 8, 15

and 30 are 
onsidered for the proposed de
oder.

The ECNs implemented in the FB-CN are the S-bubble ECNs for nm = 20 and

nop = 25. The performan
e is studied under AWGN 
hannel and the LLR values are

quanti�ed over 6 bits.

Comparing the performan
e of the FB-CN layered s
hedule de
oding with the pro-

posed de
oder for di�erent nit values, a performan
e loss of 0.4 dB is observed when

nit = 8 and goes down to 0.2 and 0.08 when nit = 15 and 30 respe
tively.

When 
omparing to the FB CN-based de
oder in �ooding s
heme, performan
e losses

of 0.31 and 0.11 dB are introdu
ed for nit = 8 and 15 respe
tively. On the other hand,
a gain of 0.05 dB is obtained when nit = 30 is used.

Fig. 5.9 
ompares the performan
e of the proposed de
oder with the B-LDPC 
ode

O�set Min-Sum (OMS) de
oding algorithm of N = 864 bits, K = 720 bits and

CR = 5/6. There is more than 0.4 db gain in favor of the proposed de
oder. More-

over, 
ode alone is not a fair 
omparison, i.e, with high order modulation, NB-LDPC


odes have some advantages 
ompared to binary 
ode. For instan
e, no need for iter-

ative demodulation in 
ase of NB-LDPC 
odes.

Fig. 5.10 shows the average number of iterations versus Eb/N0. For the proposed de-


oder, the average number of iterations has a high dis
repan
y for low SNR (E

b

/N0 ≤
3 dB) when nit = 10, 15 and 30. This dis
repan
y dramati
ally de
reases when

E

b

/N0 ≤ 3.5 dB and tends to 0 at 4 dB. However, this di�eren
e dramati
ally de-


reases starting from E

b

/N0 > 3.5 db until they meet on E

b

/N0 = 4 db. When
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Figure 5.8: FER performan
e for a (144, 120) NB-LDPC 
ode: Proposed de
oder vs

FB CN-based de
oder.


omparing the proposed de
oder nit = 30 with the FB-CN �ooding s
hedule and

nit = 8, the di�eren
e is high in favor of FB-CN for 3 db ≤ E

b

/N0 < 4 db, while

the di�eren
e is highly redu
ed for E

b

/N0 ≥ 4 db until obtaining the same average

number if iterations at E

b

/N0 = 6.5 db. On the other hand, when 
omparing the pro-

posed de
oder nit = 30 with the FB-CN layered s
hedule and nit = 8, the di�eren
e
is high in favor of FB-CN when 3 db ≤ E

b

/N0 < 5 db, to rea
h the same average

at E

b

/N0 = 6.5 db. Thus, the higher the E

b

/N0 the lower the di�eren
e in terms

of the average number of iterations ait. The value ait a�e
ts the throughput that is

omputed as:

Throughput (Gbits/s) =
log2(q)×K × F
103 × ait ×M

(5.4)

where ait ∈ {1, 2, 3, . . . , nit} is the average number of iterations and F = 650 MHz.

We early gave the amount of the frequen
y to see how the throughput of the proposed

de
oder varies with E

b

/N0.

Fig. 5.11 shows the throughput versus E

b

/N0 for the proposed de
oder in 
ase of

nit = 10, 15 and 30. We 
an see the signi�
ant di�eren
e of the throughput when
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Figure 5.9: FER performan
e for a (144, 120) NB-LDPC 
ode over GF(64) Proposed

de
oder vs (864, 720) B-LDPC 
ode over GF(2) OMS de
oder.

3 db ≤ E

b

/N0 ≤ 3.7 db, where it is equal to 0.6 Gbits/s, 0.9 Gbits/s and 1.4 Gbits/s

at E

b

/N0 = 3 db for nit = 8, 15 and 30 respe
tively. However, when E

b

/N0 > 3.7 db,

the di�eren
e is signi�
antly redu
ed and tends to zero at E

b

/N0 = 4 db.

5.2 Ar
hite
tural overview

Fig. 5.12 shows the global ar
hite
ture of the proposed de
oder. From left to right,

the blo
ks that 
onstitutes the de
oder are:

1. LLR Generator Blo
k : The proposed ar
hite
ture shown in se
tion 4.1.4 is the

implemented ar
hite
ture in this work. Sin
e there are eight observed symbols

entering the de
oder in parallel, eight LLR Generators are needed. Every LLR

generator generates nm = 4 intrinsi
 
ouples along with the indexes set. In the

proposed de
oder, the permutation indexes {π[0], π[1], π[2]} are needed to be

output to help the regeneration of the intrinsi
 LLR later on during the de
od-

ing pro
ess as explained in se
tion 5.1.2. A

ording to the simulation results,

setting nm = 4 is a good 
hoi
e to keep good performan
e at low hardware
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Figure 5.10: Average number of iterations versus E

b

/N0.


omplexity. Thus, only four intrinsi
 LLR values along with their GF symbols

and permutation indexes are generated.

2. Intrinsi
 Router blo
k: The observed symbols are being re
eived in order, start-

ing from y0 up to y143. Thus, the intrinsi
 router is to send the outputs of the

8 LLR generator blo
ks to their appropriate lo
ations in the RAM Banks. We

purposely managed that eight symbols to be re
eived in parallel {ys, . . . , ys+7},
s = 0, 8, 16 . . . , 136 (details will be shown in se
tion 5.4).

3. Control Unit (CU): The CU blo
k 
ontrols the read/write operations from/to

the RAM Banks. The start signal indi
ates the arrival of the observed symbols

and hen
e the 
ontrol signal of the RAM Banks are generated based on a 
ounter

in the CU.

4. RAM Banks: The RAM Banks store the outputs of the 8 LLR generator blo
ks

and the updated messages by the CN-VN blo
k Un[j], i = 0, . . . , 11, and j =
0, . . . , 3. In addition, the RAM Banks provide the inputs to the CN-VN blo
k.

5. CN-VN blo
k: This blo
k 
onstitutes the 
ore of the de
oder that performs the

CN and VN pro
essing. It re
eives 4× dc updated messages U = {U0, . . . , U11}
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Figure 5.11: Throughput versus E
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/N0.

where ea
h Ui, i = 0, . . . , 11, is a ve
tor of length nm = 4, and the most reliable

GF symbol of ea
h intrinsi
 ve
tor I⊕i [0] along with the permutation indexes

πi[k], i = 0, . . . , 11 and k = 0, 1, 2. It re
eives the non-zero elements hi of the
PCM along with their GF inverse h−1

i , i = 0, . . . , 11. The absolute values of the

hannel bit observations ysi,j are also needed to regenerate the nm = 4 intrinsi



andidates.

For instan
e, let CN0 be the 
urrent CN to be performed. Thus, the set of

VNs {VN0, VN12, VN24, VN36, VN48, VN60, VN72, VN84, VN96, VN108, VN120,

VN132} is being updated. Therefore, CN-VN reads from the RAM Banks:

� {{U0[0], U0[1], U0[2], U0[3]}, . . . , {U11[0], U11[1], U11[2], U11[3]}}, whi
h are as-
so
iated to VN0, VN12, . . . , VN132.

� {I⊕0 [0], . . . , I⊕11[0]}, where I⊕0 [0], . . . , I⊕11[0] are the HD asso
iated to VN0,

. . . , VN132 respe
tively.

� The permutation indexes generated by the LLR generators {{π0[0], π0[1],
π0[2]}, . . . , {π11[0], π11[1], π11[2]}} asso
iated to {VN0, . . . , VN132} respe
-

tively.
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� {h0, h1, h2, h3, h4, h5, h6, h7, h8, h9, h10, h11} = {β43, β1, β8, β31, β26, β47, β56,
β39, β51, β58, β30, β6} along with their inverse {h−1

0 , . . . , h−1
11 } in the GF do-

main.

� The absolute values |ysi,j|, for i = 0, . . . , 11, si = 0, 12, . . . , 132 and j =
0, . . . , 5.

6. De
ision Making Unit (DMU): This unit is 
omposed of dc = 12 sub-units

dedi
ated to make de
ision on all the VNs in order to determine whi
h GF

symbol ea
h VN does represent. This blo
k re
eives V ′
and U ′

messages from

the CN-VN unit and generates the de
ided symbols GF

′
.

7. DMU Reordering (DMUR) blo
k: due to the presorting at the input of the

CN-VN, the outputs of the DMU are not ordered, so the DMUR reorders the

outputs a

ording to their original positions.

8. GF Routing Blo
k (GFRB): This blo
k is responsible of routing the de
ided

GF symbols to their appropriate positions in the Register holding the 144 GF

symbols. These symbols are re
eived in sets of size equal to 12.

9. Stopping Criteria Router Blo
k (SCRB): This blo
k sele
ts the GF symbols to

be sent to the next blo
k for parity 
he
k test. At ea
h 
lo
k 
y
le, 24 GF

symbols are read from the 144-Register.

10. Parity Test Blo
k (PTB): this blo
k performs the test of all the M = 24 parity


he
k equations:

11
⊕

i=0

hi.GFi = 0. On
e the M = 24 equations are satis�ed, the

de
oder stops the de
oding pro
ess of the 
urrent frame and starts a new frame.

Otherwise, the de
oder 
ontinues till rea
hing the maximum allowed number of

iterations nit.

The next se
tions des
ribe in details ea
h 
omponent of the de
oder.

5.2.1 Memorization system

The RAM Banks shown in Fig. 5.2 
onsists of: 1) the intrinsi
 RAM dedi
ated to store

the absolute value of the observed bits and the intrinsi
 information {I[0], . . . , I[3]}
and {π[0], π[1], π[2]} generated by the LLR generators; 2) the extrinsi
 RAMs, where

the updated messages {Uni
[0], Uni

[1], Uni
[2], Uni

[3]}, i = 0, . . . , 11 are saved; 3) The

ROM to store the non-zero elements of the PCM and their GF inverse. The stru
tures

of the RAM banks are des
ribed in the following.

1. Intrinsi
 RAMs: Fig. 5.13 shows the stru
ture of the intrinsi
 RAM Banks orga-

nized into 12 separate banks denoted by Ri, i = 0, 1, . . . , 11. Ea
h bank Ri is a

12×45 array storing the absolute values of the 
hannel observations ysi of 12 VN
messages ea
h 
ontaining an LLR value. Ea
h ysi is 
omposed of 6 
omponents

ysi,j, j = 0, 1, . . . , 5, represented ea
h on 5 bits. In addition, the hard de
ision
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Figure 5.12: Global ar
hite
ture of the de
oder.

I⊕[0] along with the indexes of the �rst 3 minimum values {π[0], π[1], π[2]} of the
sorted ysi are stored. This information will be exploited later on in the de
oding
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pro
ess. Thus, the required information are 
on
atenated to be stored in ea
h


ell as: (I⊕[0] & π[0] & π[1] & π[2] & |ysi,0| & |ysi,1|& |ysi,2|& |ysi,3| & |ysi,4| &
|ysi,5|), where & represents the 
on
atenation operation. The 
umulative length

of the ve
tor is equal to 6 + 3 + 3 + 3 + 6× 5 = 45.

Figure 5.13: 12 intrinsi
 RAMs.

2. Extrinsi
 RAMs: The 24 extrinsi
 RAMs denoted by RiLj are shown in Fig.

5.14, where R for RAM and L for Layer, i = 0...11 and j = 1, 2. These RAMs

are represented as 
olumns in Fig. 5.14. The extrinsi
 RAMs store the updated

messages {Uni
[0], Uni

[1], Uni
[2], Uni

[3]}. When performing the CN-VN pro
ess-

ing, the data of the VNs asso
iated to L1 are read from L2 and the results are

stored in L1, and vi
e versa. For instan
e, let CN0 be the CN that is being

pro
essed by CN-VN, i.e, the VNs that are being read are {VN0, . . . ,VN132}.

The intrinsi
 information are read from the RAMs in Fig. 5.13 as {R0[0℄ , . . . ,
R11[0℄}. The input messages are read from the RAMs L2 shown in Fig. 5.14,

where VN0 is asso
iated to the �rst element in R0L2, VN12 is asso
iated to the

last element in R1L2, VN24 is asso
iated to the 11

th
element in R2L2 and so on.

Then, ea
h output {Uni
[0], Uni

[1], Uni
[2], Uni

[3]}, i = 0, . . . , 11, is saved in its

appropriate position in RiL1, where {Un0
[0], Un0

[1], Un0
[2], Un0

[3]}, . . . , {Un11
[0],

Un11
[1], Un11

[2], Un11
[3]} are the updated messages asso
iated to VN0, . . . ,VN132.

The depth of ea
h 
ell of the extrinsi
 RAMs is equal to 42 bits. There are

4 GF values ea
h of 6 bits and 3 LLR values ea
h of 6 bits, 
onsidering that

the most reliable GF value of LLR equal to 0 (U+
ni
[0] = 0). Thus, every 
ell
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Figure 5.14: Extrinsi
 RAMs.

re
eives (U⊕
ni
[0] & U⊕

ni
[1] & U⊕

ni
[2] & U⊕

ni
[3] & U+

ni
[1] & U+

ni
[2] & U+

ni
[3]). The ex-

trinsi
 RAMs are initialized by the intrinsi
 messages at the beginning of the

de
oding pro
ess.
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3. ROM: The non-zero elements of the PCM and its inverse are stored in ROM

blo
k. Fig. 5.15 shows the 24 
ells (rows) of the ROM blo
k. Ea
h 
ell is of size

equal to 6×24 = 144 bits sin
e every non-zero GF value hi 
onsists of 6 bits and
so its inverse h−1

i , i = 0, . . . , 11. For instan
e, ROM[0℄ is related to the non-zero

elements of CN0, so it 
ontains the GF values {β43, β0, β7, β30, β25, β46, β55, β38,
β50, β57, β29, β5, β

−1
43 , β

−1
0 , β−1

7 , β−1
30 , β

−1
25 , β

−1
46 , β

−1
55 , β

−1
38 , β

−1
50 , β

−1
57 , β

−1
29 , β

−1
5 }.

Figure 5.15: ROM blo
k.

5.2.2 Timing diagram of the overall de
oder

The timing diagram of the overall de
oder is shown in Fig. 5.16. We aim to show the

laun
h phase of the de
oder and how the data are being read from the RAMs.

From left to right, the N = 144 observed symbols are being re
eived in parallel as 8

symbols per Clo
k Cy
le (CC) {ys, . . . , ys+7}, s = 0, 8, 16, . . . , 136, i.e, the N = 144

observed symbols are re
eived after

144

8
= 18 CCs. The reason of re
eiving eight

symbols per CC is explained in se
tion 5.4. However, after 17 CCs the set of VNs

that are 
onne
ted to CN0 is 
ompleted, sin
e VN132 is the last 
onne
ted VN to CN0.

The LLR Generator Blo
ks start pro
essing immediately after re
eiving the �rst set

of ys, it takes 2 CCs laten
y to start generating outputs and hen
e the total exe
ution

time of this unit is equal to 18 + L(LLRG) = 18 + 2 = 20 CCs where L(LLRG) is the

laten
y of the LLR generator. The RAM Banks start storing the outputs of the 8

LLR Generator blo
ks on
e they start to be output.

After 17 + L(LLRG) = 19 CCs, the required data of the VNs that are asso
iated to

CN0 are ready to be sent to the CN-VN, and hen
e the CN-VN keeps reading from

the RAM Banks forM = 24 CCs. As shown in Fig. 5.16, the VNs that are 
onne
ted

to L1 are updated �rst where their required data are being read from the RAMs

asso
iated to L2, and their outputs start to be saved in the RAMs asso
iated to L1

after 16 CCs. On
e all the 12 CNs of L1 have started their update, i.e, after 12 CCs,

the �rst CN of L2 (CN12) starts its update immediately at the next 
y
le, where their

required data are being read from the RAMs asso
iated to L1, and their outputs are

being saved in the RAMs asso
iated to L2. The intrinsi
 information and the non-zero
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Figure 5.16: Timing diagram of the overall de
oder.

elements are being read from the intrinsi
 RAMs and the ROM blo
k respe
tively.

The 16 CCs laten
y of the CN-VN blo
k are detailed later.

The DMU blo
k starts making de
ision after 7 CCs from the beginning of the CN-VN

pro
essing (when its required inputs are ready), the de
ision is being made 
onsidering

L1 so it takes 12 CCs to make de
ision for all the N = 144 VNs.

Finally, after 1 CC laten
y from the DMU blo
k, the PTB blo
k starts 
he
king the

validity of the parity 
he
k equations. It takes 18 CCs to de
ide if the de
oder 
an stop

the pro
essing of the 
urrent frame, i.e, to indi
ate if the 24 equations are satis�ed.

In fa
t, PTB blo
k is 
omposed of two sub-modules to 
he
k ea
h equation in PCM.

Sin
e the de
isions are being made by set of dc GF de
isions per 
lo
k 
y
le, the PTB


an 
he
k the �rst 12 CNs (L1) on the �y using one sub-unit. Then when the 144

de
isions are made, the two sub-units operate in parallel to 
he
k the validity of the

remaining 12 CNs (L2) and hen
e the total laten
y is equal to 12 +
12

2
= 18 CCs.

Details on this point are explained later

Note that the 19 CCs laten
y of the laun
h phase is 
onsidered only on
e at the

�rst iteration of the �rst 
odeword. Then the CN-VN pro
essing will be dominating

the global throughput of the de
oding pro
ess. Thus, the number of CCs needed

to de
ode one frame is equal to 24 × ait, where the average number of iterations

ait ∈ {1, 2, . . . , nit}. Details are shown in se
tion 5.4.
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5.3 De
oder 
omponents ar
hite
ture

In this se
tion, we detail the di�erent 
omponents of the de
oder: the CN-VN, DMU,

DMUR and PTB blo
ks.

5.3.1 The CN-VN blo
k

The CN-VN ar
hite
ture is shown in Fig. 5.17.

The presorting blo
k re
eives the set of LLR values {U+
0 [1], . . . , U

+
11[1]} to generate

the indexes permutation ve
tor Ψ = {ψ[0], . . . , ψ[11]}. Depending on Ψ, the Swit
h-
ing + Multipli
ation (SM) blo
k swit
hes the inputs U = {U0, . . . , U11}, the intrinsi

indexes permutation Π = {πi[0], πi[1], πi[2]}, i = 0, . . . , 11, the absolute value of

the observed symbols {|ysi,0|, . . . , |ysi,5|} asso
iated to the 
urrent VNs, the non-zero

elements {h0, . . . , h11} and {h−1
0 , . . . , h−1

11 }. In the following, the permuted data is

appended by the prime symbol

′
.

Afterward, {U ′
0, . . . , U

′
9} are 
ombined by the SN blo
k to generate the outputs U

SN

[0],
. . . , U

SN[6]. The inputs of the SN blo
k are split up into four sets: 1) the set of ve
tors

that have 1 symbol {U ′
0, U

′
1, U

′
2, U

′
3} = {U ′

0[0], U
′
1[0], U

′
2[0], U

′
3[0]}; 2) the set of ve
tors

that have 2 symbols {U ′
4, U

′
5, U

′
6, U

′
7} = {{U ′

4[0], U
′
4[1]}, {U ′

5[0], U
′
5[1], {U ′

6[0], U
′
6[1],

{U ′
7[0], U

′
7[1]}}}}; 3) the ve
tor that has 3 symbols {U ′

8} = {U ′
8[0], U

′
8[1], U

′
8[2]} and 4)

the ve
tor that has 4 symbols {U ′
9} = {U ′

9[0], U
′
9[1], U

′
9[2], U

′
9[3]}.

In parallel with SN, U ′
10 and U

′
11 are pro
essed by ECN1 where 4 symbols are 
onsid-

ered from ea
h ve
tor. The outputs are U
ECN1

[0], . . . , U
ECN1

[5].

Then, ECN2 re
eives U
SN

and U
ECN1

to generate the 20 syndrome 
ouples 
ontained

in U
ECN2

. ECN3 and ECN4 operate in parallel with ECN2. ECN3 pro
esses U
SN

, U ′
11

and performs the GF inverse permutation using h′−1
11 to generate V ′

10 of 16 
ouples.

The same does ECN4 for U
SN

, U ′
10 and h

′−1
10 to generate V ′

11 of 16 
ouples.

The set {h′−1
0 , . . . , h′−1

9 } and UECN2 are inputs to the De
orrelation + division blo
k

(DeBl). This blo
k is to de
orrelate ea
h U⊕
ECN2

[i], i = 0, . . . , 19, from U
′⊕
j [0],

j = 0, . . . , 9 by making GF addition between them. Then, it makes the inverse

GF permutation by multiplying ea
h de
orrelated result by its asso
iated h′−1
j . In

more details, V ′⊕
j [i] = (U⊕

ECN2

[i]
⊕

U
′⊕
j [0]).h′−1

j .

The VN update is pro
essed next, where the sets {{π′
0[0], π

′
0[1], π

′
0[2]}, . . . , {π′

11[0], π
′
11[1],

π′
11[2]}}, {|y′si,0|, . . . , |y′si,5|}, i = 0, . . . , 5 and {V ′

0 , . . . , V
′
11} are entered to their asso-


iated VN blo
ks to generate the unordered updated messages {U ′
n0
, . . . , U ′

n11
}.

Finally, the set of unordered updated messages {U ′
n0
, . . . , U ′

n11
} is normalized and

ordered by the Normalization and Reordering (NR). Ea
h U ′
i [j], j = 1, 2, 3, is normal-
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Figure 5.17: Ar
hite
ture of the CN-VN unit.

ized by subtra
ting U ′
i [0], i.e, U

′+
i [j] = U ′+

i [j]− U ′+
i [0]. Then the set {U ′

n0
, . . . , U ′

n11
}

is reordered using a set of MUXs 
ontrolled by Ψ−1
(the inverse of Ψ) to generate the

ordered updated messages {Un0
, . . . , Un11

}.
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Before diving into details for ea
h blo
k in CN-VN, we should highlight the two

reasons of making the VNs update before the reordering pro
ess. As V ′
10 and V ′

11 are

generated independently, they do not have the same size of V ′
i , i = 0, . . . , 9, and hen
e

VN10 and VN11 
an be spe
i�ed to pro
ess 16 symbols instead of 20 symbols. Besides

that, if the reordering blo
k were before the VNs update, it would have to reorder the

set {V ′
0 , . . . , V

′
11}, i.e, the length of ea
h input set would be 20 symbols instead of 4

symbols (the length of ea
h U ′
ni
, i = 0, . . . , 11).

5.3.1.1 Presorting ar
hite
ture

The presorting, based on the odd-even sorter ar
hite
ture [55℄, is presented in Fig.

5.18. The index ve
tor Ψ = {ψ[0], . . . , ψ[11]} is obtained based on the sorting of

U+
i [1], i = 0, . . . , 11, and 
ontains the set of swit
hing indexes that permits to obtain

the sorted list {Up+
i , . . . , Up+

i }, where Up+
i [1] < Up+

j [1], for i < j as will be shown

next. The sorter ar
hite
ture is based on a network of 
omparator-swaps, where ea
h

ψ[i] represents the position of (i+ 1)th minimum.

Figure 5.18: Ar
hite
ture of the presorting blo
k.

5.3.1.2 Swit
hing + Multipli
ation

The ar
hite
tures of the swit
hing part and the multipli
ation part of the SM blo
k

are shown in Fig. 5.19 and Fig. 5.20 respe
tively. Starting with the swit
hing

operation, the set U = {U0, . . . , U11} are swit
hed by 12-to-1 MUXs 
ontrolled by
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{ψ[0], . . . , ψ[11]}. The swit
hed Ui are 
alled Up
i , i = 0, . . . , 11. The set U

p =
{Up

0 , . . . , U
p
11} are split up into four groups depending on the number of the required

bubbles from ea
h Up
i . Re
alling SN blo
k in Fig. 5.4, we 
an say that Up

i [0] is re-
quired for all i = 0, . . . , 11, while Up

i [1] is required for i = 4, . . . , 11 and Up
i [2] and

Up
i [3] are required for i = 8, . . . , 11 and i = 9, . . . , 11 respe
tively. Thus, the total

number of 12-to-1 MUXs to generate the set U

p

are 27 MUXs.

The sets {{π0}, . . . , {π11}}, {{|ys0|}, . . . , {|ys11|}}, {h0, . . . , h11} and {h−1
0 , . . . , h−1

11 }
are swit
hed by sets of 12-to-1 MUXs 
ontrolled by Ψ. Where ea
h {πi} = {πi[0], πi[1],
πi[2]} and {|ysi|} = {|ysi,0|, |ysi,1|, |ysi,2|, |ysi,3|, |ysi,4|, |ysi,5|}, i = 0, . . . , 11.

After swit
hing the input set U , 21 bubbles are dismissed (pointed bubbles) among

48 bubbles as shown in Fig. 5.20 in the Multipli
ation blo
k. The elimination of

these bubbles leads to high redu
tion in terms of 
omplexity of the CN-VN blo
k

even though there is an extra hardware for the presorting, swit
hing and reordering

blo
ks.

The GF multipli
ation is pro
essed after the swit
hing operation to redu
e the num-

ber of GF multipliers. In more details, performing the GF multipli
ation before the

swit
hing operation requires dc× nm = 12× 4 = 48 GF multipliers, while performing

it after the swit
hing operation redu
es the number of GF multipliers from 48 down to

27. However, the set {h0, . . . , h11} has to be swit
hed, that requires 12 MUXs 12-to-1


ontrolled by Ψ, but in total, the overall solution with less number of GF multipliers

is better. Finally, the permuted set U

′
= {U ′

0, . . . , U
′
11} is generated as: U ′

i = Up
i .h

′
i,

i = 0, . . . , 11.

5.3.1.3 Syndrome Node (SN)

Fig. 5.4 shows the shape of the ECNs, SN1 , . . . , SN9, in the SN blo
k. The number of


onsidered bubbles is signi�
antly redu
ed thanks to the presorting te
hnique. Sin
e

all the shown bubbles in the ECNs obtained by 
ombining U ′+
i [j] with U ′+

i [0] = 0,
i = 0, . . . , 9 and 0 ≥ j ≤ 3, there is no need for LLR additions. Thus, the required

output symbols are 
omputed using only GF additions, i.e, simple XOR gates.

Fig. 5.21 re
all the notations of the merged {SN1 , . . . , SN8} ECNs. The bubbles that

belong to the �rst 
olumn, bc0,8, . . . ,bc4,8, have been 
omputed wisely by exploiting the

sorted symbols in terms of LLR value, U
′+
8 [1] ≤ U

′+
7 [1] ≤ ... ≤ U

′+
4 [1]. In more details,

b

+
c0,8 = 0, b+c1,8 = U

′+
7 [1], b+c2,8 = U

′+
6 [1], b+c3,8 = U

′+
5 [1], b+c4,8 = U

′+
4 [1], b+r1,8 = U

′+
8 [1]

and b

+
r2,8 = U

′+
8 [2]. As for its GF values, b

⊕
c0,8, b

⊕
c1,8, b

⊕
c2,8, b

⊕
c3,8, b

⊕
c4,8, b

⊕
r1,8 and b

⊕
r2,8,

let us take the following addition as a referen
e:

U
′⊕
0 [0]⊕U ′⊕

1 [0]⊕U ′⊕
2 [0]⊕ U ′⊕

3 [0]⊕U ′⊕
4 [0]⊕U ′⊕

5 [0]⊕U ′⊕
6 [0]⊕U ′⊕

7 [0]⊕U ′⊕
8 [0]. (5.5)

In equation 5.5, the most GF reliable symbols from U0 to U8 are added giving the

GF value of bc0,8. The GF value of the other bubbles is straightforward to 
ompute,
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Figure 5.19: The swit
hing part ar
hite
ture.
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Figure 5.20: The multipli
ation part ar
hite
ture.

Figure 5.21: The bubbles of SN8.

merely repla
e U
′
⊕

i [0] by U
′
⊕

i [j] whenever the LLR of the bubble is equal to U
′+
i [j]

(i = 4...8 and j = 1, 2). The GF addition, the mapping of the LLR values and the

generation of the VSV information are being pro
essed in the bubbles generator blo
k

shown in Fig. 5.22.

The ar
hite
ture of the merged SNi (i = 1...8) blo
ks is shown in Fig. 5.22. It oper-

ates as follows: the �rst output is b0,9 = b


0,8, the se
ond output is b0,9 = b

r1,8 while

the 
omparators and multiplexers are to sele
t the remaining outputs among the rest

of bubbles as:

CiSN8 =

{

0 if b

+
r2,8 ≤ b

+
ci,8 i = 1, 2, 3, 4

1 Otherwise

bj+3,9 =











b


j+1,8 if CjSN8 = 0

j = 0, 1, 2
b

r2,8 .. else if C(j+1)SN8 = 0

b


j+2,8 Otherwise

.
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Figure 5.22: Ar
hite
ture of the merged SN1 to SN8.

The bubbles {b0,9 , . . . , b5,9} are fed to SN9. Fig. 5.23 re
alls the notations of the

bubbles of the SN9 ECN. In whi
h, b

+

i = b

+
i,9, b

⊕

i = b

⊕
i,9 ⊕ U ′⊕

9 [0], i = 0, . . . , 5 and

b

+
rj = U ′+

9 [j], b⊕
rj = b

⊕
0,9 ⊕ U ′⊕

9 [j], j = 1, 2, 3. The VSV ve
tor of these bubbles are

generated as explained in se
tion 5.1.2.

Seven output symbols {U
SN

[0], . . . , U
SN

[6]} are generated among nine bubbles {bc0,

bc1, bc2, bc3, bc4, bc5, br1, br2, br3}.

The ar
hite
ture of SN9 ECN is shown in Fig. 5.24. It operates similarly to the SN8

ECN, where the pro
essing is split up into two parts. Part 1 generates the bubbles

and dete
ts the signals {O0, . . . ,O4} that have the lowest LLR values among the bub-

bles {bc1,9, bc2,9, bc3,9, bc4,9, bc5,9, br2,9} using the same approa
h shown in Fig. 5.22.

Then, part 2 dete
ts the outputs {U
SN

[0], . . . , U
SN

[6]} that have lowest LLR values

among the symbols {O0,O1,O2,O3,O4, b
0,9, br1,9, br3,9} using the same approa
h of
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part 1. We note that, U
SN

[0] = b


0,9 and U
SN

[1] = b

r1,9.

Figure 5.23: The bubbles of SN9.

Figure 5.24: Ar
hite
ture of SN9.
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5.3.1.4 The shape and the ar
hite
ture of ECN1

The shape and the ar
hite
ture of ECN1 are shown in Fig. 5.25. The bubbles genera-

tor blo
k is to generate the required bubbles as explained in se
tion 5.1.2. The output

of minimum LLR value is U
ECN2

[0] = b0 and the output of se
ond minimum LLR

value is U
ECN2

[1] = b1. As for the rest of outputs, the ar
hite
ture is designed taking

into a

ount there are some presorted bubbles and hen
e the number of 
omparators

and MUXs are redu
ed. In more details, b

+
4 ≤ b

+
5 ≤ b

+
7 and b

+
8 ≥ b

+
5 ≥ b

+
7 , thus

these bubbles are grouped together as shown in Fig. 5.25. Similarly, b

+
2 ≤ b

+
3 and

b

+
2 ≤ b

+
6 , thus the bubbles {b2, b3, b6, b9} are grouped together as shown in Fig. 5.25.

Figure 5.25: The shape and the ar
hite
ture of ECN1.

5.3.1.5 ECN2, ECN3 and ECN4 ar
hite
tures

The ECN2, ECN3 and ECN4 are very simple to implement. It is a matter of bubbles

generation as shown in Fig. 5.26. The bubbles of ea
h blo
k are generated based

on the des
ription in se
tion 5.1.2. The ECN2 bubbles generator 
onsists of GF
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and LLR additions while ECN3 and ECN4 
onsists of GF and LLR addition and

GF permutation. The bubbles are dire
tly mapped to the outputs. The b

+
16 value

taken from the ECN2 bubbles generator blo
k is the o�set of the VNs blo
k that

pro
ess {V ′
0 , . . . , V

′
9} while the b

+
16 value taken from ECN3 bubbles generator and

ECN4 bubbles generator blo
ks are the two o�set values of the VNs that pro
ess V ′
10

and V ′
11 respe
tively.

Figure 5.26: bubbles generator of ECN2, ECN3 and ECN4.

It is important to highlight the fa
t that, in these ECNs, the o�set is prede�ned whi
h

permits to avoid the extra hardware that dete
ts the last valid symbol of the outputs

that is normally 
onsidered as o�set.

5.3.1.6 DeBl Ar
hite
ture

The DeBl ar
hite
ture is shown in Fig. 5.27, it 
onsists of two blo
ks operating in

parallel to perform the following:

1. De
orrelation + GF permutation: this blo
k is to de
orrelate every U⊕
ECN2

[j]
from U ′⊕

i [0] by making GF addition, then the generated GF value is inversely

permuted through its multipli
ation by h′−1
i . In other word, the GF extrinsi


messages are 
omputed as: V ′⊕
i [j] = (U⊕

ECN2

[j]
⊕

U ′⊕
i [0]).h′−1

i , i = 0, . . . , 9 and

j = 0, . . . , 19.

2. VSV 
he
king: this blo
k is to 
he
k if the GF symbol U⊕
ECN2

[j], j = 0, . . . , 19,
is 
omputed from the most reliable GF symbol U ′⊕

i [0], i = 4, . . . , 9. It operates
as:

V ′+
i [j] =

{

U+
ECN2

[j] If Uvsv

ECN2

[j][i] = 1

Sat Otherewise

(5.6)

This blo
k is removed for {U ′
0, U

′
1, U

′
2, U

′
3} sin
e only their most reliable GF

symbol is 
onsidered to 
ompute U
ECN2

[0], . . . , U
ECN2

[19].
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Figure 5.27: DeBl Ar
hite
ture.

5.3.1.7 VN ar
hite
ture

The proposed ar
hite
ture of the VN is shown in Fig. 5.28. Note that the range of

the index j is as follows: j = 19 for the V ′
i , i = 0, . . . , 9, and j = 15 for V ′

10 and V
′
11.

The LLR extrinsi
 update blo
k re
eives {|ysi,0|, . . . , |ysi,5|}, {V ′
i [0], . . . , V

′
i [j]} and

I ′⊕i [0] to update the extrinsi
 LLR value V ′+
i [k], k = 0, . . . , j. The eLLR blo
k ar
hi-

te
ture is shown in Fig. 5.29. Ea
h V ′⊕
i [k][l] is XORed with I ′⊕i [0][l], k = 0, . . . , j and

l = 0, . . . , 5, to 
he
k their equality. In 
ase that the two bits are di�erent, the MUX

sele
ts the LLR value |ysi,l|, otherwise, MUX sele
ts the value 0. Then, all the LLR

values are added to generate IV ′
i
[k]. After that, IV ′

i
[k] is added to V ′+

i [k] to update it.
The Intrinsi
 regeneration and o�set addition blo
k is to regenerate the nm = 4 intrin-
si
 
andidates {I ′i[0], . . . , I ′i[3]} based on the proposed ar
hite
ture shown in se
tion

4.1 for nm = 4. Then, the o�set O is added to {I ′+i [0], . . . , I ′+i [3]}. Regenerating the

intrinsi
 
andidates is less 
omplex than storing them in RAMs and then swit
hing

them by SM blo
k.

The Sorter and Redundant Suppression (RS) blo
k is to dete
t the four updated

messages {U ′
ni
[0], . . . , U ′

ni
[3]} having the lowest LLR values among the set of symbols

{V ′
i [0], . . . , V

′
i [j], I

′
i[0], . . . , I

′
i[3]} by the j+4-to-5 sorter, and then remove any redun-

dant symbol to obtain the set {U ′
ni
[0], . . . , U ′

ni
[3]}. The 24-to-5 sorter ar
hite
ture in


ase of j = 19 is shown in Fig. 5.30. The sub-sorter is a sorter whose some of its

inputs are already sorted. Fig. 5.31.a) shows the 4-to-4 sorter, Fig. 5.31.b) shows

the 8-to-5 sorter, Fig. 5.31.
) shows the sub 10-to-5 sorter where x0 ≤ · · · ≤ x4
and x5 ≤ · · · ≤ x9, Fig. 5.31.d) shows the sub 8-to-5 sorter where x0 ≤ · · · ≤ x3 and

x4 ≤ · · · ≤ x7 and �nally Fig. 5.31.e) shows the sub 10-to-5 sorter where x0 ≤ · · · ≤ x4
and x5 ≤ · · · ≤ x8. All the sorter blo
ks are designed based on the odd-even algo-

rithm [55℄. Fig. 5.32 shows the sorter ar
hite
ture in 
ase of j = 15.
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Figure 5.28: VN ar
hite
ture.

Finally, the RS blo
ks dete
ts the updated messages {U ′
ni
[0], . . . , U ′

ni
[3]} of lowest

LLR values that do not have any redundant GF symbols. The ar
hite
ture of the

redundant suppression blo
k is presented in Fig. 5.33. Ea
h V ′s⊕
i [l0] is 
ompared with

V ′s⊕
i [l1] (l0 = 1, . . . , 4, l1 = 0, . . . , l0−1), if V ′s⊕

i [l0] = V ′s⊕
i [l1] then Cl0 = 1, otherwise,

Cl0 = 1. The �rst output is U ′
ni
[0] = V ′

i [0] and the multiplexers sele
t the rest of

outputs based on the 
ontrol signals {C1, C2, C3, C4} as:
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Figure 5.29: eLLR ar
hite
ture.

U ′
ni
[1] =































V ′s
i [1] If C1 = 0

V ′s
i [2] Else If C2 = 0

V ′s
i [3] Else If C3 = 0

V ′s
i [4] Else If C4 = 0

(Sat, 0) Otherwise

(5.7)

U ′
ni
[2] =



















V ′s
i [2] If C1 = 0

V ′s
i [3] Else If C1 = 1 and C2 = 0

V ′s
i [4] Else If C1 = 1 and C2 = 1 and C3 = 0

(Sat, 0) Otherwise

(5.8)

U ′
ni
[3] =



















V ′s
i [3] If C1 = 0 and C2 = 0

V ′s
i [4] Else If ((C1 = 1 and C2 = 0) or (C1 = 0 and C2 = 1))

Else If and (C3 = 0 and C4 = 0)

(Sat, 0) Otherwise

(5.9)

5.3.1.8 NR ar
hite
ture

The NR ar
hite
ture is shown in Fig. 5.34. First, all the LLR values U ′+
i [j], i =

0, . . . , 11 and j = 1, 2, 3, are normalized as: U ′+
i [j] = U ′+

i [j] − U ′+
i [0] (see the Nor-

malization blo
k in Fig. 5.34). Then, U ′+
i [0] is repla
ed by the LLR value 0. After
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Figure 5.30: 24-to-5 ar
hite
ture.

that, the ve
tors {U ′
0, . . . , U

′
11} are reordered as: Ui = Uψ−1[11−i], i = 0, . . . , 11 (see

the Reordering blo
k in Fig. 5.34).

5.3.1.9 Timing diagram of the CN-VN unit

Fig. 5.35 shows the timing diagram of the CN-VN unit, where two 
onse
utive CNs,

CN1 (white 
olor) and CN2 (gray 
olor), are shown to show the pipelining approa
h.

One set of inputs {U,Π, |y |,h,h−1} per CC is entering the CN-VN unit for ea
h CNi,

i = 0, . . . , 23. The presorting indexes Ψ = {ψ[0], . . . , ψ[11]} are generated after 3 CCs
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Figure 5.31: Sorters and sub-sorters ar
hite
tures.
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Figure 5.32: 20-to-5 ar
hite
ture.

laten
y. Then, the permuted data U.′ = {U ′
0, . . . , U

′
11}, Π′ = {{π′

0}, . . . , {π′
11}},

|y.′| = {|y′0|, . . . , |y′11|}, h.′ = {h′0, . . . , h′11}, h.′−1 = {h′−1
0 , . . . , h′−1

11 } and Π′−1 =
{{π′−1

0 }, . . . , {π′−1
11 }} are generated after 1 CC laten
y. After that, the two ve
tors

U
SN

and U
ECN1

are generated after 2 CCs laten
y. Next, The three ve
tors U
ECN2

,

U
ECN3

and U
ECN3

are generated along with V

′ = {V ′
0 , . . . , V

′
11} after 1 CC. Then, the

unordered updated messages U

′
n

= {U ′
0, . . . , U

′
11} are generated after 8 CCs. Finally,

the updated messages U

′
n

= {U ′
0, . . . , U

′
11} are generated after 1 CC. Thus, the total

laten
y of the CN-VN unit is equal to 16 CCs and it is for one time so the CN-VN

unit starts generating the updated messages of every CNi, i = 0, . . . , 23, 
onse
utively
ea
h 1 CC.

The CN-VN unit is pipelined in an optimized way so that the de
oder runs at highest

possible frequen
y.

5.3.2 DMU ar
hite
ture

Fig. 5.36 shows the DMU ar
hite
ture, where i = 0, . . . , 11 while j = 19 in 
ase of

the DMUs that pro
ess {V ′
0 , . . . , V

′
9} and j = 15 in 
ase of the DMUs that pro
ess

Conception du décodeur NB-LDPC à débit ultra-élevé par Hassan Harb 2018



124 Proposed parallel and pipelined de
oder

Figure 5.33: Ar
hite
ture of the redundant suppression blo
k.

Figure 5.34: NR ar
hite
ture.
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Figure 5.35: Timing diagram of the CN-VN unit.

{V ′
10, V

′
11}. Therefore, the DMU unit 
onsists of three blo
ks operating 
onse
utively

as:

Control generator: generates the 
ontrol signals Ck,0 and Ck,1 are generated, k =
0, . . . , j. In whi
h, Ck,l = 1 if V ′⊕

i [k] = U ′⊕
i [l], Ck,l = 0, otherwise, l = 0, 1.

Extrinsi
 LLR update: ea
h V ′+
i [k], k = 0, . . . , j, is updated as:

V ′+
i [k] =











V ′+
i [k] + U ′+

i [0] If Ck,0 = 1

V ′+
i [k] + U ′+

i [1] Else if Ck,1 = 1

V ′+
i [k] + U ′+

i [2] Otherwise

(5.10)

in addition, one updated message U ′
i [0] is 
onsidered in making the de
ision where its

LLR value is updated as: U ′+
i [0] = U ′+

i [0] +O.

Finally, the de
ision GF

′
i is taken by dete
ting the GF symbol of lowest LLR value

among {V ′
i [0], . . . , V

′
i [j], U

′
i [0]} using MIN dete
tor blo
k 
onsisting of a tree of 
om-
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parators.

Figure 5.36: DMU Ar
hite
ture.

After generating the de
ided GF symbols {GF

′
0, . . . , GF

′
11}, their reordering to their

original order is performed by the DMUR blo
k as shown in Fig. 5.37. The set {GF

′
0,

. . . , GF′
11} is reordered as: GF

′
i = GF

′
π−1[11−i], i = 0, . . . , 11.

Fig. 5.38 shows the timing diagram of the DMU and DMUR units. After 2 CCs

laten
y from re
eiving V.′ = {V ′
0 , . . . , V

′
11} and U.′ = {V ′

0 , . . . , V
′
11}, the list of de
ided

GF symbols GF = {GF0, . . . ,GF11} is obtained. Thus, ea
h 
lo
k 
y
le, one set

of V.′,U.′ is re
eived for every CN0, . . . ,CN11 
onse
utively to make the de
isions

and hen
e 14 CCs is the required exe
ution time to have the GF de
isions on all the

N = 144 VNs.
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Figure 5.37: DMUR ar
hite
ture.

Figure 5.38: Timing diagram of the DMU unit.

5.3.3 PTB

Fig. 5.39 shows the ar
hite
ture of the PTB unit. PTB is to 
he
k if theM equations

of the PCM are satis�ed as:

11
⊕

i=0

(hi.GFi) = 0. (5.11)

Re
alling Fig. 5.38, the de
isions on the VNs that are asso
iated to L1 are being made

for ea
h CNi, i = 0, . . . , 11, 
onse
utively. Thus, PTB unit-1 shown in Fig. 5.39 starts

pro
essing L1 right after that the de
isions on the VNs of CN1 are made. Therefore,

PTB unit-1 operates as:

Phase 1: The outputs of DMU are sele
ted �rst by a set of MUXs 
ontrolled by C
GF

,

i.e, {GFM0 , . . . ,GFM11} = {GF0, . . . ,GF11}. This phase is an idle phase for

PTB unit-2.

Phase 2: On
e the set of CNs {CN0, . . . ,CN11} is pro
essed, the set of MUXs sele
ts

the set {GF0
0, . . . ,GF

0
11} to be pro
essed. The set {GF0

0, . . . ,GF
0
11} that


omes from the SCRB blo
k shown in Fig. 5.12 is related to the set of CNs

{CN12, . . . ,CN17} where one CNj , j = 12, . . . , 17, is 
onsidered ea
h CC.

The non-zero elements {h0, . . . , h11} are being read from the ROM shown in Fig. 5.15,

so they are delayed to be used in PTB unit-1. Ea
h GF

M
i is multiplied by hi using a

set of 12 GF multipli
ations. Then, the results are added by a tree of 11 GF adders.

Note here that the addtition symbol denotes a GF adder, i.e., a simple XOR gate.

The result GF

a
belongs to GF(64), i.e, it 
onsists of 6 bits. If GF

a = 0, then the

parity 
he
k is satis�ed. The result of the test is stored in its appropriate register

where ea
h register is related to one CN. In more details, when 
he
king the validity
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Figure 5.39: SD ar
hite
ture.

of CNi, i = 0, . . . , 17, the MUX that is 
ontrolled by Ce

i sele
ts the result of the OR

gate that is asso
iated to CNi to be saved in Ri.

PTB unit-2 operates in parallel with PTB unit-1 where only the set {GF1
0, . . . ,GF

1
11}

is 
onsidered. The set {GF1
0, . . . ,GF

1
11} that 
omes from the SCRB blo
k is related

to the set of CNs {CN18, . . . ,CN23} where one CNj , j = 18, . . . , 23, is 
onsidered ea
h

CC. The required non-zero elements {h0, . . . , h11} are read from the ROM blo
k dur-

ing the pro
essing of PTB unit-2. Thus, the ROM shown in Fig. 5.15 is a dual-port

ROM. The fun
tionality of PTB unit-2 is the same as PTB unit-1 where the bit that

indi
ates the validity of CNj is saved in Rj, j = 18, . . . , 23.
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After that all the registers R0, . . . ,R11 are �lled, their results are NORed to 
he
k

if the M = 24 equations are satis�ed. Thus, the stop signal s

top

takes the value 1

when all the 24 registers are �lled with zero, i.e, all the 24 equations are satis�ed,

otherwise, s

top

takes the value 0. Note that this 
ir
uit 
ould be simpli�ed by using

only a 2-input OR gate that re
eives: 1) the output of the 6-input OR gate and 2)

a feedba
k from a register pla
ed at its output. This will be one of the optimization

that 
ould be done in the next version of the de
oder.

Fig. 5.40 and Fig. 5.41 show the timing diagram of the PTB unit during phase

1 and phase 2 respe
tively. In phase 1, the outputs of the DMU blo
k GF =
{GF0, . . . ,GF11} are dire
tly 
onsidered along with their appropriate non-zero ele-

ments h = {h0, . . . , h11}. During this phase, the 12 equations asso
iated to CN0, . . . ,
CN11 are 
he
ked and the results are saved in R0, . . . ,R11. Then, after that all the

N = 144 GF de
isions are made, the equations asso
iated to CN12, . . . ,CN23 are


he
ked during phase 2. In this phase, PTB unit-1 and PTB unit-2 operate in parallel

to 
he
k the equations asso
iated to CN12, . . . ,CN17 and CN18, . . . ,CN23 respe
tively.

After 18 CCs when the 12 registers are �lled, the result stop is generated by the NOR

gate.

Figure 5.40: Timing diagram of PTB phase 1.

5.4 Timing diagram of the global de
oding pro
ess

The de
oder is designed to be able to overlap the pro
essing of two 
onse
utive frames,

whi
h permits to in
rease the degree of parallelism and thus the global throughput

rate. Fig. 5.42 shows the timing diagram when two frames are being pro
essed. The

de
oder starts pro
essing an iteration of frame 2 immediately after pro
essing an it-

eration of frame 1 where M = 24 CCs is the laten
y of one iteration. For instan
e,

let us 
onsider that two iterations are required to de
ode frame 1 while 3 iterations

are required to de
ode frame 2. The de
oder starts pro
essing the �rst iteration of

frame 1, then the de
oder starts pro
essing the �rst iteration of frame 2, after that

the de
oder starts pro
essing the se
ond iteration of frame 1 where the PTB blo
k

will indi
ate that the 24 equations are satis�ed so stop pro
essing frame 1. Thus, the

observed symbols of frame 3 start entering the de
oder in parallel with the pro
essing
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Figure 5.41: Timing diagram of PTB phase 2.

the se
ond iteration of frame 2 as shown in Fig. 5.43.

Figure 5.42: Timing diagram of the de
oder in 
ase of pro
essing two frames simul-

taneously.

As we mentioned in se
tion 5.2.2, the required data of the VNs that are 
onne
ted to

CN0 will be ready after 19 CCs. As Fig. 5.43 shows, the stopping de
ision of frame 1

is made after 9 + 1 + 18 = 28 CCs, i.e, the CN-VN unit still have 19 CCs to pro
ess

frame 2 and hen
e CN-VN unit 
an start pro
essing the �rst iteration of frame 3 right

after frame 2. For that, 8 observed symbols are re
eived in parallel to be able to start

pro
essing next frame just after the 
urrent one. This parallelism in the simultaneous
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pro
essing of two 
onse
utive frames requires the dupli
ation of the intrinsi
 RAMs

and extrinsi
 RAMs to store the data of two frames.

Figure 5.43: Timing diagram of the de
oder in 
ase of interleaving frames.

To summarize, looking at the global exe
ution of the de
oder, the laten
y of preparing

the data (shown in Fig. 5.16) as well as the 16 CCs laten
y of the CN are not 
ounted

when evaluating the exe
ution time of the de
oder that has a dire
t impa
t on the

throughput rate. We also note that without the dupli
ation of the RAMs, that allowed

the parallel pro
essing of two 
onse
utive frames, the 16 CCs laten
y of the CN have

to be 
ounted as part of the exe
ution time at ea
h iteration. This is due to the fa
t

that CN23 and CN0 share the same variable VN12, whi
h prevent the start of the

se
ond iteration till the L2 pro
essing has been �nished. Thus, M = 24 CCs is the

laten
y of one iteration.

5.5 Implementation results

Table 5.1 shows the synthesis results of this work where it is 
alled Fully Parallel

Hybrid De
oder (FPHD) 
ompared to three state-of-the-art de
oder ar
hite
tures
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[29, 58, 59℄. We 
hose to 
ompare with these three works sin
e they provide high

throughput and adopt the parallel approa
h in their ar
hite
tures. Refer to se
tion 2.6

to re
all the overview of these works. Note that our dis
ussion of the implementations

results and namely the throughput e�
ien
y 
al
ulation, we refer to Fig. 5.10 that

shows the average number of iterations needed for our de
oder and that varies with

E

b

/N0.

Table 5.1: COMPARISON OF STATE-OF-THE-ART NB-LDPC DECODERS

(ASICs).

[29℄ [58℄ [59℄ FPHD

Te
hnology 40 nm 90 nm 65 nm 28 nm

Design Synthesis Synthesis Sili
on Synthesis

N (symbols) 3888 837 160 144

CR 8/9 13/15 1/2 5/6

GF 4 32 64 64

De
oding Algorithm T-EMS IL-MwBRB EMS EMS

De
oding s
hedule Layered - Flooding Flooding

Gate Count (NANDs) 4M 4.54M 2.78M 0.79M

Frequen
y (MHz) 1000 207.04 700 650

Iterations 10 10 10-30 1-30

Throughput (Mb/s) 3600 21661.56 1221 1060-19500

Throughput E�
ien
y

900 4771.27 439.2 1341-24683

(Mbps/M-gate)

Thus, 
omparing FPHD with:

[29℄: FPHD 
onsumes 0.79 M NAND gates while [29℄ 
onsumes 4 M. On the other

hand, FPHD runs at 650 MHz while [29℄ runs at 1000 MHz. The number of

iterations in [29℄ is �xed to 10 while it varies between 1 and 30 in FPHD. In

terms of throughput, FPHD outperforms [29℄ starting from E

b

/N0 = 3.7 db

where FER ≈ 10−2
. However, the area e�
ien
y of FPHD is better for all

E

b

/N0 > 3 db.

[58℄: Our proposed de
oder allows a saving of NAND gates of a fa
tor equal to 5.74. In

addition, a fa
tor gain equal to 3 is obtained in terms of frequen
y. On the other

hand, [58℄ outperforms FPHD in terms of throughput for all 
ases of E

b

/N0.

However, in terms of throughput e�
ien
y, FPHD starts outperforming [58℄

from E

b

/N0 = 3.7 db where FER ≈ 10−2
in whi
h the throughput is equal to
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about 4 Gbits/s. Hen
e, the area e�
ien
y is equal to 5063. Again, the number

of iteration in [58℄ is �xed to 10.

[59℄: There are 1.99M NAND gates less in FPHD than [59℄. While there is 50 MHz

di�eren
e in terms of frequen
y in favor of [59℄. However, FPHD de
oder pro-

vides better throughput for all 
ases of E

b

/N0 > 3 db and hen
e better hardware
e�
ien
y in a fa
tor ranging from 4.6 up to 56. The average number of iterations

in [59℄ varies from 10 to 30 while in FPHD it varies from 1 to 30.

Table 5.2 shows the synthesis results on Virtex 6 FPGA target. OS is the number of

o

upied sli
es, LUTs is the number of sli
e look up tables and SR is the number of

sli
e registers. FPHD 
onsumes 27.3$ of LUTs and run at F = 128 MHz.

Table 5.2: Synthesis results on Virtex 6 x
6vlx240t-2�1156 FPGA devi
e.

OS LUTs SR F (MHz)

22827 65821 25704 128

5.6 Hardware emulation

In order to verify the software simulation results des
ribed in se
tion 5.1, we have

designed an emulation 
hain based on a FPGA 
ore Kintex 7. A 
omplete digital


hain has been implemented. Some parts were designed using the High Level Synthe-

sis (HLS) tool VIVADO using the System C toolkit and the other parts were 
oded

in VHDL. VIVADO Tool permits to translate the System-C based blo
ks into VHDL

des
ription 
ode that will be synthesized on FPGA devi
e.

Figure 5.44: Overall hardware emulation ar
hite
ture.
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Fig. 5.44 shows the overall ar
hite
ture of the hardware emulation design. The blo
ks

in white 
olor are des
ribed using systemC language while the blo
ks that are 
olor

are des
ribed using VHDL language. The LLR Generator blo
k, the CN-VN blo
k

and the DMU blo
k were des
ribed in details in this 
hapter. Thus, the remaining of

blo
ks are:

1. Symbol generator: Fig. 5.45 shows the ar
hite
ture of the symbol generator

blo
k. The enable signal indi
ates when to begin the emulation and the E

b

/N0

is the energy per bit to noise ratio of the emulation. The rand
 blo
k generates

six random values, then from them, six AWGN noise samples are generated.

Then, the noise samples are added with the 6 BSPK bits, i.e, {−1.0, 1.0}, where
six bits are read from the En
oded Modulated Bits ROM (EMB-ROM) blo
k

that stores a 
odeword generated using a LDPC en
oder and a BPSK modulator.

The 
ontent of this EMB-ROM is re
orded during the Monte Carlo simulations


ondu
ted using the C-based simulator of the 
hain being run on a PC. Thus,

a 
odewords that has been de
oded using the C-simulator will be emulated in

hardware. The stored 
odeword is an array of size N = 6 × 144 = 864 bits.

After that, the six noisy bits are quanti�ed by the Q blo
k on 5 bits. Finally,

the Input Wrapper (IW) blo
k 
olle
ts the six quanti�ed noisy bits and send

them as Output Symbol (OS). The LLR generator re
eives OS to generate the

nm = 4 intrinsi
 
andidates.

Figure 5.45: Symbol generator ar
hite
ture.

2. The Intrinsi
 Storage (IS) blo
k: in this blo
k, the required intrinsi
 information

are stored. See se
tion 5.2, intrinsi
 RAMs paragraph.
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3. The Extrinsi
 Storage (ES) blo
k: in this blo
k, the nm × N = 4 × 144 = 576
updated messages are stored. At the beginning, this blo
k is initialized by the

intrinsi
 messages.

4. The DMU Storage (DMUS) blo
k: this blo
k is to store the de
isions made on

the 144 VNs.

5. The PTB blo
k: this blo
k is to 
he
k if the 24 equations are satis�ed. The

reason that it is systemC 
oded is to make it generi
 for any size NB-LDPC


odes.

6. The Output Wrapper (OW) blo
k: this blo
k reads the output from the DMUS

blo
k when all the equations are satis�ed or after 30 iterations of pro
essing.

7. The Throughput Error Computation (TEC) blo
k: in this unit the throughput

of the hardware emulation Mbps, the number of erroneous bits E

bits

and the

number of erroneous frames E

frames

are generated. The 
onsidered 
odeword is

stored in this blo
k to be used in 
omputing E

bits

and E

frames

.

The IS, ES and PTB blo
ks are generi
 
oded so they 
an be re
on�gured for any

NB-LDPC 
odes of dc = 12. Fig. 5.46 and Fig. 5.47 show the simulation and the

emulation results of the proposed de
oder in 
ase of nit = 30 for FER and BER

versus E

b

/N0 respe
tively. We 
an see that there is no performan
e loss between the

simulation and the emulation results in both FER and BER 
urves.

The last version of the hardware emulation ar
hite
ture a
hieved a throughput Mbps

= 500 Mbits/s running at F = 100 MHz in Virtex 7 FPGA target. Improvements are

done on IS and ES where their laten
y is highly redu
ed and hen
e better throughput

is expe
ted.

5.7 Con
lusion

This 
hapter was dedi
ated to the proposed fully parallel and pipelined NB-LDPC

de
oder for dc = 12. The 
ode stru
ture was shown �rst where the parameters of the


onsidered NB-LDPC 
ode are introdu
ed, N = 144, M = 24, q = 64 and CR = 5/6.
Then, the de
oding algorithm was des
ribed in details, the number of 
onsidered bub-

bles in ea
h ECN was given along with its shape. We showed that there was 0.08 db

performan
e loss when 
omparing the proposed de
oder nit = 30 with the FB-CN lay-

ered s
hedule with nit = 8. However, we showed that there was 0.05 db performan
e

gain when 
omparing with the FB-CN �ooding s
hedule with nit = 8.

Then, the overall ar
hite
ture of the proposed de
oder was shown. The 
ore of the

de
oder is the CN-VN blo
k where the CN and VN pro
essing are being performed.

The CN-VN blo
k was surrounded by the RAM banks, the DMU blo
k and the PTB

blo
k. Then, we showed the stru
ture of the intrinsi
 and extrinsi
 RAMs and the

ROM blo
k. We presented the timing diagram of the de
oder during both laun
h and
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Figure 5.46: Simulation and emulation results of NB-LDPC de
oding algorithms for

(864, 720) 
ode over GF(64) and dc = 12 under AWGN 
hannel (FER versus E

b

/N0).

3 3.5 4 4.5

E
b
/N

0
 (dB)

10-7

10-6

10-5

10-4

10-3

10-2

10-1

B
E

R

Proposed, Simulation, n
it
=30

Proposed, Emulation, n
it
=30

Figure 5.47: Simulation and emulation results of NB-LDPC de
oding algorithms for

(864, 720) 
ode over GF(64) and dc = 12 under AWGN 
hannel(BER versus E

b

/N0).
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updating phases.

Next, we presented the ar
hite
ture of ea
h 
omponent of the de
oder. We started

with the CN-VN blo
k where the HB(10,0,2) was 
onsidered for the CN pro
essing.

Then, we showed the ar
hite
ture of the DMU blo
k where the de
isions on the 144

VNs are made based on L1 in PCM. Finally, the ar
hite
ture of the PTB blo
k was

presented where the satisfa
tion of the 24 equations are 
he
ked.

After that, the timing diagram of the global de
oding pro
ess was shown. We showed

that the pro
essing of the frames was interleaved so that the de
oder pro
esses two

frames simultaneously. Interleaving the pro
essing of the frames allows to avoid the

19 CCs laten
y of the laun
h phase and the 16 CCs laten
y of the CN-VN blo
k.

The synthesis results showed that the proposed de
oder provides important through-

put and hardware e�
ien
y. We showed that the throughput and the hardware ef-

�
ien
y are related to the average number of iterations and hen
e to E

b

/N0. Thus,

starting from E

b

/N0 = 3.7 db where FER = 10−2
, the throughput e�
ien
y of the

proposed de
oder outperforms its 
ounterpart de
oder ar
hite
tures for di�erent N ,

CR and GF values

Finally, the high level of the hardware emulation design was shown. We presented the

AWGN 
hannel along with the quantization operation whi
h systemC 
oded to have

a model that 
an be implemented in hardware. The design was tested on Kintex 7

FPGA devi
e. We showed that the simulation results are too 
lose to the emulation

results. The throughput of the hardware emulation rea
hed 500 Mbits/s.
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Chapter 6

Con
lusion and perspe
tives

6.1 Con
lusion

This thesis has addressed the hardware design of a high throughput rate NB-LDPC

de
oder. Knowing that the optimization during the phase of hardware design is not

su�
iently e�
ient, we have 
arefully reviewed the algorithmi
 optimization of the

most important existing de
oding algorithms.

After a 
areful investigation of the state-of-the-art NB-LDPC de
oders, we have 
on-

sidered the EMS-based de
oder for two reasons: 1) it is one of the most important

sub-optimal de
oders; 2) there is still room for algorithmi
 optimization. The fo
us

was on the redu
tion of the messages being pro
essed by the de
oder, hen
e enabling

the redu
tion of the hardware 
omplexity and thus guaranteeing the freedom for higher

degree of parallelism while designing.

In this 
ontext, we reviewed two main approa
hes for designing a CN: FB-CN and

SB-CN, where FB-CN operates serially using a network of S-bubbles while SB-CN is

based on parallel pro
essing of messages. Both approa
hes have been re-implemented

using the te
hnique 
alled "pre-sorting" applied to the messages entering the CN.

Based on the LLR values, this pre-sorting te
hnique permits to 
lassify the entering

symbols into two 
ategories: 1) high reliability 
andidates and 2) low reliability 
andi-

dates. The high reliability 
andidates 
arry out an inherent high entropy whi
h helps

the elimination of a large amount of their 
ompetitor 
andidates. However, the low

reliability 
andidates, due to the low entropy they are 
arrying, they 
ompete between

them and this high 
ompetition requires a high 
omputational 
omplexity to identify

the most reliable 
andidate. We showed that the pre-sorting te
hnique allows a high


omplexity redu
tion of the FB-CN up to 54.

We then formulated our design strategy as: better algorithmi
 optimization, less 
om-

putation, lower hardware 
omplexity and more opportunities for parallelism. From

this perspe
tive we have proposed new CN ar
hite
ture 
alled EF-CN inspired by the

SB-CN approa
h but with redu
ed 
omplexity, in
reasing linearly (not exponentially

as in SB-CN) with dc. In order to allow further 
omplexity redu
tion, we have 
om-

139
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bined the EF-CN and FB-CN where some ECNs have been implemented allowing

the redu
tion of the number of bubbles being pro
essed and the exe
ution time as

well. A hybrid CN (HB) was then proposed and implemented e�
iently with di�erent


on�gurations using the pre-sorting te
hnique. The simulation results showed that

the HB(6,4,2) gives similar performan
e as 
ompared to FB-CN when designed over

GF(64), while over GF(256) HB(5,5,2) is preferred to obtain same performan
e. The

synthesis results 
on�rmed the lower 
omplexity of the EF-CN and HB-CN as 
om-

pared to the FB-CN. The sele
tion between the di�erent HB 
on�gurations depends

on the desired performan
e, throughput rate and area e�
ien
y.

In order to avoid useless CN pro
essing, we have introdu
ed the "CN skip pro
essing"

approa
h that permits to skip the CN intended to be pro
essed if the parity test of

the symbols entering the CN is satis�ed.

In addition to the CN optimization, we have proposed a new model of the VN. In this

model, the redundan
y elimination pro
ess is merged with the sorter, whi
h implied

some hardware redu
tions. The proposed VN has been implemented and the ASIC

synthesis results showed that it 
onsumes less area and operates at higher frequen
y


ompared to the VN proposed in [7℄.

Being of high importan
e and of high impa
t on the throughput of the de
oder, the

LLR generator and sorter have been 
arefully re-designed. We have proposed a new

parallel pipelined ar
hite
ture of LLR generator able to generate the nm potential


andidates in only 3 
lo
k 
y
les o�ering a gain fa
tors up to 4 in terms of hardware

e�
ien
y, and up to 15 in terms of throughput rate. Note that the laten
y depends

on the number of pipeline layers. The spe
i�
 
ase for nm=4 has been implemented

in the proposed de
oder prototype. We have also proposed a new parallel sorting

algorithm to extra
t the two extrema values among Ns. Compared to the existing

ar
hite
tures, the proposed ar
hite
ture requires the lowest area and o�ers the highest

frequen
y, where an area e�
ien
y ranging from 1.17 up to 2 is obtained. We have

also 
onsidered the generalization of the proposed algorithm to extra
t more than 2

extrema values.

Finally the global ar
hite
ture of the NB-LDPC de
oder was introdu
ed. We have


onsidered a Quasi-
y
li
 (120,144) NB-LDPC 
ode, dv=2 and dc=6, 
ode rate=5/6.
The de
oding algorithm has been des
ribed along with all the detailed spe
i�
ations

of the CN and VN parameters, and simulated using the �ooding s
hedule. The aver-

age number of iterations at di�erent SNRs has been 
al
ulated. The layered-s
hedule

was not adopted sin
e it would introdu
e idle time in the de
oding pro
ess imposed

by the VN and CN dependen
y. Compared to the FB-CN-based de
oder with nit=8
layered s
hedule (resp. �ooding s
hedule), the proposed de
oder, with �ooding s
hed-

ule and nit=30, introdu
es a performan
e loss of 0.08 dB (resp. a gain of 0.05 dB).

The proposed ar
hite
ture has been synthesized on 18 nm ASIC te
hnology and 
om-

pared to three state-of-the-art de
oder ar
hite
tures [29,58,59℄. In terms of area, i.e.

NAND Gates 
onsumption, the proposed de
oder o�ers redu
tion fa
tors of 5, 5.7
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and 3.5 when 
ompared to [29, 58, 59℄ respe
tively. In terms of throughput e�
ien
y,

the proposed de
oder starts to outperform [29℄ at Eb/N0=3 dB, [58℄ at 3.7dB and

[59℄ at 3dB. This work has been ended by the design of an emulation 
hain using the

high level synthesis tool VIVADO, where the AWGN 
hannel has been modeled us-

ing sytemC. The obtained emulations results mat
hed the software simulation results.

6.2 Perspe
tives

The work presented in this report does not totally 
lose the topi
 of e�
ient NB-LDPC

de
oding implementation. There are still several development tasks to be 
onsidered:

� We believe that the optimization e�ort of the Hybrid ar
hite
ture is not fully


ompleted yet. There is still some freedom to optimize the ar
hite
ture. In this

dire
tion, we would parti
ularly fo
us our e�ort on the Variable Node ar
hite
-

ture.

� Optimization of parallel Hybrid ar
hite
ture for all value of dc and GF(q).

� Automati
 generation of the hardware ar
hite
ture from a given NB-LDPC ma-

trix.

� Develop a generi
 hardware ar
hite
ture able to pro
ess a large variety of NB-

LDPC 
odes in terms of 
ode rate, GF order, size, . . . , et
.

α2
0 12 63 13 37 48 0

α1
1 2 12 0 0 0 12

α0
19 54 36 47 1 53 25

0 46 0 0 1 3 64 3

Table 6.1: Example of messages used for T-EMS

α2
0 12 63 13 37 48 0

α1
1 2 12 0 0 0 12

α0
19 54 36 47 1 53 25

0 46 0 0 1 3 64 3

Table 6.2: Example of messages used for EMS

Moreover, there are two 
ompeting algorithms to de
ode at high speed NB-LDPC

so far: the Hybrid ar
hite
ture and the T-MM ar
hite
ture [51℄. If both algorithms

target a simpli�ed 
he
k node algorithm, they are almost orthogonal in the way of

pro
essing the in
oming messages. For example, in the example of Table 6.1, the gray
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ells show the in
oming information used by the Trellis EMS algorithm while Table

6.2 shows the in
oming information used by the EMS algorithm for nm = 2. In the

T-EMS there are two values used per row, while in the EMS there are two (nm in the

general 
ase) values used per 
olumn. A �rst dire
tion of investigation would be hav-

ing an a

urate 
omparison between those two ar
hite
tures in terms of 
omplexity,

�exibility, de
oding performan
e, . . . , et
. Later, an investigation dire
tion would be

to merge those two approa
hes to propose new and hopefully more e�
ient algorithms.

Finally, all the work presented in this thesis has been applied for NB-LDPC only. An

interesting resear
h dire
tion would be to see if the a
quired knowledge 
an also be

applied for other type of Non-Binary 
ode like the Non-Binary Turbo-
ode [94℄.
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Appendix A

A.1 Introdu
tion of the Galois �eld

text.

Modern algebra is 
hara
terized by a high level of abstra
tion. Indeed, 
lassi
al alge-

bra studies N, Z, R and C sets, built with arithmeti
 operations su
h as addition and

multipli
ation. As for modern algebra, the notion of operation (or rule of 
omposi-

tion) takes on a more 
omplex dimension and it is de�ned as an appli
ation whi
h, in

generalized sets, asso
iates two or more symbols with another symbol. Coding theory

has taken advantage of this abstra
tion to extend the de�nition of error-
orre
ting


odes to set new 
lassi
al sets than the mentioned above. In this thesis manus
ript,

we are parti
ularly interested in the 
ase of non-binary LDPC 
odes de�ned on the

Galois Fields (GF). In order to give a 
omplete de�nition of the Galois �elds, we begin

by des
ribing the basi
 algebrai
 stru
tures with rules of internal 
omposition. The


ontent of this se
tion is mainly extra
ted from [8℄, [9℄, [10℄ and [11℄.

A.1.1 Algebrai
 stru
tures

text.

Let us 
onsider two sets E and K.

De�nition 1.1. A law of internal 
omposition on E is an applied operation on a


ouple (x, y) ∈ E × E that gives an element z ∈ E.

De�nition 1.2. A law of external 
omposition on E is an applied operation on a


ouple (x, y) ∈ K ×E that gives an element z ∈ E.

A law of 
omposition is generally noted �∗�. We parti
ularly distinguish the additive

law noted �+� and the multipli
ative law noted �.�. We 
all 
ompound of an element

x by an element y, the unique element x ∗ y asso
iated to the law �∗� of the 
ouple

(x, y).

143
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De�nition 1.3. A basi
 algebrai
 stru
ture is a set provided with one or more laws

of internal 
omposition.

De�nition 1.4. An algebrai
 stru
ture S is �nite if it 
ontains a �nite number of

elements. The number of elements of S is then denoted |S| and it is 
alled the order

of the algebrai
 stru
ture.

A.1.2 The groups

text.

De�nition 1.5. A group is a set G with a law of internal 
omposition �∗� as :

⊲ �∗� is asso
iative : ∀a, b, c ∈ G, (a ∗ b) ∗ c = a ∗ (b ∗ c).
⊲ �∗� has a neutral element e ∈ G : ∀a ∈ G, a ∗ e = e ∗ a.
⊲ ∀a ∈ G there is a symmetri
 element b ∈ G : a ∗ b = b ∗ a = e.
Group G be
omes abelian (in honor of Niels Abel) if �∗� is also 
ommutative: ∀a, b ∈
G, a ∗ b = b ∗ a.

The neutral element e is unique. In addition, ∀a ∈ G, its symmetri
al b is unique. The
asso
iativity of the law of 
omposition guarantees that the expression a1 ∗ a2 ∗ · · · ∗ an
represents a unique element of G regardless the position of the parentheses.

The group G will be 
alled additive in 
ase of using the additive notation of the law

of 
omposition.The symmetri
 element of a (or the opposite of a) is then noted −a
and the neutral element is denoted 0. In 
ase the multipli
ative notation is used, the

group will be 
alled multipli
ative, the symmetri
al element of a (or the inverse of a)
is denoted a−1

and the neutral element is denoted 1.

We use the following de�nitions to indi
ate the n-times 
ompound of an x element

with itself :

⊲ Notation of additive : nx = x+ x+ · · ·+ x, n times.

⊲ Notation of Multipli
ative : xn = x.x. ... x, n times.

Table TA.1 gives some 
onventional rules for the two multipli
ative and additive no-

tations.

Subtra
tion and division operations are de�ned as a fun
tion of the symmetri
 ele-

ment :

⊲ Subtra
tion : a− b = a+ (−b) .
⊲ division :

a

b
= a.b−1

.
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Table TA.1: Conventional rules of both multipli
ative and additive notations

Notation of Multipli
ative Notation of additive

a0 = 1 0a = 0
a−n = (a−1)

n
(−n)a = n(−a)

an+m = an.am (n+m) .a = n.a +m.a
anm = (an)m (nm) a = n (ma)

A.1.3 The rings

text.

De�nition 1.6. A ring (A,+,.) Is a set with two laws of internal 
omposition �+�

and �.� su
h that :

⊲ A with �+� is an abelian group.

⊲ �.� is asso
iative : ∀a, b, c ∈ A, (a.b) .c = a. (b.c).
⊲ �.� is distributive to �+� : ∀a, b, c ∈ A, (a+ b) .c = a.c+b.c and c. (a + b) = c.a+c.b.
⊲ �.� has an neutral element.

⊲ A is 
ommutative if �.� is 
ommutative : ∀a, b ∈ A : a.b = b.a.

The neutral element of �+� is noted 0 and so for �.� is noted 1. We use �+� and

�.� to indi
ate that the two laws of internal 
omposition of a ring satisfy some of the

properties of addition and multipli
ation of the relative integer numbers. However,

we must always keep in mind the de�nition of a 
omposition law given in subse
tion

1.1.1.

A.1.4 Congruen
e and modular arithmeti
 in Z

text.

De�nition 1.7. Let a and b two integers, and n is stri
tly positive integer.

⊲ We say that a is 
ongruent to b modulo n if n divides a − b. We use the nota-

tion a ≡ b (mod n).

⊲ a ≡ b (mod n) means in an equivalent way that b is the rest of Eu
lidean divi-

sion of a by n. We use the notation p = a mod n.

We then get the following equivalen
es:

a ≡ b (mod n) ⇐⇒ ∃k ∈ Z/a = b+ k.n ⇐⇒ b = a mod n.

⊲ The additive operation of a and b modulo n is of de�nition :

a⊕n b = (a+ b) mod n

⊲ The multipli
ative operation of a and b modulo n is of de�nition :

a⊗n b = (a.b) mod n.
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Table TA.2: modulo 2 addition

⊕2 0 1

0 0 1

1
1 0

Table TA.3: modulo 2 multipli
ation

⊕2 0 1

0 0 0

1 0 1

Parti
ularly, the addition and multipli
ation operations in the set Z2={0, 1} 
orre-

spond to the two logi
al fun
tions XOR and AND as it is shown in Table TA.2 and

Table TA.3.

It is simple to prove that, in general, the set Zn={0, 1, 2, ... , n-1} provided with

both laws of internal 
omposition ⊕ and ⊗ forms a 
ommutative ring.

A.1.5 Galois �eld

text.

De�nition 1.8. A �eld (C,+, .) is a set with two laws of internal 
omposition �+�

and �.� su
h that :

⊲ C with �+� is a 
ommutative ring.

⊲ ∀a 6= 0 ∈ C, ∃a−1 ∈ C/a.a−1 = 1.

De�nition 1.9. A �nite �eld is a �eld having a �nite number of elements. A �nite

�eld is usually 
alled Galois �eld and it is noted as GF. The order (or 
ardinal) of a

Galois �eld is the number of its elements.

It is easy to demonstrate that the 
ommutative ring (Z2,⊕2,⊗2) forms a Galois �eld

of order 2. In general, we 
an prove that for any prime number p, the 
ommutative

ring (Zp,⊕p,⊗p) is a Galois �eld of order p and it is denoted GF(p).

De�nition 1.10. Let C is a �eld and K is a subset of C. If K of laws of internal


omposition is also a �eld then we say that K is a sub�eld of C. Equivalently, C is


alled extension of body K.
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We 
an show that for any prime number p and any positive integer m, the 
ommuta-

tive ring (Zpm ,⊕pm ,⊗pm) forms a �nite �eld. Zpm is an extension of the Galois �eld

GF(p). It is also 
alled Galois �eld of order q = pm and it is denoted GF(q). In

parti
ular, Galois �elds of order q = 2m, with m is a positive integer, are of great

interest in pra
ti
e, parti
ularly in 
oding theory. Indeed, as we will show below, an

element belongs to a Galois �eld GF(2m) 
an be uniquely represented in the form of

a binary symbol of m bits.

De�nition 1.11. We say that a set is 
losed for an operation if this operation always

produ
es an element of the set when it is applied to any element belongs to it.

A Galois �eld GF(q) is 
losed for the two internal 
ompositions ⊕q and ⊗q.

A.1.6 The polynomials on GF(q)

text.

De�nition 1.12. A polynomial f de�ned on the Galois �eld GF(q) is an expression

of the form :

f (X) = βnX
n + βn−1X

n−1 + · · ·+ β1X + β0

In whi
h the 
oe�
ients βi, i = 0, 1, . . . , n, are elements belong to GF(q) and X is

a formal symbol 
alled indeterminate polynomial. the positive integer n is 
alled the

degree of the polynomial and it is noted deg(f ).

De�nition 1.13. Lets take two polynomials f(X) =
∑n

i=0 aiX
i
and g(X) =

∑m

i=0 biX
i

where m ≤ n. the polynomial g(X) 
an be formulated like g(X) =
∑n

i=0 biX
i

onsid-

ering that the 
oe�
ients bi are nulls for all i > m. the following de�nitions will be

obtained :

⊲ f=g if and only if ∀i ∈ 0, 1, . . . , n, ai = bi.
⊲ The additive operation de�ned on the polynomials is :

f(X) + g(X) =
n

∑

i=0

(ai ⊕q bi)X i

⊲ The multipli
ative operation de�ned on the polynomials is :

f(X).g(X) =

n+m
∑

k=0

ckX
k, where ck =

⊕

i+j=k
i∈{0,1,...,n} and j∈{0,1,...,m}

ai ⊗q bj

⊲ The set Fq[X℄ of polynomials of indeterminate X and 
oe�
ients in GF(q) with
the multipli
ation and addition operations are rings.
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The theorem of Eu
lidean division 
an be generalized on polynomials. Thus, if g is

a non-zero polynomial in Fq[X ] then for every polynomial f of Fq[X ] there are two

polynomials q and r in Fq[X ] su
h that :

f(X) = q(X).g(X) + r(X), where deg(f) < deg(g)

De�nition 1.14 Let f and g ∈ Fq[X ] are two polynomials.

⊲ We say that g is a divider of f if there is a polynomial q ∈ Fq[X ] su
h that

f(X) = q(X).g(X).

⊲ f is irredu
ible in Fq[X ] if deg(f)>0 and f 
an not be fa
tored by multipli-


ation of two polynomials of degree > 0 ea
h. In other word, if f=q.g then

deg(q) = 0 or deg(g) = 0.

⊲ an irredu
ible polynomial f of degree m is primitive if Xn + 1 = f(X).g(X)
implies that n ≥ 2m.

⊲ An element β ∈ GF(q) is a root of polynomial f ∈ Fq[X ] if f(β)=0. In equivalent

way, we 
an prove that β is a root of f if the polynomial (X-β) is a divider of f.

A.1.7 Constru
tion of the Galois �eld GF(2m)

text.

Let p is a primitive polynomial of degreem and 
oe�
ients in GF(2). This polynomial

does not have a root in GF(2). However, in abstra
t algebra, we 
an imagine that it

has a root in another set (by analogy to polynomials with 
oe�
ients in R that may

have one or more roots in C). We 
onsider the two elements 0 and 1 in GF(q) and the

new element β. De�ning the multipli
ative operation denoted �.� as the following :

⊲ 0 is the absorbent element of the multipli
ation : 0.β = β.0 = 0.1 = 1.0 = 0.0 = 0
⊲ 1 is the neuter element of the multipli
ation : 1.β = β.1 = β and 1.1 = 1
⊲ The 
omposition n-times of the element β with itself is noted βn = β.β. ... .β.. By

onvention β0 = 1.
⊲ ∀i, j ∈ N, βi.βj = βj .βi = βi+j

p is being a primitive polynomial of degree m implies :

X2m−1 + 1 = q(X).p(X)

By repla
ing X by β, we will obtain

β2m−1 + 1 = q(β).p(β) = q(β).0 = 0
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And then β2m−1 = 1. Consequently, the set F = {0,1,β,β2,...,β2m−2} with the law of

�.� is a �nite set of order 2

m
.

Through this se
tion, we will show that the set F , with the law of multipli
ation �.�

and the law of addition �+� forms a Galois �eld of order 2m.

We begin by de�ning the law of addition so that (F , +) forms an abelian group. For

this, we observe that ea
h element βi of F 
an be represented in a unique way by a

nonzero polynomial of degree stri
tly inferior to m. Indeed, the Eu
lidean division of

the monomial X i
, i = 0, 1, . . . , 2m − 2, by p gives X i = qi(X).p(X) + ai(X), where

ai(X) = ai0 + ai1X + ai2X
2 + ...+ ai(m−1)X

m−1
and the 
oe�
ients aij ∈ {0, 1}. The

polynomials ai(X) are ne
essarily non-zero be
ause X i
and p are prime with ea
h

other. Moreover, it is easy to prove that ai(X) 6= aj(X) if i 6= j. Sin
e β is a root

of p so βi = ai(β), i = 0, 1, ..., 2m − 2. We just shown that ea
h non-zero element of

F is represented by a polynomial ai(X). By 
onvention, the element 0 of F is rep-

resented by the null polynomial. Ea
h element of F also has a binary representation


onsidering only the 
oe�
ients of its polynomial representation. The law of addition

is de�ned as follows :

⊲ 0+0=0
⊲ 0 is the neutral element of the addition : 0 + βi = βi + 0 = βi, i = 0, 1, . . . , 2m − 2
⊲ βi + βj = ai(β) + aj(β) =

∑m−1
k=0 (aik ⊕2 bjk)X

i, 0 ≤ i, j ≤ 2m − 2.

It is easy to prove that the set (F ,+,.) is a 
ommutative ring. Moreover, we observe

that βi.βj = β(i+j)mod(2m−1). It means that ea
h non-zero element βi of F has an

inverse equal to β2m−1−i. In 
on
lusion (F ,+,.) Forms a Galois �eld of order 2m.
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