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Chapter 1

Introduction

This work is concerned with variational problems where the unknowns are curves or mappings
valued in the Wasserstein space. The so-called Wasserstein space1 is the space of distributions of
mass over a fixed domain whose total mass is fixed. Putting by convention a total mass equal
to 1, this space can be identified with the one of probability measures. It is endowed with the
Wasserstein distance: such a distance measures how much it costs to transport mass from one
configuration to another. Hence, it is not surprising that this space arises naturally when one
aims at modeling phenomena dealing with the evolution (via transport) of a configuration of
mass, with the constraint that the total amount of mass is preserved.

A curve valued in the Wasserstein space should be thought as the evolution in time of
a distribution of mass: a crowd of people, a herd of sheeps, an assembly of particles (from
molecules to stars), etc. We will be interested in boundary value problems, i.e. problems where
the configuration of mass at the initial and final temporal horizons are prescribed, or at least
penalized. From the physical point of view, it would amount to look at instanciations of the least
action principle; on the other hand if one looks at a crowd of rational agents (like people), it
amounts to assume that the agents try to anticipate the consequences of theirs actions. With
the help of the metric structure on the Wasserstein space, one can define the action of a given
curve, which measures how costly it is for the motion of the curve to occur. Minimizing the
action with fixed boundary values leads to the geodesic problem in the Wassertein space, which
is now a well understood concept: it reveals the optimal way to transport the mass from its
initial to its final configuration. We will add congestion terms that have, in general, the effect of
penalizing the configurations where the distribution of mass is too concentrated. In a crowd of
people, it comes from the aversion (and the physical impossibility) for people to be too close to
each other; in a fluid it is what stands for incompressbility. The effect of this penalization is the
appearance of pressure forces and, of course, the spreading of the mass. The particles can have a
natural dynamic that tends to concentrate them: for instance, people might all want to go to
the same place, while physical particles, submitted to the force generated by a potential, have a
tendency to move to the minimum of this potential. From a mathematical point of view, our
study will focus on the regularity of the solutions of such problems where there is an interplay
between optimal evolution, penalization of congestion, but also favor of congestion through
natural dynamic of the particles. Broadly speaking, these results can be classified as elliptic
regularity: we will show that solutions of some (convex) problems in calculus of variations exhibit
more regularity than what expected a priori.

1We are aware that this denomination is controversial. Even though we will stick to the most common usage,
as the reader can see in the next section, this distance could also be associated to the names of Monge, Lévy,
Fréchet, Kantorovich, or Rubinstein.
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CHAPTER 1. INTRODUCTION

A natural extension of curves are mappings depending on more than one parameter (whereas
a curve is a mapping depending only on one parameter, namely time). A mapping valued in the
Wasserstein space can be thought as a distribution of mass depending on several parameters.
Although evoked briefly later in this introduction, the link between this mappings and applications
or modeling of actual phenomena remains tiny and would need to be explored. The generalization
of the geodesic problem is straightforward and leads to the concept of harmonic mappings valued
in the Wasserstein space. The Dirichlet energy of a mapping, which represents heuristically the
integral of the square of the magnitude (measured with the Wasserstein distance) of the gradient
of a mapping is a natural extension of the action of a curve. Minimizing the Dirichlet energy with
fixed values on the boundary of the source domain, i.e. the Dirichlet problem, leads to minimizers
that we call harmonic mappings valued in the Wasserstein space. Following the work of Otto,
the Wasserstein space can be seen formally as an infinite dimensional Riemannian manifold
whose sectional curvature is positive. The theory of harmonic mappings valued in Riemannian
manifold and metric spaces of negative curvature is now well understood, but to the best of our
knowledge, our work is one of the first one to consider harmonic mappings valued in infinite
dimensional Riemannian manifolds of positive curvature, though our technique are very specific
to the Wasserstein space and could hardly be generalized to other spaces. Our contribution
is a sound a thorough mathematical study of the Dirichlet energy and the Dirichlet problem
in the Wasserstein space, the proof of a maximum principle (more specifically a Ishihara-type
property) in this setting, a specific study of the case where the mappings are valued in a family
of elliptically contoured distributions, and a discretization of the problem leading to an algorithm
to compute (approximation of) these harmonic mappings.

In the rest of this introduction, we present a brief overview of the history of the optimal
transport theory, focusing on its link with the distances on the space of probability measures
(this part is can be skipped without impacting the comprehension of the rest). Then we describe
the kind of variational problems in the Wassertein space we are interested with. On a toy model,
we exhibit the key estimate which is at the basis of most of the results of this work, and conclude
by an overview of the manuscript.

1.1 Optimal transport and Wasserstein distances: a brief his-
torical survey

The birth of optimal transport is usually dated back to the Mémoire of Monge [Mon81] published
in 1781 where he formulated the problem: if one wants to move a configuration of mass from one
place to another, such that the cost of moving mass is proportional to the mass and the distance
traveled, what is the most efficient way to do it? Monge was a geometer and its main interest
was about the geometric characterization of the solution when the dimension of the ambient
space is 2 or 3. He gave a partial answer in terms of congruence of lines, developable surfaces,
etc. We refer to [Ghy12] for a detailed account of the mémoire of Monge and the subsequent
work by Dupin, Appel and others with the same geometric focus. However, the metric point of
view on the optimal transport problem started only in the 20th century.

Before going further, let us fix some notations. From the modern point of view of calculus
of variations, the optimal transport problem can be stated as follows. Take cpx, yq a function
describing the cost of moving mass from x to y, and two configurations of mass µpxqdx, νpyqdy
sharing the same total mass. We want to find the coupling γpx, yqdxdy, which describes the
amount of mass sent from x onto y, such that γ actually transports µ onto ν (meaning that³
γpx, yqdy � µpxq and ³

γpx, yqdx � νpxq) and minimizes the total cost
´
cpx, yqγpx, yqdxdy. In

2



1.1. A BRIEF HISTORICAL SURVEY

short, it can be written

min
γ

"¼
cpx, yqγpx, yqdxdy : γ ¥ 0,

»
γpx, yqdy � µpxq and

»
γpx, yqdx � νpxq

*
. (1.1)

Usually, µ and ν are normalized so that their total mass is 1, i.e. they are seen as probability
distributions. From the point of view of probability theory, the goal is to find the joint law of
pX,Y q such that the law of X is µ, the law of Y is ν, which minimizes the cost ErcpX,Y qs. This
problem has three inputs (the configurations of mass µ, ν and the cost c) and two outputs (the
optimal value of the problem and the optimizer γ).

Distances on the space of probability measures: early history If the cost c is fixed
and one is only interested in the value of the problem (1.1), then in some specific situations it
provides a distance on the space of probability measures over a fixed metric space which we
will call the Wassertein distance. We mention that the formalization of the concept of distance
and of metric spaces (espaces distanciés) dates back to the work of Fréchet at the beginning of
the 20th century. Around that time the French school of mathematics, under the impulsion of
Poincaré and Borel, started to study actively the calculus of probability from a mathematical
point of view, and made the link with measure theory and the Lebesgue integral, developed
shortly before.

In 1925, in his book Calcul des probabilités [Lév25, p. 199-200], Paul Lévy introduced a
distance between probability distributions over the real line for technical reasons, in order to
handle an approximation process. This distance was not the Wasserstein distance but was rather
inspired by geometric considerations about the cumulative distribution functions of the laws. In
a note that he wrote in a book for Fréchet (see [Fré50, p. 331-337], first published in 1935), he
proposed different notions of distances between probability distributions among which one can
read the Wasserstein distance. This distance is seen as way to lift a distance between random
variables into a distance between laws of random variable, but he wrote that such a distance
lacks from explicit expression. An explicit expression of the Wassertein distance in the case
where the ambient space is one-dimensional, which amounts to say that the optimal coupling γ
is the increasing one, was given by Fréchet in 1957 [Fré57], though it is possible that the solution
(whose proof is not so involved) was found before.

We mention that few years before, in 1948, Fréchet [Fré48] proposed a definition of random
variables valued in metric spaces. The main issue was the definition of a mean (une position
typique) and the topology on the space of such random variables. At least in the optimal transport
community, this work is now mainly known for its definition of a (Fréchet) barycenter in metric
spaces.

As the reader can see, as soon as the notions of metric spaces and probability distributions
were settled, the interplay between them, which is what the Wasserstein distance is about, has
naturally been a subject of interest for researchers. However, the Wasserstein distance is not any
distance on the space of probability measures and features a lot of additional properties explored
later in the 20th century.

Economical interpretation The celebrated article On the translocation of masses of Kan-
torovich was published in 1942 (see [Kan58] for the english translation) and introduced what is
considered as the modern formulation of the optimal transport problem, namely (1.1). In this
article, he introduced the dual problem associated to it, which reads as the maximization of

max
ϕ,ψ

"»
ϕpxqµpxqdx�

»
ψpyqνpyqdy : ϕpxq � ψpyq ¤ cpx, yq

*
(1.2)

3



CHAPTER 1. INTRODUCTION

He showed that with this dual problem one can give a necessary and sufficient condition to
characterize the optimal γ. It is only a few years later, in [Kan48] that he made the link with
the problem phrased by Monge. The problem (1.1) is now usually called the Monge-Kantorovich
problem, while the equivalence between this problem and its dual (1.2) is the Kantorovich duality.

This formulation shows that solving the optimal transport problem is a linear programming
problem: minimization of a linear function under linear equalities and inequalities constraints.
Actually, the formulation of the problem as a linear program coincides with the developpement
of the linear programming theory, which happened after the second world war, in connection
with military and industrial interests [Dan83]. In some sense, the first instance of a problem
really thought as a linear programming one (namely (1.1), though the work of Kantorovich was
not known in the West until the end of the 1950s), was set in the infinite dimensional framework.
As mentioned by Dantzig, this linear programming structure, including the power of duality, also
appeared in the work of Von Neumann and Morgenstern [MVN53] in game theory (published
also around the end of the second world war).

In view of the applications, the optimal transport problem is seen as a planning problem,
more specifically an assignment problem: for instance µ represents a distribution of workers,
ν a distribution of tasks, and one wants to find the optimal way to assign each worker to a
specific task. The cost cpx, yq would be the efficiency of worker x when doing task y, and one
would rather try to maximize the total efficiency. The economical interpretations of optimal
transport are completely out of the scope of this work, for a modern reference we refer to [Gal16].
From the applied point of view, the great achievement of the linear programming approach was
the conception of scalable and efficient algorithms as the simplex algorithm. Indeed from a
combinatorial point of view the assignment problem is untractable as soon as the number of
workers is larger than a few dozens, but if the problem has a linear programming structure then
it becomes scalable with e.g. the simplex algorithm.

A flexible tool It is often said, sometimes even written2 in the optimal transport community
(especially the one working on quadratic optimal transport) that (almost) nothing happened
between the work of Kantorovich and the one of Brenier [Bre87]. We would like to moderate
this assertion.

Making sense of linear programming problems and proving duality results in the most general
settings has been a research program conducted after the work of Kantorovich. One can look for
instance at the survey by Rachev [Rac85] or the book by Rachev and Rüschendorf [RR98]. Quite
quickly, it has been noticed, if one chooses the distance over the underlying space as the cost
function, that the optimal value of (1.1) defines a distance on the space of probability measures
over a given metric space, distance which in fact comes from a norm: it is now what is called the
1-Wasserstein distance W1. In the work of Kantorovich and co-authors, the first occurence seems
to be [KR58].

This 1-Wasserstein has revealed itself to be a great and flexible tool to study the space
of probability distributions. In the article [Was69] by Wasserstein, published in 1969, the
Wasserstein distance is used as a technical tool to study Markov processes3. In the 70s, the
1-Wasserstein distance is used (sometimes rediscovered) to tackle different problems: identifying
the dynamical systems which are isomorphic to Bernoulli shifts by characterizing the rates

2We want to avoid to put the blame on anyone, hence the absence of citations to back up this claim.
3It seems that it is Dobrushin who introduced the terminology Wasserstein distance (written Vasershtein in

[Dob70]). A different name may have been chosen at some point, but the article [JKO98], which showed the
relevance of the 2-Wasserstein metric, followed this terminology. All the subsequent works on the topic stick to
this denomination, and this manuscript makes no exception.
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1.1. A BRIEF HISTORICAL SURVEY

of decrease of correlations [Orn74]; constructing random fields with prescribed distributions
[Dob70] or proving the mean field limit in kinetic theory [Dob79] to cite some examples. Here
the 1-Wasserstein distance appeared to be the most relevant and the most easily manipulated
(because of its dual formulation) metric on the space of probability distributions.

As pointed out by Vershik [Ver06], being rediscovered and used by many different communities,
the Wasserstein distances received many different names and it was not apparent that all the
formulations were related to each other. It is only in the beginning of the 21st century, with
the publication of reference textbooks [RR98, Vil03] and its increase in popularity that optimal
transport metrics became considered as a part of the legacy of the work of Kantorovich and
co-authors.

The quadratic case At the end of the 80s, the quadratic Wassertein distance, i.e. considering
the distance squared for the cost, began to draw more and more attention. Independent works by
Knott and Smith [KS84], Brenier [Bre87] (with the english version [Bre91]), Cuesta and Matrán
[CM89] and Rüschendorf and Rachev [RR90] have indeed provided a characterization of the
optimal γ in this case. Brenier is usually the one credited for this result, which he formulated
as a polar decomposition theorem. He was working on incompressible fluid mechanics: assume
that S : Ω Ñ Ω is mapping the initial position of particles of a fluid to their final one, where
the fluid is constrained to stay in a bounded domain Ω � Rd. Incompressibility is expressed
by the constraint that the push forward of the Lebesgue measure L by S, denoted S#L, is
equal to L: it means that the distribution particles at the initial and final time is uniform over
the domain. A map S such that S#L � L is called a measure-preserving map. One can be
interested in computing the projection (and the distance) of a map S : Ω Ñ Ω onto the set of
measure preserving maps w.r.t. the Hilbertian metric on L2pΩ,Rdq to quantify how far from
being incompressible a map is. Brenier showed that, to compute this projection, one just has to
solve an optimal transport problem (with the distance squared as the cost) between L and S#L.
Moreover, S � T � U , where U is a measure preserving map, namely the projection of S on the
set of the measure-preserving maps, and T is the gradient of a convex function and the optimal
transport map between L and S#L (meaning that pId, T q#L is the optimal γ in (1.1)).

As a byproduct, Brenier showed that in the quadratic case in Rd (provided that measures
have densities w.r.t. the Lebesgue measure), the optimal γ has a very nice structure: it is unique
and concentrated on the graph of the gradient of a convex function. In particular, the optimal
transport problem does not split mass: each point x is sent onto a unique y � T pxq. Later,
McCann [McC97] showed that the optimal γ can be used to construct an interpolation between
probability measures which is aware of the geometry of the underlying space: this is what is
known as McCann’s interpolation, and corresponds to geodesic in the Wasserstein space. If a
particle of mass is supposed to be sent from x onto y, then it does following the geodesic at
constant speed from x to y. Moreover, he showed that there exist some relevant functionals over
the space of probability measures which are convex along this interpolation. He used this property
to study the uniqueness of solutions of variational problem modeling the behavior of a gas. A
few years later, Otto [Ott98, Ott01] together with Jordan and Kinderlehrer [JKO98] understood
that this way of interpolating between probability measures reveals an underlying structure of
Riemannian manifold which is physically relevant and that some well known parabolic PDEs
(in particular the heat equation) could be expressed as gradient flows, w.r.t. this Riemannian
structure, of functionals on the space of probability distributions. These functionals were precisely
the ones shown by McCann to be convex w.r.t. McCann’s interpolation, which is now interpreted
as a geodesic interpolation in this Riemannian structure.

In other words, the Wasserstein space, which is the space of probability distributions over a
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given space endowed with the quadratic Wasserstein distance, has at least formally a structure
of Riemannian manifold, and gradient flows w.r.t. this structure coincide with actual physical
equations. We emphasize that in Otto’s original work on the subject [Ott98], the goal was to
pass to the limit some non linear PDE, and the gradient flow structure in the Wasserstein space
appeared to be the right framework to achieve this end. Later, this point of view appeared to offer
many advantages: it enables to get explicit rate of convergence to equilibrium [Vil08, Chapter
24], to make sense of models whose writing in terms of PDEs can only be formal [MRCS10], or to
give a way to numerically compute the gradient flows [Pey15]. The publication, in 2005 for the
first edition, of the book by Ambrosio, Gigli and Savaré [AGS08], exhibited a sound framework
for existence, uniqueness and characterization of these gradient flows.

Gradient flows are first order evolution in time. Second order (in time) equations appear
naturally when one considers curves minizing Lagrangians depending on the velocity, measured
with the Wasserstein distance. It is the case for the variational model of the incompressible
Euler equations of Brenier [Bre89, Bre99], which is itself inspired by the more geometry-oriented
works of Moreau [Mor59] and Arnold [Arn66] about the least action principle for incompressible
fluid dynamics. Around 2006, the theory of Mean Field Games was introduced by Lasry and
Lions in [LL06b, LL07] and, independently, by Caines, Huang and Malamé in [HMC06]. Though
apparently disconnected from the theory of optimal transport, it was realized that some instances
of these problems share a deep link with it and could be thought as second order in time equations
in the Wasserstein space.

Following Brenier’s work, some people [McC01] have realized that if the underlying space is
not Rd but has a richer geometric structure, the Wasserstein space was able to reveal it. Indeed,
the coupling between probability distributions that it provides has a lot of geometric information
in it. It became apparent, with the work of Sturm [Stu06] and Lott and Villani [LV09] that the
convexity of the functionals studied by McCann was closely related to the Ricci curvature of the
underlying space. Leveraging from this observation, a synthetic theory of Ricci curvature was
developed with the help of optimal transport, enabling to define and study non smooth spaces
with Ricci curvature bounded from below and dimension bounded from above, the so-called
CDpK,Nq spaces, later refined in RCDpK,Nq by Gigli [Gig13] by imposing a requirement of
being infinitesimally hilbertian. Bounds on the Ricci curvature deal with rate at which the
volumes grow or shrink along geodesic interpolation, and optimal transport has provided new
proofs of results involving Ricci-curvature related results, namely Brun Minkowski inequalities
and functional analysis estimates [McC94, Bar97], isoperimetric inequalities [CM17], etc. These
proofs are more robust than the previous ones, hence they can be more easily generalized, and
one line of research of this past ten years has been to prove that all these results stay true in
pRqCDpK,Nq spaces, i.e. in the non smooth setting.

Numerical optimal transport As mentioned above, in the 40s and the 50s were simultane-
ously introduced the modern formulation of optimal transport as a linear programming problem
and efficient numerical algorithms to tackle linear programming. In short, the first way to solve
(1.1) is to consider measures µ, ν with finite support and to use a solver for finite dimensional
linear programming. There are some clever refinements that can leverage the precise structure
of the cost function, but these kind of methods become untractable when the support of the
measures is moderately large.

At the end of the 90s, as the picture of the Wasserstein space as a Riemannian manifold was
emerging, Benamou and Brenier proposed in [BB00] the following algorithm: the idea was to
compute the whole (McCann) interpolation by solving one single convex problem. In other words,
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1.1. A BRIEF HISTORICAL SURVEY

to compute the optimal transport and the Wasserstein distance between two measures µ and ν,
one computes a time-dependent curve ρt valued in the Wasserstein space which is µ at time t � 0
and ν at time t � 1, while being a constant-speed geodesic in between. The price to pay is the
increase in the number of variables of the problem (namely, by adding time as a variable), but
the gain is that the problem stays convex and can be formulated in terms of PDEs. With the
help of primal-dual iterative methods to face the optimization problem, one can solve efficiently
the problem, especially if the measures have densities. Indeed, in the latter case, PDE-based
discretization are more suited than the ones with finitely supported measures. Moreover, this
method applies with very few changes for the computation of gradient flows [BCL16] and to
solve instances of Mean Field Games [BC15].

We also mention other PDEs based solvers, which leverage on the fact that the optimal γ,
in some cases, is concentrated on the graph of a mapping T . Indeed, the computation of the
optimal T amounts to solve a Monge-Ampère equation, for which there is now efficient and
robust solvers [BFO14, BCM16].

Another class of method are the semi-discrete ones [Mér11, Lév15, KMT16]. One of the
measure is supposed to be discrete, i.e. sum of Dirac masses, while the other one has a density.
Then, provided that one can compute the integral of the measure with a density over simple cells
(typically convex polyhedra), the optimal transport can be computed exactly in a reasonable
time if one knows how to compute Laguerre diagrams (a generalization of Voronoi diagrams)
quickly; and they are indeed efficient solvers for the latter task. This type of computation is well
suited for problems where the precise structure of the transport is needed, as the solver returns
exactly the solution. It has been applied successively to fluid mechanics computations [GM18a]
or design of optical components [MMT18] for instance.

In 2013, Marco Cuturi [Cut13] (see also [SDGP�15]) showed how, by adding an entropic
regularization of the transport plan to the linear problem (1.1), one obtains a problem which
can be solved very quickly. More precisely, if ε is the scale of the entropic regularization, using
Sinkhorn’s algorithm, one can solve the problem thanks to a very easy iterative scheme, where
each iteration amounts to compute a matrix vector product; however the number of iterations
needed increases as εÑ 0 (as well as the quality of approximation). This regularization introduces
spreading of mass, i.e. the support of the optimal transport plan γ is no longer supported on
the graph of a function: in some cases this is a good thing (from the modeling point of view it
corresponds to add noise, see [BCDMN18]), in others it is something undesirable (for instance if
one is interested in the transport map and not just the value of the problem).

Applications of the Wasserstein distance On the more applied side, the Wasserstein
distance has found numerous applications. We do not at all pretend to be exhaustive and we
refer the interested reader to to [San15, PC17, KPT�16] and references therein. As mentioned
before, the optimal transport problem, as an instance of linear programming, was naturally
suited for economical applications. In the beginning of the 21st century, it was (re)-discovered
and introduced in image processing under the name of Earth Mover’s distance [RTG00]. Around
the same time, transport maps have also been used as a way to interpolate colors between images,
see for instance [MS03]. With the explosion of numerical methods to solve optimal transport
problem after 2010, Wasserstein distances have been used in machine learning as a loss function
[FZM�15, ACB17, FSV�18] or for domain adaptation [CFTR17]. As the computation of the
Wasserstein distance is one operation among others in the machine learning pipeline, scalability
becomes a real issue, and entropic regularization has been the most commonly used tool to
bypass it.

As it bears some tiny links with the second part of our manuscript, we mention the line of
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work developed by Solomon and co-authors [SGB13, SRGB14, SDGP�15]. The idea is to use
optimal transport for surface processing. If one has a Riemannian manifold pN , gq (specifically: a
2-dimensional Riemannian submanifold of R3), many tasks in geometry processing imply to deal
with functions valued in N . The set of such functions is non convex and defined by non linear
constraints. On the other hand, one can use the Wasserstein space pPpN q,W2q as a substitute
for pN , gq: the space becomes convex, easy to discretize, and still encodes the geometry of the
surface. The (huge) price to pay is an increase in the number of unknowns. In any case, with
this heuristic, one can see why considering mappings valued in the Wasserstein space can appear
in surface processing.

1.2 Variational problems in the Wasserstein space

Let us specify what variational problems in the Wasserstein space look like and the ones we are
interested in. From now on we stick to the setting of this manuscript. We take Ω � Rd a convex
bounded domain which we endow with the quadratic Wasserstein distance W2, see (2.1) in the
next chapter. The space of probability measures over Ω is denoted by PpΩq.

1.2.1 A toy model

Let ν1, ν2, . . . , νN be given probability distributions and F : PpΩq Ñ R :� RY t�8u a convex
functional over the Wasserstein space. As an example, on can think of F as defined by

F pµq �
$&
%
»

Ω
µpxq lnpµpxqqdx if µ has a density,

�8 otherwise,
(1.3)

i.e. F pµq is the Boltzmann entropy4 w.r.t. L the Lebesgue measure restricted to Ω. The
functional F favors diffuse densities and is minimal for µ � L{LpΩq. Then, we fix λ1, λ2, . . . , λN
positive weights and we consider the calculus of variation problem

min
µ

#
F pµq �

Ņ

i�1
λi
W 2

2 pµ, νiq
2 : µ P PpΩq

+
. (1.4)

In other words, we are looking for a measure µ P PpΩq which is close to the minimum of F
(which means, with the example of the entropy, that the measure should be diffuse) and, in the
same time, is close to the measures νi. Existence of a solution is granted provided F exhibits
lower semi-continuity, and uniqueness can be shown under suitable assumptions (either strict
convexity of F or absolute continuity of at least one measure νi w.r.t. L).

This toy problem is at the same time very simple, because we know how to characterize
explicitely the solutions, but on the other hand the informations that can be extracted from
the optimality conditions are very useful. Indeed, it appears as a discretization of variational
problems involving curves and mappings. The main part of the present manuscript just amounts
to show that a complicated problem can be reduced to (a sequence of problems like) (1.4), and
to use our understanding of the latter to say something that can be translated at the level of the
(complicated) original problem. In some specific cases detailed just below, Problem (1.4) boils
down to already studied objects.

4By abuse of notation, we call F the Boltzmann entropy rather than minus the Boltzmann entropy.
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µ ν

x
y

x1
y1

γpdx,dyq

Figure 1.1: Top: schematic view of formulation (2.1) of optimal transport between µ, on the left,
and ν, on the right. The quantity γpx, yqdxdy represents the amount of mass that is transported
from x to y. The coupling γ is chosen in such a way that the total cost is minimal. Bottom:
geodesic in the Wasserstein space between the same distributions (computed with an adaptation
of the algorithm of Chapter 11). To go from the top to the bottom row, once one has the optimal
γ, a proportion γpx, yqdxdy of particles follows the straight line between x and y with constant
speed. The macroscopic result of all these motions is a time-varying probability distributions,
whose snapshots are displayed.

Figure 1.2: Barycenter in the Wasserstein space. The shape in the middle represents the
barycenter with equal weights of the probability measures which are (normalized) indicators of
the shapes in the corners. Taken from [SDGP�15] with permission of the authors.
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If N � 2 and F � 0, i.e. if we minimize

µ ÞÑ λ1
W 2

2 pµ, ν1q
2 � λ2

W 2
2 pµ, ν2q

2 ,

then, denoting λ � λ1{pλ1 � λ2q, the solution of this problem is nothing else than ρλ, where
t ÞÑ ρt is the geodesic, in the Wasserstein space, joining ν1 to ν2. An example of geodesic in
the Wasserstein space is displayed in Figure 1.1. More generally, if N ¥ 2, then this problem
amounts to compute the so-called Wasserstein barycenters of the measures νi with weights λi
[AC11], see Figure 1.2 for an illustration. Notice that this definition would be valid for elements
of arbitrary metric spaces, and it coincides with the notion of Fréchet barycenter [Fré48]. In
short, a problem like (1.4), provided we set F � 0, answers the question: in the sense of optimal
transport, what is the best way to summarize the data of many measures ν1, ν2, . . . , νN in a
single one?

If N � 1 and F � 0, i.e. if we solve (setting τ � 1{λ1)

min
µ

"
F pµq � W 2

2 pµ, ν1q
2τ : µ P PpΩq

*
, (1.5)

then this problem is one step of the minimizing movement scheme (sometimes called the JKO
scheme because of the work [JKO98]) used to compute gradient flows in the Wasserstein space.
Notice that the problem amounts to find µ which is close to ν1 but at the same time decreases
the energy F . If we define a sequence recursively by taking µk�1 the solution of the problem
above with data ν1 � µk, then, by sending τ Ñ 0 (in this case τ is interpreted as a time step),
µk will converge to ρkτ where the curve tÑ ρt is the Wasserstein gradient flow of F . Namely,
t ÞÑ ρt, which is a curve valued in the Wasserstein space, is the curve which always follows the
direction of steepest descent of F , but where this direction is computed w.r.t. the Wasserstein
geometry.

1.2.2 Flow interchange

Problem (1.4) is a convex problem, and one can write the optimality conditions which are (by
convexity) necessary and sufficient, hence entirely characterize the solutions of the problem.
However, in this work we will concentrate on a single estimate that we extract from (1.4) and
that we will use again and again. It corresponds to the perturbation of the optimizer along the
gradient flow of a functional which is convex along generalized geodesics. Its use in the case of
problems like (1.4) was introduced by Matthes, McCann and Savaré [MMS09] in the context of
minimizing movement schemes, under the name flow interchange, in order to prove regularity
results for gradient flows, see for instance [CGM17] for some recent application of the same
technique.

Specifically, let G : PpΩq Ñ R be a functional convex along generalized geodesics in the
Wasserstein space: it (almost) means that, along the geodesics in the Wasserstein space, the
function G is convex. In short, G is convex w.r.t. the Riemannian structure of the Wasserstein
space. The typical example is

Gmpµq �
$&
%

1
m� 1

»
Ω
µpxqmdx if µ has a density,

�8 otherwise,

for m ¡ 1, the case m � 1 would correspond to the Boltzmann entropy. The gradient flow of Gm
is the curve t ÞÑ ρt satisfying the PDE called the porous medium equation

Btρ � ∆pρmq.
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Take µ a solution of (1.4) and consider t ÞÑ ρt the gradient flow of G starting from µ. We use ρt
for small t as a competitor in the problem defining µ. The key point is that, G being convex
along generalized geodesics, we can estimate the derivative of the Wasserstein distance along the
flow of G: this is called the Evolution Variational Inequality and it reads

d
dt
W 2

2 pρt, νq
2

����
t�0

¤ Gpνq �Gpρ0q � Gpνq �Gpµq

for any ν P PpΩq. With the help of this inequality we can write, by optimality of µ,
m̧

k�1
λi pGpνiq �Gpµqq ¥ � d

dtF pρtq
����
t�0

. (1.6)

This is the flow interchange estimate that we will use over and over.
If F � 0, i.e. if µ is the barycenters of the νi, we see that, provided the normalization°
λi � 1 holds,

Gpµq ¤
m̧

i�1
λiGpνiq,

which is nothing else than Jensen’s inequality: for a convex (w.r.t. the Wasserstein geometry)
functional, the value of G at the (Wasserstein) barycenter is smaller than the mean of the values
of G.

Moreover, if for instance F is the Boltzmann entropy and G � Gm, i.e. ρ satisfies the porous
medium equation then

� d
dtF pρtq

����
t�0

� m

»
Ω
|∇µ|2µm�2 � 4

m

»
Ω

���∇�
µm{2

	���2 .
As a consequence, (1.6) gives an upper bound on a Sobolev norm of µm{2. For this to hold,
it is enough for the Gmpνiq to be finite. In short: provided the νi are in LmpΩq and F is the
Boltzmann entropy, if µ is the solution of (1.4), then µm{2 is in H1pΩq. This is an example of
elliptic regularity: the minimizer of a variational problem is smoother than the data.

Let us conclude this subsection by explaining where the name flow interchange comes from.
Assume that we use (1.4) in the framework N � 1, i.e. we use the minimizing movement scheme
to compute an approximation of the gradient flow of the functional F . In this setting, ν1 and µ
are thought as two samples at times kτ and pk� 1qτ of a smooth curve valued in the Wasserstein
space. Hence, the l.h.s. of (1.6) is nothing else than an approximation of (minus) the dissipation
of G along the Wasserstein gradient flow of F , whereas the r.h.s. is the dissipation of F along
the Wasserstein gradient flow of G. In short: we can compare the dissipation of G along the flow
of F and the dissipation of F along the flow of G, i.e. we can interchange the flows.

We emphasize that the flow interchange, in the setting of Hilbert spaces, is immediate. Indeed,
let f : Rd Ñ R and g : Rd Ñ R be smooth and a point z0 P Rd. Let t ÞÑ xt the curve such that
x0 � z0 and 9xt � �∇fpxtq (the gradient flow of f) and similarly t ÞÑ yt the curve such that
y0 � z0 and 9yt � �∇gpytq (the gradient flow of g). Then

d
dtgpxtq

����
t�0

� d
dtfpytq

����
t�0

as both quantities are equal to �∇fpz0q �∇gpz0q. The dissipation of g along the flow of f is
indeed the same as the dissipation of f along the flow of g. In the (not as smooth) setting of the
Wasserstein space, one has to assume convexity along geodesics of the functionals and ends up
with a one-sided estimate only (because of the time-discretization).
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1.2.3 Curves and mappings valued in the Wasserstein space

In the present manuscript, we are interested in problems where the unknowns are curves and
mappings valued in the Wasserstein space. Let ρ : r0, 1s Ñ PpΩq a curve valued in the Wasserstein
space, i.e. a distribution of mass evolving in time. The main metric quantity associated to this
curve is the action » 1

0

1
2 | 9ρt|

2dt,

where 9ρt is the metric derivative of the curve, i.e. measures the speed of the curve in the
Wasserstein space. It is defined by

| 9ρt| :� lim
hÑ0

W2pρt�h, ρtq
|h| .

Curves minimizing the action with fixed endpoint are the geodesics in the Wasserstein space.
On the other hand, let us consider µ : D Ñ PpΩq a mapping valued in the Wasserstein space5.

Here D � Rp is the source space while the target space is PpΩq the Wasserstein space built over
Ω � Rd. The Dirichlet energy of the mapping µ, which is the multi-dimensional equivalent of the
action and heuristically correspond to

³
D |∇µ|2{2 (with the magnitude of the gradient measured

in the Wasserstein space), is defined as

Dirpµq � lim
εÑ0

Cp

»
D

�»
Bpξ,εq

W 2
2 pµpξq,µpηqq

2εp�2 dη
�

dξ, (1.7)

with Cp a dimensional constant depending on p the dimension of D. The reader can check that if
µ were a smooth mapping valued in a Hilbert space and W2 the Hilbertian metric, than Dirpµq
would really coincide with

³
D |∇µ|2{2. This definition is the one of Korevaar, Schoen [KS93] and

Jost [Jos94] for Dirichlet energy of mappings valued in metric spaces, and it coincides with the
action of curve if the source space D is a segment of R.

We will be looking at three different classes of problem, which can be roughly stated as
follows.

• Variational problems arising in Mean Field Games. Find ρ : r0, 1s Ñ PpΩq which minimizes
» 1

0

1
2 | 9ρt|

2dt�
» 1

0
Epρtqdt

with fixed or penalized values at t � 0 and t � 1. Here E : PpΩq Ñ R is a functional
introducing congestion effect. It can be of the form (1.3), or a constraint on the maximal
value of the density, augmented by the integral of ρ against a potential. This problem,
which gained interest because of the theory of Mean Field Games [Lio12, Car10, BCS17]
(see Section 3.1) features competition between optimal density evolution (minimization
of the action), penalization of congestion (through E) and favor of congestion (through
boundary conditions and also E if it includes a potential energy). Figure 1.3 illustrates
what the solutions look like.

5To keep consistent notations in the introduction, the source space is denoted by D and the target space by
PpΩq. However, in the second part of the manuscript, mainly for contingent reasons, Ω � Rp will be the source
space while PpDq (with D � Rq) will be the target space. As the two parts of this manuscript are independent
from one another, we hope that this will not be too confusing for the reader.
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Initial Density evolution Final

Figure 1.3: Illustration of the optimal density evolution problem in the case where Ω is the
2-dimensional torus. On the left and right are the probability measures corresponding to the
initial and final (temporal) value of the curve valued in the Wasserstein space. The first row is
the geodesic in the Wasserstein space between the two measures: no congestion effects. In the
second row, we have added a potential taking high values in the center of the domain, forcing the
optimal curve to avoid this region. On the last row, we still have a potential penalizing presence
of mass in the center, but we also penalize congested densities by adding in the running cost the
L2 norm (squared) of the density. As a result, mass has a tendency to spread. These pictures
are computed by adapting the algorithm of Chapter 11: to take for the source space a segment
is in fact simpler than what is done in this chapter, and following [BCS17], the adaptation to
optimal density evolution requires to modify only a few lines of the code.

Figure 1.4: Example of a mapping valued in the Wasserstein space. Each little square corresponds
to the value of the mapping at one point, which is a probability distribution (represented by its
density). This mapping is harmonic, which means that it minimizes the Dirichlet energy among
all mappings sharing the same boundary conditions. More on this figure and its computation is
said in Chapter 11.
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• Incompressible Euler equations. Find Q P PpCpr0, 1s,PpΩqqq a probability measure on the
set of curves valued in the Wasserstein space, i.e. the law of a random variable taking
values in Cpr0, 1s,PpΩqq the space of continuous curves valued in the Wasserstein space,
which minimizes »

Cpr0,1s,PpΩqq

�» 1

0

1
2 | 9ρt|

2dt


Qpdρq,

(the expected action of the random curve) with fixed values at t P t0, 1u and under the
incompressibility constraint that for all t P r0, 1s,»

Cpr0,1s,PpΩqq
ρtQpdρq � L,

where L is the Lebesgue measure restricted to Ω. This constraint states that in expectation
the random curve is the Lebesgue measure. As it will be explained in Section 3.2, this
problem can be seen as an instance of the least action principle for the incompressible
Euler equations [Bre89, Bre99, DF12]. Compared to the previous problem, we face now a
continuum of curves valued in the Wasserstein space and the congestion effects are trickier
as they are encoded in this incompressibility constraint. Note, however, that this is a (huge)
infinite-dimensional linear programming problem in the variable Q.

• Dirichlet problem in the Wasserstein space. Find µ : D Ñ PpΩq a mapping valued in the
Wasserstein space with fixed values µb : BD Ñ PpΩq on the boundary of D which minimizes
the Dirichlet energy. The natural terminology, by analogy with the case of mappings valued
in Riemannian manifolds, is to call it the Dirichlet problem and to consider the minimizers
as harmonic mappings valued in the Wasserstein space. An example of such a mapping is
presented in Figure 1.4. This problem was introduced more than 15 years ago by Brenier
[Bre03, Section 3] but the study left more open questions than sound results. Independently,
it was reintroduced in the framework of geometry processing by [SGB13] and studied in
the PhD thesis of [Lu17], though we argue that a good theoretical framework was still
missing, and we hope that this work is a step in this direction.

Notice that the optimality conditions of these problems are, roughly speaking, second order
elliptic equations for curves and mappings valued in the Wasserstein space, as they arise when
minimizing functionals involving convex functionals of first order derivatives.

As we said, the common point in our work is the use of the flow interchange estimate to
tackle these problems and extract interesting features.

For problems involving curves, if one discretize in time the curve ρ with N � 1 time steps
0, τ, 2τ, . . . , 1 (τ :� 1{N being the distance between two time steps), then the action of the curve
is approximated by

Ņ

k�1

W 2
2 pρpk�1qτ , ρkτq

2τ .

In particular, at optimality, the k-th component ρkτ solves the problem (1.4) with M � 2,
ν1 � ρpk�1qτ , ν2 � ρpk�1qτ , λ1 � λ2 � τ�2 and a functional F whose precise expression depend
on the congestion effect modeled by E. Using the flow interchange estimate (1.6), we deduce that
for any G convex w.r.t. the Wasserstein geometry, we have an estimate between the (discrete)
second derivative of k ÞÑ Gpρkτ q and the dissipation of E along the flow of G.

On the other hand, for the problem involving the Dirichlet energy of mappings, the formulation
by Korevaar, Schoen and Jost directly comes with a natural approximation process: just take at
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the r.h.s. of (1.7) and look for a mapping minimizing it for a fixed ε. By doing so, we obtain a
sequence µε converging to a solution of the Dirichlet problem. For a given ε, the mapping µε

satisfies the following optimality conditions: for any point ξ, the probability distribution µεpξq is
the Wassertein barycenter of the µεpηq for η P Bpξ, εq as already noticed by Jost [Jos94]. Then,
applying the flow interchange estimate (more specifically Jensen’s inequality), we deduce that
Gpµεpξqq is smaller than the mean of G � µε on the ball Bpξ, εq. Sending εÑ 0, we deduce that
the composition G � µ between a functional G convex w.r.t. the Wassertein geometry and a
harmonic mapping µ is a subharmonic function, i.e. satisfies ∆pG �µq ¥ 0. We call this property
the Ishihara type property [Ish78], which can be thought as a maximum principle for harmonic
mappings valued in the Wasserstein space.

Now, considering what is above, let us briefly summarize the new results contained in this
manuscript.

• Variational problems arising in Mean Field Games: soft congestion. In the case where the
penalization E is the integral of a convex function of the density (which can be augmented
by a potential), we are able to prove L8 regularity results for ρ, locally in time and
globally in space. These results do not depend on the temporal boundary conditions,
only on a quantification of the convexity of E. These results are proved starting from
the flow interchange estimate followed by a iteration process reminiscent of Moser’s proof
of regularity for elliptic equations [Mos60]. The proof is really different from previous
attempts, either based on maximum principle for degenerate elliptic PDEs [Lio12], which
gives L8 regularity provided the boundary data are regular; or on regularity by duality
[San18, CMS16, GM18b], which gives Sobolev regularity for some function of the density.
However, previous works deal with quite generic Lagrangians, while our technique applies
only to quadratic ones.

• Variational problems arising in Mean Field Games: hard congestion. In the case were E
enforces the constraint for the density not to exceed a given threshold, we are able to show
that the pressure arising from this constraint is not only a measure, but belongs to L8t H1

x

under loose regularity assumptions on the potential driving the dynamic. We do not rely
on a flow interchange estimate, but we still discretize in time and end up with problems
like (1.4). This result improves the previous work [CMS16], but at the price that we look
only at quadratic Lagrangians.

• Incompressible Euler equations. We prove that the averaged entropy (i.e. the expectation
of the entropy of a random curve ρ drawn according to the optimal Q) is a convex function
of time, a result which was conjectured by Brenier [Bre03, Section 4] but wasn’t proved
until now. Our proof relies on the use of the flow interchange which directly gives us the
convexity of the entropy in problem discretized in time. Posterior to the publication our
work [Lav17], Baradat and Monsaigeon [BM18] gave a simpler proof of this conjecture.
Contrary to us, they are able to show the convexity for all solutions, whereas we can only
show it for a particular one. Indeed, they do not rely on an approximation process and
directly work at the level of curves valued in the Wasserstein space.

• Dirichlet problem in the Wasserstein space. Our first contribution is to give a proper func-
tional analysis framework for the analysis of the Dirichlet problem. We show equivalences
between the definition of the Dirichlet energy of Korevaar, Schoen and Jost and the one
based on the extension of the Benamou Brenier formula proposed by Brenier in [Bre03,
Section 3]. We show the failure of the so-called superposition principle, answering to [Bre03,
Problem 3.5]. Using the flow interchange estimate, we are able to prove the Ishihara-type
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property. In the case of mappings valued in the space of Gaussian6 measures, we show
well posedness of the Dirichlet problem and write explicit PDEs satisfied by the covariance
matrices. Eventually, we propose a numerical discretization based on the Benamou-Brenier
formulation that we used to make the illustrations present in this manuscript.

1.3 Organization of the manuscript

Optimal transport toolbox We recall the main definitions and results of optimal transport
that we use in the sequel. We mention that we present briefly the so-called Otto calculus about
the Riemannian structure of the Wasserstein space, which can be thought as hidden behind all
of our work.

After the optimal transport toolbox, this manuscript is divided into two main parts, concerned
with variational problems about curves, and variational problems about mappings respectively.
For each part, we advise to read the first chapter of it, which we have tried to free from technical
details, before going into the more specialized chapters.

Part I: optimal density evolution with congestion

The first part of this manuscript is concerned with problems involving curves valued in the
Wasserstein space, namely the variational problems arising in Mean Field Games and the
incompressible Euler equations.

Introduction to optimal density evolution We specify the problems about curves valued
in the Wasserstein space that we will tackle. We provide a heuristic derivation of the optimality
conditions and how, from these optimality conditions, one can guess the results proved in the
next chapters. We also make the link between these variational problems and modeling, i.e. what
they have to do with Mean Field Games and Incompressible Euler equations.

Regularity of the density in the case of soft congestion The content of this chapter is
based on the article Optimal density evolution with congestion: L8 bounds via flow interchange
techniques and applications to variational Mean Field Games written with Filippo Santambrogio
[LS18]. We prove the L8 regularity of the density in the case of variational problem arising in
Mean Field Games, relying on a flow interchange estimate and an iterative process reminiscent
of Moser’s proof of regularity for elliptic equations. To make the computations rigorous, we
discretize the problem in time, and we show that this discretization leads indeed to a good
approximation of the original problem.

Regularity of the pressure in the case of hard congestion The content of this chapter is
based on the article New estimates on the regularity of the pressure in density-constrained Mean
Field Games written with Filippo Santambrogio [LS19]. We prove that in density-constrained
Mean Field Games, which amounts to problems where the density is forced to stay below a
given threshold, then the pressure arising from this constraint, which is a priori only a measure,
belongs in fact to L8t H1

x or even L8t,x provided some regularity assumptions on the potential.
The time-discretization used to make the computations rigorous are the same as in the previous
chapter, however the estimates at the discrete level are quite different; and the passage to the

6In fact, we rather work with elliptically contoured distributions but this subtlety is irrelevant at this point.
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limit now deals with dual variables (i.e. the pressure and the value function) and no longer
primal variable (i.e. the density, as in the previous chapter).

Time-convexity of the entropy in the multiphasic formulation of the incompressible
Euler equations The content of this chapter is based on our article Time-convexity of the
entropy in the multiphasic formulation of the incompressible Euler equations [Lav17]. We prove the
conjecture of Brenier about the convexity of the averaged entropy in the variational formulation
of the incompressible Euler equations. The techniques are very similar to the ones of the two
previous chapters, however in this case the additional issue is that we deal with a continuum of
curves (more specifically a measure on the set of curves valued in the Wasserstein space). At
the end of the chapter, we also prove that our formulation of the problem, which looks slightly
different than the one of Brenier [Bre99], is in fact equivalent to it.

Part II: Harmonic mappings valued in the Wasserstein space

The second part of this manuscript deals exclusively with the Dirichlet problem for mappings
valued in the Wasserstein space. It is mainly based on our article Harmonic mappings valued in
the Wasserstein space [Lav19].

Introduction to harmonic mappings in the Wasserstein space We specify the link
between this problem and the more general one of harmonic mappings valued in Riemannian
manifolds and metric spaces. We highlight that the issue is the positive curvature of the
Wasserstein space which prevents from applying already known theories. We also give an
overview of the main arguments and ideas present in the rest of this part.

The Dirichlet energy and the Dirichlet problem In this chapter, we show that one can
define the Dirichlet energy in two different ways which turn out to be equivalent: either by relying
on the theory of Korevaar, Schoen and Jost which is valid for mappings valued in arbitrary metric
spaces, or by an extension of the Benamou-Brenier formulation of the action for curves. Moreover,
the space of mappings with finite Dirichlet energy is shown to be identical to H1pΩ,PpDqq where
the latter is defined in the sense of Reshetnyak [Res97]. We state the Dirichlet problem, prove
its well-posedness and derive a dual formulation. Eventually, we show that the superposition
principle does not hold, which is one of the main reason why the study of mappings valued in
the Wasserstein space turns out to be more involved than the one of curves.

The maximum principle In this chapter, we show the Ishihara-type property: the compo-
sition of a functional convex along generalized geodesics with an harmonic mapping valued in
the Wasserstein space is a subharmonic function. The proof bears many similarities with the
previous part, as it also relies on a approximation process (this time with ε-Dirichlet energies)
and the use of the flow interchange estimate, which this time translates as Jensen’s inequality for
Wasserstein barycenters.

Special cases We first evoke results by other people about the case where the measures on the
boundary are Dirac masses: as Ω is flat, the solution of the Dirichlet problem stays valued in the
set of Dirac masses. Then we briefly say what happens in the case where the target space is the
Wasserstein space over a segment of R: in this very special case the geometry of the Wasserstein
space is flat and we do not need to rely on the theory presented in the previous chapters. On the
other hand, we also study what happens if all the boundary data belong to PecpΩq a family of
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elliptically contoured distributions (this is a generalization of the gaussians measures), where
measures are characterized by their covariance matrix. In this case, we show that a solution of
the Dirichlet problem stays valued in PecpΩq, that we have uniqueness under minor regularity
assumptions, and that we can write the PDE satisfied by the covariance matrix. Eventually, we
give an example where the solution is (almost) explicitly known, which still features interesting
effects of the geometry of the Wasserstein space.

Numerical computations Although not identical, numerical methods very similar to the one
of this chapter have been published in the article Dynamical Optimal Transport on Discrete Sur-
faces written with Sebastian Claici, Ed Chien and Justin Solomon [LCCS18]. As we concentrate
in the present manuscript on the Dirichlet problem, while the article was mainly aimed at the
computation of geodesics (over curved surfaces), the content of this chapter is quite different
from the article, though the core ideas are the same. We tackle the problem of the computation
of harmonic mappings valued in the Wasserstein space. The only tool at our disposal suited for
numerics is the Benamou-Brenier formulation. Inspired by works on geodesics in the Wasserstein
space, we propose a finite difference discretization that we mainly use for illustration purposes.
The implementation of the algorithm presented in this chapter can be found online at

https://github.com/HugoLav/PhD

Perspectives and open questions Being a relatively unexplored topic, we point out some
open questions related to harmonic mappings valued in the Wasserstein space that we think are
of some interest. We have not included a similar chapter for the first part of this manuscript: of
course, the regularity results that we proved in the first part are far from being optimal, but we
have no clue about directions for improvement. On the other hand, for harmonic mappings valued
in the Wasserstein space, some of our attempts are failed but other gave promising preliminary
results, though not conclusive, that we would like to expose.
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Notations

We set some useful notations that we will not always recall. Throughout the whole manuscript,
we will use the abbreviations w.r.t. (with respect to), l.h.s. (left hand side), r.h.s. (right hand
side) and l.s.c. (lower semi-continuous).

If X is any set, the mapping Id : X Ñ X denotes the identity mapping.
The symbol R will denote RY t�8u. Though the value �8 will be allowed, we will never

consider functionals taking the value �8.
If X is a polish space (metric, complete and separable), it is endowed with its Borel σ-algebra.

We define PpXq as the space of Borel positive measure with unit mass. It is endowed with
the topology of weak convergence, which means convergence in duality with CpXq the space
of continuous bounded and real-valued functions defined on X. We also defineMpX,Rnq, for
n ¥ 1 as the space of Borel (vectorial) measures valued in Rn with finite mass, still endowed with
the topology of weak convergence. In the case n � 1, we use the shortcutMpXq :�MpX,Rq.
In particular, PpXq is a convex subset of the linear space MpXq. If µ P PpXq or MpX,Rnq,
integration w.r.t. µ is denoted by dµ, or by µpdxq if the variable cannot be omitted. If x P X,
the Dirac mass at point x is denoted by δx. The indicator function of a set X, which is a function
taking the value 1 on X and 0 elsewhere, will be denoted by 1X .

The Euclidean spaces Rd will be endowed with their canonical Euclidean structure with norm
denoted by | |. The notation Bpx, rq is used for the closed ball of center x and radius r. The
outward normal to a domain X, whenever it exists, is denoted by nX .

If X is a subset of a Euclidean space Rd, the d-dimensional Lebesgue measure restricted to
X will be denoted by LX or simply L if X is clear from the context. If no measure is specified
or we write simply dx for some variable x belonging to a subset of a Euclidean space, then the
integration is performed w.r.t. the Lebesgue measure.

If T : X Ñ Y is a measurable application between two measurable spaces X and Y and µ is
a measure on X, then the image measure (or push forward) of µ by T , denoted by T#µ, is the
measure defined on Y by pT#µqpBq � µpT�1pBqq for any measurable set B � Y . It can also be
defined by »

Y
apyqpT#µqpdyq :�

»
X
apT pxqqµpdxq,

this identity being valid as soon as a : Y Ñ R is an integrable function [AGS08, Section 5.2].
If pX,µq is a measured space and pY, dq is any metric separable space, LpµpX,Y q will denote

the space of measurable mappings f : X Ñ Y for which dpf, yqp integrable w.r.t. µ for some
y P Y . If Y � R, then the letter Y is omitted, and if µ is the Lebesgue measure, then the letter
µ is omitted. If Y is an Euclidean space, then we set

}f}p
LpµpX,Y q

:�
»
X
|fpxq|pµpdxq.

If X and Y are two subsets of Euclidean spaces, the L8 norm of a measurable function f : X Ñ Y
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is defined as }f}8 :� ess supxPX |fpxq|, where the essential supremum is taken w.r.t. the Lebesgue
measure.

IfX and Y are two subsets of Euclidean spaces, CpX,Y q and C1pX,Y q will denote respectively
the continuous and C1 functions defined on X and valued in Y . If Y � R, then the target space
is omitted and we use CpXq or C1pXq. The notation ∇f will stand for the gradient: if X is of
dimension d then ∇f P CpX,Rdq for a function f P C1pXq. On the other hand, ∇� will stand
for the divergence: ∇ � f P CpXq for a vector field f P C1pX,Rdq. If X is of dimension 1, the
derivative of f : X Ñ Y is simply denoted by 9f (if X stands for the time) or f 1. Actually, if X is
a segment of R and f P CpX,Y q, the value of f at time t P X will be denoted by ft P Y rather
than fptq.

Notations specific to the case of harmonic mappings In the case of harmonic mappings
valued in the Wasserstein space, we will consider two domains Ω � Rp and D � Rq. In general,
all elements related to Ω will be denoted with Greek letters, and those related to D with Latin
ones. For instance, points in Ω (resp. D) will be denoted by ξ, η (resp. x, y), and peαq1¤α¤p
(resp. peiq1¤i¤q) is the canonical basis of Rp (resp. Rq).

On the space C1pΩ�D,Y q the following differential operators can be defined. The derivatives
w.r.t. variables in Ω will be denoted by ∇Ω, or simply pBαq1¤α¤p, and those w.r.t. variables in D
by ∇D, or simply pBiq1¤i¤q. As an example, if ϕ P C1pΩ�D,Rpq, with components pϕαq1¤α¤p,
then ∇Ω � ϕ P CpΩ�Dq is defined as

∇Ω � ϕpξ, xq �
p̧

α�1
Bαϕαpξ, xq,

for all ξ P Ω and x P D; and ∇Dϕ P CpΩ �D,Rpqq is defined as, for any α P t1, 2, . . . , pu and
i P t1, 2, . . . , qu,

p∇Dϕqαipξ, xq � Biϕαpξ, xq P R.

The notation C1
c pΩ̊�D,Y q will stand for the smooth functions which are compactly supported

in Ω̊ but not necessarily in D (and valued in Y ): if ϕ P C1
c pΩ̊�D,Y q, it means that there exists

a compact set X � Ω̊ such that ϕpξ, xq � 0 as soon as ξ R X.
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Chapter 2

Optimal Transport toolbox

The goal of this chapter is to present (a tiny part of) the theory of optimal transport with an
emphasis on the tools and results that we use in the rest of this manuscript. We do not claim to
be able to show all the richness and the level of generality reached by this topic, on the contrary
we will focus and deal only with the aspects relevant for our research. This chapter does not
provide new contents, and was inspired by the standard textbooks [San15, Vil03, AGS08, Vil08].

In all this chapter, we consider Ω the closure of a bounded convex open set of Rd. By doing
so, we restrict ourselves to the case where the underlying space (i.e. Ω) has no curved geometry.
The convexity assumption is crucial as it will prevent any congestion effect coming from the
presence of a boundary: to move inside Ω following shortest paths (i.e. straight lines), one never
meets BΩ the boundary of Ω. Hence the boundary will never be a cause of congestion effects.
Eventually, we look only at a bounded Ω. This assumption may be removed at the price of
the study of the quadratic moments of the probability measures, but we deliberately prefer to
avoid these complications. The generalization to the case where Ω is the d-dimensional torus is
straightforward and we do not address it explicitly: actually, this case would be even simpler
because there is no boundary term to handle.

The set of probability measures on Ω, denoted by PpΩq is endowed with the topology of weak
convergence of measures. It is a convex compact subspace of the setMpΩq of all finite measures
on Ω. The space PpΩq, endowed with the quadratic Wasserstein distance defined below, is what
we call the Wasserstein space.

2.1 The Wasserstein distance

2.1.1 The optimal transport problem

If µ, ν P PpΩq are two probability measures, the quadratic Wasserstein distance between them is
defined as

W2pµ, νq :�

gfffemin
γ

$&
%

¼
Ω�Ω

|x� y|2γpdx,dyq : γ P PpΩ� Ωq and π0#γ � µ, π1#γ � ν

,.
-.
(2.1)

In the formula above, π0, π1 : Ω � Ω Ñ Ω stand for the projections on respectively the first
and second component of Ω � Ω. A γ P PpΩ � Ωq satisfying the constraints π0#γ � µ and
π1#γ � ν is called a transport plan and an optimal γ is called an optimal transport plan. Clearly,
W 2

2 : PpΩq � PpΩq Ñ R is a convex function of its two arguments.
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Let us recall briefly the interpretation of this definition. The measures µ and ν are thought
as distributions of mass sharing the same total mass (1 by convention). The measure γ on the
product space describes a way of moving mass from µ to ν: the quantity γpx, yqdxdy is the
infinitesimal amount of mass moving from x to y. The constraints π0#γ � µ and π1#γ � ν are
the ones prescribing that γ actually represents a way to move mass from µ to ν. The cost of
moving mass from x to y is |x� y|2, hence the name quadratic Wasserstein distance. Then, we
take the infimum over γ, namely we look for the cheapest way to move mass from µ onto ν. The
distance between µ and ν is the square root of the total cost for this cheapest way.

The optimization problem defining the Wasserstein distance can be seen as a linear program-
ming problem in the variable γ: it consists in the minimization of a linear functional under linear
constraints. In particular, it admits a dual problem which reads

W 2
2 pµ, νq

2 � max
ϕ,ψ

#»
Ω
ϕpxqµpdxq �

»
Ω
ψpxqνpdxq :

ϕ,ψ P CpΩq and ϕpxq � ψpyq ¤ |x� y|2
2 @x, y P Ω

+
. (2.2)

Beware that we have inserted a factor 1{2 because of the simplifications it leads to in the sequel.
The optimal ϕ and ψ in the problem above are called the Kantorovich potentials: the economical
interpretation is that ϕpxq (resp. ψpyq) is the cost of loading (resp. unloading) a unit of mass at
x (resp. y). The constraint ϕpxq � ψpyq ¤ |x� y|2{2 states that the total price of loading and
unloading cannot excess the cost for moving from x to y, and the total cost is nothing else than
the sum of the total cost of loading and unloading.

We will not prove it but these two optimization problems admit solutions γ P PpΩ� Ωq and
ϕ,ψ P CpΩq. Moreover, we have the following relations between the optimizers of the primal and
dual formulation of the Wasserstein distance.

Proposition 2.1. Let µ, ν P PpΩq be given. Let us call γ and pϕ,ψq any solutions in the
optimization problems (2.1) and (2.2) respectively.

1. There holds
ϕpxq � ψpyq � |x� y|2

2
for γ-a.e. px, yq P Ω� Ω.

2. Moreover, one can choose ϕ and ψ in such a way that they are c-transform one from
another, namely that $''&

''%
ϕpxq � inf

yPΩ

� |x� y|2
2 � ψpyq




ψpyq � inf
xPΩ

� |x� y|2
2 � ϕpxq



.

The interpretation of the first point is that, the price of loading at x and unloading at y is equal
to the price |x � y|2{2 to move from x to y if some mass is actually moved (by γ) from x to
y. Notice that the second point implies that | � |2{2 � ϕ and | � |2{2 � ψ are convex functions.
Moreover, it also implies that ϕ and ψ are Lipschitz functions, with a Lipschitz constant that is
bounded by the one of x ÞÑ |x|2{2 on Ω, the latter quantity being independent on µ and ν.

Now, and this was understood by Brenier and others, much more can be said when one
restricts its attention to measures which are not too singular. The right assumption is for the
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measures not to give mass to pd� 1q-dimensional subsets but we will rather consider the stronger
assumption that the measures have a density w.r.t. L the d-dimensional Lebesgue measure.
Indeed, in this case, there is a unique γ and it is concentrated on the graph of a function T ,
meaning that each particle x of the initial measure µ is sent onto a unique point y � T pxq. This
is expressed in the next proposition, which is usually called Brenier’s theorem.

Proposition 2.2. Assume that µ has a density w.r.t. L. Then there exists a unique γ solution
of (2.1) and it can be written as γ � pId, Id�∇ϕq#µ where pϕ,ψq is any solution of the dual
problem (2.2). In particular, ν � pId�∇ϕq#µ.

Let us underline that Id � ∇ϕ is the gradient of the convex function | � |2{2 � ϕ. In fact,
Brenier’s theorem comes with a reciprocal: under the assumption of the proposition, if there
exists a map T : Ω Ñ Ω which is the gradient of a convex function such that T#µ � ν then
γ � pId, T q#µ is the (unique) optimal transport plan between µ and ν. In other words, Brenier’s
theorem states that there exists a unique way to write ν � T#µ with T being the gradient of a
convex function, and such a T can be found by solving the optimal transport problem.

Notice that Brenier’s theorem does not imply the uniqueness of ϕ, in fact we have only the
uniqueness of ∇ϕ on the support of µ. Let us now introduce an even stronger assumption: that
the support of µ is Ω, or more precisely that the density of µ w.r.t. L is strictly positive a.e.
With that in hand, we have uniqueness in the dual problem and we can compute derivatives of
the Wasserstein distance w.r.t. its inputs.

Proposition 2.3. Let µ, ν P PpΩq be two absolutely continuous probability measures with strictly
positive density w.r.t. L. Then there exists a unique (up to adding a constant to ϕ and subtracting
it from ψ) pair pϕ,ψq of Kantorovich potentials. Moreover the “vertical” derivative of W 2

2 p�, νq
at µ is ϕ: if ρ̃ P PpΩq is any probability measure, then

lim
εÑ0

W 2
2 pp1� εqµ� ερ̃, νq �W 2

2 pµ, νq
2 �

»
Ω
ϕpρ̃� µq.

For a proof, we refer to [San15, Propositions 7.18 and 7.17]. We underline that this result is not
surprising: with (2.2), one sees that µ ÞÑW 2

2 pµ, νq{2 is the supremum of functional linear w.r.t.
µ. Hence its derivative is the slope of the linear functional for which the maximum is reached,
i.e. ϕ.

In the proof of Proposition 9.5, we will make a brief use of the 1-Wasserstein distance W1. It
can defined by duality in the following way: for any µ, ν P PpΩq,

W1pµ, νq :� sup
ϕ

"»
D
ϕd pµ� νq : ϕ P CpΩq is 1� Lispchitz

*
.

The only property that will be of interest to us is that this 1-Wasserstein distance controls the
2-Wasserstein distance in the sense that W2 ¤ C

?
W1, see [San15, Equation (5.1)], where C is

related to the diameter of Ω.

2.1.2 The Wasserstein space

Proposition 2.4. The function W2 : PpΩq � PpΩq Ñ R� defines a distance over PpΩq which
metrizes the weak convergence of measures.

This property is obviously the main reason why W2 is called a distance. If one were not working
on a bounded Ω, the Wasserstein distance would metrize the weak convergence of measures
together with the convergence of the second moments, but we avoid this kind of subtleties by
assuming compactness.
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Definition 2.5. The Wasserstein space is the metric space pPpΩq,W2q.

Based on the property above, it is a compact metric space.
It is important to understand that the Wasserstein space contains the geometry of the

underlying space. Indeed, every x P Ω can be seen as an element of PpΩq by identifying it with
δx the Dirac mass located in x. From the very definition of the Wasserstein distance,

W2pδx, δyq � |x� y|.

As a consequence, when we will talk in the sequel about differential concepts on the Wasserstein
space, the reader can, as a safety check, look at what happens when the curves or mappings
are valued in the set of Dirac masses. For instance, if f : r0, 1s Ñ Ω is a smooth curve valued
in Ω, we can see it as a curve ρ valued in the Wasserstein space by setting ρt � δfptq, and, for
instance the action Apρq of the curve, defined later in (2.7), can be seen to be the L2 norm of
the derivative of f , up to a factor 1{2.

We mention that in the Wasserstein space the translations “commute” with the optimal
transport plans in the following sense: if µ, ν P PpΩq and if Tx, Ty : Rd Ñ Rd are translations
by x and y respectively, then γ P PpΩ � Ωq is an optimal transport plan between µ and ν if
and only if pTx, Tyq#γ is an optimal transport plan between Tx#µ and Ty#ν. [Vil03, Problem
1]. In particular, if we take for mpµq and mpνq the centers of mass of µ and ν, and we call
µ0 :� T�mpµq#µ (and similarly for ν) the centered measure built from µ then we have the
decomposition

W 2
2 pµ, νq �W 2

2 pµ0, ν0q � |mpµq �mpµq|2. (2.3)

It tells us that we can decouple the effects of the center of mass and the centered part in the
Wasserstein distance. It also implies that the mapping µÑ mpµq is a retraction from pPpΩq,W2q
onto pΩ, | |q: it is a 1-Lipschitz mapping which leaves Ω, identified with the set of Dirac masses,
invariant.

2.2 Curves valued in the Wasserstein space and Otto Calculus

2.2.1 Metric derivative

The main interest of the Wasserstein distance –for what we have in mind– is that it endows
PpΩq with a differential structure. One can define what a smooth curve valued in PpΩq is and
compute its speed in a way which is relevant to modeling.

We will denote by Γ the space of continuous curves from r0, 1s to PpΩq. This space will be
equipped with the distance d8 of the uniform convergence, i.e.

d8pρ1, ρ2q :� max
tPr0,1s

W2pρ1
t , ρ

2
t q.

One has to think at an element of Γ as a distribution of mass evolving in time: a pile of sand,
the assembly of molecules in a gas, a crowd of people, a herd of sheeps, etc.

Following [AGS08, Definition 1.1.1], we will use the following definition.

Definition 2.6. We say that a curve ρ P Γ is 2-absolutely continuous if there exists a function
λ P L2pr0, 1sq such that, for every 0 ¤ t ¤ s ¤ 1,

W2pρt, ρsq ¤
» s
t
λprqdr.
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For real-valued functions, this definition would single out the H1 functions–those whose speed is
square integrable. It follows the same purpose here. The main interest of this notion lies in the
following result.

Theorem 2.7. If ρ P Γ is a 2-absolutely continuous curve, then the quantity

| 9ρt| :� lim
hÑ0

W2pρt�h, ρtq
|h|

exists and is finite for a.e. t. Moreover,

» 1

0
| 9ρt|2dt � sup

N¥2
sup

0¤t1 t2 ... tN¤1

Ņ

k�2

W 2
2 pρtk�1 , ρtkq
tk � tk�1

. (2.4)

Proof. The first part is just [AGS08, Theorem 1.1.2]. The proof of the representation formula
(2.4) can easily be obtained by adapting the proof of [AT03, Theorem 4.1.6].

The quantity | 9ρt| is called the metric derivative of the curve ρ and heuristically corresponds
to the norm of the derivative of ρ at time t in the metric space pPpΩq,W2q. Up to now, this
definition would make sense and the theorem would be true for curves valued in arbitrary (though
separable) metric spaces. However, in the case of the Wasserstein distance, there is this beautiful
link between analysis in metric spaces and fluid dynamics which goes as follows, see also [AGS08,
Theorem 8.3.1] or [San15, Theorem 5.14].

Theorem 2.8. Let ρ P Γ be a 2-absolutely continuous curve. Then

1
2

» 1

0
| 9ρt|2dt � min

v

"» 1

0

�»
Ω

1
2 |vt|

2dρt



dt
*
, (2.5)

where the minimum is taken over all families pvtqtPr0,1s such that vt P L2
ρtpΩ,Rdq for a.e. t and

such that the continuity equation Btρt�∇ � pρtvtq � 0 with no-flux boundary conditions is satisfied
in a weak sense. Moreover, there exists a unique optimal pvtqtPr0,1s and it is characterized by the
fact that for a.e. t P r0, 1s, the field vt belongs to the closure of t∇φ, φ P C8pΩqu in the Hilbert
space L2

ρtpΩ,Rdq.
The optimal family pvtqtPr0,1s is called the tangent velocity field to ρ.

The continuity equation Btρt � ∇ � pρtvtq � 0 describes the evolution of an assembly of
particles, whose distribution at time t is ρt, and such that the velocity of a particle located at
time t in x is vtpxq. The no-flux boundary conditions expresses the conditions that particles
do not leave the domain Ω, mathematically they read pρtvtq � nΩ � 0 on BΩ, where nΩ is the
outward normal to Ω.

In other words, if ρ P Γ is a 2-absolutely continuous curve, there exists a time-dependent
velocity field vt which “represents” the motion of ρ (in the sense that the continuity equation is
satisfied) and such that, at for a.e. t,

1
2 | 9ρt|

2 �
»

Ω

1
2 |vt|

2dρt.

The latter expression is nothing else than the kinetic energy of the assembly of particles at time
t.
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2.2.2 A word on Otto calculus

Theorem 2.8 allows us to talk about the so-called Otto calculus and the interpretation of the
Wasserstein space as a Riemannian manifold. The following discussion will stay at a very formal
level, actually one could see the book [AGS08] as clean formalization of it. Let µ P PpΩq
admitting a smooth density bounded from below and above. To describe the tangent space at µ,
one needs to consider the set of all curves ρ : r�1, 1s Ñ PpΩq with ρ0 � µ. The question is how
one can characterize the speed of ρ at time t � 0 and measure its magnitude.

One is tempted to compute Btρ|t�0 to evaluate the speed of ρ at time t � 0. But as far as
transport is concerned, Btρ is not the right quantity: it tells you that mass is created at some
place (where Btρ ¡ 0) and removed elsewhere (where Btρ   0), not what is transported where.
On the other hand, one has rather to represent the motion with the help of a velocity field vt:
the interpretation of the continuity equation is that a particle located at x at time 0 will move to
x� tv0pxq at time t at least at first order in t. Then, among all the velocity fields v0 representing
the motion of ρ at time t � 0, there exists an optimal one v̄0, the one such that the square of
the metric speed of ρ is nothing else than the kinetic energy of the particles which are moving
according to v̄0. According to Theorem 2.8, the optimal one is characterized by v̄0 � ∇φ where
φ satisfies #

∇ � pµ∇φq � � Btρ|t�0 in Ω̊,
∇φ � nΩ � 0 on BΩ,

(2.6)

which is a rephrasing of the continuity equation. Notice that (2.6) is an elliptic equation, whose
r.h.s. � Btρ|t�0 is seen as given, and which is well-posed if µ � ρ0 is bounded from below and
above. Here one difficulty of optimal transport is apparent: it is difficult to handle the situations
where there is not mass everywhere (i.e. if µ vanishes), because in this case (2.6) cannot be
studied by standard tools. Anyway, provided φ is defined (according to Theorem 2.8, vt is well
defined at least for a.e. t), the square of the speed of ρ at time 0 is nothing else than

³
Ω |∇φ|2dµ,

i.e. the H1 norm of φ weighted by µ.
Given µ P PpΩq there are two ways to describe its tangent space TµPpΩq, in other words two

bases for it. The first one, which corresponds to vertical motion, is to see an element of TµPpΩq
as a function Btρ|t�0 which has 0-mean (because of mass conservation). The second one, which
corresponds to horizontal motion, is to see an element of TµPpΩq as a function φ and to think
at ∇φ as a velocity field. The change of coordinates formula is nothing else than the elliptic
equation (2.6) which is well posed at least if µ is smooth enough. Eventually, the metric tensor
has a better expression in the basis for horizontal motion, as, if φ, ψ are two elements of the
tangent space,

xφ, ψyTµPpΩq �
»

Ω
p∇φ �∇ψqdµ.

Actually, one could guess this metric tensor by doing a formal Taylor expansion of the Wasserstein
distance. If ε is small, then at the leading order W 2

2 pµ, νq � ε2xφ, φyTµPpΩq provided that
∇ � pµ∇φq � �pν � µq{ε.

As an example, if µ � L, then (2.6) boils down to the Poisson equation with Neumann
boundary conditions, and the metric tensor is the H�1 scalar product in the basis for vertical
motion (while staying the H1 one in the basis for horizontal motion). It explains why the
Wasserstein distance is sometimes considered as a weighted H�1 norm, see for instance [San15,
Section 5.5.2].
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2.2.3 Action of a curve

A crucial quantity is the action of the curve, which is defined as

Apρq :�
$&
%

1
2

» 1

0
| 9ρt|2dt if ρ is 2� absolutely continuous,

�8 else.
(2.7)

Thanks to Theorem 2.8, one can interpret Apρq as the integral over time of kinetic energy, hence
from a physical point of view Apρq is an action (the integral over time of a Lagrangian). This
action looks like a H1-norm, hence the following results is not surprising.

Proposition 2.9. The functional A : Γ Ñ R is convex, l.s.c. and its sublevel sets are compact
in Γ.

We recall that Γ is a convex subspace of the set of functions defined on r0, 1s and valued in
MpΩq, hence convexity of A has a well-defined meaning.

Proof. To prove that A is convex and l.s.c., we rely on the representation formula (2.4) which
shows that A is the supremum of convex continuous functions. Moreover if ρ P Γ is a curve with
finite action and s   t, then, again with (2.4), one can see that W2pρs, ρtq ¤

a
2Apρq?t� s.

This shows that the sublevel sets of A are uniformly equicontinuous, therefore they are relatively
compact thanks to Ascoli-Arzela’s theorem.

Let us underline that the whole goal of the second part of this work is to give a meaning to
this action A when one faces no longer curves valued in the Wasserstein space, but mappings, i.e.
probability measures depending on more than one parameter.

2.2.4 Geodesics

There is a particular class of curves valued in the Wasserstein space, namely the (constant-speed)
geodesic. A curve is a geodesic if it is the shortest path between two points. With the additional
requirement that this geodesic is traveled at constant-speed, a curve ρ P Γ is by definition a
geodesic if and only if for any t, s P r0, 1s,

W2pρt, ρsq � |t� s|W2pρ0, ρ1q.

In the sequel, geodesic will always mean constant-speed geodesic.
There are two main features that we want to underline: the first one is the characterization

of geodesics as solutions of a problem of calculus of variations, and the second one is the fact
that geodesics between two measures µ and ν can be computed automatically if one solves (2.1)
the optimal transport problem between them.

The first statement would be in fact true for geodesics valued in arbitrary (though separable)
metric spaces. It amounts to say that given µ, ν P PpΩq the solutions of the problem

min
ρ

"
Apρq � 1

2

» 1

0
| 9ρt|2dt : ρ P Γ such that ρ0 � µ and ρ1 � ν

*

are exactly the constant-speed geodesics joining µ to ν, and the value of the problem is W 2
2 pµ, νq

{2. Notice that Proposition 2.9 can help to show the existence of at least one solution. Switching
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to the fluid dynamic formulation with Theorem 2.8, we can see that we can also write

W 2
2 pµ, νq � min

ρ,v

"» 1

0

»
Ω
|vt|2dρtdt : ρ P Γ such that Btρ�∇ � pρvq � 0 and ρ0 � µ, ρ1 � ν

*
,

(2.8)
which is sometimes called the Benamou-Brenier formulation of the Wasserstein distance. This
expression actually perfectly fits in the framework of Otto calculus in the sense that it shows
that W2 is the Riemannian distance coming from the metric tensor described above.

If one knows how to solve the optimal transport problem (2.1) between µ and ν, then the
geodesics between these two measures can be deduced. In fact, if γ P PpΩ� Ωq is an optimal
transport plan between µ and ν, then the curve t ÞÑ ρt :� pp1 � tqπ0 � tπ1q#γ is a constant
speed geodesic between µ and ν for t running between 0 and 1, and reciprocally every geodesic
can be written that way [San15, Proposition 5.32]. The interpretation is that, if a particle must
be sent from x to y, then it moves on the segment (i.e. the geodesic in Ω) joining x to y at
constant-speed. An example of geodesic in the Wasserstein space is displayed in Figure 1.1, page
9. Combining this result with the structure of the optimal transport plans, one can write the
following.

Proposition 2.10. Let µ, ν P PpΩq and assume that µ has a density w.r.t. L. Then there exists
a unique geodesic ρ P Γ joining µ to ν and it can be written, for t P r0, 1s,

ρt � pId� t∇ϕq#µ,

where pϕ,ψq is any pair of Kantorovich potentials between µ and ν.

2.3 Gradient flows and functional over the Wasserstein space

2.3.1 Gradient flows

An other class of remarkable curves are the gradient flows generated by functionals convex along
geodesics. Roughly speaking, if F : PpΩq Ñ R is a given functional, a gradient flow is a curve
ρ : r0,�8q Ñ PpΩq along which F decreases “the most” w.r.t. the Wasserstein distance, in a
formal way it can be written

dρt
dt � �∇F pρtq. (2.9)

Of course nor the notion of gradient or of time derivative make sense as vectors in the Wassertsein
space, but the Otto calculus, by providing a formal Riemannian structure on the space PpΩq,
indicates that there is some hope to make sense of it. In [AGS08] (see also [San15, Chapter 8]), it
is shown how the notion of gradient flow can still be defined through the use of metric quantities
only.

A standard assumption to ensure the existence and uniqueness of a gradient flow with a given
initial value ρ is that F is convex along generalized geodesic. If µ0, µ and ν are three probability
measures on Ω, one can always build a transport plan γ P PpΩ�Ω�Ωq such that the 1-marginals
are respectively µ0, µ and ν and the 2-marginals are optimal transport plans between µ0, µ on
the one hand and µ0, ν on the other hand (notice that in general the last 2-marginal is not an
optimal plan between µ and ν). Then, the generalized geodesic ρ : r0, 1s Ñ PpDq between µ and
ν with base point µ0 is defined as ρt :� at#γ, with at : px, y, zq P Ω3 ÞÑ p1 � tqy � tz P Ω. A
functional F : PpΩq Ñ R is said convex along generalized geodesics if for any points µ0, µ and ν,
there exists a generalized geodesic ρ joining µ to ν with base point µ0 such that F �ρ : r0, 1s Ñ R
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is a convex function. As a particular case, a function convex along generalized geodesics is convex
along geodesics in the Wasserstein space, but the reciprocal is not always true [AGS08, Remark
9.2.8]

Gradient flows in the Wasserstein space are a very large topic, we will only need what are
called the Energy Dissipation Equality (EDE) and the Evolution Variational Inequality (EVI)
formulations of gradient flows, which are ways to make sense of (2.9) in the metric framework.
They are summarized in the following theorem, whose proof can be found in [AGS08, Theorem
11.2.1].

Theorem 2.11. Let F : PpΩq Ñ R a functional l.s.c. and convex along generalized geodesics.
Then, for any ρ P PpΩq such that F pρq   �8, there exists a 2-absolutely continuous curve
t P r0,�8q ÞÑ SFt ρ P PpΩq such that SF0 ρ � ρ and for any t ¥ 0 and any ν such that
F pνq   �8,

lim sup
hÑ0, h¡0

W 2
2 pSFt�hρ, νq �W 2

2 pSFt ρ, νq
2h ¤ F pνq � F pSFt ρq. (2.10)

Moreover, the function t ÞÑ F
�
SFt ρ

�
is decreasing and more precisely for any t ¥ 0,

» t
0
| 9SFs ρ|2ds � F pρq � F pSFt ρq. (2.11)

The curve SFρ (which can be shown to be unique) is nothing else than the gradient flow of F
starting form ρ.

We have a few comments to make. This result is by no way trivial, on the contrary it can
be seen as a great achievement of the theory of gradient flows in the Wasserstein space. To get
convinced that it might be true, the reader can replace the Wasserstein space by a Hilbert space,
take F to be convex, and check that indeed something like (2.10) is actually true if ρ satisfies
(2.9). In view of the problems we will tackle later, notice that Theorem 2.11 tells us that, to
build an interesting competitor in a problem involving the squared Wasserstein distance, it might
be useful to follow the gradient flow of some functional convex along generalized geodesics.

At this point, it might be necessary to make the difference between functional which are
convex and the ones convex along (generalized) geodesics. If µ, ν P PpΩq, there are at least two
ways to compute the “mean” between them:

• take µ� ν

2 the usual mean between measures;

• or take ρ1{2 where ρ P Γ is a geodesic joining µ to ν.

These two means do not coincide, see Figure 2.1. The first one will be called the linear one, while
the second will be the metric one. By a convex functional F over PpΩq, we mean a functional
such that the value of the linear mean is smaller than the mean of the values; whereas for a
functional convex along geodesics we need the value of the metric mean to be smaller than the
mean of the values. The functional Fµ ÞÑW 2

2 pµ0, µq (square distance to a fixed measure) is the
example of a convex functional (this can easily be seen from (2.2)) which is not convex along
geodesics (a feature which expresses the positive curvature of the Wasserstein space in the sense
of Alexandrov, see [AGS08, Section 7.3]). Actually, this function F is convex along generalized
geodesics if the base point is µ0.
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Probability measures

µ ν

Linear interpolation

Metric interpolation

Figure 2.1: On the different ways of interpolating between probability measures. Top row: two
probability measures µ and ν on the real line. Middle row: linear interpolation pµ� νq{2 of the
measures. Bottom row: metric interpolation of the measures, i.e. middle point of the geodesic in
the Wasserstein space joining µ to ν.

2.3.2 Examples of functionals defined over the Wasserstein space

Let us introduce a class of functionals defined over the Wasserstein space which will be of great
importance in this manuscript (for a complete overview of the topic, we refer the reader to [San15,
Chapter 7]). The most intriguing ones are the functionals of the density, which take the form

F pµq �
»

Ω
fpµacpxqqdx� f 1p�8qµsingpΩq (2.12)

where f : r0,�8q Ñ R is convex and bounded from below, and µ �: µacL � µsing is the
decomposition of µ as an absolutely continuous part µacL and a singular part µsing w.r.t. L. If f
is superlinear, which is equivalent to f 1p�8q � �8, then this functional is infinite if µ is not
absolutely continuous w.r.t. L. In the latter case, by convexity of f , this functional is minimized
when µ is constant (i.e. proportional to L): it penalizes congested densities. Some standard and
useful properties of F are summarized below.

Proposition 2.12. Assume that f is convex, bounded from below and that F : PpΩq Ñ R is
defined by (2.12). Then the following assertions hold:

1. The functional F is convex and l.s.c. on PpΩq.
2. If sdfps�dq is convex and decreasing, then the functional F is convex along generalized

geodesics in pPpΩq,W2q.
Let us underline that the convexity of Ω is crucial for the latter point to actually hold. If this is
the case, then the gradient flow of f , defined in Theorem 2.11, can be shown to satisfy the PDE#

Btρ � ∇ � pρ∇pf 1pρqqq in Ω̊,
ρ∇pf 1pρqq � nΩ � 0 on BΩ.

The typical function f satisfying the two assumptions above is fpsq � sm for some m ¡ 1.
According to the computation above, the gradient flow of the associated F would lead to the
porous medium equation Btρ � Cpmq∆pρmq.
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2.4 Heat flow

However, the central functional which will appear everywhere is the (negative) Boltzmann entropy
which is defined as

Hpµq �
$&
%
»

Ω
lnpµpxqqµpxqdx if µ has a density w.r.t. L,

�8 otherwise.
(2.13)

Using Proposition 2.12, one can say that H is l.s.c., convex and convex along generalized geodesics.
The central result is that the gradient flow of H in the Wasserstein space is the heat flow with
Neumann boundary conditions.

The heat flow denotes the flow of the heat equation. This equation will be of great importance
as it will be the tool used to regularize probability measures: indeed, following the heat flow with
Neumann boundary conditions is the best way, in a convex domain with boundary, to regularize
a probability measure without leaving the Wasserstein space. Moreover, in Chapter 6, the link
between the heat flow and the Boltzmann entropy will be fully exploited.

We will denote by Φ : r0,�8q � PpΩq Ñ PpΩq the heat flow with Neumann boundary
conditions acting on Ω. If µ P PpΩq and t ¡ 0, then Φtµ P PpΩq is defined as the measure
upt, xqdx with a density u : p0,�8q � Ω Ñ R which is the solution of the Cauchy Problem$''&

''%
Bsups, xq � ∆ups, xq if ps, xq P p0,�8q � Ω̊,
∇ups, xq � nΩpxq � 0 if ps, xq P p0,�8q � BΩ,
lim
sÑ0

rups, xqdxs � µ in PpΩq,

where nΩ is the outward normal to Ω.
A closely related object is the so-called heat kernel. We denote by K : p0,�8q�Ω�Ω Ñ R�

the heat kernel associated to the Laplacian on Ω with Neumann boundary conditions [Are02,
Section 7]. It is the function such that for any t ¡ 0

Φtpu0Lq :�
�»

Ω
Ktpx, yqu0pyqdy



dx,

at least if u0 P L1pΩq. Notice, as a constant function is preserved by the heat flow, that the
integral of Ktpx, �q is 1 for a.e. x P Ω.

As said above, the key point is that the heat flow Φ is the gradient flow of the entropy w.r.t.
the Wasserstein geometry, in the sense of Theorem 2.11. As an immediate consequence, (2.10)
and (2.11) hold if one replaces F by H and SF by the heat flow Φ. The useful properties of the
heat flow are summarized in the following proposition.

Proposition 2.13. The heat flow Φ satisfies the following properties:

(i) For any µ P PpΩq and any t ¡ 0, the measure Φtµ has a density w.r.t. L which is bounded
from below by a strictly positive constant and belongs to C1pΩ̊q.

(ii) For any t ¡ 0, the density of Φtµ w.r.t. L is bounded in L8pΩq by a constant that depends
on t, but not on µ P PpΩq.

(iii) For a fixed t ¡ 0 and for any µ P PpΩq and a P CpΩq, one has»
Ω
ad pΦtµq �

»
Ω
pΦtaq dµ.
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(iv) For any µ, ν P PpΩq and any t ¥ 0,

W2pΦtµ,Φtνq ¤W2pµ, νq. (2.14)

Proof. Point (i) is standard interior parabolic regularity. Point (ii) comes from L8�L1 estimates
for the Neumann Laplacian, see [Are02, Section 7]. Point (iii) just states that the heat flow is
self-adjoint. Point (iv) comes from the convexity along generalized geodesics of the entropy H
and the fact that the heat flow is the gradient flow of the latter, see [AGS08, Theorem 11.2.1].

Except for (iv), all of the statements of Proposition 2.13 remain true if we drop the convexity
assumption on Ω, and only assume that Ω is connected and has a Lipschitz boundary.

With the help of the last point, we can prove this uniform estimate about the behavior of the
heat flow for small values of t.

Proposition 2.14. There exists a function ω : r0,�8q Ñ R, continuous and with ωp0q � 0
such that, for any µ P PpΩq and any t ¥ 0,

W2pΦtµ, µq ¤ ωptq.

Proof. The only thing to check is that ω is continuous in 0. Assume by contradiction that it is
not the case. We can find pµnqnPN a sequence in PpΩq and ptnqnPN a sequence that tends to 0
such that, for some δ ¡ 0, there holds W2pΦtnµn, µnq ¥ δ. Up to extraction, we can assume that
µn converges to some limit µ. We can write

W2pΦtnµn, µnq ¤W2pΦtnµn,Φtnµq �W2pΦtnµ, µq �W2pµ, µnq ¤W2pΦtnµ, µq � 2W2pµ, µnq,

where we have used the last point of Proposition 2.13. But then it is clear that the two terms of
the r.h.s. tend to 0, which is a contradiction.
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Part I

Optimal density evolution with
congestion





Chapter 3

Introduction to optimal density
evolution

The goal of this chapter is to give an overview of the present part about optimal density evolution,
to present the results that we will prove, and to provide a flavor of the techniques of proof.
The discussion in this chapter will stay at a formal level, with non rigorous arguments, all the
technical details are provided in the next chapters.

3.1 Variational problem arising in Mean Field Games
The problems we are interested in deal with the temporal evolution of a density subject to
congestion effect. Namely, we consider curves ρ P Γ � Cpr0, 1s,PpΩqq which are continuous and
valued in the space of probability measures over a fixed bounded convex domain Ω. The measure
ρt denotes the density of agents, or particles, at time t. In all the sequel, we always identify a
measure with its density w.r.t. L the Lebesgue measure restricted to Ω. We will look for curves
solving a variational problem of the form

min
ρ

"» 1

0

1
2 | 9ρt|

2dt�
» 1

0
Epρtqdt�Ψpρ1q : ρ P Γ, ρ0 given

*
. (3.1)

Let us describe in details the different terms in this objective functional.

• The first term is the integral over time of the square of the speed of the curve ρ in the
Wasserstein space, which can also be seen as the action of the curve, namely the integral
over time of the kinetic energy, see Section 2.2. If one would only minimize this term, with
ρ0 and ρ1 fixed, the set of solutions would be the set of geodesics (in the Wasserstein space)
between ρ0 and ρ1.

• To define the second term, we need to specify a functional E : PpΩq Ñ R which will
describe congestion effects. In Chapter 4, the functional E (the “running cost”) takes the
form of an integral functional such as

Epρq :�
»

Ω
fpρpxqqdx�

»
Ω
V pxqρpxqdx

for a convex function f and a fixed time-independent potential V . The function f penalizes
concentrated densities while on the contrary the potential V favors them (namely those
which are concentrated in the minima of V ). This is what we call soft congestion, as very
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peaked densities are penalized (through f), but still allowed. On the other hand, in Chapter
5, we will deal with hard congestion, as we will forbid densities whose L8 norm is above a
fixed threshold, namely 1. Specifically, the functional E will take the form

Epρq :�
$&
%
»

Ω
V pxqρpxqdx if ρpxq ¤ 1 for a.e. x P Ω,

�8 else.

• The final penalization Ψ can be either a functional of the same form of E, or a constraint
which prescribes ρT . According to us, the most interesting results are interior regularity
(away from t � 0 and 1), thus the precise form of the final penalization is most of the time
irrelevant.

These variational problem can be thought as interesting in themselves, as an illustration for
the interplay between optimal density evolution (the action of the curve), favor of congestion
(through V and Ψ), and penalization of congestion (through f or the hard congestion constraint
ρ ¤ 1), see for instance [BJO09] for an early introduction of them. On the other hand, they
are closely connected to the Mean Field Game theory as detailed below. We mention that the
case where Epρq is the H�1 norm of ρ� 1, which corresponds to the least action principle for
a cloud of galaxies with Newtonian interaction has been introduced in [BFH�03] under the
name reconstruction of the early universe. It has been studied in depth in [Loe06] with an
approach based on the dual problem, which has a regularizing effect not present in the case we
are interested in.

We will only look at the cases where E and Ψ are convex functional over PpΩq, hence the
“primal problem” (3.1) is a convex one. To understand the optimality conditions, the main tool
is the dual problem which can obtained by a formal inf � sup exchange. Indeed, we use Theorem
2.8 to express the action of the curve as the kinetic energy with a velocity field v submitted to a
continuity equation. Using φ as a Lagrange multiplier to enforce the continuity equation, the
solution of (3.1) is given by the saddle point

min
ρ,v

sup
φ

#» 1

0

»
Ω

1
2 |v|

2dρdt�
» 1

0
Epρtqdt�Ψpρ1q

�
»

Ω
φ0dρ0 �

»
Ω
φ1dρ1 �

» 1

0

»
Ω
pBtφ� v �∇φq dρdt

+
.

and the only constraint is that ρ0 is fixed. Now we exchange the infimum and the supremum,
something which can be justified with the help the Fenchel-Rockafellar theorem like in [Car15].
In the saddle point formulation, let us do the optimization in ρ and v. The one is v is
straightforward as the Lagrangian is quadratic in v, we hasvev � �∇φ and the remaining part,
calling h � �Btφ� 1

2 |∇φ|2 can be written

sup
φ,h

min
ρ

#
�
» 1

0

»
Ω
hdρdt�

» 1

0
Epρtqdt�Ψpρ1q

�
»

Ω
φ0dρ0 �

»
Ω
φ1dρ1 : �Btφ� 1

2 |∇φ|
2 � h

+
.
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Now the minimization is formally over. Indeed, ρ0 is fixed and optimizing on the other values of
ρ, the Fenchel transform of E and Ψ appear. Namely, the dual problem reads

sup
φ,h

"»
Ω
φ0dρ0 �

» 1

0
E�phtqdt�Ψ�pφ1q : φ, h : r0, 1s � Ω Ñ R and � Btφ� 1

2 |∇φ|
2 � h

*
,

(3.2)
where E�,Ψ� : CpΩq Ñ R denote the Fenchel transforms of E and Ψ. Here φ is the so-called
value function and p � h� V can be thought as a pressure or a price as explained below. The
existence of a solution to this dual problem is guaranteed if one relaxes the space of function in
which φ and h lives (the precise choice depends on E and Ψ). In any case, let ρ be a solution of
the primal problem, call v : r0, 1s�Ω Ñ Rd its tangent velocity field obtained thanks to Theorem
2.8, and take φ, h a solution of the dual problem. Then the absence of duality gap leads to the
system of equations $'&

'%
∇φ � �v,
h P BEpρq,
φ1 P BΨpρ1q,

(3.3)

where BE, BΨ denote the subdifferentials in the sense of convex analysis. Recall that to these
equations one has to add $&

%
Btρ�∇ � pρvq � 0,

�Btφ� 1
2 |∇φ|

2 � h,
(3.4)

which are the constraints of the primal and dual variables respectively. The first equation, namely
the continuity equation, is supplemented with no-flux boundary conditions ∇pρvq � nΩ � 0,
where nΩ is the outward normal to Ω. In short, the optimality conditions (3.3), (3.4) are a
coupling between backward a Hamilton-Jacobi equation for φ with r.h.s. belonging to BEpρq (i.e.
depending on the density) and terminal cost Ψ, and a forward continuity equation with initial
density given and velocity �∇φ.

Now, if one chooses the right functional spaces, one can make sense of (3.1) and (3.2) and get
an existence result, but with a pretty weak notion of solution. Namely, ρ is only a probability
measure at any time t, and the pressure p � h � V is merely a positive measure. The goal
of Chapters 4 and 5 is to prove additional regularity for the solutions of the primal and dual
problems.

3.1.1 On the link with Mean Field Games

Other than the intrinsic interest of (3.1) as an interplay between optimal density evolution and
congestion, the main motivation for the regularity of the study of these variational problems was
about Mean Field Games (MFG).

MFG aim at modeling situations where there is a large number of rational agents who are
playing a game (i.e. having to take decisions whose payoff depends on what the others do) where
the payoff depends only on the average (i.e. mean field) behavior of the other agents. One
example, which is where the models in this manuscript come from, is the one of crowd motion.
Imagine a crowd of people who want to escape a given place, and they are not in an emergency
situation so that they can take time to think and adopt a rational behavior. Each agent wants
to escape the room, but on the other hand also wants to avoid congested area. He or she will
choose his trajectory to reach the exit while avoiding others, but the latter condition depends
on the choice of other agents, hence the game aspect. There is a mean field effect because each
agent is only interested in the average behavior of the rest of the crowd, i.e. the density of other
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CHAPTER 3. INTRODUCTION TO OPTIMAL DENSITY EVOLUTION

agents, and not in the specific trajectory of each other agent. The reader might begin to see the
link with the problem (3.1) introduced above: the terminal condition (reaching the exit) favors
congestion, while the aversion of people for crowded areas plays in the opposite direction.

For the whole theory of Mean Field Games, introduced by Lasry and Lions in [LL06b, LL07]
and, independently, by Caines, Huang and Malamé in [HMC06], we refer to the lecture notes by
Cardaliaguet [Car10] and to the video-recorded lectures by Lions, [Lio12]. From the mathematical
point of view, we study the situation where there is an infinite number of players, which means
that the situation is modeled through concepts of fluid mechanics (density, velocity, pressure, etc.)
and characterize with the help of PDEs. What there is to characterize are Nash equilibria, i.e. a
set of strategy where each player has no interest in deviating from its strategy if other players do
not. Most models assume stochastic effects on the trajectory of the agents, and the corresponding
PDEs include diffusion terms which make the solution smooth and simplify the analysis, besides
being reasonable from the modeling point of view. Analytically, the most difficult case consists
in problems where the interaction between players is local (i.e. the cost at point x and time
t depends on the value of the density ρtpxq, without averaging it in a neighborhood) and no
diffusion is present. This case is essentially attacked when the game is of variational origin, i.e.
it is a potential game, and the equilibrium condition arises as an optimality condition for an
optimization problem in the class of density evolutions. For local potential MFG, we refer to
[Car15, CG15] and to the survey [BCS17].

More specifically, we assume that we have a continuum of agent, and each agent has a given
position xp0q and chooses its trajectory x : r0, 1s Ñ Ω by solving a control problem, with a finite
temporal horizon (taken equal to 1) of the form

min
x

"» 1

0

� | 9xptq|2
2 � V pxptqq � ppt, xptqq



dt�Ψpxp1qq

*
, (3.5)

The function p : r0, 1s � Ω Ñ R is a pressure, or a price if one thinks in economical terms which
depends on the mean field effect, i.e. the density of other agents. In the case of soft congestion,
the pressure is just a function of the density ρ of other agents, namely, to keep the same notations
as above, ppt, xq � f 1pρtpxqq where f is a convex function. On the other hand, in the case of
hard congestion, namely if the density if forced to stay below 1, we just know that the pressure is
a positive function, which does not vanish only on areas where the constraint ρ ¤ 1 is saturated,
and whose role is to prevent it from being violated. From the economical point of view, it is a
price that agents have to pay to pass through congest areas. Here the terminal cost Ψ : Ω Ñ R is
the price paid by the players at the final time, to make the link with (3.1) the final penalization
of the density would be

³
Ω Ψdρ1.

The striking result, already understood by Lasry and Lions [LL06b] (see also [BCS17] for a
short and self contained introduction) is that to find the evolution of the density of agents, under
a monotonicity assumption (which, in our setting, translates in the convexity of the running cost
E and the final cost Ψ), it is enough to solve the variational problem (3.1) and its dual (3.2).
Indeed, let us take ρ,v, φ, h solutions of such problems, recall that they satisfy the optimality
conditions (3.3), (3.4). In particular, φ solves the Hamilton-Jacobi equation associated to the
control problem (3.5) with terminal cost Ψ, i.e. φ is the value function for such problem. On the
other hand, as v � �∇φ, it means that if an agent located in x at time t moves with velocity
vpt, xq � �∇φpt, xq, then the resulting motion of all the agents is indeed described by ρ. In
short: the optimality conditions (3.3), (3.4) exactly describe the mean field game model.

Alternatively, the same equilibrium problem can be formulated in terms of a probability
measure Q on the set Cpr0, 1s,Ωq of paths valued in Ω. This measure Q represents the distribution
of strategy of the agents: Qpγqdγ describes the proportion of agent choosing the strategy γ, i.e.
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moving along γ. With et : Cpr0, 1s,Ωq Ñ Ω is the evaluation map at time t, defining ρt � petq#Q,
the measure ρt becomes the spatial distribution of agents at time t. Then, for the measure Q to
be an equilibrium, we require pe0q#Q � ρ0 and that Q-a.e. curve is optimal for (3.5) with this
definition of ρt and a pressure ppt, �q which belongs to BEpρtq.

Yet, these considerations are essentially formal and not rigorous, so far. The objects ρ,v and
φ live in rather big functional spaces and giving a precise meaning to the optimality conditions
is not obvious. Moreover, the difficulty with the interpretation about individual agents solving
(3.5) is the following: the function hpt, xq :� V pxq � ppt, xq is a priori defined a.e.: indeed, either
p is a function of the density ρ in the case of soft congestion, or is merely a positive measure in
the case of hard congestion. Integrating it on a curve, as we do when we consider the action³1
0 hpt, xptqqdt in (3.5) has absolutely no meaning! Of course, it would be different if we could
prove some regularity (for instance, continuity) on ρ and p. The question of the regularity in
mean field games is a very challenging one and is not entirely understood yet. In [CMS16] a
stategy to overcome this difficulty, taken from [AF09], is used: indeed, it is sufficient to choose a
suitable representative of h to give a precise meaning to the integral of h on a curve, and the
correct choice is

ĥpt, xq :� lim sup
rÑ0

hrpt, xq :� 1
|Bpx, rq|

»
Bpx,rq

hpt, yqdy.

To prove that Q is concentrated on optimal curves for ĥ it is then enough to write estimates with
hr and then pass to the limit as r Ñ 0. This requires an upper bound on hr, and the natural
assumption is that the maximal function Mh :� supr hr is L1 in space and time. Thanks to
well-known results in harmonic analysis, h P L1 is not enough for this but h P Lm for m ¡ 1
is instead enough. Once integrability of Mh is obtained, then one can say that the optimal
measure Q is concentrated on curves which minimize in (3.5) in the class of curves xp�q such
that

³1
0 Mhpt, xptqqdt   �8. These curves are almost all curves in a suitable sense, thanks to

the integrability properties of Mh in space-time, but they are in general not all curves. To be
able to compare with all curves, what would be needed is Mh bounded, or in other words that h
(hence p as the potential V is assumed to be bounded) belongs to L8.

Thus, the key point is to get summability estimates on the pressure p, which in the case
of soft congestion, translates into summablity estimates on ρ as p � f 1pρq. Moreover, if one
proves them, then it is possible to infer regularity for the value function φ: indeed, p appears
in the r.h.s. of the Hamilton-Jacobi equation and it implies, if p is in Lm with m ¡ 1 � d{2,
that φ exhibits Hölder and Sobolev regularity, as proved by Cardaliaguet and collaborators
[Car15, CG15, CPT15]. To summarize,

1. If p P Lm with m ¡ 1 then one can build Q P PpCr0, 1s,Ωq which represents the strategy of
the agents in such a way that Q-a.e. curve is optimal in (3.5), but optimal among the class
of curves satisfying some integrability assumption involving the maximal function of p.

2. If p P Lm with m ¡ 1� d{2, then the value function φ is Hölder-continuous and satisfies
Btφ P L1�ε, ∇φ P L2�ε for some ε ¡ 0, at least locally in space and time.

3. If p P L8 one can build Q P PpCr0, 1s,Ωq in such a way that Q-a.e. curve is optimal in
(3.5) compared to all other curves. Moreover, φ is Hölder-continuous and exhibits Sobolev
regularity just as above.

What we provide, in the next two chapters, is precisely L8 regularity of p in both soft and
hard congestion. However, the main restriction of our work is that we consider only a quadratic
Lagrangian (i.e. only Lpx, 9xq � | 9x|2{2 appear (3.5)) to be able to import optimal transport
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techniques, while previous results that we will describe just below work with more general
Lagrangians. Their Lagrangians Lpx, 9xq can depend on x and can behave like | 9x|r when r Ñ �8
with r � 2.

In the case of soft congestion, given the formula p � f 1pρq, if f 1 is bounded from below and
fpsq behaves as sq as q Ñ �8 then automatically p P Lq{pq�1q. Thus we can always build the
measure Q, but regularity of φ is a priori true only under the condition q   1� 2{d. Of course, if
ρ P L8 (and this what we will prove!) and f 1 is bounded from below then automatically p P L8.
The question of the L8 regularity of ρ was already studied, in the MFG framework, by P.-L.
Lions (see the second hour of the video of the lecture of November 27, 2009, in [Lio12]). The
analysis by P.-L. Lions was more general than ours in what concerns the Lagrangian. On the
other hand, we are able to include a potential V pxq and to obtain local regularity results, which
were not present in [Lio12]. Indeed, the results presented by P.-L. Lions only concerned the case
where both ρ0 and ρ1 are fixed (planning problem) and belong to L8, and no potential V is
considered. The technique was essentially taken from maximum principles in degenerate elliptic
PDEs; it could be adapted to the case where ρ1 is penalized instead of fixed (which amounts to
changing a Dirichlet boundary condition at t � 1 into a Neumann one), but adapting it in order
to obtain local results seems out of reach. Indeed, local estimates in degenerate elliptic equations
usually require quantitative information on the degeneracy and the growth of the different terms,
which are in general not available in this setting. Here what we do is different, as detailed in the
next subsection.

In the case of hard congestion, we are able to prove that p P L8 as soon as the potential V
belongs to W 1,qpΩq with q ¡ d, where d is the dimension of the ambiant space. The only previous
study of the regularity of the pressure we are aware of is the one of [CMS16], where the authors
obtain p P L2

t,locBVx. It allows, thanks to the injection BV ãÑ Ld{pd�1q to say that p is in Lm
with m ¡ 1 and hence recover the interpretation with Q representing the distribution of strategy.
Such regularity was obtained by mimicking the proof of the regularity of the pressure in the case
of the incompressible Euler equations first investigated by [Bre99] and later refined in [AF08].
The main strategy is what was latter called regularity by duality [San18]: one evaluates the dual
gap between space-time translations of the primal solution and the (untranslated) dual solution,
quantifies precisely the discrepancy, and uses it to deduce Sobolev regularity. We underline that
this strategy was used in [AF08] precisely to be able to deduce in [AF09] an interpretation of
the model of the incompressible Euler equations in term of a measure Q on the set of curves.
Here we get higher regularity for the pressure than in [CMS16], with less assumption on the
data (we require V PW 1,qpΩq with q ¡ d while they assume V P C1,1pΩq), and on more general
domain (they work on the torus, we work in a general convex domain); however we handle only
quadratic Lagrangians whereas they work in a more general setting. As we describe briefly below,
our strategy is different than theirs: we really get an explicit inequality involving the Laplacian
of the pressure, from which we apply standard elliptic regularity techniques. Eventually, it seems
that the strategy that we use cannot be applied to study the regularity of the pressure for the
more complicated setting of the incompressible Euler equations.

Now, let us detail in the two following subsections the strategy to get these regularity
estimates.

3.1.2 Soft congestion

We concentrate on the case of soft congestion, namely

Epρq :�
»

Ω
fpρpxqqdx�

»
Ω
V pxqρpxqdx.
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In this case, the optimality conditions (3.3), (3.4) read$'''''&
'''''%

Btρ�∇ � pρ∇φq � 0,
ρ0 given,

�Btφ� 1
2 |∇φ|

2 ¤ f 1pρq �∇V,
φ1 P BΨpρ1q,

and in the third equation there is equality ρ-a.e. We will get rid of the subtilty as far as this
informal presentation is concerned and pretend that the third equation is in fact an equality and
not an inequality.

Our result is that, provided that f is convex enough, the solution ρ to (3.1) is unique and
belongs to L8prT1, T2s � Ωq for any 0   T1   T2   1, see Theorems 4.4, 4.5 and 4.6 for the
precise statements. In other words, there is L8 regularity for ρ, global in space and local in time.
Let us underline that this result is surprising: if for instance one takes fpρq � ρ2, what we prove
is that not only ρ P L2pr0, 1s � Ωq (which would be true for any ρ P Γ competitor for which the
objective functional is finite) but that ρ is bounded in L8. In particular, no conditions are asked
on ρ0 and Ψ (other than the fact that there exists at least on ρ P Γ with finite energy) for this
result to hold.

Let us explain how one proves –formally– this estimate. We work in the case V � 0, as
computations are already quite involved in this simpler setting. We introduce the functionals
Um, where

Umpρq :� 1
mpm� 1q

»
Ω
ρpxqmdx,

and m ¡ 1 (U1pρq can be defined as the Boltzmann entropy of ρ, and the normalization constants
are chosen for coherence with this case). The idea is to look at the behavior w.r.t. time of Umpρq,
for ρ the solution of (3.1). We will control in a fine way the growth of the quantities Umpρq when
mÑ �8, relying on an iterative process reminiscent of Moser’s proof of regularity for elliptic
equations [Mos60].

Specifically, we are interested in the second derivative w.r.t. time of Umpρq where ρ is a
solution of (3.1). To guess the result, one can introduce the convective derivative Dt :� Bt�∇φ�∇
which is the derivative along the flow of the velocity field v � �∇φ. As the continuity equation
is satisfied, for any function g : r0, 1s � Ω Ñ R, there holds

d
dt

»
Ω
gpt, xqdρt �

»
Ω
pDtgqdρt

The continuity equation can be written Dtρ � ρ∆φ and, taking the Laplacian of the Hamilton-
Jacobi equation, dropping a positive term in the process, we get Dtp∆φq ¥ �∆pf 1pρqq. With
these identities in mind,

d2

dt2Umpρq �
d
dt

1
m

»
Ω
pDtρqρm�1 � d

dt
1
m

»
Ω
p∆φqρm

� 1
m

»
Ω
pDt∆φqρm � m� 1

m

»
Ω
pDtρqp∆φqρm�1

¥ � 1
m

»
Ω

∆pf 1pρqqρm � m� 1
m

»
Ω
p∆φq2ρm.

Doing an integration by parts in the first integral, and dropping the second one as it is positive,
we are left with the estimate

d2

dt2Umpρtq ¥
»

Ω
|∇ρt|2ρm�1

t f2pρtq. (3.6)
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In particular, as f is convex, we see that the r.h.s. is positive, hence the function Umpρtq is a
convex function of time. In the case f � 0, where ρ is simply a geodesic in the Wasserstein space,
we recover the fact that Umpρq is a convex function of time: this is the geodesic convexity of Um,
see Proposition 2.12. As a consequence, in the case f arbitrary (though convex), if ρ0 and ρ1
are fixed and belong to some Lm for m ¡ 1, then so does ρt for any t P r0, 1s. Similarly, if ρ0, ρ1
belong to L8, so does ρt for any t P r0, 1s.

Now we want to go further and drop assumptions on ρ0, ρ1. To estimate more precisely the
r.h.s. of (3.6), a natural assumption is f2psq ¥ sα (with α which could be negative, of course): if
this is the case, one can check that the integrand of the r.h.s. is larger than |∇pρpm�1�αq{2

t q|2 (up
to a constant depending polynomially in m). Using the Sobolev injection H1

ãÑ L2d{pd�2q, one
can conclude (neglecting the 0-order term of the H1 norm of ρpm�1�αq{2

t ), with 1   β   d{pd�2q,
that

Cpmq d2

dt2Umpρtq ¥
�»

Ω
ρ
βpm�1�αq
t


1{β

In the case α ¥ �1, we see that the r.h.s. is larger than Uβmpρtq1{β. In other words, we have
obtained a control of Uβmpρq in terms of Umpρq. Such a control can be iterated. If we take
a positive cutoff function χ which is equal to 1 on rT1 � ε, T2 � εs and which is null outside
rT1 � 2ε, T2 � 2εs, multiplying (3.6) by χ and integrating the left hand side by parts twice, we
can say that » T2�ε

T1�ε
Uβmpρtq1{βdt ¤ Cpm, εq

» T2�2ε

T1�2ε
Umpρtqdt,

where the constant Cpm, εq grows not faster than a polynomial function of m and ε�1. We have
to work a little bit more on the l.h.s. because we want to exchange the power 1{β and the
integral sign, and unfortunately Jensen’s inequality gives it the other way around. To this extent,
we rely on the following observation: as the function Uβm is convex (this can be seen in (3.6))
and positive, it is bounded on rT1, T2s either by its values on rT1, T1 � εs or on rT2, T2 � εs, thus
we have a “reverse Jensen’s inequality”

�» T2

T1

Uβmpρtqdt

1{β

¤ pT2 � T1q1{β
ε

�» T1

T1�ε
Uβmpρtq1{βdt�

» T2�ε

T2

Uβmpρtq1{β


.

Combining this inequality with the estimation we have on the r.h.s., we deduce that

�» T2

T1

Uβmpρtqdt

1{β

¤ Cpm, εq
» T2�2ε

T1�2ε
Umpρtqdt,

where the new constant Cpm, εq has also a polynomial behavior in m and ε�1. This estimation
is ready to be iterated. Indeed, setting mn :� βnm0 and εn � 2�nε0, given the moderate growth
of Cpm, εq, it is not difficult to conclude that

lim sup
nÑ�8

�» T2�εn

T1�εn

Umnpρtqdt

1{mn

  �8.

As the l.h.s. controls the L8 norm of ρ on rT1, T2s � Ω, this is enough to conclude that ρ is
bounded locally in time and globally in space.

Let us comment on some technical refinements that arise in the actual proof, presented in
Chapter 4.
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• In practice, we do not have enough temporal regularity to differentiate twice w.r.t. time.
To bypass this issue, we introduce a discrete in time version of (3.1) and we prove all the
estimates at the discrete level. More is said on that in Section 3.3 at the end of this chapter.

• If we add an interior potential V , the r.h.s. of (3.6) contains lower order terms that are
controlled by the term involving f2. However, the sign of the l.h.s. is no longer known and
the function Um is no longer convex but rather satisfies

d2

dt2
Umpρtq � ω2Umpρtq ¥ 0,

where ω grows linearly with m. In particular, the “reverse Jensen inequality” becomes
more difficult to prove, but it is still doable.

• With assumptions on the final penalization, the regularity can be extended to the final
time. More precisely, if we assume that the final penalization Ψ is given by the sum of a
potential term and a congestion term, then formally (and again we use a discrete in time
version to make this rigorous),

d

dt
Umpρtq

����
t�1

¤ bpmqUmpρ1q, (3.7)

where the constant bpmq depends on the potential and can be taken equal to 0 if there is
no potential. This inequality enables to control the value of Um at the boundary t � 1 by
its values in the interior. Thus the same kind of iterations can be performed and gives L8
regularity up to the boundary.

• If α   �1, we only have a control of Um by Uβpm�1�αq. Thus we must start the iterative
procedure with a value m such that m   βpm� 1� αq, i.e. we must impose a priori some
Lm regularity on ρ (with a m which depends on α and β, the latter depending itself only
on the dimension of the ambient space). Such a regularity is imposed by assuming that
ρ0 (which is fixed) is in LmpΩq and that the boundary penalization in t � 1 is the sum
of a potential and a congestion term. Indeed, if this is the case, the boundary condition
(3.7) combined with the interior estimate (3.6) shows that the potentials V,W are small
enough (compared to something that depends on the function f and m), the Lm norm of ρ
on r0, 1s � Ω must be bounded.

3.1.3 Hard congestion

Now we tackle a priori estimates in the case of hard congestion. Namely we assume that the
running cost is

Epρq :�
$&
%
»

Ω
V pxqρpdxq if ρpxq ¤ 1 a.e. x P Ω,

�8 else.

In other words, we forbid the density to be above the threshold 1. In particular, we must assume
that the Lebesgue measure of Ω is larger than 1 in order for probability measures satisfying the
constraint to exist. Also, the terminal density will be penalized by

³
Ω Ψdρ1, where Ψ P CpΩq is a
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fixed potential. In this case, the optimality conditions (3.3), (3.4) read$'''''&
'''''%

Btρ�∇ � pρ∇φq � 0,

�Btφ� 1
2 |∇φ|

2 ¤ P � V (with equality on tρ ¡ 0u),
ρ0 given,
φ1 ¤ Ψ (with equality on tρ1 ¡ 0u),

where P ¥ 0 is a measure concentrated on the set tρ � 1u. Indeed h P BEpρq reads, in this case,
h � P � V and P ¥ 0. Compared to what is above we use the letter P instead of p to denote
the pressure: we will have to distinguish between the measure P and its density p w.r.t. L.

The density ρ already belongs to L8 (by the very definition of the constraint is satisfies),
the object for which we will improve regularity is the pressure. Our result is that, provided that
V is smooth enough (namely V P W 1,qpΩq for q ¥ d), then the pressure P has a density w.r.t.
Lebesgue which belong to H1pΩq for a.e. time, see Theorem 5.5 for the precise statement.

Let us give a heuristic derivation of this result. For simplicity, we will just consider the
conditions which are satisfied on the support of ρ, where the inequalities become equalities.
Anyway, this is not restrictive since we are interested in estimates on the pressure P , i.e. on the
set tρ � 1u. As we will see later, the pressure P is a measure which can be decomposed into
two parts: its restriction to r0, 1q � Ω is absolutely continuous w.r.t. the Lebesgue measure on
r0, 1q � Ω, and its density is denoted by p; on the other hand, there is also a part on t1u � Ω
which is singular, but absolutely continuous w.r.t. the Lebesgue measure on Ω, and its density is
denoted by P1. This second part represents a jump of the function φ at t � 1, which allows to
re-write the system as follows. $'''''&

'''''%

Btρ�∇ � pρ∇φq � 0,

�Btφ� 1
2 |∇φ|

2 � p� V,

ρ0 given,
φ1 � Ψ� P1.

(3.8)

where the density ρ satisfies ρ ¤ 1 everywhere and p, P1 ¥ 0 are strictly positive only on the
regions where the constraint involving ρ is saturated, i.e. where ρ � 1 (ρ1 � 1 in the case of P1).

Similarly to the case of soft congestion, we denote by Dt :� Bt � ∇φ � ∇ the convective
derivative. This time, the idea is to look at the quantity �Dttpln ρq. Indeed, the first equation of
(3.8) can be rewritten Dtpln ρq � ∆φ. On the other hand, taking the Laplacian of the second
equation in (3.8), it is easy to get, dropping a positive term, �Dtp∆φq ¤ ∆pp� V q. Hence,

�Dttpln ρq ¤ ∆pp� V q. (3.9)

Notice that if ρpt, xq � 1, then ρ is maximal at pt, xq hence �Dttpln ρqpt, xq ¥ 0. On the other
hand, if ρpt, xq   1 then ppt, xq � 0. In other words, p satisfies ∆pp� V q ¥ 0 on tp ¡ 0u, which
looks like an obstacle problem. Multiplying (3.9) by p, integrating w.r.t. space at a given instant
in time and doing an integration by parts, for all t»

Ω
∇ppt, �q �∇pppt, �q � V q ¤

»
BΩ
ppt, �qr∇pppt, �q � V q � nΩs, (3.10)

where nΩ is the outward normal to Ω. As ∇pp�V q is the acceleration of the agents and they are
constrained to stay in Ω, under the assumption that the latter is convex, ∇pppt, �q � V q � nΩ ¤ 0,
hence the l.h.s. of (3.10) is negative. From this we immediately see that }∇ppt, �q}L2pΩq ¤
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}∇V }L2pΩq, i.e. that p P L8pp0, 1q;H1pΩqq. Moreover, taking m ¡ 1, mutliplying (3.9) by pm,
and provided that ∇V P LqpΩq with q ¡ d, using Moser iterations, we are able to prove that
ppt, �q P L8pΩq with a norm depending only on V and Ω. For the final pressure P1, we only look
at Dtpln ρq � ∆φ. Using the equation for the terminal value of φ,

Dtpln ρqp1, �q � ∆pP1 �Ψq. (3.11)

The l.h.s. is positive at every point x such that ρp1, xq � 1, hence we get ∆pΨ � P1q ¥ 0 on
tP1 ¡ 0u. From exactly the same computations, we deduce }∇P1}L2pΩq ¤ }∇Ψ}L2pΩq and the
L8pΩq norm of P1 depends only on Ω and Ψ provided that ∇Ψ P LqpΩq with q ¡ d.

Let us say that this strategy, namely looking at the convective derivative of quantities such
as ln ρ was in fact already used by Loeper [Loe06] to study a problem similar to ours (related to
the reconstruction of the early universe), but in a case without potential and where ∆p :� ρ� 1.
In his case, (3.9) led to a differential inequality involving only ρ from which a L8 bound on ρ
was deduced.

From this heuristic computation, one can guess when the same result could applied to more
general Lagrangians as the question is reduced to what happens when one takes the Laplacian of
the Hamilton-Jacobi equation. For instance, if we replace Ω by a Riemannian manifold, it is
clear that the heuristic computation can be performed exactly in the same way provided that
the manifold has a positive Ricci curvature, as the inequality involving the Laplacian of the
Hamilton-Jacobi equation can be deduced from Bochner’s formula.

However, this strategy seems bound to fail when applied to the more involved setting of the
incompressible Euler equations (see Section 3.2 for the definition of the model). The first hint is
that the regularity of the pressure depends on the potential V , which does not appear in this
other setting. Moreover, here we have used that if ρ is maximal, so is ln ρ. Applying the same
strategy to the incompressible Euler equations, we would get (see in the next Section for the
notations) »

A
rDtt pln ραqs θpdαq ¤ r something with ∆p s,

but the constraint is about
³
A ρ

α θpdαq hence we cannot have any information on the sign of the
l.h.s. of the equation above.

As in the case of soft congestion, these computations are only formal because the quantities
involved cannot be differentiated twice in time, hence we have to work with a discrete version in
time of the problem which is detailed in Section 3.3.

3.2 Incompressible Euler equations

3.2.1 Model and convexity of the entropy

The incompressible Euler equations aim at describing the motion of an inviscid and incompressible
fluid. From the physical point of view, this system is conservative, hence one can hope to
instantiate the least action principle and to write a variational formulation of these equations.
This was done by Arnold [Arn66] with a geometric point of view: the incompressible Euler
equations are seen as a geodesic equation on the infinite-dimensional manifold of measure-
preserving maps. Later, Brenier introduced relaxations leading to generalized geodesics on the
group of measure-preserving maps: in [Bre89], he identified the correct calculus of variations
framework for this problem to make sense and admit solutions. Translated at a microscopic level,
fluid particles are allowed to split and diffuse on the whole space: for a general survey, see for
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instance [DF12]. We will concentrate in this paper on one of Brenier’s model with a flavor of
Eulerian point of view introduced in [Bre99] (see also [Bre03, Section 4], [DF12, Section 1.5.3]
and [AF09]).

More specifically, the goal is to study the evolution of particles subject to an incompressibility
constraint, namely that the average distribution of particles is, at any given time, uniform. In
particular, if we look just at ρ the distribution of particles, then it is a constant (proportional to
the Lebesgue measure) hence we see no evolution. To be able to analyze efficiently the motion of
the particles, one refines the description and looks at the individual behavior of the particles.
The model goes as follows.

There are (possibly infinitely) many phases indexed by a parameter α which belongs to some
probability space pA,A, θq. At a fixed time t, each phase is described by its density ραt and its
velocity field vαt , which are functions of the position x. We assume that all the densities are
confined in a fixed bounded domain Ω with Lebesgue measure 1, and up to a normalization
constant ραt can be seen as a probability measure on Ω. The evolution in time of the phase α is
done according to the continuity equation

Btραt �∇ � pραt vαt q � 0. (3.12)

We assume no-flux boundary conditions on BΩ, thus the total mass of ρα is preserved over time.
The different phases are coupled through the incompressibility constraint: at a fixed t the density
of all the different phases must sum up to the Lebesgue measure L (restricted to Ω). In other
words, for any t we impose that »

A
ραt θpdαq � L. (3.13)

Looking at the problem from a variational point of view, we assume that the values of ραt are
fixed for t � 0 and t � 1 and that the trajectories observed are those solving the following
variational problem:

min
pρα,vαqα

"»
A

» 1

0

»
Ω

1
2 |v

α
t pxq|2ραt pxqdxdtθpdαq : pρα,vαq satisfies (3.12) and (3.13)

*
. (3.14)

From a physical point of view, the functional which is minimized corresponds to the average
(over all phases) of the integral over time of the kinetic energy, namely the global action of all the
phases. From the point of view of this manuscript, given Theorem 2.8, the functional which is
minimized is the average of the quantities Apραq (see equation (2.7)) where t ÞÑ ραt is thought as
a curve valued in the Wassersteins space. Without the incompressibility constraint, each phase
would evolve independently and follow a geodesic in the Wasserstein space joining ρα0 to ρα1 (this
is precisely what the Benamou-Brenier formula (2.8) says).

In Brenier’s original formulation, the space pA,A, θq is the domain Ω endowed with the
Lebesgue measure L. In fact, the phase α P Ω represents the trajectory of a particle whose initial
position is α. If T : Ω Ñ Ω is a measure-preserving map, “classical” boundary conditions are
those where ρα0 is the Dirac mass located at α and ρα1 is the Dirac mass located at T pαq: it says
that the particles located at t � 0 in α must be in T pαq at t � 1. In a classical solution, each
phase α will be of the form ραt � δyαptq, where yα : r0, 1s Ñ Ω is a curve joining α to T pαq. But,
even if one starts with “classical” boundary conditions, there are cases where the phase α may
split and ρα may not be a Dirac mass for any t P p0, 1q, leading to a “non-classical” solution (for
examples of such cases, the reader can consult [Bre89, Section 6] or the detailed study [BFS09]).

It happens that all the quantities involved do not really depend on the particular dependence
of the ρα in α. Indeed, recall that Γ is the space of continuous curves valued in the probability
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measures on Ω endowed with the Wasserstein distance: in short Γ � Cpr0, 1s,PpΩqq. Everything
only depends on the image measure of θ through the map α ÞÑ ρα. The natural object we are
dealing with is therefore a probability measure on Γ, something that one can call (by analogy
with [BCM05]) a W2-traffic plan. We will use the letter Q to denote those W2 traffic plans:
compared to Section 3.1, where Q denoted a measure on the set of curves valued in Ω, here Q
will be a measure on the set of curves valued in PpΩq. In a way, the application α ÞÑ ρα is a
parametrization of a W2-traffic plan: that’s why we will call Brenier’s formulation the parametric
one, while we will work in the non parametric setting, dealing directly with probability measures
on Γ. In our setting, most topological properties are easier to handle, and notations are according
to us simplified. Even though any probability measure on Γ cannot be a priori parametrized, we
will show that it is the case for the solutions of the variational formulation of the Euler equations.
Therefore, our results can be translated in Brenier’s parametric setting.

More precisely, if Q P PpΓq is a W2-traffic plan, given Theorem 2.8, the energy that we seek
to minimize is

min
Q

"»
Γ

�» 1

0

1
2 | 9ρt|

2dt


Qpdρq : Q P PpΓq and @t P r0, 1s,

»
Γ
ρtQpdρq � L

*
. (3.15)

and the joint law of Q at time t P t0, 1u is fixed. The constraint is nothing else than the
translation, in the setting of W2 traffic plans, of the incompressibility constraint. The continuity
equation has disappeared, it is now implicit in the definition of the action for curves valued in the
Wasserstein space. Compared to the setting of the previous Section 3.1, the cost functional is just
(the expectation of) the action, but one faces a continuum of curves which interact through this
global incompressbility constraint. Until the end of this section, we will keep using the notations
of the parametric setting, as they are more suited for the exposition (but not for the proofs!).

With formal considerations (see for instance [Bre03, Section 4]) which amount basically to
write the dual formulation of this convex problem and explicit the absence of dual gap, one can
be convinced that for each phase α, the optimal velocity field is the gradient of a scalar field φα
(i.e. vαt � �∇φαt ), and that each φα evolves according to a Hamilton-Jacobi equation

�Btφαt �
|∇φαt |2

2 � �pt,

with a pressure field p that does not depend on α and that arises from the incompressibility
constraint. As discussed below, the actual regularity of the pressure is a hard and challenging
question. If we look at the Boltzmann entropy (see (2.13)) of the phase α, a formal computation,
which is almost the same as the one done to obtain (3.6), leads to

d2

dt2

»
Ω
ραt pxq ln ραt pxqdx ¥

»
Ω

∆ptpxqραt pxqdx, (3.16)

Thus, if one defines the averaged entropy H as a function of time by

Hptq :�
»
A
Hpραt qdt �

»
A

�»
Ω
ραt pxq ln ραt pxqdx



θpdαq,

the previous computation leads to

H2ptq ¥
»

Ω
∆pt �

»
BΩ
∇pt � nΩ
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where nΩ stands for the outward normal to Ω. In the setting of W2 traffic plans, it is enough
to replace Hptq by the integral of Hpρtq against the measure Q P PpΓq. Let us underline that
it is crucial that the r.h.s. of (3.16) depends linearly on ρα, so that, integrated w.r.t. α, this
dependency disappears. The same computation with a functional different from the entropy
would not lead to any relevant result. At this point, notice that the convexity of Ω becomes a
natural requirement. Indeed, if this is the case, the acceleration of a fluid particle located on
the boundary will be directed toward the interior of Ω because the particle is constrained to
stay in Ω. As the acceleration of the fluid particles is – at least heuristically – equal to �∇p,
it is reasonable to expect that ∇p � nΩ ¥ 0 on BΩ. Therefore, at a formal level, assuming the
convexity of Ω leads to H2 ¥ 0, i.e. to the property that the averaged entropy H is a convex
function of time. This was remarked and conjectured by Brenier in [Bre03, section 4].

Our contribution is to show that the conjecture of Brenier is true, namely that the averaged
entropy H is, at least for one solution of the variational formulation of the incompressible Euler
equation, a convex function of time, see Theorem 6.9 for the precise statement. This result is
somewhat disappointing because we can prove convexity only for one solution and not for all: it
is because we use an approximation process to prove the result, and uniqueness of the solution is
known to be false in general. As for the two previous sections, the main difficulty lies in the fact
that the solutions are not regular enough to make the computations rigorous, and we bypass
this difficulty by introducing a time-discretization described below. As the reader will be able to
see in Chapter 6, once the time discretization is performed we never have to worry about the
regularity of the pressure p nor the value functions φα and the latter objects do not even appear
in the proof.

Posterior to the publication of our work [Lav17], Baradat and Monsaingeon [BM18, Proposi-
tion 5.2] have provided a simpler proof of this result. The main idea is the same: perturb the
solution w.r.t. the heat flow and use the result as a competitor. Because of our time discretization,
what we do can be see as fixing an instant t0 in time and then letting ραt unchanged except
if t � t0 where in this case we change it into Φsρ

α
t0 for a small s ¡ 0. On the other hand, in

[BM18], they directly work at the continuous level and change ραt in Φstp1�tqρ
α
t for some small s:

their perturbation is not localized in time. Nevertheless, thanks to nice algebraic properties of
the heat flow, they are able to write the derivative of the action and conclude to the convexity
of the entropy. As they do not have a time-discretization procedure, they are able to retrieve
the convexity of the entropy for all solutions of (3.14) and not only one. On the other hand,
in their framework Ω is the torus and the adaptation to a convex domain seems doable, but
not immediate, whereas our proof is identical whether we are in the torus or a general convex
domain. Actually, as we just use the linearity of the heat flow and the EVI estimate, we believe
that our proof could be copied mutatis mutandis in RCDp0,8q spaces. We have still included
our proof in this manuscript for its similarity with the techniques in Chapters 4 and 5, but we
would advise a reader which just want to have a nice proof of the convexity of the entropy to
read [BM18] rather than Chapter 6.

Let us briefly mention here some already known results and directions of study of this problem
not related to the convexity the entropy. With the relevant framework, existence of a solution
to (3.15) is rather easy, although one has to show that the problem is not empty, which is not
immediate [Bre89, Section 4]. In some cases there is no uniqueness in (3.15), we refer the reader to
[BFS09] for a comprehensive study of one of such cases. Most of the research has been dedicated
to the characterization of optimality conditions: the main issue is to show existence, uniqueness
and regularity of a pressure field. It was accomplished by Brenier [Bre99] and regularity of the
pressure was later refined by Ambrosio and Figalli [AF08], though it is believed that the current
result is not sharp yet. In [AF09], the authors used the improved regularity of the pressure to
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get a Lagrangian interpretation, i.e. to characterize the trajectories of the different fluid particles.
They also show that, from the value of the problem (3.15), one can infer a distance on the set
of measure-preserving plans (i.e. elements of tµ P PpΩ� Ωq : π0#µ � L and π1#µ � Lu). We
also mention the recent result [Bar19] which proves continuous dependence on the pressure w.r.t.
the data, i.e. the initial and final configuration of the phases.

3.2.2 An explicit example

We end this section by explaining how, in basically the only situation where explicit solutions of
(3.14) are known, one can check by hand that indeed the entropy is convex. The situation is the
following: we take Ω � Bp0, 1q the ball of center 0 and radius 1 in dimension d with d � 1 or
d � 2. The parameter space is the domain itself, i.e. pA,A, θq is the domain Ω endowed with
its Borel σ-algebra and the normalized Lebesgue measure. Instead of the final time taken to be
1, for normalization reasons we rather choose it to be π. Let us put ρα0 � δα and ραπ � δ�α for
α P Ω. Hence the phase α must describe a particle which is located at time t � 0 in α and at
time t � π in �α.

The idea is that we know what the solutions look like. In dimension d � 2, there exists two
smooth solutions of this problem, namely the ones where the particles rotate at unit angular
speed in the clockwise and counter clockwise directions. For these solutions, as the acceleration
of a particle located at x is �x, the pressure field can be computed explicitly and is given by
ppxq � |x|2{2. Actually, and this was one of the main result of [Bre99], the pressure field is
the same for all solutions. In dimension d � 1, we refer to [Bre89, BFS09] for the justification
that the pressure is also equal to ppxq � x2{2. Hence, whatever the solution we pick (with the
boundary conditions described above), we know that particles must have an acceleration equal to
�∇ppxq � �x. We introduce Ψ : r0, πs�Ω�Rd Ñ Rd the flow of the equation :x � �x, given by

Ψpt, x, vq � x cosptq � v sinptq.

If the velocity of the particle α at time t � 0 is given, then we will have ραt � δΨpt,α,vq. In
dimension 2 we can set v � αK the rotation of α by π{2. Physically, each particle α moves in
the counter clockwise direction along the circle of radius |α| with unit angular speed: we recover
the solution described at the begining of this paragraph. Such a flow is incompressible and is a
solution of (3.14); and if we make particles flow in the clockwise direction we get also an optimal
incompressible flow (which shows in particular that uniqueness does not hold). But what was
understood by Brenier [Bre89] and later exhaustively explored in [BFS09] is that we can allow for
a phase α to diffuse: one can choose ηα P PpRdq a distribution of velocity over Rd, depending on
α, and say that it stands for the initial distribution of velocity of the phase α. The two rotations
described above correspond to cases where this distribution is a Dirac mass. More precisely, let
us state [BFS09, Lemma 2.3], while being sloppy about measurability issues.

Proposition 3.1. Let pηαqαPΩ a family of probability measures over Rd indexed by α P Ω. For
each α P Ω and each t P r0, πs we define

ραt :� Ψpt, α, �q#ηα.

Then pραqαPΩ is a solution of (3.14) if and only if it is incompressible, i.e. if and only if for all
t P r0, πs, »

Ω
ραt θpdαq �

L
LpΩq

and reciprocally every solution of (3.14) is of this form.
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t � 0 t � π
4 t � π

2 t � 3π
4 t � π

Figure 3.1: Temporal evolution, for the unique solution of the variational formulation of the
Euler equations in dimension 1, of the phase α � �1

2 which is a Dirac mass in x � �1
2 at t � 0

and a Dirac at x � 1
2 at t � π. One can see that, along the evolution, the mass is spreading.

Though not exactly represented, the density of this phase is not bounded for a fixed t. Note that
the support of the density at t � π

2 is not the whole domain Ω.

We recall that θ � L{LpΩq, and that, as LpΩq � 1, we are forced to rescale the Lebesgue measure
over Ω when expressing incompressibility.

Working with the family pηαqαPΩ, let us check the convexity of the entropy. Indeed, for a
fixed t and α, the map Ψpt, α, �q is just an affine transformation with slope sinptq. Hence it is
quite easy to compute

Hpραt q � �d lnpsinptqq �Hpηαq,
where we recall that d P t1, 2u is the dimension of space. Notice that the dependency on t has
been decoupled from the one in η. Integrating this equality w.r.t. α,

Hptq � �d lnpsinptqq �
»

Ω
Hpηαqθpdαq.

Now if we evaluate this identity at t � π{2, we can conclude that

Hptq � �d lnpsinptqq �H
�π

2

	
. (3.17)

In this identity, H can be computed with any solution of (3.14), but of course Hpπ{2q depends
on the solution and may be infinite. This is the case in the clockwise and counter clockwise
rotations describe above. Even in these cases, (3.17) tells us that Hptq is identically �8, which
is true but not really relevant.

On the other hand, if Hpπ{2q   �8, then (3.17) shows that H is indeed convex, and also
belongs to L1pr0, πsq as such properties are true for t ÞÑ � ln sinptq. In particular, the latter
property shows that we fall under Assumption 6.1 which we will make later in Chapter 6.

We confess that we do not know, if d � 2, whether there are explicit solutions, i.e. explicit
families pηαqαPΩ for which Hpπ{2q   �8. Indeed, the families proposed in [BFS09] are concen-
trated on one dimensional sets, hence have an infinite entropy1. However, if d � 1, i.e. when
Ω � r�1, 1s, then there is only one solution [BFS09, Theorem 3.1] and it is given by

ηαpdvq � 1α2�v2¤1pvq
π
?

1� α2 � v2 dv.

1One could try to compute a convex combination of different solutions given in [BFS09] to build one with finite
entropy, but the computations are quite heavy and we did not have the courage to finish them.

50



3.3. TIME DISCRETIZATION AND FLOW INTERCHANGE

One can look at Figure 3.1 to understand what the evolution of the phase α (with α � �1{2)
looks like. As Ψpπ{2, α, �q is just the identity, ραπ{2pdxq � ηαpdxq. Hence, the total entropy at
time π{2 can be written

H pπ{2q � � 1
LpΩq

¼
R2

lnpfp1� α2 � v2qq
fp1� α2 � v2q dαdv,

where we just set fpsq � π
?
s1s¡0. Doing a polar change of variables and calling r2 � α2 � v2,

one can check that the integral is finite: the only issue would be close to r � 1, but we have
the expansion ln fp1� r2q{fp1� r2q � C lnp1� rqp1� rq�1{2. As a conclusion, if we look at the
inversion of the segment in dimension d � 1, then the unique solution of (3.14) is such that
H P L1pr0, πsq and H is indeed a convex function of time.

3.3 Time discretization and flow interchange
In the next three chapters, there is a common feature: the use of a time discretization to make
rigorous estimates established formally via time differentiation. As the technicalities involved are
very similar in all three chapters, we will try, in this subsection, to give a flavor of them.

3.3.1 The discrete problem

Let us explain how one can discretize a problem like (3.1). We choose N � 1 ¥ 2 an integer
which will denote the number of time steps. We will write τ :� 1{N for the distance between
two time steps. The set TN will stand for the set of all time steps, namely

TN :� tkτ ; k � 0, 1, . . . , Nu .

We set ΓN :� PpΩqTN � PpΩqN�1: i.e. an element ρ P ΓN is a N � 1-uplet pρ0, ρτ , . . . , ρ1q of
probability measures indexed by TN . Given (2.4), a natural discretization of the action is

» 1

0

1
2 | 9ρt|

2dt �
Ņ

k�1

W 2
2 pρpk�1qτ , ρkτ q

2τ .

Hence, the continuous problem (3.1) will be replaced by

min
ρPΓN

#
Ņ

k�1

W 2
2 pρpk�1qτ , ρkτ q

2τ �
Ņ

k�1
τEpρkτ q �Ψpρ1q : ρ0 given

+
. (3.18)

Existence of solutions to (3.18) is easy to get, but the main interest of this problem is the way
optimality conditions are written. Indeed, let ρ̂ be a solution of (3.18) and fix k P t1, 2, . . . , N�1u.
We use the shortcut ρ̄ :� ρ̂kτ . Let us also denote µ :� ρ̂pk�1qτ and ν :� ρ̂pk�1qτ the values of
the curve at the previous and next time step respectively. By optimality we know that ρ̄ is a
minimizer (among all probability measures) of

ρ ÞÑ W 2
2 pµ, ρq �W 2

2 pρ, νq
2τ � τEpρq. (3.19)

Notice that this is an instance of the toy model (1.4) presented in Chapter 1. The key idea, which
was introduced precisely in the context of the JKO scheme under the name flow interchange
[MMS09], is to take F a function convex along generalized geodesics and to use SFt ρ̄ (the
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Wasserstein gradient flow of F starting at ρ̄, see Theorem 2.11) as a competitor. Indeed, using
the inequality (2.10) and saying that SFt ρ̄ cannot do better than ρ̄, one ends up with

F pµq � F pνq � 2F pρ̄q
τ2 ¥ � d

dtE
�
SFt ρ̄

�����
t�0

(3.20)

The l.h.s. is nothing else than the discrete second derivative in time of the quantity k ÞÑ F pρ̂kτ q.
Taking E � 0, we recover that the latter quantity is a convex function of time, which is precisely
the geodesic convexity of F .

As far as the study of soft congestion is concerned, it is enough to take F � Um for some
m ¥ 1. Indeed, as recall in Section 2.2, one can write a PDE satisfy by the gradient flow
SUm ρ̄ and evaluate precisely the rate of dissipation of E along SUm . Once the computation is
done, what we get is exactly a discrete version in time of (3.6). Actually, for the case of soft
congestion we write explicitly the optimality conditions of (3.19): calling pϕ̃, ϕq and pψ, ψ̃q pairs
of Kantorovich potentials between µ, ρ̄ and ρ̄, ν respectively, they read

ϕ� ψ

2τ2 � δE

δρ
pρ̄q � [constant]. (3.21)

The presence of the Kantorovich potentials should not be surprising: they appear as the derivative
of the Wasserstein distance w.r.t. ρ, see Proposition 2.3. Then we multiply this optimality
condition by the relevant quantity, which is nothing than the gradient (in the Wasserstein space)
of Um at the point ρ̄, and we integrate w.r.t. Ω to get (3.20).

For the study of hard congestion, we do not rely on a flow interchange estimate, though we
use the optimality conditions (3.21) of the discrete problem. Indeed, the idea is to translate all
the formal computations at the discrete level, with the Hamilton-Jacobi equation being translated
in (3.21).

Eventually, for the incompressible Euler equations, we use the flow interchange estimate,
as we perturb each curve by making the component at time kτ follow the heat flow, which is
nothing else than the Wasserstein gradient flow of the entropy. By doing that, we preserve the
incompressibility constraint: this is just a consequence of the linearity of the heat flow and the
fact that the Lebesgue measure is invariant under the heat flow. Hence, when we write (3.20)
there is no r.h.s. Integrating w.r.t. all the phases leads to the discrete time-convexity of the
entropy.

There is actually a technical refinement present in all of the three chapters: in the discrete
problem, we add a vanishing entropic penalization, namely

λ
Ņ

k�0
τHpρkτ q,

where we recall that H is the Boltzmann entropy, see (2.13). The parameter λ is then sent to 0,
together or after that N Ñ �8. The goal of this entropic penalization is twofold:

It will force the minimizers of the discrete problem to be measures with strictly positive
density a.e.: this comes from the fact that the derivative of x ÞÑ x ln x at x � 0 is �8. As seen
for instance in Proposition 2.3, it is great help to handle derivatives of the Wasserstein distance.
We think that it reveals an unavoidable issue: when one studies optimal transport, it is hard
to handle the regions where there is no mass, because in these regions mass can only be added,
not removed (hence all the optimality conditions with an inequality which becomes an equality
where there is mass). The role of entropic penalization is precisely to remove this potential issue
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and greatly helps to write the optimality conditions. Of course, one has to pay a price: passing
to the limit N Ñ �8 with entropic penalization is more involved than without.

On the other hand, in the case of the incompressible Euler equations, it will guarantee
convergence of the discrete entropy to the continuous one. Such a convergence is in fact not true
a priori (because H is only l.s.c. on PpΩq) but necessary if one wants to pass to the limit a
feature such as convexity.

3.3.2 Passing to the limit

In each chapter, the strategy is always to prove estimates at the discrete level, i.e. for problem
(3.18) and then to pass to the limit N Ñ �8 to get estimates that are true at the continuous level,
i.e. for problem (3.1). To achieve this end, we basically prove a Γ-limit. We first emphasize that,
in case of non-uniquness in the limit problem, we can prove something only for one solution of
the continuous problem, not for all. It happens for the convexity of the entropy in the variational
formulation of the incompressible Euler equations and for the regularity of the pressure in the
case of hard congestion (as there is no uniqueness in the dual problem defining the pressure).

For the Γ�lim inf, the first step is to identify competitors at the discrete level with competitors
at the continuous one. This is in fact quite easy: if one has ρ P ΓN (i.e. one knows the value
of ρt only for t P t0, τ, 2τ, . . . , 1u), then by interpolating along constant-speed geodesics on each
segment rkτ, pk � 1qτ s one easily get a competitor in Γ. Along this process, the discrete action is
equal to the continuous one. Hence standard lower semi-continuity arguments allow to handle
the limit N Ñ �8.

On the other hand, the Γ� lim sup is done by sampling a continuous curve to get a discrete
one. The only issue that might appear is the presence of entropic regularization: indeed, in this
case, one must first regularize a curve before sampling it to ensure a control on the discrete
entropic penalization term.

We mention that for hard congestion, in Chapter 5, what we do in rather pass to the limit
in the dual problem, as the pressure P is a dual variable. As we already know that we have
convergence of the values of the problem (because of the convergence of the primal problem and
the absence of duality gap), it is enough to show that the limiting pressure does at least as good,
when evaluated in the continuous dual problem, as the solution of the continuous primal problem.
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Chapter 4

Regularity of the density in the case
of soft congestion

In this chapter, we tackle the problem of optimal density evolution with soft congestion which
reads

min
ρ

"» 1

0

1
2 | 9ρt|

2dt�
» 1

0
Epρtqdt�Ψpρ1q : ρ P Γ, ρ0 given

*
.

where Γ � Cpr0, 1s,PpΩqq and | 9ρt| is the metric derivative of ρ. The functional E : PpΩq Ñ R
will have the form

Epρq �
»

Ω
fpρq �

»
Ω
V dρ

The goal is to show that the optimal ρ is in L8 globally in space, locally in time provided we
can quantify how much convex f is and V has some regularity.

4.1 Statement of the problem and regularity of the density
Assumptions. The assumptions that will hold throughout this chapter are the following.

• Recall that Ω is the closure of an open convex bounded domain with smooth boundary. To
simplify the constants, we assume that its Lebesgue measure is 1.

• We assume that f : r0,�8q Ñ R is a strictly convex function, bounded from below and C2

on p0,�8q. We define the congestion penalization F by, for any ρ P PpΩq,

F pρq :�
»

Ω
fpρacq � f 1p�8qρsingpΩq,

where ρ �: ρacL � ρsing is the decomposition of ρ as an absolutely continuous part ρac

(identified with its density) and a singular part ρsing w.r.t. L. Thanks to Proposition 2.12,
we know that F is a convex l.s.c. functional on PpΩq.
• We assume that V : Ω Ñ R is a Lipschitz function.

• We assume that Ψ : PpΩq Ñ R is a l.s.c. and convex functional, bounded from below.

We will consider variational problems with a running cost of the form

ρ ÞÑ Epρq :� F pρq �
»

Ω
V dρ
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while Ψ will penalize the final density, and the initial one will be prescribed. Namely, we fix
ρ̄0 a fixed element of PpΩq. We recall that Γ :� Cpr0, 1s,PpΩqq where PpΩq is endowed with
the Wasserstein metric W2, and that the metric derivative of a 2-absolutely continuous curve is
defined in Theorem 2.7.

Definition 4.1. We define the the functional A : Γ Ñ R by

Apρq :�
» 1

0

1
2 | 9ρt|

2dt�
» 1

0
Epρtqdt�Ψpρ1q.

We state the continuous problem as

mintApρq : ρ P Γ, ρ0 � ρ̄0u. (4.1)

A curve ρ P Γ with ρ̄0 that minimizes A will be called a solution of the continuous problem.

Proposition 4.2. Let us assume that there exists ρ P Γ with ρ0 � ρ̄0 such that Apρq   �8.
Then the problem (4.1) admits a unique solution.

Proof. The functional A is the sum of l.s.c., convex and bounded functionals. Moreover, as
Apρq ¥ ³1

0
1
2 | 9ρt|2dt� C (where C depends on the lower bounds of f, V and Ψ), we know, thanks

to Proposition 2.9, that the sublevel sets of A are compact. The existence of a solution to (4.1)
follows from the direct method of calculus of variations.

To prove uniqueness, we need to prove that A is strictly convex. If ρ1 and ρ2 are two distinct
minimizers of A, we define ρ :� pρ1 � ρ2q{2. As ρ1 and ρ2 are distinct, by continuity there exists
T1   T2 such that ρ1

t and ρ2
t differ for every t P rT1, T2s. In particular, for any t P rT1, T2s, by

strict convexity of F , F pρq   pF pρ1q � F pρ2qq{2. Thus,» 1

0
F pρtqdt   1

2

» 1

0
F pρ1

t qdt�
1
2

» 1

0
F pρ2

t qdt.

As all the other terms appearing in A are convex, one concludes that Apρq   pApρ1q �Apρ2qq{2,
which contradicts the optimality of ρ1 and ρ2.

As we will be interested in the regularity of the solutions of (4.1), we will not discuss the
existence of admissible competitors, i.e. the existence of ρ P Γ with ρ0 � ρ̄0 such that Apρq   �8.
However, let us just say that if fpsq growths at most like sm as sÑ �8 with m   1�1{d (where
d is the dimension of the space), and if ΨpLq   �8, then existence of such a ρ is guaranteed
for any ρ̄0 P PpΩq. Indeed, by convexity of A it is enough to check that Apρq is finite if ρ is the
geodesic joining a Dirac mass at time t � 0 to the Lebesgue measure at time t � 1.

In order to get the L8 bounds, we will consider two different cases (strong and weak
congestion), depending on the second derivative of f . Let us start by introducing the typical
functions f that we will consider.

Definition 4.3. For any m ¥ 1, we define um : r0,�8q Ñ R for any t ¥ 0 through

umptq :�
$&
%
t ln t� 1 if m � 1

tm

mpm� 1q if m ¡ 1
.

For any m ¥ 1, the functional Um : PpΩq Ñ R is defined, for ρ P PpΩq, via

Umpρq :�
$&
%
»

Ω
umpρq if ρ is absolutely continuous w.r.t. L

�8 else
.
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One can notice that u2mptq � tm�2 for any m ¥ 1 and any t ¡ 0, hence the functions um are
convex for all m. One can also notice that U1 is (up to an additive constant) the entropy w.r.t.
L that we already defined in (2.13). Moreover, thanks to Proposition 2.12, we see that Um is
l.s.c., convex and convex along generalized geodesics in PpΩq. Let us underline also that a direct
application of Jensen’s inequality yields m2Um for any m ¥ 1.

Let us now state the different assumptions to quantify how much F penalizes concentrated
measures.

Assumption 4.1 (strong congestion). There exists α ¥ �1 and Cf ¡ 0 such that f2ptq ¥ Cf t
α

for any t ¡ 0.

Assumption 4.2 (strong congestion-variant). There exist α ¥ �1, t0 ¡ 0 and Cf ¡ 0 such that
f2ptq ¥ Cf t

α for any t ¥ t0.

In particular, integrating twice, we see that under either of the above assumptions, for ρ P PpΩq
we have Uα�2pρq ¤ CfF pρq � C, where C is a constant that depends on f (but not on ρ). One
can also see that f 1p�8q � �8. The function um is the typical example of a function satisfying
Assumption 4.1 with α � m � 2. To produce functions satisfying Assumption 4.2 but not
Assumption 4.1, think at fptq � ?

1� t4 (if we try to satisfy Assumption 4.1 we need α ¤ 0 for
large t, and α ¥ 2 for small t) or at fptq � pt� 1q2� (the difference between these two examples
is that in the first case on could choose an aribtrary t0 ¡ 0, while in the second it is necessary to
use t0 ¥ 1).

Assumption 4.3 (weak congestion). There exist α   �1, t0 ¡ 0 and Cf ¡ 0 such that
f2ptq ¥ Cf t

α for any t ¥ t0.

For example, fptq :� ?
1� t2 satisfies f2ptq ¥ Cf t

α for t ¥ 1 with α � �3.

Assumption 4.4 (higher regularity of the potential). The potential V is of class C1,1 (it is C1

and its gradient is Lipschitz) and ∇V � nΩ ¥ 0 on BΩ, where nΩ is the outward normal to Ω.

We will see that only Assumption 4.1, where we require a control of f2 everywhere, allows to
deal with Lipschitz potentials, while in general we will need the use of Assumption 4.4. The
condition ∇V � nΩ ¥ 0 on BΩ can be interpreted by the fact that the minimum of V is reached
in the interior of Ω: it prevents the mass of ρ to concentrate on the boundaries.

Assumption 4.5 (final penalization). The penalization Ψ is of the following form

Ψpρ1q �
$&
%
»

Ω
gpρ1q �

»
Ω
Wdρ1 if ρ1 is absolutely continuous w.r.t. L

�8 if ρ1 is singular w.r.t. L,

where g : r0,�8q Ñ R is a convex and superlinear (i.e. g1p�8q � �8) function, bounded from
below, and W : Ω Ñ R is a potential of class C1,1 satisfying ∇W � nΩ ¥ 0 on BΩ.

The mains results of this chapter can be stated as follows.

Theorem 4.4 (strong congestion, interior regularity). Suppose that either Assumption 4.1 holds
or Assumption 4.2 and 4.4 hold, and that Apρq   �8 for some ρ P Γ with ρ0 � ρ̄0. Let ρ be the
unique solution to (4.1). Then for any 0   T1   T2   1, the restriction of ρ to rT1, T2s belongs
to L8prT1, T2s � Ωq.
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Theorem 4.5 (strong congestion, boundary regularity). Suppose that either Assumption 4.1
holds or Assumption 4.2 and 4.4 hold, and that Assumption 4.5 holds as well, and that Apρq   �8
for some ρ P Γ with ρ0 � ρ̄0. Let ρ be the unique solution to (4.1). Then, for any 0   T1   1,
the restriction of ρ to rT1, 1s belongs to L8prT1, 1s � Ωq.
Theorem 4.6 (weak congestion case). Suppose Assumptions 4.5, 4.3 and 4.4 hold and that
Apρq   �8 for some ρ P Γ with ρ0 � ρ̄0. We assume that the prescribed initial measure ρ̄0
satisfies ρ̄0 P Lm0 with m0 ¡ d|α� 1|{2 and F pρ̄0q   �8, and that }∆V }8, }∆W }8 are small
enough (smaller than a constant that depends on m0). Let ρ be the unique solution to (4.1).
Then ρ P Lm0pr0, 1s � Ωq and for any 0   T1   1, the restriction of ρ to rT1, 1s belongs to
L8prT1, 1s � Ωq.
Actually, in the last theorem, the constant should also depend on the Lebesgue measure of Ω but
we do not see it as we have normalized Ω to have unit Lebesgue measure.

The rest of the chapter is devoted to the proof of these theorems. In particular, we will
always assume in the sequel that there exists ρ P Γ with ρ0 � ρ̄0 such that Apρq   �8. In
order to prove these theorems, we will introduce a discrete (in time) variational problem that
will approximate the continuous one. For this problem, we will be able to show the existence
of a unique smooth (in space) solution and write down the optimality conditions. From these
optimality conditions, we will be able to derive a flow interchange estimate whose iteration will
give uniform (in the approximation parameters, and in m) Lm estimates.

Let us introduce the discrete problem here. As explained in the previous chapter, we will use
two approximations parameters:

• N � 1 ¥ 2 will denote the number of time steps. We will write τ :� 1{N for the distance
between two time steps. The set TN will stand for the set of all time steps, namely

TN :� tkτ ; k � 0, 1, . . . , Nu .
We set ΓN :� PpΩqTN � PpΩqN�1 (i.e. an element ρ P ΓN is a N � 1-uplet pρ0, ρτ , . . . , ρ1q
of probability measures indexed by TN ).

• We will also add a (vanishing) entropic penalization (recall that U1 denotes the entropy w.r.t.
L). It will ensure that the solution of the discrete problem is smooth. The penalization
will be a discretized version of

λ

» 1

0
U1pρtqdt,

where λ is a parameter that will be sent 0.

Let us state formally our problem. We fix N ¥ 1 (τ :� 1{N) and λ ¡ 0, and we set λN � λ if
Assumption 4.5 is satisfied, λN � 0 otherwise. We define AN,λ : ΓN Ñ R by

AN,λpρq :�
Ņ

k�1

W 2
2 pρpk�1qτ , ρkτ q

2τ �
N�1̧

k�1
τ pEpρkτ q � λU1pρkτ qq �Ψpρ1q � λNU1pρ1q.

This means that in the case of Assumption 4.5 we penalize ρ1 by
³
Ω gpρ1q � λU1pρ1q �

³
ΩWdρ1,

while we do not modify the boundary condition otherwise (the reason for not always adding
λU1pρ1q lies in the possibility of having a prescribed value for ρ1 with infinite entropy). In all
the cases, we enforce strictly ρ0 � ρ̄0. The discrete minimization problem reads

mintAN,λpρq : ρ P ΓN , ρ0 � ρ̄0u, (4.2)

and a ρ P ΓN which minimizes AN,λ will be called a solution of (4.2).
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Theorem 4.7. For any N ¥ 1 and any λ ¡ 0, the discrete problem (4.2) admits a solution.

Proof. The functional AN,λ is a sum of convex and l.s.c. functionals, bounded from below, hence
it is itself convex, l.s.c. and bounded from below. Moreover, the space ΓN � PpΩqN�1 is compact
(for the weak convergence). Thus, to use the direct method of calculus of variations, it is enough
to show that AN,λpρq   �8 for some ρ P ΓN .

This is easy in this discrete framework: just take ρkτ � L if k P t1, 2, . . . , N � 1u, ρ0 � ρ̄0
and ρNτ equal to an arbitrary measure ρ such that Ψpρq � λNU1pρq   �8.

We did not adress the uniqueness of the minimizer in the above problem since we do not
really care about it, but indeed it also holds. Indeed, the strict convexity of F (or the term
λU1 that we added) guarantees uniqueness of ρkτ for all k ¤ N � 1. The uniqueness of the last
measure (which cannot be deducted from strict convexity for an arbitrary functional Ψ, as we do
not always add a term of the form λU1pρ1q) can be obtained from the strict convexity of the last
Wasserstein distance term ρ ÞÑW 2

2 pρ, ρpN�1qτ q, as ρpN�1qτ is absolutely continuous (see [San15,
Proposition 7.19]).

In all the following, for any N ¥ 1 and λ ¡ 0, we denote by ρ̄N,λ P ΓN the unique solution
of (4.2) with parameters N and λ. Moreover, In all the sequel, we fix 1   β   d{pd� 2q. It is
well known that the space H1pΩq is continuously embedded into L2βpΩq. Moreover, in the case
where the assumptions of Theorem 4.6 are satisfied, we choose β in such a way that

β

β � 1m0 ¡ |α� 1|. (4.3)

4.2 Flow interchange estimate

4.2.1 Interior flow interchange

In this subsection, we study the optimality conditions of (4.2) away from the temporal boundaries.
We fix for the rest of the subsection N ¥ 1, 0   λ ¤ 1 and 0   k   N , and we use the shortcut
ρ̄ :� ρ̄N,λkτ . Let us also denote µ :� ρ̄N,λpk�1qτ and ν :� ρ̄N,λpk�1qτ . As ρ̄

N,λ is a solution of the discrete
problem, we know that ρ̄ is a minimizer (among all probability measures) of

ρ ÞÑ W 2
2 pµ, ρq �W 2

2 pρ, νq
2τ � τ

�
F pρq � λU1pρq �

»
Ω
V dρ



.

In particular, we know that U1pρ̄q   �8, thus ρ̄ is absolutely continuous w.r.t. L.

Lemma 4.8. The density ρ̄ is strictly positive a.e.

Proof. For 0   ε   1, we define ρε :� p1 � εqρ̄ � εL. As L is a probability measure, we know
that ρε is a probability measure too. Thus, using ρε as a competitor, we get

λpU1pρ̄q � U1pρεqq ¤ W 2
2 pµ, ρεq �W 2

2 pρε, νq
2τ � τEpρεq � W 2

2 pµ, ρ̄q �W 2
2 pρ̄, νq

2τ � τEpρ̄q.

We estimate the r.h.s. by convexity (as W 2
2 and F are convex) to see that

U1pρ̄q � U1pρεq ¤ ε

λ

�
W 2

2 pµ,Lq �W 2
2 pL, νq

2τ � τEpLq � W 2
2 pµ, ρ̄q �W 2

2 pρ̄, νq
2τ � τEpρ̄q

�
.

Thus, there exists a constant C, independent of ε, such that U1pρ̄q � U1pρεq ¤ Cε. This can be
easily seen to imply (see for instance the proof of [San15, Lemma 8.6]) that ρ̄ is strictly positive
a.e.
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We can then write the first-order optimality conditions.

Proposition 4.9. The measure ρ̄ (or more precisely its density w.r.t. L) is Lipschitz and
bounded away from 0 and 8. Moreover, let us denote by ϕµ and ϕν the Kantorovich potentials
for the transport from ρ̄ to respectively µ and ν. Then the following identity holds a.e.:

∇ϕµ �∇ϕν
τ2 �

�
f2pρ̄q � λ

ρ̄



∇ρ̄�∇V � 0. (4.4)

Proof. Let ρ̃ P PpΩq X L8pΩq and for 0   ε   1 define ρε � p1 � εqρ̄ � ερ̃. We use ρε as a
competitor. We use Proposition 2.3 as ρ̄ ¡ 0 a.e., the Kantorovich potentials ϕµ and ϕν for the
transport from ρ̄ to respectively µ and ν are unique and

lim
εÑ0

W 2
2 pµ, ρ̄q �W 2

2 pµ, ρεq �W 2
2 pρ̄, νq �W 2

2 pρε, νq
2τ2 �

»
Ω

ϕµ � ϕν
τ

pρ̄� ρ̃q.

The term involving V is straightforward to handle as it is linear. Hence, by optimality of ρ̄ we
get »

Ω

�
ϕµ � ϕν
τ2 � V



pρ̄� ρ̃q ¤ lim inf

εÑ0

F pρεq � λU1pρεq � F pρ̄q � λU1pρ̄q
ε

. (4.5)

By definition of the objects involved,

F pρεq � λU1pρεq � F pρ̄q � λU1pρ̄q
ε

�
»

Ω

fλrp1� εqρ̄� ερ̃s � fλrρ̄s
ε

.

The integrand of the integral of the r.h.s. converges pointewisely, as εÑ 0, to pf 1pρ̄q�λ ln ρ̄qpρ̃�ρ̄q.
Moreover, as the function fλ is convex, we see that for 0   ε   1,

fλrp1� εqρ̃� ερ̄s � fλrρ̄s
ε

¤ fλpρ̃q � fλpρ̄q.

As ρ̃ P L8pΩq and F pρ̄q � λU1pρ̄q   �8, the r.h.s. of the equation is integrable on Ω. Thus, by
a reverse Fatou’s lemma,

lim sup
εÑ0

»
Ω

F pρεq � λU1pρεq � F pρ̄q � λU1pρ̄q
ε

¤
»

Ω

�
f 1pρ̄q � λ ln ρ̄

� pρ̃� ρ̄q.

Combing this equation with (4.5), we see that
³
Ω hdpρ̃� ρ̄q ¥ 0 with

h :� ϕµ � ϕν
τ2 � f 1pρ̄q � λ ln ρ̄� V.

We know that h is finite a.e., thus its essential infimum cannot be �8. Moreover, starting from
ρ̄f 1pρ̄q ¥ fpρ̄q � fp0q, we see that

³
Ω hρ̄ ¡ �8. Taking probability measures ρ̃ concentrated on

sets where h is close to its essential infimum, we see that the essential infimum of h cannot be
�8 and that h coincides with its essential infimum ρ̄-a.e. As ρ̄ ¡ 0 a.e., there exists C such that
we have a.e. on Ω

f 1pρ̄q � λ ln ρ̄ � C � ϕµ � ϕν
τ2 � V. (4.6)

As f 1 is C1 and increasing, it is easy to see that f 1 � λ ln is an homeomorphism of p0,�8q on
p�8,�8q which is bilipschitz on compact sets. As the function C � pϕµ � ϕνq{τ2 � V takes its
values in a compact set and is Lispchitz, we see that ρ̄ is bounded away from 0 and 8 and is
Lipschitz. With all this regularity (recall that f is assumed to be C2 on p0,�8q), we can take
the gradient of (4.6) to obtain (4.4).
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Theorem 4.10 (Flow interchange inequality). For any m ¥ 1, the following inequality holds:»
Ω
|∇ρ̄|2f2pρ̄qρ̄m�1 �

»
Ω
p∇ρ̄ �∇V qρ̄m�1 ¤ Umpµq � Umpνq � 2Umpρ̄q

τ2 .

The reader can see that this result is a discrete version of (3.6) derived heuristically in the
previous chapter.

Proof. We multiply pointewisely (4.4) by ρ̄m�1∇ρ̄ and integrate over Ω. Dropping the entropic
term, we easily get»

Ω
|∇ρ̄|2f2pρ̄qρ̄m�1 �

»
Ω
p∇ρ̄ �∇V qρ̄m�1 ¤ � 1

τ2

»
Ω
r∇ρ̄ � p∇ϕµ �∇ϕνqs ρ̄m�1.

To prove the flow interchange inequality, it is enough to show that

�
»

Ω
p∇ρ̄ �∇ϕµqρ̄m�1 ¤ Umpµq � Umpρ̄q,

as a similar inequality will hold for the term involving ϕν . To this purpose, we denote by
ρ : r0, 1s Ñ PpΩq the constant-speed geodesic joining ρ̄ to µ. By Proposition 2.10, we know that
it is given by

ρt � pId� t∇ϕµq#ρ̄.
By geodesic convexity of Um, the function t ÞÑ Umpρtq is convex. Hence,

Umpµq � Umpρ̄q � Umpρ1q � Umpρ0q

¥ lim sup
tÑ0

Umpρtq � Umpρ0q
t

� lim sup
tÑ0

»
Ω

umpρtq � umpρ̄q
t

¥ lim sup
tÑ0

»
Ω

pρt � ρ̄qu1mpρ̄q
t

� lim sup
tÑ0

»
Ω

u1mpρ̄rx� t∇ϕµpxqsq � u1mpρ̄rxsq
t

ρ̄pxqdx,

where we also have used that um is convex. It is clear that for a.e. x P Ω,

lim
tÑ0

u1mpρ̄rx� t∇ϕµpxqsq � u1mpρ̄rxsq
t

� � �p∇ρ̄ �∇ϕµqu2mpρ̄q� pxq.
Moreover, we have the uniform (in t) bound����u1mpρ̄rx� t∇ϕµpxqsq � u1mpρ̄rxsq

t

���� ¤ }u2mpρ̄q}8}∇ρ̄}8}∇ϕµ}8.

At this point, one can remember that u2mpxq � xm�2. Moreover, as ρ̄ is bounded away from 0
and 8 and Lipschitz, the r.h.s. of the equation above is finite. Thus, by dominated convergence,

lim sup
tÑ0

»
Ω

u1mpρ̄rx� t∇ϕµpxqsq � u1mpρ̄rxsq
t

ρ̄pxqdx � �
»

Ω
p∇ρ̄ �∇ϕµqρ̄m�1.

From the result of Theorem 4.10 we need to deduce estimates on improved Lm norms. To this
aim, we treat in a slightly different way the cases of weak and strong congestion even if the result
are similar. The main issue is to control the term involving ∇V .
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Corollary 4.11 (Strong congestion case). Suppose that Assumption 4.1 holds. Then, for any
m ¥ α� 2 one has

Uβmpρ̄q1{β ¤ Cm2
�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � Cm2Umpρ̄q
�
,

where C ¡ 0 depends only on f, V and Ω.

Proof. Let us start from the case of Assumption 4.1. In this case, we recall that Cf is the
constant such that f2ptq ¥ Cf t

α for any t ¡ 0. We transform the term involving ∇V in the
following way:

»
Ω
p∇ρ̄ �∇V qρ̄m�1 �

»
Ω
pρ̄α{2∇ρ̄q � pρ̄�α{2∇V qρ̄m�1

¥ �Cf2
»

Ω
|ρ̄α{2∇ρ̄|2ρ̄m�1 � 1

2Cf

»
Ω
|ρ̄�α{2∇V |2ρ̄m�1

� �Cf2
»

Ω
|∇ρ̄|2ρ̄m�1�α � 1

2Cf

»
Ω
|∇V |2ρ̄m�1�α

¥ �Cf2
»

Ω
|∇ρ̄|2ρ̄m�1�α � }∇V }28m2

2Cf
Umpρ̄q.

For the last inequality, we have used the fact that

»
Ω
ρ̄m�1�α ¤

�»
Ω
ρ̄m


pm�1�αq{m
¤

»
Ω
ρ̄m ¤ m2Umpρ̄q,

which is valid because 1 ¤ m� 1� α ¤ m and LpΩq � 1. Thus, using Theorem 4.10, we get

Cf
2

»
Ω
|∇ρ̄|2ρ̄m�1�α ¤

»
Ω
|∇ρ̄|2f2pρ̄qρ̄m�1 � Cf

2

»
Ω
|∇ρ̄|2ρ̄m�1�α

¤
�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � }∇V }28
2Cf

m2Umpρ̄q
�
.

We are interested only in the large values taken by ρ̄. Let us introduce ρ̂ :� maxp1, ρ̄q. This
function is larger than ρ̄ and 1 and its gradient satisfies |∇ρ̂| � |∇ρ̄|1ρ̄¥1. Thus,

»
Ω
|∇ρ̂m{2|2 � m2

4

»
Ω
|∇ρ̂|2ρ̂m�2 ¤ m2

4

»
Ω
|∇ρ̂|2ρ̂m�1�α ¤ m2

4

»
Ω
|∇ρ̄|2ρ̄m�1�α.

(the last inequality is true since ∇ρ̂ � 0 on the points where ρ̂ ¡ ρ̄, and the first inequality is
exactly the point where we exploit the fact ρ̂ ¥ 1, which explains the use of ρ̂ instead of ρ̄). On
the other hand, if we use the injection of H1pΩq into L2βpΩq for the function ρ̂m{2, we get (with
CΩ a constant that depends only on Ω),

�»
Ω
ρ̂mβ


1{β
¤ CΩ

�»
Ω
|∇ρ̂m{2|2 �

»
Ω
ρ̂m



.
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As ρ̄βm ¤ ρ̂βm and ρ̂m ¤ 1� ρ̄m, we see that�»
Ω
ρ̄mβ


1{β
¤

�»
Ω
ρ̂mβ


1{β

¤ CΩ

�
m2

4

»
Ω
|∇ρ̄|2ρ̄m�1�α �

»
Ω
ρ̄m � 1




¤ CΩm
2
�

1
4

»
Ω
|∇ρ̄|2ρ̄m�1�α � 2Umpρ̄q




¤ Cm2
�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � Cm2Umpρ̄q
�
.

Notice that to go from the second to the third line, we have used the fact that 1 ¤ ³
Ω ρ̄

m ¤
m2Umpρ̄q. To conclude, it remains to notice that, as mβ ¥ β ¡ 1, that we can control (uniformly
in m) Umβpρ̄q by

³
Ω ρ̄

mβ. Indeed�»
Ω
ρ̄mβ


1{β
¥ 1
pβpβ � 1qq1{βUmβpρ̄q

1{β.

Thus, up to a change in the constant C, we get the result we claimed.

Corollary 4.12 (Weak congestion case). Suppose Assumption 4.3 and 4.4 both hold. Then, for
any m ¥ 1 such that βpm� α� 1q ¥ 1 one has

Umpµq � Umpνq � 2Umpρ̄q
τ2 � CmUmpρ̄q ¥ 0

and
Uβpm�1�αqpρ̄q1{β ¤ Cm2

�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � CmUmpρ̄q
�
� Ctm�1�α

0 ,

where C depends only on f, V and Ω.

Proof. We use an integration by parts to treat the term involving ∇V . Recall that nΩ denotes
the exterior normal to Ω.»

Ω
p∇ρ̄ �∇V qρ̄m�1 � 1

m

»
Ω
∇pρ̄mq �∇V

� 1
m

»
BΩ
p∇V � nΩqρ̄m � 1

m

»
Ω

∆V ρ̄m

¥ �}∆V }8mUmpρ̄q,
where we have used the assumption ∇V � nΩ ¥ 0 on BΩ. Thus, using Theorem 4.10, we get
(recall that f2ptq ¥ Cf t

α but only for t ¥ t0)

Cf

»
tρ̄¥t0u

|∇ρ̄|2ρ̄m�1�α ¤ Cf

»
Ω
|∇ρ̄|2ρ̄m�1f2pρ̄q (4.7)

¤
�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � }∆V }8mUmpρ̄q
�
. (4.8)

This gives us the first inequality of the corollary. In a similar manner to the strong congestion
case, we introduce ρ̂ :� maxpt0, ρ̄q. This time we notice that»

Ω
|∇ρ̂pm�1�αq{2|2 ¤ m2

4

»
tρ̄¥t0u

|∇ρ̄|2ρ̄m�1�α.
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Thus, if we use the injection of H1pΩq into L2βpΩq with the function ρ̂pm�1�αq{2,�»
Ω
ρ̂βpm�1�αq


1{β
¤ CΩ

�»
Ω
|∇ρ̂pm�1�αq{2|2 �

»
Ω
ρ̂m�1�α



.

Then, we proceed as in the proof of the strong congestion case, but this time m� 1� α ¤ m
and ρ̂m�1�α ¤ ρ̄m�1�α � tm�1�α

0 :�»
Ω
ρ̄βpm�1�αq


1{β
¤

�»
Ω
ρ̂βpm�1�αq


1{β

¤ CΩ

�
m2

4

»
tρ̄¥1u

|∇ρ̄|2ρ̄m�1�α �
»

Ω
ρ̄m�1�α � tm�1�α

0

�

¤ CΩ

�
m2

4

»
tρ̄¥1u

|∇ρ̄|2ρ̄m�1�α �
»

Ω
ρ̄m � tm�1�α

0

�

¤ Cm2
�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � CmUmpρ̄q
�
� Ctm�1�α

0 .

Notice that if t0 ¤ 1, we can control tm0 by m2Umpρ̄q (as we did in the strong congestion case),
but in the general case this is not possible and we have to keep an explicit dependence in t0. To
conclude, we notice that, thanks to (4.3), one has βpm� 1� αq ¥ m ¥ m0 and thus�»

Ω
ρ̄βpm�1�αq


1{β
¥ 1
pm0pm0 � 1qq1{βUβpm�1�αqpρ̄q1{β.

The last case is a combination of the previous two cases.
Corollary 4.13 (Strong congestion case-variant). Suppose that Assumption 4.2 and 4.4 both
hold. Then, for any m ¥ m0 one has

Umpµq � Umpνq � 2Umpρ̄q
τ2 � CmUmpρ̄q ¥ 0 (4.9)

and
Uβmpρ̄q1{β ¤ Cm2

�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � CmUmpρ̄q
�
� Ctm0 , (4.10)

where C depends only on f, V and Ω.
Proof. We begin with the same computations as in Corollary 4.12. We can obtain the same
result as in (4.7), but on the set tρ̄ ¥ t0u we can use α ¥ �1 to write»

tρ̄¥t0u
|∇ρ̄|2ρ̄m ¤ C

�
Umpµq � Umpνq � 2Umpρ̄q

τ2 � }∆V }8mUmpρ̄q
�
.

With ρ̂ :� maxpt0, ρ̄q we get »
Ω
|∇ρ̂m{2|2 ¤ C

m2

4

»
tρ̄¥t0u

|∇ρ̄|2ρ̄m,

and the conclusion comes from the same Sobolev injection, with the function ρ̂m{2, and similar
computations as in the previous cases.

For simplicity, inequalities (4.9) and (4.10) will be used by replacing the term mUmpρ̄q with
m2Umpρ̄q, so as to allow a unified presentation with the inequality obtained in Corollary 4.11.
Notice also that Corollary 4.11 is basically giving us the same inequality as (4.10), as long as we
set t0 � 0.
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4.2.2 Boundary flow interchange

In the case of Assumption 4.5, we can derive some estimate right at the final time t � 1 (k � N).
We will only sketch the proof, at it mimicks the proof of the interior case and these computations
are well-known in the case of the applications to the JKO scheme. We know that, with ρ̄ � ρ̄N,λ1
and µ :� ρ̄N,λ1�τ , the measure ρ̄ is a minimizer (among all probability measures) of

ρ ÞÑ W 2
2 pµ, ρq
2τ �Gpρq � λU1pρq �

»
Ω
Wdρ.

Let us remark that it correspond to one step of the JKO scheme: it is in the context of such
variational problems that the flow interchange was firstly used, see [MMS09]. In any case, with
these notation, we obtain:

Proposition 4.14. Suppose Assumption 4.5 holds. Then, for any m ¥ 1 ,

Umpµq � Umpρ̄q
τ

¥ �pm� 1q}∆W }8Umpρ̄q.

Proof. Following the same strategy than in Lemma 4.8 and Proposition 4.9, we know that ρ̄ is
bounded away from 0 and 8, is a Lipschitz function, and that

∇ϕµ
τ

�
�
g2pρ̄q � λ

ρ̄



∇ρ̄�∇W � 0

a.e. on Ω, where ϕµ is the unique Kantorovich potential for the transport from ρ̄ to µ. Thus, if
we multiply by ρ̄m�1∇ρ̄, we get, by the same estimation than in Theorem 4.10 (we drop both
the entropic penalization and the congestion term),

Umpµq � Umpρ̄q
τ

¥
»

Ω
p∇W �∇ρ̄qρ̄m�1.

It remains to perform an integration by parts, using the sign of ∇W �nΩ on BΩ, to conclude that

Umpµq � Umpρ̄q
τ

¥ � 1
m

»
Ω

∆Wρ̄m ¥ �pm� 1q}∆W }8Umpρ̄q.

4.3 Moser-like iterations

Corollaries 4.11, 4.12 and 4.13 allow us to control the Lmβ or Lpm�1�αqβ norm of ρ̄ in terms of
its Lm norm. The strategy will consist in integrating w.r.t. to time and iterating such a control
in order to get a bound on the LmprT1, T2s � Ωq norm of ρ̄N,λ that does not depend on λ and N
and to control how this bounds grows in m. For any N ¥ 1 and any 0   λ   1, recall that ρ̄N,λ
is a solution of the discrete problem (4.2).

Definition 4.15. For any m ¥ 1 and any 0 ¤ T1 ¤ T2 ¤ 1, we define LmT1,T2
as

LmT1,T2 :� lim inf
NÑ�8,λÑ0

� ¸
T1¤kτ¤T2

τUmpρ̄N,λkτ q
�1{m

.

The quantity LmT1,T2
can be seen as a discrete counter part of (up to a factor 1{pmpm� 1qq1{m)

the Lm norm of the restriction to rT1, T2s of the limit (whose existence will be proven in the next
section) of ρ̄N,λ when N Ñ �8 and λÑ 0.
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4.3.1 The strong congestion case

First, we integrate w.r.t. time the estimate obtained in Corollary 4.11.
Proposition 4.16. Suppose that either Assumption 4.1 holds or Assumptions 4.2 and 4.4 both
hold. Then there exists two constants C1 and C2 (depending on f, V and Ω) such that, for any
0   ε ¤ C1{m and any 0   T1   T2   1 such that rT1 � ε, T2 � εs � p0, 1q, and any m ¥ α� 2,

LβmT1,T2
¤

�
C2
m3

ε

�
m2 � 1

ε2


�1{m
max

�
LmT1�ε,T2�ε, t0

�
.

As pointed out earlier after Corollary 4.13, in the case where Assumption 4.1 holds, we set
t0 � 0.

Proof. Let us recall that in Corollary 4.11 and Corollary 4.13, we have proved (if we explicit the
dependence in N and λ) that for any N ¥ 1, λ ¡ 0 and any k P t1, 2, . . . , N � 1u, one has

Uβmpρ̄N,λkτ q1{β ¤ Cm2

�
Umpρ̄N,λpk�1qτ q � Umpρ̄N,λpk�1qτ q � 2Umpρ̄N,λkτ q

τ2 � Cm2Umpρ̄N,λkτ q
�
� Ctm0 .

(4.11)
Let us take χ : r0, 1s Ñ r0, 1s a positive C1,1 cutoff function such that χptq � 1 if t P rT1 �
ε{3, T2 � ε{3s and χptq � 0 if t R rT1 � 2ε{3, T2 � 2ε{3s. Such a function χ can be chosen
with }χ2}8 ¤ 54{ε2. We multiply (4.11) by τχpkτq and sum over k P t1, 2, . . . , N � 1u. After
performing a discrete integration by parts, we are left with

N�1̧

k�1
τχpkτqUmβpρ̄N,λkτ q1{β

¤ Ctm0 � Cm2
N�1̧

k�1
τUmpρ̄N,λkτ q

�
Cm2 � χppk � 1qτq � χppk � 1qτq � 2χpkτq

τ2

�
.

Given the bound on the second derivative of χ, and if τ ¤ ε{3, we get¸
T1�ε{3¤kτ¤T2�ε{3

τUmβpρ̄N,λkτ q1{β ¤ Ctm0 � Cm2
�
m2 � 1

ε2


 ¸
T1�ε¤kτ¤T2�ε

τUmpρ̄N,λkτ q.

The l.h.s. is not exactly
�
LmβT1,T2

	1{m
as we would like to exchange the sum and the power 1{β.

Unfortunately, Jensen’s inequality gives the inequality the other way around. To overcome this
difficulty, we will use the fact that the function k ÞÑ Uβmpρ̄N,λkτ q is almost a convex function of k.
More precisely, we will use the “reverse Jensen inequality”, whose proof is postponed at the end
of this chapter in Section 4.5.

Lemma 4.17. Let puτkqkPZ be a family of real sequences indexed by a parameter τ . We assume
that there exists ω ¥ 0 such that for any k P Z and any τ , one has uτk ¡ 0 and

uτk�1 � uτk�1 � 2uτk
τ2 � ω2uτk ¥ 0. (4.12)

Then, for any T1   T2 and any η   π{p8ωq, there exists τ0 (which depends on ω), such that, if
τ ¤ τ0, then� ¸

T1¤kτ¤T2

τuτk

�1{β

¤ C
pω � 1qpT2 � T1 � 1q1�1{β

η

¸
T1�η¤kτ¤T2�η

τpuτkq1{β,

where C is a universal constant.

66



4.3. MOSER-LIKE ITERATIONS

To use this lemma, we observe that uτk :� Umβpρ̄N,λkτ q satisfies (4.12) with ω2 � Cm2 (thanks again
to Corollary 4.11 and Corollary 4.13). Thus, if we take C1 small enough, we have ε{3   π{p8ωq
as soon as ε ¤ C1{m. If τ is small enough, we can exchange the sum and the power 1{β to get� ¸

T1¤kτ¤T2

τUmβpρ̄N,λkτ q
�1{β

¤ C
Cm� 1

ε

¸
T1�ε{3¤kτ¤T2�ε{3

τUmβpρ̄N,λkτ q1{β

¤ C2
m3

ε

�
m2 � 1

ε2


�
t0 �

¸
T1�ε¤kτ¤T2�ε

τUmpρ̄N,λkτ q
�
.

Notice that we have put the constant C2m
3ε�1pm2 � ε�2q also in factor of tm0 , as it is anyway

larger than 1 as soon as ε is small enough. Then we take the power 1{m on both sides, use the
identity pa� bq1{m ¤ C maxpa1{m, b1{mq and send N Ñ �8 and λÑ 0 to get the result.

In other words, on a slightly larger time interval, the Lβm norm is control by the Lm norm. We
just have to iterate this inequality.
Proposition 4.18. Suppose that either Assumption 4.1 holds or Assumptions 4.2 and 4.4 both
hold. For any 0   T1   T2   1, there exists C (that depends on T1, T2, f, V and Ω) such that

lim sup
mÑ�8

LmT1,T2 ¤ C max
�
Lα�2

0,1 , t0
�
.

Proof. Let ε0 ¡ 0 be small enough such that 0   T1 � ε0β{pβ � 1q ¤ T2 � ε0β{pβ � 1q   1 and
ε0 ¤ C1{pα� 2q (where C1 is the constant defined in Proposition 4.16). For any n P N, let us
define

Tn1 :� T1 �
�8̧

k�n

ε0
βn

and Tn2 :� T2 �
�8̧

k�n

ε0
βn
,

and set mn :� pα� 2qβn. Using Proposition 4.16, as we have |Tn�1
i � Tni | � ε0β

�n ¤ C1{mn for
i P t1, 2u, we can say that, with ln :� max

�
LmnTn1 ,Tn2

, t0

	

ln�1 ¤
�
max

"
1, C2

m3
n

ε0β�n

�
m2
n �

1
pε0β�nq2


*�1{mn
ln

¤ �
Cβ6n�β�n{pα�2q

ln.

One can easily check, as β ¡ 1, that
�8¹
n�0

�
Cβ6n�β�n{pα�2q   �8,

thus we get that

sup
nPN

LmnT1,T2
¤ sup

nPN
LmnTn1 ,Tn2

¤ sup
nPN

ln ¤ Cl0 � C max
�
Lm0
T 0

1 ,T
0
2
, t0

	
¤ C max

�
Lα�2

0,1 , t0
�
.

To conclude, we notice that, if m ¡ 1 and mn ¥ m, one has (using Jensen’s inequality)

LmT1,T2 ¤
pmnpmn � 1qq1{mn
pmpm� 1qq1{m LmnT1,T2

,

thus sending mÑ �8 (hence nÑ �8) we conclude that
lim sup
mÑ�8

LmT1,T2 ¤ sup
nPN

LmnT1,T2
. (4.13)

As we will see later, the fact that Lα�2
0,1 is finite is a consequence of the fact that the solution ρ̄

of the continuous problem (4.1) satisfies
³1
0 F pρ̄tqdt   �8.
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4.3.2 Estimates up to the final time

In this subsection, still supposing that either Assumption 4.1 holds or Assumptions 4.2 and 4.4
both hold, we exploit Assumption 4.5 to extend the L8 bound up to the final time t � 1. We
will prove a result similar to Proposition 4.16, but this time up to the boundary.

Proposition 4.19. Suppose that either Assumption 4.1 holds or Assumptions 4.2 and 4.4 both
hold, and that Assumption 4.5 also holds. Then there exists two constants C1 and C2 (depending
on f, V, g,W and Ω) such that for any 0   ε   C1{m and any 0   T1   1 with 0   T1 � ε, then
for any m ¥ α� 2,

LβmT1,1 ¤
�
C2
m3

ε

�
m

ε
�m2 � 1

ε2


�1{m
max

�
LmT1�ε,1, t0

�
.

Again, we recall that if we are under Assumption 4.1, we take t0 � 0.

Proof. Let us recall that equation (4.11) holds for any N ¥ 1, λ ¡ 0 and k P t1, 2, . . . , N � 1u.
We take χ : r0, 1s Ñ r0, 1s a positive C1,1 cutoff function such that χptq � 1 if t P rT1�ε{3, 1s and
χptq � 0 if t P r0, T1 � 2ε{3s. Such a function χ can be chosen with }χ2}8 ¤ 54{ε2. We multiply
(4.11) by τχpkτq and sum over k P t1, 2, . . . , N � 1u. After performing a discrete integration by
parts, we are left with (now a boundary term is appearing):

N�1̧

k�1
τχpkτqUmβpρ̄N,λkτ q1{β¤ Cm2

�
Umpρ̄N,λ1 q�Umpρ̄N,λ1�τ q

τ
χp1q

�
N�1̧

k�1
τUmpρ̄N,λkτ q

�
Cm2 � χpkτ � τq�χpkτ � τq�2χpkτq

τ2

��
� Ctm0 .

With the help of Proposition 4.14 and Corollary 4.11 or Corollary 4.13, and as χp1q � 1, we are
able to write (provided that τ ¤ ε{3)

¸
T1�ε{3¤kτ¤1

τUmβpρ̄N,λkτ q1{β ¤ Cm2

�
mUmpρ̄N,λ1 q �

�
m2 � 1

ε2

� ¸
T1�ε¤kτ¤1

τUmpρ̄N,λkτ q
�
� Ctm0 .

To transform the boundary term Umpρ̄N,λ1 q into an integral term, we use the following lemma,
whose proof is also postponed at the end of this chapter in Section 4.5.

Lemma 4.20. Let puτkqkPZ be a family of real sequences indexed by a parameter τ . We assume
that there exists ω ¥ 0 such that for any k P Z and any τ , one has uτk ¡ 0 and (4.12). We also
assume that there exists b ¥ 0 such that for some N P Z,

uτN � uτN�1
τ

¤ buτN .

Then, there exists C1 and C2 universal constants and τ0 (which depends on ω and b), such that
for any η ¤ mintπ{p32ωq, π{p32bqu and any τ ¤ τ0, then

uτN ¤ C1
η

¸
Nτ�η¤kτ¤Nτ

τuτk, (4.14)

and for any T1   Nτ ,� ¸
T1¤kτ¤Nτ

τuτk

�1{β

¤ C2
pω � 1qpNτ � T1 ��1q1�1{β

η

¸
T1�η¤kτ¤Nτ

τpuτkq1{β. (4.15)
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We are in the case where this lemma can be applied because of Corollary 4.11 or Corollary 4.13
and Proposition 4.14 with uτk � Umpρ̄N,λkτ q, ω � Cm and b � Cm and Nτ � 1. Thus, if ε   C{m,
we can guarantee that we can use equation (4.14) of Lemma 4.20 (with ε � η), thus

¸
T1�ε{3¤kτ¤1

τUmβpρ̄N,λkτ q1{β ¤ Ctm0 � Cm2
�
m

ε
�m2 � 1

ε2

� ¸
T1�ε¤kτ¤1

τUmpρ̄N,λkτ q.

Then we use equation (4.15) of Lemma 4.20 (but this time with uτk � Uβmpρ̄N,λkτ q) to exchange
the sum and the power 1{β on the l.h.s. to conclude that

� ¸
T1¤kτ¤1

τUmβpρ̄N,λkτ q
�1{β

¤ C
m3

ε

�
m

ε
�m2 � 1

ε2

��
tm0 �

¸
T1�ε¤kτ¤1

τUmpρ̄N,λkτ q
�
.

Again, we have put m3ε�1pmε�1 �m2 � ε�2q in factor of tm0 , which is legit because this factor
is larger than 1 for ε small enough. Taking the power 1{m on each side, using the identity
pa� bq1{m ¤ C maxpa1{m, b1{mq, and letting N Ñ �8 and λÑ 0, we get the result.

It is then very easy to iterate this result, which looks exactly like Proposition 4.16. Thus, the
proof of the following proposition, which is exactly the same as Proposition 4.18, is left to the
reader.

Proposition 4.21. Suppose that either Assumption 4.1 holds or Assumptions 4.2 and 4.4 both
hold, and that Assumption 4.5 also holds. Then, for any 0   T1   1, there exists C (that depends
on T1, f, V and Ω) such that

lim sup
mÑ�8

LmT1,1 ¤ C max
�
Lα�2

0,1 , t0
�
.

4.3.3 The weak congestion case

The scheme is very similar in the weak congestion case, even though the iteration is not as direct
as in the strong congestion case. Moreover, we will directly prove an L8 bound up to t � 1,
because, as we will see, Assumption 4.5 will be needed anyway to initialize the iterative process.
The proofs will be less detailed in this case: the reading on the two previous subsections is
advised to understand this one.

Proposition 4.22. Suppose Assumptions 4.3, 4.4 and 4.5 hold. Then there exist constants C1
and C2 (depending on f, V and Ω) such that, for any 0   ε ¤ C1{m and any ε   T1   1, then
for any m ¥ m0,

L
βpm�1�αq
T1,1 ¤

�
C2
m5{2

ε

�
m

ε
�m� 1

ε2


�1{pm�1�αq

max
��
LmT1�ε,1

�m{pm�1�αq
, t0

�
.

Proof. The proof starts the same way: starting from Corollary 4.12, we write

Uβpm�1�αqpρ̄N,λkτ q1{β ¤ Cm2

�
Umpρ̄N,λpk�1qτ q � Umpρ̄N,λpk�1qτ q � 2Umpρ̄N,λkτ q

τ2 � CmUmpρ̄N,λkτ q
�

� Ctm�1�α
0 . (4.16)
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Because of Assumption 4.5, we can also write, tanks to Proposition 4.14, that

Umpρ̄N,λ1�τ q � Umpρ̄N,λ1 q
τ

¥ �pm� 1q}∆W }8Umpρ̄N,λ1 q.

We use the same cutoff function χ that in the proof of Proposition 4.19. We multiply (4.16) by
τχpkτq, perform a discrete integration by parts and end up with

¸
T1�ε{3¤kτ¤1

τUβpm�1�αqpρ̄N,λkτ q1{β

¤ Cm2

�
Umpρ̄N,λ1 q � Umpρ̄N,λ1�τ q

τ
�
�
m� 1

ε2

� ¸
T1�ε¤kτ¤1

τUmpρ̄N,λkτ q
�
� Ctm�1�α

0

¤ Cm2

�
mUmpρ̄N,λ1 q �

�
m� 1

ε2

� ¸
T1�ε¤kτ¤1

τUmpρ̄N,λkτ q
�
� Ctm�1�α

0 .

We also use Lemma 4.20 but this time with ω2 � Cm (this is Corollary 4.12) and b � Cm. The
frequency ω2 is smaller than in the strong congestion case (where it was of the order m2) because
we have made stronger assumptions on the potential V , though this is not important as we only
use the fact that ω grows not faster than a polynomial of m. With this lemma we can both
transform the boundary term into an integral term and exchange the sum and the power 1{β:
there exists C1 such that if 0   ε ¤ C1{m and if τ is small enough,

� ¸
T1¤kτ¤1

τUβpm�1�αqpρ̄N,λkτ q
�1{β

¤ C

?
m� 1
ε

¸
T1�ε{3¤kτ¤1

τUβpm�1�αqpρ̄N,λkτ q1{β

¤ C
m5{2

ε

�
m

ε
�m� 1

ε2


�
tm�1�α
0 �

¸
T1�ε¤kτ¤1

τUmpρ̄N,λkτ q
�
.

We take the power 1{pm� 1� αq on both sides, use the fact that

pa� bq1{pm�1�αq ¤ C maxpa1{pm�1�αq, b1{pm�1�αqq

and let N Ñ �8, λÑ 0 to get the result.

We proceed the same way by iterating the inequality, even though this expressions are slightly
more complicated. Let us underline that the condition (4.3) on β is precisely the one that ensures
that βpm� 1� αq ¡ m as soon as m ¥ m0: it is only thanks to this condition that the iteration
of Proposition 4.22 will give useful information.

Proposition 4.23. Suppose Assumptions 4.3, 4.4 and 4.5 hold. Then, there exists γ   �8
such that, for any 0   T1   1, there exists C (that depends on T1, f, V and Ω) such that

lim sup
mÑ�8

LmT1,1 ¤ C
�
max

�
Lm0

0,1 , t0
��γ

.

Proof. As we know, thanks to our normalization choices, that Lm0
0,1 ¥ 1, it is not restrictive that

assume that t0 ¥ 1 (indeed, if this is not the case, Assumption 4.3 is still valid with t0 � 1 and
the content of Proposition 4.23 does not change).
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Once we have chosen ε0   βT1{pβ � 1q, we define Tn1 by the same formula as in the proof of
Proposition 4.18. We also define mn by recurrence: for any n P N, we take mn�1 � βpmn�1�αq.
Thus, we have the explicit expression

mn �
�
m0 � pα� 1q β

β � 1



βn � pα� 1q β

β � 1 .

In particular, pmnqnPN diverges exponentially fast to �8 as nÑ �8. Using Proposition 4.22
and as t0 ¥ 1, we get

L
mn�1
Tn�1

1 ,1 ¤
�
C2

m
5{2
n

ε0β�n

�
mn

ε0β�n
�mn � 1

pε0β�nq2

�1{pmn�1�αq

max
��
LmnTn1 ,1

	mn{pmn�1�αq
, t0

�

¤
�
Cβ11n{2

�1{pmn�α�1q
max

��
LmnTn1 ,1

, t0

�	mn{pmn�α�1q
.

Denoting by ln :� ln
�

max
�
LmnTn1 ,1

, t0

�	
, we see that

ln�1 ¤ C3
11n

2pmn � α� 1q �
C4

mn � α� 1 �
mn

mn � α� 1 ln.

Given the exponential asymptotic growth of pmnqnPN, we leave it to the reader to check that is
enough to conclude that lim supnÑ�8 ln ¤ γl0 � C5 for some γ   �8 and C4   �8. Taking
the exponential gives

lim sup
nPN

LmnTn1 ,1
¤ C

�
max

�
Lm0

0,1 , t0
��γ

.

To conclude, we use again (4.13), which is valid independently of Assumption 4.1 or Assumption
4.3.

However, in the weak congestion case, the fact that Lm0
0,1   �8 will require a little bit more

of work and relies on the particular form of the boundary conditions.

Proposition 4.24. Suppose Assumptions 4.3, 4.4 and 4.5 hold. Then there exists Cmax (which
depends on m0) such that, if }∆V }8 and }∆V }8 are smaller than Cmax then

Lm0
0,1   �8.

Proof. Again we will use the almost convexity of Um0pρ̄N,λq. Indeed, we rely on the following
lemma, which has the same flavor as the “reverse Jensen inequality” and whose proof is postponed
at the end of this chapter in Section 4.5.

Lemma 4.25. Let a ¡ 0, b ¥ 0 and ω ¥ 0 and assume Tmax � mintπ{p32ωq, π{p32bqu is bounded
by 1. Then there exist some constants C   �8 and τ0 ¡ 0 (all depending on a, b and ω) such
that for any N ¡ 1{τ0 (τ :� 1{N) and for any sequence puτkqk P Z of strictly positive numbers
satisfying (4.12) for k P t1, 2, . . . , N � 1u, and such that uτ0 � a and

uτN�1 � uτN
τ

¥ �buτN ,

one has uτk ¤ C for any k P t1, 2, . . . , Nu.
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We use this lemma with uτk � Um0pρ̄N,λkτ q. Equation (4.12) is satisfied with ω2 � }∆V }8m0
(Corollary 4.12, one should look closely at the proof to see that the dependence is indeed linear
in }∆V }8 ); one can take

a � Um0pρ̄N,λ0 q � Um0pρ̄0q � 1
m0pm0 � 1q

»
Ω
ρ̄m0

0 ;

and we take b � pm0�1q}∆W }8 (cf. Proposition 4.14). Thus, one can conclude that if 1 ¤ Tmax,
then Um0pρ̄N,λkτ q is bounded independently on N . The latter condition can be rephrased as
maxp}∆V }8, }∆V }8q ¤ Cmax once one plugs the formula for Tmax. This is enough to conclude
that Lm0

0,1 is finite.

4.4 Limit of the discrete problems

In this section, we will see that the solutions ρ̄N,λ of the discrete problems (4.2) converge to the
solution ρ̄ of the continuous one (4.1) when N Ñ �8 and λÑ 0. Then, using the results of the
previous sections, we will be able to show the L8 bound on ρ̄.

4.4.1 Building discrete curves from continuous one

In our construction we will need to work with curves with finite entropy. This is easy under
Assumption 4.1 of 4.2, but requires an approximation in the case of Assumption 4.3. Hence, we
will show that in this case we can approximate curves in Γ by curves in Γ with finite entropy. In
order to do this, we will use the heat flow, whose definition and useful properties are recalled in
Section 2.4.

Recall that the heat flow with Neumann boundary conditions on Ω is denoted by Φ and the
heat kernel by K. We mention that if h : R Ñ R is any convex function bounded from below,
ρ P PpΩq X L1pΩq, and s ¥ 0 then»

Ω
h rpΦsρqpxqsdx ¤

»
Ω
hrρpxqsdx;

If h is not superlinear, the same stays true for any ρ P PpΩq by replacing the integral
³
Ω hrρpxqsdx

with the expression in (2.12). Indeed, using in particular Jensen’s inequality and the fact that³
ΩKtpx, yqdx � 1 for any y and t,

»
Ω
h rpΦsρqpxqsdx �

»
Ω
h

�»
Ω
Kspx, yqρpyqdy



dx

¤
¼

Ω�Ω

Kspx, yqhpρpyqqdydx �
»

Ω
hrρpyqsdy.

The proof in the case where h is not superlinear and ρ is not absolutely continuous is obtained
by writing ρ �: ρacL� ρsing. Observing that h1p8q is the Lipschitz constant of h, we have»

Ω
h rpΦsρqpxqs dx�

»
Ω
h rpΦsρ

acqpxqsdx ¤ h1p8q
»

Ω
|Φsρ

sing|pxqdx � h1p8qρsingpΩq.

Proposition 4.26. Suppose Assumption 4.5 holds and that ρ̄0 is such that U1pρ̄0q, F pρ̄0q   �8,
and let ρ P Γ with ρ0 � ρ̄0. Then, for any ε ¡ 0, there exists ρ̃ P Γ with ρ̃0 � ρ̄0 and C   �8
such that Apρ̃q ¤ Apρq � ε and U1pρ̃tq ¤ C for any t P r0, 1s.
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Proof. Without loss of generality, we assume Apρq   �8. The idea is to use the heat flow
to regularize solutions. But we cannot apply the heat flow uniformly, as we would loose the
boundary condition ρ0 � ρ̄0. Consequently, for any 0   s   1, we define ρ̃s P PpΓq by

ρ̃sptq :�
$&
%

Φtpρ0q if 0 ¤ t ¤ s

Φs

�
ρ

�
t� s

1� s

�

if s ¤ t ¤ 1

.

In other words, we take the curve Φsρ, squeeze it into rs, 1s, and use the heat flow to join ρ0 to
ρs on r0, ss. In particular, ρ̃s0 � ρ0 � ρ̄0 and ρ̃s1 � Φsρ1. From U1pρ0q   �8 and the fact that U1
is decreasing along the heat flow (see Theorem 2.11), U1pρ̃tq is bounded by U1pρ0q if t P r0, ss
and by a constant Cs (depending only on s and Ω) if t P rs, 1s. Hence, for any s ¡ 0, there exists
C   �8 such that U1pρ̃st q ¤ C for any t P r0, 1s.

It remains to show that A does not increase too much because of our regularization process.
Because of the remark made above, one can see that» 1

0
F pρ̃st qdt�Gpρ̃s1q ¤ sF pρ̄0q � p1� sq

» 1

0
F pρtqdt�Gpρ1q.

To handle the action of ρ̃s, we remark thanks to the fourth point of Proposition 2.13 and the
representation formula (2.4) that applying uniformly the heat flow decreases the action. Hence,
performing a affine change of variables on rs, 1s and using (2.11),» 1

0
| 9̃ρst |2dt �

» s
0
| 9Φtρ0|2dt� 1

1� s

» 1

0
| 9Φsρt|2dt

¤ U1pρ0q � U1pΦsρ0q � 1
1� s

» 1

0
| 9ρt|2dt.

By lower semi-continuity of U1 and as U1pρ0q � U1pρ̄0q is finite, one concludes that

lim sup
sÑ0

» 1

0
| 9̃ρst |2dt ¤

» 1

0
| 9ρt|2dt.

Finally to handle the term involving the potentials, one uses, by continuity of the heat flow, that
ρ̃st converges to ρt for any t P r0, 1s as s goes to 0. As

³1
0 | 9̃ρst |2dt is uniformly bounded, the family

pρ̃sq0¤s 1 is uniformly equicontinuous, hence ρ̃s converges uniformly to ρ as sÑ 0. This allows
us to write

lim
sÑ0

�» 1

0

»
Ω
V dρ̃stdt�

»
Ω
Wdρ̃s1

�
�

» 1

0

»
Ω
V dρtdt�

»
Ω
Wdρ1.

Gluing all the inequalities that we have collected, we see that lim supsÑ0Apρ̃sq ¤ Apρq. Hence,
it is enough to take ρ̃ :� ρ̃s for s small enough.

Now, let us show how one can sample a continuous curve to get a discrete one that approximates
it.

Proposition 4.27. Let ρ P Γ with ρ0 � ρ̄0 be such that
³1
0 U1pρtqdt   �8 and λ ¡ 0 be fixed.

For any N ¥ 1 we can build a curve ρN P ΓN with ρN0 � ρ̄0 in such a way that

lim sup
NÑ�8

AN,λpρN q ¤ Apρq � λ

» 1

0
U1pρtqdt� λNU1pρ1q.

We recall that λN � 0 by default except if Assumption 4.5 holds.
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Proof. We can assume Apρq   �8. The idea is to sample ρ on a grid translated w.r.t. TN . We
start with the following observation.» τ

0

N�1̧

k�1
pF pρkτ�sq � λU1pρkτ�sqq ds �

» 1�τ

0
pF pρtq � λU1pρtqq dt

¤
» 1

0
pF pρtq � λU1pρtqq dt� Cτ,

where C depends only on the lower bounds of F and U1. Therefore, there exists sN P p0, τq such
that

τ
N�1̧

k�1
pF pρkτ�sN q � λU1pρkτ�sN qq ¤

» 1

0
pF pρtq � λU1pρtqq � Cτ.

Let us define ρN P ΓN by sampling ρ on the grid translated by sN : for any k P t0, 1, . . . , Nu,

ρN :�

$'&
'%
ρ0 if k � 0
ρ1 if k � N

ρkτ�sN if 1 ¤ k ¤ N � 1
.

As the boundary values are left unchanged and given the choice of sN , it is clear that�
Apρq � λ

» 1

0
U1pρtqdt� λNU1pρ1q



�AN,λpρN q ¥

» 1

0

1
2 | 9ρt|

2dt�
Ņ

k�1

W 2
2 pρNpk�1qτ , ρ

N
kτ q

2τ � Cτ.

The r.h.s. of the above equation is delicate to evaluate because of the non uniformity of the grid
near the boundaries. Recall that if t ¤ s then W 2

2 pρt, ρsq ¤ ps� tq ³st | 9ρr|2dr, hence

Ņ

k�1

W 2
2 pρNpk�1qτ , ρ

N
kτ q

2τ

� W 2
2 pρ0, ρτ�sN q

2τ �
N�1̧

k�2

W 2
2 pρpk�1qτ�sN , ρkτ�sN q

2τ � W 2
2 pρpk�1qτ�sN , ρ1q

2τ

¤ τ � sN
2τ

» τ�sN
0

1
2 | 9ρt|

2dt�
N�1̧

k�2

» kτ�sN
pk�1qτ�sn

1
2 | 9ρt|

2dt� τ � sN
2τ

» 1

1�τ�sN

1
2 | 9ρt|

2dt

¤
» τ�sN

0
| 9ρt|2dt�

» 1�τ�sN

τ�sN

1
2 | 9ρt|

2dt�
» 1

1�τ�sN

1
2 | 9ρt|

2dt

¤
» 1

0

1
2 | 9ρt|

2dt�
» 2τ

0

1
2 | 9ρt|

2dt.

In particular, we have used τ � sN ¤ 2τ and τ � sN ¤ τ . Letting N Ñ �8 (hence τ Ñ 0), we
end up with

lim sup
NÑ�8

Ņ

k�1

W 2
2 pρNpk�1qτ , ρ

N
kτ q

2τ ¤
» 1

0

1
2 | 9ρt|

2dt,

and this is enough to conclude.

Corollary 4.28. Under the assumptions of Theorems 4.4, 4.5 or 4.6, there exists C   �8 such
that, uniformly in N ¥ 1 and λ P p0, 1s, one has

AN,λpρ̄N,λq ¤ C.
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Proof. If we are under the assumptions of Theorems 4.4 ot 4.5, we take ρ P Γ such that
Apρq   �8. As U1 ¤ CfF �C, we see that

³1
0 U1pρtqdt   �8. If we are under the assumptions

of 4.6, we take ρ P Γ such that Apρq   �8 and regularize it thanks to Proposition 4.26. For this
regularized curve, one has

³1
0 U1pρtqdt� λU1pρ1q   �8.

In any of these two cases, we construct ρN as in Proposition 4.27 and define C :� supN¥1
AN,λpρN q, then we use the fact that AN,λpρ̄N,λq ¤ AN,λpρN q ¤ C.

4.4.2 Solution of the continuous problem as limit of discrete curves

We will build a suitable interpolation of the discrete curves ρ̄N,λ that will converge to some
continuous curve ρ̄ as N Ñ �8 and λÑ 0, and we will show that ρ̄ is a solution of (4.1).

As the order in which the limits N Ñ �8 and λÑ 0 are taken does not matter, we will do
them in the same time. We take two sequences pNnqnPN and pλnqnPN that go respectively to �8,
and 0 (the second one being strictly positive). We will not relabel the sequences when extracting
subsequences. Moreover, to avoid heavy notations, we will drop the index n, and limnÑ�8 will
be denoted by limNÑ�8,λÑ0. We will need to define two kind of interpolations: one filling the
gaps with constant-speed geodesics, and the other one by using piecewise constant curves.

Definition 4.29. If N ¥ 1 and λ ¡ 0, we define ρ̂N,λ P Γ as the curve such that ρ̂N,λ coincides
with ρ̄N,λ on TN , and such that for any k P t0, 1, . . . , N�1u, the restriction of ρ̂N,λ to rkτ, pk�1τqs
is the constant-speed geodesic joining ρ̄N,λkτ to ρ̄N,λpk�1qτ .

As ρ̄N,λkτ is absolutely continuous w.r.t. L for any k P t1, 2, . . . , N � 1u, the constant-speed
geodesic between ρ̄N,λkτ and ρ̄N,λpk�1qτ is always unique. From the characterization of constant-speed
geodesics, one has, for any k P t0, 1, . . . , N � 1u,

» pk�1qτ

kτ

1
2

��� 9ρ̂N,λt

���2 dt �
W 2

2 pρ̄N,λkτ , ρ̄
N,λ
pk�1qτ q

2τ .

Summing these identities over k,

» 1

0

1
2

��� 9ρ̂N,λt

���2 dt �
Ņ

k�1

W 2
2 pρ̄N,λpk�1qτ , ρ̄

N,λ
kτ q

2τ . (4.17)

In other words, the continuous action of the interpolated curve ρ̂N,λ is equal to the discrete
action of the discrete curve ρ̄N,λ.

Definition 4.30. If N ¥ 1 and λ ¡ 0, we define ρ̃N,λ : r0, 1s Ñ PpΩq as the function such that
ρ̃N,λ coincides with ρ̄N,λ on TN , and such that for any k P t0, 1, . . . , N � 1u, the restriction of
ρ̃N,λ to rkτ, pk � 1τqq is equal to ρ̄N,λkτ .

The curve ρ̃N,λ is not continuous as it might admit discontinuities at every point in TN . Let us
underline that the following identity trivially holds:

N�1̧

k�1
τ

�
F pρ̄N,λkτ q �

»
Ω
V dρ̄N,λkτ



�

» 1�τ

0

�
F pρ̃N,λt q �

»
Ω
V dρ̃N,λt



dt (4.18)

Proposition 4.31. Under the assumptions of Theorems 4.4, 4.5 or 4.6, there exists ρ̄ P Γ such
that ρ̂N,λ and ρ̃N,λ converge uniformly to ρ̄ as N Ñ �8 and λÑ 0.
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Proof. Let us denote by C the constant given in Corollary 4.28. As all the terms in AN,λ are
bounded from below and given identity (4.17), one can see that there exists C1 such that» 1

0

1
2

��� 9ρ̂N,λt

���2 dt ¤ C1

uniformly in N ¥ 1 and λ P p0, 1s. Thus, by compactness of the sublevel sets of the action
(Proposition 2.9), one concludes of the existence of ρ̄ P Γ such that ρ̂N,λ converges uniformly (up
to extraction) to ρ̄ as N Ñ �8 and λÑ 0. Moreover, one can see that for any t P r0, 1s and any
N ¥ 1, by setting k to be the largest integer such that kτ ¤ t, one has

W2

�
ρ̂N,λt , ρ̃N,λt

	
�W2

�
ρ̂N,λt , ρ̂N,λkτ

	
¤ ?

τ

d» t
kτ

��� 9ρ̂N,λs

���2 ds ¤
a

2C1τ .

This allows to conclude that ρ̃N,λ also converges uniformly to ρ̄ as N Ñ �8 and λÑ 0.

Proposition 4.32. Under the assumptions of Theorems 4.4, 4.5 or 4.6, the curve ρ̄ is the
solution to the continuous problem (4.1).

Proof. Taking the limit N Ñ �8 and λÑ 0 in (4.17), as the action is l.s.c., we end up with

» 1

0

1
2 |

9̄ρt|2dt ¤ lim inf
NÑ�8,λÑ0

Ņ

k�1

W 2
2 pρ̄N,λpk�1qτ , ρ̄

N,λ
kτ q

2τ .

Then, to handle the terms with the potential and the congestion, one can notice that for any
t P r0, 1s, by lower semi-continuity of F and the convergence of ρ̃N,λt to ρ̄t,

F pρ̄tq �
»

Ω
V dρ̄t ¤ lim inf

NÑ�8,λÑ0
F pρ̃N,λt q �

»
Ω
V dρ̃N,λt .

Thus, using Fatou’s lemma, as F, V and U1 are bounded from below, one has for any τ0 ¡ 0,» 1�τ0

0

�
F pρ̄tq �

»
Ω
V dρ̄t



¤ lim inf

NÑ�8,λÑ0

» 1�τ

0

�
F pρ̃N,λt q �

»
Ω
V dρ̃N,λt



dt

� lim inf
NÑ�8,λÑ0

N�1̧

k�1
τ

�
F pρ̄N,λkτ q �

»
Ω
V dρ̄N,λkτ



dt

¤ lim inf
NÑ�8,λÑ0

N�1̧

k�1
τ

�
F pρ̄N,λkτ q �

»
Ω
V dρ̄N,λkτ � λU1pρ̄N,λkτ q



.

In the equation above, τ0 is arbitrary thus it is still valid for τ0 � 0. As moreover the boundary
penalization Ψ is l.s.c. and the entropic penalization λNU1pρ1q is positive, one is allowed to write
that

Apρ̄q ¤ lim inf
NÑ�8,λÑ0

AN,λpρ̄N,λq.

Let us assume by contradiction that there exists ρ P Γ such that Apρq   Apρ̄q. Using,
if needed, Proposition 4.26, we can assume without loss of generality that Apρq   Apρ̄q and³1
0 U1pρtqdt� λNU1pρ1q   �8. Using Proposition 4.27, for any N ¥ 1, we can build ρN P ΓN in
such a way that

lim sup
NÑ�8

AN,λpρN q ¤ Apρq � λ

» 1

0
U1pρtqdt� λNU1pρ1q.
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Taking the limit λÑ 0, one can see that

lim sup
NÑ�8,λÑ0

AN,λpρN q ¤ Apρq   Apρ̄q ¤ lim inf
NÑ�8,λÑ0

AN,λpρ̄N,λq.

Taking N large enough and λ small enough, we conclude that AN,λpρN q   AN,λpρ̄N,λq, which is
a contradiction with the optimality of ρ̄N,λ.

4.4.3 Uniform bounds on ρ̄

To conclude and prove the Theorems 4.4, 4.5 and 4.6, it is enough to show the L8 bounds
on ρ̄, which of course we will prove using the discrete solutions ρ̄N,λ. The key is the following
proposition.

Proposition 4.33. Let 0   T1   T2 ¤ 1. Then for any 0   T 11   T1 and any T2   T 12   1 (or
T 12 � T2 � 1 in the case T2 � 1),

ess sup
T1¤t¤T2,xPΩ

|ρ̄tpxq| ¤ lim sup
mÑ�8

LmT 1
1,T

1
2
.

Proof. We rely on the well-known identity

ess sup
T1¤t¤T2, xPΩ

|ρ̄tpxq| � lim sup
mÑ�8

�» T2

T1

»
Ω
ρ̄mt dt


1{m

� lim sup
mÑ�8

�» T2

T1

Umpρ̄tqdt

1{m

.

For a fixed m ¡ 1 and for τ ¡ 0 small enough, one has» T2

T1

Umpρ̃N,λt qdt ¤
¸

T 1
1¤kτ¤T

1
2

τUmpρ̄N,λkτ q.

When sending N Ñ8 and λÑ 0, by lower semi-continuity of Um and by convergence of ρ̃N,λ to
ρ̄, we know that » T2

T1

Umpρ̄tqdt ¤ lim inf
NÑ�8,λÑ0

» T2

T1

Umpρ̃N,λt qdt

¤ lim inf
NÑ�8,λÑ0

¸
T 1

1¤kτ¤T
1
2

τUmpρ̄N,λkτ q.

Taking the power 1{m on each side and by definition of LmT 1
1,T

1
2
, one gets

�» T2

T1

Umpρ̄tqdt

1{m

¤ LmT 1
1,T

1
2
.

It is enough to take the limit mÑ �8 to get the announced inequality.

We can now conclude the desired bounds:

Proof of Theorem 4.4. Combining Proposition 4.33 and Proposition 4.18, it is enough to show
that Lα�2

0,1   �8. Because of Assumption 4.1 or 4.2, we know that Uα�2 ¤ C1F � C2 with
C1 ¡ 0. Hence, in order to conclude that Lα�2

0,1   �8, it is enough to use Corollary 4.28, which
provides a constant C   �8 such that for any N ¥ 1 and any λ P p0, 1s we have

N�1̧

k�1
τF pρ̄N,λkτ q ¤ C.
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Proof of Theorem 4.5. We combine Proposition 4.33 and Proposition 4.21, as we saw that
Lα�2

0,1   �8 (in the proof of Theorem 4.4).

Proof of Theorem 4.6. It is enough to combine Proposition 4.33 with Propositions 4.23 and
4.24.

4.5 Apprendix: reverse Jensen inequality

In this section, we prove Lemma 4.17 (the “reverse Jensen inequality”) as well as Lemmas 4.20
and 4.25, whose proofs were postponed in order not to overload the key arguments of this chapter.
In all the sequel, we consider a family of sequences puτkqkPZ indexed by a parameter τ ¡ 0. We
assume that there exists ω ¥ 0 such that for any k P Z, one has uτk ¡ 0 and

uτk�1 � uτk�1 � 2uτk
τ2 � ω2uτk ¥ 0. (4.19)

This inequation is a discrete counterpart of the differential inequality u2 � ω2u ¥ 0. Let us
remark, by the positivity of uτk, that we can assume without loss of generality that ω ¡ 0, even
though the proofs are considerably simpler if ω � 0: the constants would be better, and the
strategy of the proof would be slightly different. The key point to handle uτk is to compare it
with explicit sequences realizing the opposite inequality in (4.19).

Definition 4.34. For any τ ¡ 0, let T τ be the set of sequences pvkqkPZ of the form vk �
A cosp2ωkτ � δq.
Lemma 4.35. There exists τ0 ¡ 0 such that for any τ ¤ τ0, if pvkqkPZ P T τ and k is such that
vk ¡ 0 then

vk�1 � vk�1 � 2vk
τ2 � ω2vk   0

Proof. This is a consequence of the trigonometric identity

vk�1 � vk�1 � 2vk
τ2 � ω2vk �

�
2cosp2ωτq � 1

τ2 � ω2


vk

and the fact that 2cosp2ωτq � 1
τ2 � ω2 � �3ω2 as τ goes to 0.

We also note the following properties on the sequences in T τ , that we do not prove and leave
to the reader as an exercise.

• if k1   k2 are fixed with |k2 � k1|τω   π{8 and τ is small enough, then for every fixed
positive values a1, a2 ¡ 0 there exists a unique sequence in T τ with vk1 � a1 and vk2 � a2.
Moreover, such a sequence pvkqkPZ is such that there exists an open interval I of the form
either pk0τ, k1τq or pk2τ, k3τq, with length at least π{p8ωq, with vk ¡ 0 for all the indices k
such that kτ P I.
• if k1   N and b ¥ 0 are fixed and |N � k1|τ   mintπ{p8ωq, π{p8bqu and τ is small
enough, then for every a ¡ 0 there exists a unique sequence in T τ with vk1 � a and
pvN � vN�1q{τ � bvN . Moreover, such a sequence pvkqkPZ is such that there exists an open
interval I of the form pk0τ, k1τq with length at least mintπ{p32ωq, π{p32bqu, with vk ¡ 0
for all the indices k such that kτ P I.
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Note that, for the purpose of Lemma 4.35 and of the subsequent observations other choices
of vk were possible, such as vk � A cospp1� εqωkτ � δq for some ε ¡ 0, but we chose ε � 1 for
simplicity in the next computations (more generally in this appendix we have not been looking
for the sharpest constants). Indeed, all these results are not surprising: at the continuous level
v solves v2 � 4ω2v � 0 and most of the discrete results are just an adaptation of this property.
The important point is the following comparision principle between puτkqkPZ and pvkqkPZ.

Lemma 4.36. Let k1   k2 such that |k2 � k1|τω   π{8 and assume τ ¤ τ0. Let v P T τ the
unique element of T τ such that vk1 � uτk1

and vk2 � uτk2
. Let k0 (resp. k3) be the largest (resp.

the smallest) index smaller that k1 (resp. larger than k2) such that vk0�1   0 (resp. vk3�1   0).
Then uτk ¤ vk for any k1 ¤ k ¤ k2 and uτk ¥ vk for any k0 ¤ k ¤ k1 and any k2 ¤ k ¤ k3.

In other words, uτ is below v between k1 and k2 and above outside k1 and k2 (as long as v ¥ 0).

Proof. The fact that there exists only one v P T τ such that vk1 � uτk1
and vk2 � uτk2

has been
already observed above. Let us define wk � uτk � vk. By (4.19) and Lemma 4.35,

wk�1 � wk�1 � 2wk
τ2 � ω2wk ¡ 0 (4.20)

for any k0 ¤ k ¤ k3 and wk1 � wk2 � 0. We want to prove wk ¤ 0 for every k1 ¤ k ¤ k2. We
consider the piecewise affine interpolation w̄ of the values wk: a function which is affine on each
interval rkτ, pk � 1qτ s and is equal to wk at the point kτ . The condition (4.20) translates on w̄
as differential inequality in the sense of distributions:

w̄2 � ω2
¸
k

τwkδkτ ¥ 0. (4.21)

Let us assume by contradiction that there is an open interval I � pk1τ, k2τq on which w̄ ¡ 0,
with w̄ � 0 on BI. We denote by |I| the length of such an interval, and we have |I| ¤ |k2 � k1|τ .
By multiplying the above inequality by w̄ and integrating by parts we get»

I
|w̄1|2 � �

»
I
w̄2w̄ ¤ ω2

¸
k : kτPI

τ |wk|2.

Then, we observe that we have, for each k s.t. kτ P I,

|wk| ¤ 1
2

»
I
|w̄1| ¤ 1

2

d
|I|

»
I
|w̄1|2.

The reason for the factor 1{2 in the above inequality is the possibility to choose to integrate w̄1

on an interval at the right or at the left of kτ , and to choose the one where the integral of |w̄1| is
smaller. This implies »

I
|w̄1|2 ¤ ω2τ #tk : kτ P Iu1

4 |k2 � k1|τ
»
I
|w̄1|2.

Since tk : kτ P Iu � tk : k1   k   k2u, we have #tk : kτ P Iu   |k2 � k1| and the contradiction
comes from the assumption ωτ |k2 � k1|   π{8   2.

In order to prove wk ¥ 0 for k0 ¤ k ¤ k1, we first observe that (4.20) for k � k1, now that
we know wk1�1 ¤ 0, implies wk1�1 ¡ 0. If for some k with k0 ¤ k ¤ k1 we had wk   0, then we
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could find an open interval J � pk0τ, k1τq where w̄ ¡ 0 with w̄ � 0 on BJ . We then apply the
same approach as above, thus obtaining»

J
|w̄1|2 ¤ ω2τ #tk : kτ P Ju1

4 |J |
»
J
|w̄1|2.

It is important to not that J is contained in an interval of positivity of a function of the form
A cosp2ωt � δq, whose length is π{p2ωq; the number of points of the form kτ contained in an
interval of such a length is at most π{p2ωτq � 1 but for k � k1, k2 the point kτ does not belong
to the open interval J . Hence #tk : kτ P Ju ¤ π{p2ωτq, and we have a contradiction since
π2   16.

We provide now a variant in the case where on the interval pk1τ, k2τq we impose a different
boundary condition on the right end side.

Lemma 4.37. Let k1   N and b ¥ 0 such that |N � k1|τ   mintπ{p8ωq, π p8bqu and assume
τ ¤ τ0. Suppose puN �uN�1q{τ ¤ buN . Let v P T τ the unique element of T τ such that vk1 � uτk1
and pvN � vN�1q{τ � bvN . Let k0 be the largest (resp. the smallest) index smaller that k1such
that vk0�1   0.

Then uτk ¤ vτk for any k1 ¤ k ¤ N and uτk ¥ vτk for any k0 ¤ k ¤ k1.

Proof. The argument is very similar to the one in Lemma 4.36. We first define wk � uk � vk, as
well as the piecewise affine interpolation w̄ of the values wk, which satisfies again (4.21), but also
w1p1q ¤ bwp1q, (recall tha Nτ � 1).

Then, we assume by contradiction that there is an open interval I � pk1τ,Nτq on which
w̄ ¡ 0. If w̄ � 0 on BI (i.e., on both points on the boundary), the argument is really the same.
Otherwise, we can assume I � pt, 1q, with w̄ptq � 0. By multiplying by w̄ and integrating by
parts we get »

I
|w̄1|2 � w̄p1qw̄1p1q �

»
w̄2w̄ ¤ b|w̄p1q|2 � ω2

¸
k : kτPI

τ |wk|2.

Then, we use that on I we have

|w̄| ¤
»
I
|w̄1| ¤

d
|I|

»
I
|w̄1|2.

We do not have anymore the factor 1{2 because w̄ only vanishes at one end, now. This implies»
I
|w̄1|2 ¤ |I| �ω2τ #tk : kτ P Iu � b

� »
I
|w̄1|2.

Since #tk : kτ P Iu   |N � k1| and |I| ¤ |N � k1|τ , using the assumptions on |N � k1| we have»
I
|w̄1|2 ¤

�
π

8 �
�π

8

	2

»

I
|w̄1|2.

This is a contradiction, since
π

8 �
�π

8

	2
  1

2 �
1
4   1.

With the two lemma above, we are able to deduce some Harnack-type inequality, which
means that we can control the values of a u satisfying (4.19) in the interior of an interval with
the values of u outside the interval.
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Lemma 4.38. Let k1   k2 such that |k2 � k1|τω   π{8 and assume τ ¤ τ0. Let k0 (resp.
k3) be the smallest (resp. largest) integer smaller than k1 (resp. larger than k2) such that
pk1 � k0qτω   π{8 (resp. pk3 � k2qτω   π{8). Then one has

sup
k1¤k¤k2

uτk ¤ C max
�

inf
k0¤k¤k1

uτk , inf
k2¤k¤k3

uτk



,

where the constant C is universal.

Proof. Given the symmetry of the property we want to prove w.r.t. to time reversal, we can
assume that uτk1

¤ uτk2
. Let v P T τ be the unique element of T τ such that vk1 � uτk1

and
vk2 � uτk2

. We know that it can be written in the form vk � A cospkτω � δq with A ¥ 0. In
particular, A ¥ |vk| for any k P Z. Up to a time translation, we can assume that δ � 0 and
k1 ¤ 0 ¤ k2. By the hypothesis uτk1

¤ uτk2
, and |k2 � k1|τω   π{8, we can even say that

|k2| ¤ |k1|; thus, one has k2τ ¤ π{p16ωq. In particular, for any k2 ¤ k ¤ k3, we can say more
than vk ¡ 0:

vk ¥ A cos p2ωk3τq
¥ A cos p2k2ωτ � 2pk3 � k2qωτq
¥ cos

�π
8 �

π

4

	
sup
k1PZ

|vk1 |

¥ 1
C

sup
k1PZ

|vk1 |,

with C � cosp3π{8q�1   �8. Thus, by using the comparison between uτ and v (Lemma 4.36),
one can say that, for any k2 ¤ k ¤ k3,

uτk ¥
1
C

sup
k1¤k1τ¤k2

uτk1 ,

which easily implies the claim.

We also provide the same type of lemma but where a different condition is imposed on the
right end side, namely a Neumann-type boundary condition.

Lemma 4.39. Let k1   N and b ¥ 0 such that |N � k1|τ ¤ mintπ{p32ωq, π{p32bqu and assume
τ ¤ τ0. Suppose puN � uN�1q{τ ¤ buN . Let k0 be the smallest integer smaller than k1 such that
pk1 � k0qτ ¤ mintπ{p32ωq, π{p32bqu. Then one has

sup
k1¤k¤N

uτk ¤ C inf
k0¤k¤k1

uτk,

where the constant C is universal.

Proof. The strategy of the proof is the same than for Lemma 4.38. We take v to be the unique
element of T τ such that vk1 � uτk1

and pvN � vN�1q{τ � bvN . We know that v is of the
form vk � A cosp2kτω � δq. Up to a time translation, we can assume that Nτ � 0 and take
δ P p�π{2, π{2q. Starting from pvN�vN�1q{τ � bvN and using well known factorization formulas,
one ends up with

b � �2ω tanpδq �Opωτq.
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Thus, if τ ¤ τ0, one can say that arctanp�b{ωq ¤ δ ¤ arctanp�b{p4ωqq. Hence, using the fact
that arctanptq� arctanp1{tq � �π{2 (if t   0) and that mintπt{4, π{4u ¤ arctanptq ¤ t (if t ¥ 0),
one concludes that

min
!
�π2 �

πω

4b ,�
π

4

)
¤ δ ¤ min

"
�π2 �

4ω
b
, 0
*
.

In other words, δ cannot be too close to �π{2, the point where the cosine vanishes. Given the
information that we have on k1 and k0, one can check that

δ � 2ωτk0 � δ � 2ωτk1 � 2ωτpk0 � k1q
¥ min

!
�π2 �

πω

4b ,�
π

4

)
� 2 min

! π
16 ,

πω

16b

)
¥ min

"
�π2 �

πω

8b ,�
3π
8

*
.

As, for every k0 ¤ k ¤ N , one has

A cospδ � 2ωτk0q ¤ vk ¤ A cospδq,

it is easy to conclude that

supk0¤k¤N vk
infk0¤k¤N vk

¤ cospmint�π
2 � 4ω

b , 0uq
cospmint�π

2 � πω
8b ,

3π
8 uq

¤ C,

where the value of C can be estimated by noting that if ω{b ! 1 both the numerator and the
denominator are of the order of ω{b and if ω{b is not small the denominator is far from 0 and
the numerator is bounded by 1. This proves that C is a universal constant. It remains to use
Lemma 4.37 to transfer the above inequality into an information on uτ .

To conclude, we can prove the Lemmas 4.17, 4.20 and 4.25 that we used throughout the
chapter, by using the above results. To prove Lemma 4.17, we cut the interval rT1, T2s into
several pieces of length of order 1{ω, on each piece we use the Harnack inequality to exchange
the sum and the power 1{β, and we use rough comparisons to put the pieces together.

Proof of Lemma 4.17. Let M be the smallest integer larger than 8ωpT2 � T1q{π � 1. We cut the
interval rT1, T2s into M closed intervals I1, I2, . . . , IM of equal length (all equal to pT2�T1q{M  
π{p8ωq). Let us choose an interval Ii, we can use Lemma 4.38 to write

� ¸
k : kτPIi

τuτk

�1{β

¤ p|Ii| � τq1{β sup
kτPIi

pukτ q1{β

¤ Cp|Ii| � τq1{β
�

inf
T i1�η¤kτ¤T

i
1

puτkq1{β � inf
T i2¤kτ¤T

i
2�η

puτkq1{β
�

¤ C
p|Ii| � τq1{β

η

¸
k : kτPIi�η

puτkq1{β,
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where Ii � η denotes the set of real numbers which are at a distance at most η of Ii. Then we
put together the estimate for each Ii:� ¸

T1¤kτ¤T2

τuτk

�1{β

¤
�
M̧

i�1

¸
k : kτPIi

τuτk

�1{β

¤M1{β
M̧

i�1

� ¸
k : kτPIi

τuτk

�1{β

¤ CM1{β
�
T2 � T1
M

� τ


1{β 1
η

M̧

i�1

¸
k : kτPIi�η

τ puτkq1{β

¤ C
MpT2 � T1 �Mτq1{β

η

¸
T1�η¤kτ¤T2�η

τ puτkq1{β

¤ C
pω � 1qpT2 � T1 � 1q1�1{β

η

¸
T1�η¤kτ¤T2�η

τ puτkq1{β ,

where we have used the fact that Mτ ¤ 1 if τ ¤ τ0 (where τ0 depends on ω) and also that M
can be estimated by a constant times ω � 1.

Proof of Lemma 4.20. For the first part, we apply Lemma 4.39 with k1 � N . With the choice of
η, one has pk1 � k0qτ ¤ mintπ{p32ωq, π{p32bqu. Thus, one can write that

uτN ¤ C inf
1�η¤kτ¤1

uτk,

which is enough to to conclude as the r.h.s. is bounded by the mean of uτk, for 1� η ¤ kτ ¤ 1.
For the second part (which is a variant of Lemma 4.17, but with Neumann boundary conditions

on one side), we can say with the help of Lemma 4.39 that with k1 the smallest integer smaller
than N such that |N � k1|τ maxtω, bu   π{32,

� ¸
k1τ¤kτ¤1

τuτk

�1{β

¤ |1� k1τ � τ |1{β sup
k1τ¤kτ¤1

puτkq1{β

¤ C|1� k1τ � τ |1{β inf
k1τ�η¤kτ¤k1τ

puτkq1{β

¤ C|1� k1τ � τ |1{β
η

¸
k1τ�η¤kτ¤k1τ

τpuτkq1{β.

Then, we combine this estimate with the interior estimate Lemma 4.17 (with T2 � 1� k1τ) to
end up with the announced result.

Proof of Lemma 4.25. We apply Lemma 4.39 with k1 � 0. Thus if 1 � τN ¤ Tmax �
mintπ{p32ωq, π{p32bqu, one has

sup
0¤kτ¤1

uτk ¤ Cuτ0 � Ca.

Thus, the l.h.s. is bounded by a constant which does not depend on N .
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Chapter 5

Regularity of the pressure in the
case of hard congestion

In this chapter, we tackle the problem of optimal density evolution with hard congestion which
reads

min
ρ

"» 1

0

1
2 | 9ρt|

2dt�
» 1

0
Epρtqdt�

»
Ω

Ψdρ1 : ρ P Γ, ρ0 given
*
.

where Γ � Cpr0, 1s,PpΩqq and | 9ρt| is the metric derivative of ρ. The functional E will have the
form

Epρq �
$&
%
»

Ω
V dρ if ρ ¤ 1 a.e. on r0, 1s � Ω,

�8 otherwise

The goal is to show that the pressure arising from the incompressibility constraint exhibits some
Sobolev regularity if this is the case for the potentials V and Ψ. Compared to the previous
chapter, we underline that the final cost is the integration against a given potential (called
Ψ : Ω Ñ R) and not an arbitrary function Ψ : PpΩq Ñ R

In this chapter, we say that a measure µ P PpΩq satisfies µ ¤ 1 if µ has a density w.r.t. L
and this density is bounded a.e. by 1.

5.1 Statement of the problem and regularity of the pressure

5.1.1 Primal and dual problem

Assumptions. The assumptions that will hold throughout this chapter are the following.

(A1) The domain Ω is the closure of an open bounded convex subset of Rd with Lebesgue measure
|Ω| strictly larger than 1.

(A2) We fix V P H1pΩq (the “running cost”) and assume that it is positive.

(A3) We fix Ψ P H1pΩq (the “final cost”) and assume that it is positive.

(A4) We take ρ̄0 P PpΩq (the initial probability measure) such that ρ̄0 ¤ 1.

We denote by Γ0 � Γ the set of curves such ρ P Γ that ρ0 � ρ̄0. As we will see below in the
definition of the primal problem, it does not change anything to add a constant to V or Ψ, hence
(A2) and (A3) are equivalent to ask that V and Ψ are bounded from below.

The primal objective functional reads
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Apρq :�
$&
%
» 1

0

1
2 | 9ρt|

2dt�
» 1

0

�»
Ω
V dρt



dt�

»
Ω

Ψdρ1 if ρt ¤ 1 for all t P r0, 1s,
�8 else.

Definition 5.1. The primal problem is

min
ρ
tApρq : ρ P Γ0u (5.1)

We will need to consider the dual of this problem. Let φ P C1pr0, 1s�Ωq and P P Cpr0, 1s�Ωq
be smooth functions with P positive and in such a way that the Hamilton Jacobi equation is
satisfied as an inequality

� Btφ� 1
2 |∇φ|

2 ¤ V � P (5.2)

and the final value of φ is constrained by

φp1, �q ¤ Ψ. (5.3)

The dual functional, at least for smooth functions, is defined as follows:

Bpφ, P q :�
»

Ω
φp0, �qρ̄0 �

¼
r0,1s�Ω

P.

and there is no duality gap between the primal and the dual problem. The reader can refer
to Section 3.1 to understand where this expression comes from. However, to get existence of a
solution of the dual problem, it is too restrictive to look only at smooth functions. As understood
in [CMS16], the right functional space is the following.

Definition 5.2. Let K be the set of pairs pφ, P q where φ P BVpr0, 1s�ΩqXL2pr0, 1s, H1pΩqq and
P PM�pr0, 1s � Ωq is a positive measure, and the Hamilton Jacobi equation (5.2) is understood
in the distributional sense, provided we set φp1�, �q � Ψ and that we take in account the possible
jump from φp1�, �q to φp1�, �q in the temporal distributional derivative.

For pφ, P q P K, the dual functional is understood in the following sense:

Bpφ, P q :�
»

Ω
φp0�, �qρ̄0 � P pr0, 1s � Ωq.

Notice, that we can always assume φp0�, �q � φp0�, �q (no jump for t � 0, otherwise it would
increase Bpφ, P q) but we set φp1�, �q � Ψ. The measure P can have a part concentrated on t � 1,
which may lead to φp1�, �q ¡ φp1�, �q � Ψ, provided the jump is compensated by the part of P
on t1u � Ω.

Definition 5.3. The dual problem is

max
φ,P

tBpφ, P q : pφ, P q P Ku . (5.4)

These two problems are in duality in the following sense [CMS16, Propositions 3.3 and 3.8].

Theorem 5.4. There holds

min
ρ
tApρq : ρ P Γ0u � max

φ,P
tBpφ, P q : pφ, P q P Ku .
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Notice that the existence of a solution to both the primal and the dual problem are included in
this statement. The main result of this chapter is the following:

Theorem 5.5. There exists a solution pφ̄, P̄ q of the dual problem such that:

• The restriction of P̄ to r0, 1q � Ω has a density w.r.t. to the d� 1-dimensional Lebesgue
measure and this density, denoted by p̄; satisfies }∇p̄pt, �q}L2pΩq ¤ }∇V }L2pΩq for a.e.
t P r0, 1s. Moreover, if V P W 1,qpΩq with q ¡ d, then }p̄}L8pr0,1q�Ωq ¤ C   �8 with C
depending only on }∇V }LqpΩq and Ω.

• The restriction of P̄ to t1u � Ω has a density w.r.t. to the d-dimensional Lebesgue
measure and this density (denoted by P̄1) satisfies }∇P̄1}L2pΩq ¤ }∇Ψ}L2pΩq. Moreover, if
Ψ PW 1,qpΩq with q ¡ d, then }P̄1}L8pΩq ¤ C   �8 with C depending only on }∇Ψ}LqpΩq
and Ω.

As already understood in [CMS16, Section 5], there are situations where the pressure is concen-
trated on t1u � Ω: one cannot expect P̄ to have a density with respect to the Lebesgue measure
on the closed interval r0, 1s. Nevertheless we prove in our theorem that the part of the pressure
concentrated on t1u � Ω has spatial regularity, namely H1pΩq and even L8pΩq if Ψ PW 1,qpΩq
with q ¡ d. The rest of this chapter is devoted to the proof of this theorem, the wrapping of the
arguments being located at page 99.

5.1.2 The discrete problem

To tackle this problem and make rigorous the estimate presented in Chapter 3, we will approximate
the primal problem in the following way:

• We introduce a time-discretization. The integer N � 1 denotes the number of time steps,
τ � 1{N will denote the time step.

• We add an infinitesimal entropic penalization. The goal is to make sure that the density
of the minimizers of the discrete problem will be bounded from below, which is necessary
when we want to write the optimality conditions.

• For technical reasons, we need to regularize V and Ψ. We take pVN qNPN a sequence which
converges to V in H1pΩq and such that VN is Lipschitz for any N ¥ 1. We can assume
moreover that }∇VN}L2pΩq ¤ }∇V }L2pΩq and VN is positive. Similarly, we take a sequence
ΨN going to Ψ in H1pΩq satisfying analogous properties.

The entropic penalization will be realized with the help of the Boltzmann entropy H whose
definition is recalled in (2.13). As recalled in Proposition 2.12, the functional H is lower
semi-continuous on PpΩq. Moreover, a simple application of Jensen’s inequality yields

� lnp|Ω|q ¤ Hpρq ¤ 0

as soon as ρ ¤ 1.
To define the discrete problem, we take N ¥ 1 and denote by

ΓN0 :� tpρkτ qkPt0,1,...,Nu : ρkτ P PpΩq and ρ0 � ρ̄0u � pPpΩqqN�1

the set of discrete curves starting from ρ̄0. We denote by τ :� 1{N the time step. We choose
pλN qNPN which goes to 0 while being strictly positive, it will account for the scale of the entropic
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penalization. The speed at which λN Ñ 0 is irrelevant for the analysis, hence we do not need to
specify it. The discrete functional AN is defined on ΓN0 as

AN pρq :�
N�1̧

k�0

W 2
2 pρkτ , ρpk�1qτ q

2τ �
N�1̧

k�1
τ

�»
Ω
VNρkτ � λNHpρkτ q



�
»

Ω
ΨNρ1 � λNHpρ1q

if ρkτ ¤ 1 for all k P t0, 1, . . . , Nu and �8 otherwise. The discrete problem reads as

min
ρ

 
AN pρq : ρ P ΓN0

(
. (5.5)

Proposition 5.6. For any N ¥ 1, there exists a unique solution to the discrete problem.

Proof. The functional AN is l.s.c. on ΓN0 . Moreover, the curve ρ which is constant and equal
to ρ̄0 belongs to ΓN0 and is such that AN pρq   �8. As ΓN0 is compact (for the topology of the
weak convergence of measures), the direct method of calculus of variations ensures the existence
of a minimizer.

Uniqueness clearly holds as λN ¡ 0 and the entropy is a strictly convex function on PpΩq.
From now on, for any N ¥ 1, we fix ρ̄N the unique solution of the discrete problem

5.2 Estimates on the discrete problem
Let us comment on a technical refinement: for some computations to be valid, we will need to
assume that ρ̄0 is smooth is strictly positive. If it is not the case, it is easy to approximate (for
fixed N) the measure ρ̄0 with a sequence ρ̄pnq0 of smooth densities. For such a ρ̄pnq0 , the estimates
obtained below for a given N (Corollary 5.12) do not depend on n. Hence it is easy to send n to
�8, using the stability of the Kantorovich potentials [San15, Theorem 1.52] to see that these
estimates are still satisfied for the solution of the discrete problem with initial condition ρ̄0. In
short: we will do as if our initial condition ρ̄0 were smooth, and as long as the final estimates do
not depend on the smoothness of ρ̄0 this will be legitimate.

5.2.1 Interior regularity

We begin with the interior regularity. In this subsection, we fix N ¥ 1 and k P t1, 2, . . . , N � 1u
a given instant in time. We use the shortcut ρ̄ :� ρ̄Nkτ and we also denote µ :� ρ̄Npk�1qτ and
ν :� ρ̄Npk�1qτ . As ρ̄

N is a solution of the discrete problem, we know that ρ̄ is a minimizer, among
all probability measures with density bounded by 1, of

ρ ÞÑ W 2
2 pµ, ρq �W 2

2 pρ, νq
2τ � τ

�»
Ω
VNρ� λNHpρq



.

Lemma 5.7. The density ρ̄ is strictly positive a.e.

Proof. This is exactly the same proof as Lemma 4.8, as the construction done in this proof
preserves the constraint of having a density smaller than 1.

Proposition 5.8. Let us denote by ϕµ and ϕν the Kantorovich potentials for the transport from
ρ̄ to µ and ν respectively. There exists p P L1pΩq, positive, such that tp ¡ 0u � tρ̄ � 1u and a
constant C such that

ϕµ � ϕν
τ2 � VN � p� λN lnpρ̄q � C a.e. (5.6)

Moreover p and lnpρ̄q are Lipschitz and ∇p �∇ lnpρ̄q � 0 a.e.
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Proof. Let ρ̃ P PpΩq such that ρ̃ ¤ 1. We define ρε :� p1� εqρ̄� ερ̃ and use it as a competitor.
Clearly ρε ¤ 1, i.e. it is an admissible competitor. Comparing AN pρεq to AN pρq, we extract the
following information. Using Proposition 2.3, as ρ̄ ¡ 0, the Kantorovich potentials ϕµ and ϕν
are unique (up to a constant) and

lim
εÑ0

W 2
2 pµ, ρεq �W 2

2 pµ, ρ̄q �W 2
2 pρε, νq �W 2

2 pρ̄, νq
2τ2 �

»
Ω

ϕµ � ϕν
τ

pρ̃� ρ̄q.

The term involving VN is straightforward to handle as it is linear. The only remaining term is
the one involving the entropy. But here, using the same reasoning as in Proposition 4.9, we can
say that

lim sup
εÑ0

Hpρεq �Hpρ̄q
ε

¤
»

Ω
lnpρ̄qpρ̃� ρ̄q.

Putting the pieces together, we see that
³
Ω h pρ̃� ρ̄q ¥ 0 for any ρ̃ P PpΩq with ρ̃ ¤ 1, provided

that h is defined by
h :� ϕµ � ϕν

τ2 � VN � λN lnpρ̄q

It is known, analogously to [MRCS10, Lemma 3.3], that this leads to the existence of a constant
C such that $'&

'%
ρ̄ � 1 on th   Cu
ρ̄ ¤ 1 on th � Cu
ρ̄ � 0 on th ¡ Cu

(5.7)

Not that the case th ¡ Cu can be excluded by Lemma 5.7. The pressure p is defined as
p � pC � hq�, thus (5.6) holds. It satisfies p ¥ 0 and ρ̄   1 implies p � 0.

It remains to answer the question of the integrability properties of p and lnpρ̄q. Notice that p
is positive, and non zero only on tρ̄ � 1u. On the other hand, lnpρ̄q ¤ 0 and it is non zero only
on tρ̄   1u. Hence, one can write

p �
�
C � ϕµ � ϕν

τ2 � VN



�

and lnpρ̄q � � 1
λN

�
C � ϕµ � ϕν

τ2 � VN



�

. (5.8)

Given that the Kantorovich potentials and VN are Lipschitz, it implies the Lipschitz regularity
for p and lnpρ̄q. Moreover, the identity ∇p �∇ lnpρ̄q � 0 is straightforward using ∇f� � ∇f1f¡0
a.e., which is valid for any f P H1pΩq.

Let us note that ϕµ and ϕν have additional regularity properties, even though they depend
heavily on N .

Lemma 5.9. The Kantorovich potentials ϕµ and ϕν belong to C2,αpΩ̊q X C1,αpΩq.

Proof. If k P t1, . . . , N � 1u, thanks to Proposition 5.8 (applied in k � 1 and k � 1), we know
that µ and ν have a Lipschitz density and are bounded from below. Using the regularity theory
for the Monge Ampère-equation [Vil03, Theorem 4.14], we can conclude that ϕµ and ϕν belong
to C2,αpΩ̊q X C1,αpΩq.

Theorem 5.10. For any m ¥ 1, the following inequality holds:»
Ω
∇ppmq �∇pp� VN q ¤ 0. (5.9)

89



CHAPTER 5. REGULARITY OF THE PRESSURE IN THE CASE OF HARD CONGESTION

Proof. The (optimal) transport map from ρ̄ to µ is given by Id�∇ϕµ, and similarly for ν. We
consider the following quantity, (defined on the whole Ω given the regularity of µ, ν, ϕµ and ϕν),
which is a discrete analogue of the l.h.s. of (3.9):

Dpxq :� � lnpµpx�∇ϕµpxqqq � lnpνpx�∇ϕνpxqqq � 2 lnpρ̄pxqq
τ2 .

Notice that if ρ̄pxq � 1, then by the constraint µpx�∇ϕµpxqq ¤ 1 and νpx�∇ϕνpxqq ¤ 1 the
quantity Dpxq is positive. On the other hand, using pId�∇ϕµq#ρ̄ � µ and the Monge-Ampère
equation, for all x P Ω̊ there holds

µpx�∇ϕµpxqq � ρ̄pxq
detpId�D2ϕµpxqq ,

and a similar identity holds for ϕν . Hence the quantity Dpxq is equal, for all x P Ω̊, to

Dpxq � lnpdetpId�D2ϕµpxqqq � lnpdetpId�D2ϕνpxqqq
τ2 .

Diagonalizing the matrices D2ϕµ, D
2ϕν and using the convexity inequality lnp1� yq ¤ �y, we

end up with

Dpxq ¤ �∆pϕµpxq � ϕνpxqq
τ2 .

We multiply this identity by pm and integrate. Thanks to the fact that D is positive on tρ̄ � 1u,
as p is positive and does not vanish only on tρ̄ � 1u, the quantity pmD is positive on Ω̊. As the
latter coincides, up to a Lebesgue negligible set, with Ω, we get»

Ω
pm

∆pϕµ � ϕνq
τ2 ¤ 0. (5.10)

We do an integration by parts, which reads»
Ω
pm

∆pϕµ � ϕνq
τ2 �

»
BΩ
pm
∇ pϕµ � ϕνq

τ2 � nΩ �
»

Ω
∇ppmq � ∇ pϕµ � ϕνq

τ2 (5.11)

To handle the boundary term, recall that ∇ϕµ is continuous up to the boundary and that
x � ∇ϕµpxq P Ω for every x P Ω as pId � ∇ϕµq#ρ̄ � µ. Given the convexity of Ω, it implies
∇ϕµpxq � nΩpxq ¥ 0 for every point x P BΩ for which the outward normal nΩpxq is defined. As it
is the case for a.e. point of the boundary, as a similar inequality holds for ϕν , and given that pm
is positive, we can drop the boundary term in (5.11) and get

»
Ω
pm

∆pϕµ � ϕνq
τ2 ¥ �

»
Ω
∇ppmq � ∇ pϕµ � ϕνq

τ2 .

Using the optimality conditions (5.6), we see that

0 ¥
»

Ω
pm

∆pϕµ � ϕνq
τ2 ¥

»
Ω
∇ppmq �∇pp� VN � λN lnpρ̄qq

Now remember that in Proposition 5.8 we have proved that ∇p � ∇ lnpρ̄q � 0 a.e., which is
sufficient to drop the term involving ∇ lnpρ̄q and get (5.9).
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The inequation (5.9) implies the H1pΩq and L8pΩq regularity for the pressure: this can be
seen as a consequence of Moser’s regularity for elliptic equations [Mos60]. We still give the proof
for the sake of completeness, and also because in the inequality (5.9), the boundary terms have
already been taken in account, which enables to get regularity up to the spatial boundary in a
single set of iterations.

Lemma 5.11. Let f,W be Lipschitz functions defined on Ω such that f vanishes on a set of
measure at least |Ω| � 1 ¡ 0 and such that, for any m ¥ 1,»

Ω
∇pfmq �∇pf �W q ¤ 0.

Then there holds }∇f}L2pΩq ¤ }∇W }L2pΩq. Moreover, if ∇W P LqpΩq with q ¡ d, then f P L8pΩq
and }f}L8pΩq is bounded by a constant which depends only on Ω and }∇W }LqpΩq.
Proof. With m � 1 we immediately get

}∇f}L2pΩq ¤ }∇W }L2pΩq,

In particular, using the Poincaré inequality and the fact that |tf � 0u| ¥ |Ω| � 1, we see that
}f}L1pΩq is bounded by a constant depending only on Ω and V .

In the rest of the proof, we denote by C a constant which depends only on Ω and }∇W }LqpΩq,
and can change from line to line. We write the estimate, for any m ¥ 1, as»

Ω
|∇f |2fm�1 ¤ �

»
Ω
p∇f �∇W qfm�1.

Using Young’s inequality, it is clear that
2

pm� 1q2
»

Ω

���∇�
f pm�1q{2

	���2 � 1
2

»
Ω
|∇f |2fm�1 ¤ 1

2

»
Ω
|∇W |2fm�1.

Take β̃   β   d
d�2 sufficiently close to d

d�2 in such a way that 2β̃{pβ̃ � 1q ¤ q. In particular,
the L2β̃{pβ̃�1qpΩq norm of ∇W is bounded by C}∇W }LqpΩq. Moreover, we know that H1pΩq ãÑ
L2βpΩq. Considering the fact that f pm�1q{2 vanishes on a subset of measure at least |Ω| � 1, it
enables us to write [Mos60, Lemma 2]�»

Ω
f pm�1qβ


1{β
¤ C

»
Ω

���∇�
f pm�1q{2

	���2
¤ Cpm� 1q2

»
Ω
|∇W |2fm�1

¤ Cpm� 1q2
�»

Ω
|∇W |2β̃{pβ̃�1q


pβ̃�1q{β̃ �»
Ω
f pm�1qβ̃


1{β̃
,

where the last inequality is Hölder’s inequality with an exponent β̃. Thanks to this choice, taking
the power 1{pm� 1q on both sides,

}f}Lpm�1qβpΩq ¤
�
Cpm� 1q2�1{pm�1q }f}pm�1q{pm�1q

Lpm�1qβ̃ .

It is easy to iterate this inequation. With r � pm� 1qβ̃, as pm� 1qβ ¥ βr{β̃, one can write that

}f}Lβ{β̃rpΩq ¤ rCpr � 1qsC{r max
�}f}LrpΩq, 1� .

An easy induction (recall that we already know that f is bounded in L1pΩq by a constant
depending only on Ω and W ) with rn �

�
β{β̃�n shows that }f}Lrn pΩq is bounded by a constant

which depends only on }∇W }LqpΩq and Ω, which implies the claimed L8pΩq bound.
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Corollary 5.12. There holds }∇p}L2pΩq ¤ }∇V }L2pΩq. Moreover, if V P W 1,qpΩq with q ¡ d,
then p P L8pΩq and }p}L8pΩq is bounded by a constant which depends only on Ω and }∇V }LqpΩq.
Proof. It is enough to combine Lemma 5.11 and (5.9): one has to remember that p vanishes
where ρ̄ � 1, which is of measure at least |Ω| � 1, that }∇VN}L2pΩq ¤ }∇V }L2pΩq, and that
}∇VN}LqpΩq is bounded independently on N if V PW 1,qpΩq.

5.2.2 Boundary regularity

As we said, we will see that the pressure has a part which is concentrated on the temporal
boundary t � 1. The regularity of this part is proved exactly by the same technique than in the
interior, hence we will only sketch it. In this subsection, we fix N ¥ 1. We use the shortcut
ρ̄ :� ρ̄NNτ � ρ̄N1 for the final measure and we also denote µ :� ρ̄NpN�1qτ . As ρ̄

N is a solution of the
discrete problem, we know that ρ̄ is a minimizer, among all probability measures with density
bounded by 1, of

ρ ÞÑ W 2
2 pµ, ρq
2τ �

�»
Ω

ΨNρ� λNHpρq


.

Lemma 5.13. The density ρ̄ is strictly positive a.e.

Proof. This property holds for exactly the same reason as in Lemma 5.7.

Proposition 5.14. Let us denote by ϕµ the Kantorovich potential for the transport from ρ̄ to µ.
There exists p P L1pΩq, positive, such that tp ¡ 0u � tρ̄ � 1u and a constant C such that

ϕµ
τ
�ΨN � p� λN lnpρ̄q � C. (5.12)

Moreover p and lnpρ̄q are Lipschitz and ∇p �∇ lnpρ̄q � 0 a.e.

Proof. We use exactly the same competitor as in the proof of Proposition 5.8. It leads to the
conclusion that

³
Ω hpρ̃� ρ̄q ¥ 0 for any ρ̃ P PpΩq with ρ̃ ¤ 1 where h is defined as

h :� ϕµ
τ
�ΨN � λN lnpρ̄q.

It implies the existence of a constant C such that (5.7) holds, and we define p exactly in the
same way, as p :� pC � hq�. The integrability properties of p and lnpρ̄q are derived in the same
way as in the proof of Proposition 5.8.

The additional regularity for ϕµ is exactly the same than for the interior case (this is why we
have also used an entropic penalization at the boundary).

Lemma 5.15. The Kantorovich potential ϕµ belongs to C2,αpΩ̊q X C1,αpΩq.
Theorem 5.16. For any m ¥ 1, the following inequality holds:»

Ω
∇ppmq �∇pp�ΨN q ¤ 0. (5.13)

Proof. On the set Ω̊ we consider the following quantity, which is the analogue of the l.h.s. of
(3.11):

Dpxq :� lnpρ̄pxqq � lnpµpx�∇ϕµpxqqq
τ

.
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If ρ̄pxq � 1, then by the constraint µpx �∇ϕµpxqq ¤ 1 the quantity Dpxq is positive. On the
other hand, exactly by the same estimate than in the proof of Theorem 5.10,

Dpxq ¤ �p∆ϕµqpxq
τ

.

We multiply this inequality by pm, do an integration by parts (the boundary term is handled
exactly as in Theorem 5.10), and we end up with (5.13).

Corollary 5.17. There holds }∇p}L2pΩq ¤ }∇Ψ}L2pΩq. Moreover, if Ψ P W 1,qpΩq with q ¡ d,
then p P L8pΩq and }p}L8pΩq is bounded by a constant which depends only on Ω and }∇Ψ}LqpΩq.
Proof. Exactly as in the proof of Corollary 5.12, it is enough to combine Lemma 5.11 and the
estimate (5.13).

5.3 Convergence to the continuous problem

Recall that for any N ¥ 1, ρ̄N P ΓN0 denotes the solution of the discrete problem.

5.3.1 Convergence of the primal problem

This convergence is very similar to the one performed in Chapter 4 hence we will not really
reproduce it. Furthermore, as we are ultimately interested in the dual problem, we need only the
convergence of the value of the primal problem, not of the minimizers.

Define ÃN on ΓN0 exactly as the discrete primal functional AN , but where the regularized
potentials VN and ΨN are replaced by the true potentials V and Ψ. Given the L8 bound on ρ
(which holds if AN or ÃN are finite), one can see that for any ρ P ΓN0 with density bounded by 1,��AN pρq � ÃN pρq�� ¤ }V � VN}L1pΩq � }Ψ�ΨN}L1pΩq, (5.14)

and the r.h.s. goes to 0 uniformly in ρ as N Ñ �8.
On the other hand, using exactly the same proofs as in Chapter 4, Section 4.4, one can easily

check (the only thing to check is that all the constructions are compatible with the constraint of
having a density bounded by 1 but it is straightforward) that the value of the discrete problem

min
ρ

 
ÃN pρq : ρ P ΓN0

(
converges to the minimal value of the primal problem (notice that it is for this result that we need
the scale λN of the entropic penalization to go to 0). Combined with (5.14), one can conclude
the following.

Proposition 5.18. The value of the discrete problem converges to the continuous one in the
sense that

lim
NÑ�8

AN pρ̄N q � min
ρ
tApρq : ρ P Γ0u .

5.3.2 Convergence to the dual problem

In this subsection, we want to build a value function φN which will go, as N Ñ �8, to a solution
of the (continuous) dual problem. Notice that the discrete functional AN is convex, hence we
could consider discrete dual problem but we will not do it explicitly: indeed, the approximate
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value function φN will not be a solution of the discrete dual problem and we will not prove a
duality result at the discrete level.

On the contrary, we will just guess the expression of φN (we have to say to the inspiration for
this kind of construction was found in the work of Loeper [Loe06]) and use the explicit expression
to prove that the value of some quantity which looks like the continuous dual objective, evaluated
at φN , is close to the value of the discrete primal problem. Then, sending N to �8, we recover
an admissible pφ̄, P̄ q for the continuous dual problem such that Bpφ̄, P̄ q is larger than the optimal
value of the continuous primal problem (and this comes from estimates proved at the discrete
level). It will allow us to conclude that pφ̄, P̄ q is a solution of the dual problem thanks to the
absence of duality gap at the continuous level. Eventually, we pass to the limit the discrete
estimates in Corollary 5.12 and Corollary 5.17 to get the ones for p̄ and P̄1.

Let us recall that ρ̄N is the solution of the discrete problem. For any k P t0, 1, . . . , N � 1u,
we choose pϕNkτ , ψNkτ q a pair of Kantorovich potential between ρ̄Nkτ and ρ̄Npk�1qτ , such choice is
unique up to an additive constant. According to Proposition 5.8 and Proposition 5.14, making
the dependence on N and k explicit, for any k P t1, 2, . . . , Nu, there exists a pressure pNkτ positive
and Lipschitz, and a constant CNkτ such that$''&

''%
ψNpk�1qτ � ϕNkτ

τ2 � VN � pNkτ � λN lnpρ̄Nkτ q � CNkτ k P t1, 2, . . . , N � 1u,
ψNpk�1qτ
τ

�ΨN � pN1 � λN lnpρ̄Nkτ q � CN1 k � N.

(5.15)

We define the following value function, defined on the whole interval r0, 1s which can be
thought as a function which looks like a solution of what could be called a discrete dual problem.

Definition 5.19. Let φN P BVpr0, 1s � Ωq X L2pr0, 1s �H1pΩqq the function defined as follows.
The “final” value is given by

φN p1�, �q :� ΨN � pN1 . (5.16)
Provided that the value φN ppkτq�, �q is defined for some k P t1, 2, . . . , Nu, the value of φN on
ppk � 1qτ, kτq � Ω is defined by

φN pt, xq :� inf
yPΩ

� |x� y|2
2pkτ � tq � φN ppkτq�, yq



. (5.17)

If k P t1, 2, . . . , N � 1u, the function φN has a temporal jump at t � kτ defined by

φN ppkτq�, xq :� φN ppkτq�, xq � τ
�
VN � pNkτ

� pxq (5.18)

Notice that we have not included the entropic term: its only effect would have been to decrease
φN (which in the end decreases the value of the dual functional) and it would have prevented us
from getting compactness on the sequence φN . The link between this value function and the
Kantorovich potentials is the following.

Lemma 5.20. For any k P t1, 2, . . . , Nu, one has

φN ppkτq�, �q ¥ CN1 � τ
N�1̧

j�k

CNjτ �
ψNpk�1qτ
τ

. (5.19)

For any k P t0, 1, . . . , N � 1u, one has

φN ppkτq�, �q ¥ CN1 � τ
N�1̧

j�k�1
CNjτ �

ϕNkτ
τ
. (5.20)
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Proof. We will prove it by (decreasing) induction on k P t0, 1, . . . , Nu. For k � N , by the
optimality conditions (5.15) and the fact that lnpρ̄N1 q ¤ 0, it is clear that (5.19) holds.

Now assume that (5.19) holds for some k. Using (5.17), one has

φN pppk � 1qτq�, xq � inf
yPΩ

� |x� y|2
2τ � φN ppkτq�, yq




¥ CN1 � τ
N�1̧

j�k

CNjτ � inf
yPΩ

�
|x� y|2

2τ �
ψNpk�1qτ pyq

τ

�

� CN1 � τ
N�1̧

j�k

CNjτ �
1
τ

inf
yPΩ

� |x� y|2
2 � ψNpk�1qτ pyq




� CN1 � τ
N�1̧

j�k

CNjτ �
ϕNpk�1qτ pxq

τ
,

where the last inequality comes from the fact that ϕNpk�1qτ is the c-transform of ψNpk�1qτ . This
gives us (5.20) for k � 1. On the other hand, assume that (5.20) holds for some k. Using (5.18)
and the optimality conditions (5.15) ,

φN ppkτq�, xq � φN ppkτq�, xq � τ
�
VN � pNkτ

�
¥ CN1 � τ

N�1̧

j�k�1
CNjτ �

ϕNkτ
τ

� τ
�
VN � pNkτ

�

� CN1 � τ
N�1̧

j�k�1
CNjτ � CNkτ �

ψNkτ
τ

� λNτ lnpρ̄Nkτ q ¥ CN1 � τ
N�1̧

j�k

CNjτ �
ψNkτ
τ
,

which means that (5.19) holds for k.

From this identity, we can express some kind of duality result at the discrete level, which reads
as follows.

Proposition 5.21. For N ¥ 1, the following inequality holds:

AN pρ̄N q ¤
»

Ω
φN p0�, �qρ̄0 � τ

N�1̧

k�1

»
Ω
pNkτ �

»
Ω
pN1 . (5.21)

We have an inequality and not an equality because we have not included the entropic terms in
the value function.

Proof. The idea is to evaluate AN pρ̄N q by expressing the Wasserstein distances with the help of
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the Kantorovich potentials.

AN pρ̄N q �
N�1̧

k�0

W 2
2 pρ̄Nkτ , ρ̄Npk�1qτ q

τ
�
N�1̧

k�1
τ

�»
Ω
VN ρ̄

N
kτ � λNHpρ̄Nkτ q



�
»

Ω
ΨN ρ̄

N
1 � λNHpρ̄N1 q

� 1
τ

N�1̧

k�0

�»
Ω
ϕNkτ ρ̄

N
kτ �

»
Ω
ψNkτ ρ̄

N
pk�1qτ



�
N�1̧

k�1
τ

�»
Ω
VN ρ̄

N
kτ � λNHpρ̄Nkτ q



�
»

Ω
ΨN ρ̄

N
1

� λNHpρ̄N1 q

� 1
τ

»
Ω
ϕN0 ρ̄0 �

N�1̧

k�1

»
Ω

�
ϕNkτ � ψNpk�1qτ

2τ � τpVN � λN lnpρ̄Nkτ qq
�
ρ̄Nkτ

�
»

Ω

�
ψNpN�1qτ

2τ �ΨN � λN lnpρ̄N1 q
�
ρ̄N1 ,

where the last equality comes from a reindexing of the sums. Now we use the optimality conditions
(5.15) to handle the second and third term. Notice that, as pNkτ lives only where ρ̄Nkτ � 1, that
we can replace ρ̄Nkτ by 1 when it is multiplied by the pressure. Recall also that the probability
distributions, when integrated against a constant, are equal to this constant. We are left with

AN pρ̄N q � 1
τ

»
Ω
ϕN0 ρ̄0 �

N�1̧

k�1

�
CNkτ � τ

»
Ω
pNkτ



�
�
CN1 �

»
Ω
pN1




¤
»

Ω
φN p0�, �qρ̄0 � τ

N�1̧

k�1

»
Ω
pNkτ �

»
Ω
pN1 ,

where the last equality comes from Lemma 5.20 which allows to make the link between the
Kantorovich potential ϕN0 and φN p0�, �q.

We want to pass to the limit N Ñ �8. To this extent, we rely on the fact that φN satisfies
an explicit equation in the sense of distributions. We start to define the distribution which will
be the r.h.s. of the Hamilton Jacobi equation.

Definition 5.22. Let αN and PN the positive measures on r0, 1s � Ω defined as$''''&
''''%
αN :� τ

N�1̧

k�1
δt�kτ ppNkτ � VN q � δt�1p

N
1 ,

PN :� τ
N�1̧

k�1
δt�kτp

N
kτ � δt�1p

N
1 .

More precisely, for any test function a P Cpr0, 1s � Ωq,
¼

r0,1s�Ω

adαN :� τ
N�1̧

k�1

»
Ω
apkτ, �q �VN � pNkτ

�� »
Ω
ap1, �qpN1 ,

and similarly for PN .

In other words, αN is, from the temporal point of view, a sum of delta function, each of them
corresponding to the jump of the value function φN .
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Proposition 5.23. Provided that we set φN p0�, �q � φN p0�, �q and φN p1�, �q � ΨN , the following
equation holds in the sense of distributions on r0, 1s � Ω:

� BtφN � 1
2 |∇φ

N |2 ¤ αN . (5.22)

Proof. As the pressures and the potentials VN ,ΨN are Lipschitz, for any t P r0, 1s, the value
function φN pt�, �q and φN pt�, �q are Lipschitz (but with a Lipschitz constant which may diverge
as N Ñ �8).

Notice that on each interval pppk � 1qτq�, pkτq�q, the function φN is defined by the Hopf-
Lax formula, hence solves the Hamilton-Jacobi equation �BtφN � 1

2 |∇φN |2 � 0 a.e. [Eva10,
Section 3.3]. It implies that the inequality �BtφN � 1

2 |∇φN |2 ¤ 0 is also satisfied in the sense of
distributions, as ∇φN is bounded and Btφ may have some singular parts, but they are positive.

Provided that we set φN p0�, �q � φN p0�, �q and φN p1�, �q � ΨN , the measure BtφN has a
singular negative part at tτ, 2τ, . . . , 1u corresponding to the jumps of the function φN ; but, given
(5.16) and (5.18), the negative part of BtφN is exactly �αN .
The next step is to pass to the limit N Ñ �8. To this extent, we need uniform bounds on αN ,
which derive easily from the bounds that we have on the pressure.

Lemma 5.24. There exists a constant C, independent of N , such that αN pr0, 1s � Ωq ¤ C and
PN pr0, 1s � Ωq ¤ C.

Recall that both αN and PN are positive measures as we have chosen VN in such a way that it
is positive.

Proof. We know that the pNkτ , for k P t1, 2, . . . , Nu have a gradient which is bounded uniformly
in L2pΩq. As moreover they all vanish on a set of measure at least |Ω| � 1, they are bounded
uniformly (w.r.t. N) in L1pΩq. This is enough, in order to get the uniform bound on PN . Given
the way VN is built, the one for αN is a straightforward consequence of the one on PN .

Now that we have a bound on αN , to get compactness on the sequence φN , we use the same
kind of estimates used to prove existence of a solution in the dual at the continuous level, see for
instance [CMS16, Section 3]. We recall that K, the set of admissible competitors for the dual
problem, was defined in Definition 5.2.

Proposition 5.25. There exists pφ̄, P̄ q P K admissible for the dual problem such that$&
%

lim
NÑ�8

φN � φ̄ weakly in BVpr0, 1s � Ωq X L2pr0, 1s, H1pΩqq,
lim

NÑ�8
PN � P̄ inM�pr0, 1s � Ωq.

Proof. Given Lemma 5.24, we know that PN is bounded in M�pr0, 1s � Ωq independently of
N . Up to the extraction of a subsequence, it converges weakly as a measure to some P̄ . On the
other hand, once we know this convergence, it is easy to see that αN converges as a measure on
M�pr0, 1s � Ωq to P̄ � V .

We have assumed that V and Ψ are positive, and so are VN and ΨN , independently of N .
Using the definition of φN and the positivity of the pressures, it is not hard to see that φN is
positive r0, 1s � Ω. Integrating the Hamilton Jacobi equation w.r.t. space and time and using
the bound on αN (Lemma 5.24), we see that»

Ω
φN p0�, �q �

»
Ω

ΨN � 1
2

¼
r0,1s�Ω

|∇φN |2 ¤ C. (5.23)
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Combined with the positivity of φN p0�, �q and a L1pΩq bound on ΨN , we see that ∇φN is
uniformly bounded in L2pr0, 1s � Ωq.

It remains to get a bound on BtφN . Of course, as a measure, it can be decomposed as a
positive and a negative part. The negative part is concentrated on the instants tτ, 2τ, . . . , 1u
as BtφN ¥ 0 on the intervals pppk � 1qτq�, pkτq�q. On the other hand, on tτ, 2τ, . . . , 1u, the
temporal derivative BtφN coincides with �αN , hence the negative part is bounded as a measure.
On the other hand, given that¼

r0,1s�Ω

BtφN �
»

Ω
ΨN �

»
Ω
φN p0�, �q ¤

»
Ω

ΨN

is bounded independently of N , we see that pBtφN q� � BtφN � pBtφN q� is also bounded as a
measure.

As a consequence, up to the extraction of a subsequence we know that φN converges weakly
in BVpr0, 1s � Ωq X L2pr0, 1s, H1pΩqq to some φ̄. This convergence allows easily to pass to the
limit in the Hamilton-Jacobi equation satisfied (in the sense of distributions) by φN , hence pφ̄, P̄ q
is admissible in the dual problem.

The last step, to show the optimality of the limit pφ̄, P̄ q, is to pass to the limit in (5.21).

Proposition 5.26. The pair pφ̄, P̄ q P K is a solution of the dual problem.

Proof. We have already proved in Proposition 5.18 that

lim
NÑ�8

AN pρ̄N q � min
ρ
tApρq : ρ P Γ0u .

Given (5.21) and the duality result which holds for the continuous problem (Theorem 5.4), it is
enough to show that

lim sup
NÑ�8

�»
Ω
φN p0�, �qρ̄0 � τ

N�1̧

k�1

»
Ω
pNkτ �

»
Ω
pN1

�
¤ Bpφ̄, P̄ q �

»
Ω
φ̄p0�, �qρ̄0 � p̄pr0, 1s � Ωq.

The convergence of the term involving the pressure is quite easy to show. Indeed, given the
positivity of the pressures,

τ
N�1̧

k�1

»
Ω
pNkτ �

»
Ω
pN1 � PN pr0, 1s � Ωq Ñ p̄pr0, 1s � Ωq

by weak convergence. On the other hand, using the definition of the trace,»
Ω
φ̄p0�, xqρ̄0 � lim

tÑ0

1
t

¼
r0,ts�Ω

φ̄ps, xqρ̄0pxqdsdx.

We fix some t ¡ 0. Due to the convergence of φN to φ̄, it clearly holds

lim
NÑ�8

1
t

¼
r0,ts�Ω

φN ps, xqρ̄0pxqdsdx � 1
t

¼
r0,ts�Ω

φ̄ps, xqρ̄0pxqdsdx.
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For the value function φN , we can use the information that we have on the temporal derivative,
namely BtφN ¥ �αN . It allows us to write, given the positivity of ρ̄0,

1
t

¼
r0,ts�Ω

φN ps, xqρ̄0pxqdsdx � 1
t

¼
r0,ts�Ω

�
φN p0�, xq �

» s
0
BtφN pr, xqdr



ρ̄0pxqdsdx

¥
»

Ω
φN p0�, �qρ̄0 � 1

t

¼
r0,ts�Ω

sαN ps, xqρ̄0pxqdsdx

¥
»

Ω
φN p0�, �qρ̄0pxq �

¼
r0,ts�Ω

αN ps, xqρ̄0pxqdsdx.

Now, recall that ρ̄0 ¤ 1 and αN converges as a measure to p̄� V , hence
1
t

¼
r0,ts�Ω

φ̄ps, xqρ̄0pxqdsdx � lim
NÑ�8

1
t

¼
r0,ts�Ω

φN ps, xqρ̄0pxqdsdx

¥ lim sup
NÑ�8

�»
Ω
φN p0�, �qρ̄0



� pp̄� V qpr0, ts � Ωq.

Now we send t to 0, and use the fact that pp̄�V qpt0u�Ωq � 0 (this can be seen as a consequence
of Corollary 5.12) to conclude that

lim sup
NÑ�8

»
Ω
φN p0�, �qρ̄0 ¤

»
Ω
φ̄p0�, xqρ̄0,

which gives us the announced result.

To reach the conclusion of our main theorem, it is enough to show that P̄ has the regularity
we announced. But this easily derives from the weak convergence of PN to P̄ and the estimates
of Corollary 5.12 and Corollary 5.17.

Proof of Theorem 5.5. For any smooth test functions a, b (with a being real-valued and b being
vector valued), given the convergence of PN to p̄ it holds$''''''&

''''''%

¼
r0,1s�Ω

aP̄ � lim
NÑ�8

�
N�1̧

k�1
τ

»
Ω
apkτ, �qpNkτ �

»
Ω
ap1, �qpN1

�
,

¼
r0,1s�Ω

p∇ � bqP̄ � � lim
NÑ�8

�
N�1̧

k�1
τ

»
Ω
gpkτ, �q �∇ppNkτ q �

»
Ω
bp1, �q �∇pN1

�
,

where on the second line we have done an integration by parts in the r.h.s. Using the estimates
given by Corollary 5.12 and Corollary 5.17, it is clear that¼

r0,1s�Ω

p∇ � bqP̄ ¤
» 1

0

�}bpt, �q}L2pΩq}∇V }L2pΩq
�

dt� }bp1, �q}L2pΩq}∇Ψ}L2pΩq.

On the other hand, if V,Ψ PW 1,q with q ¡ d then, using the same propositions,¼
r0,1s�Ω

aP̄ ¤ C

» 1

0

�}apt, �q}L1pΩq
�

dt� }ap1, �q}L8pΩq,

where C depends only on }∇V }LqpΩq, }∇Ψ}LqpΩq and Ω. Standard functional analysis manipula-
tions provide the conclusions of Theorem 5.5.
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Chapter 6

Time-convexity of the entropy in the
multiphasic formulation of the Euler
equations

In this chapter we study the minimization problem

min
Q

"»
Γ

�» 1

0

1
2 | 9ρt|

2dt


Qpdγq : Q P PpΓq

*
,

where Γ � Cpr0, 1s,PpΩqq is the set of continuous curves valued in the Wasserstein space
pPpΩq,W2q and | 9ρt| is the metric derivative of a curve ρ P Γ; and where Q is submitted to two
constraints:

• The temporal boundary conditions are given, in the sense that if we denote pe0, e1q : Γ Ñ
PpΩq2 the evaluation operator at time t � 0 and 1, the measure pe0, e1q#Q P PpPpΩq2q is
fixed.

• The incompressibility constraint which states that for all t P r0, 1s,
»

Γ
ρtQpdρq � L;

in other words, if ρ P Γ is a random curve drawn according to Q then in expectation ρt � L.

Although it may not be clear at first sight, but as it was detailed in Section 3.2, this variational
problem is an instance of the least action principle for the incompressible Euler equations.

Recall that H : PpΩq Ñ R is the Boltzmann entropy, see (2.13). The main goal of this
chapter is to show that if ones defines, for an optimal Q,

Hptq :�
»

Γ
HpρtqQpdρq

the averaged entropy then H is a convex function of time. Moreover, in Section 6.4, we will
show that the model used in this chapter is equivalent to the “parametric” model introduced by
Brenier [Bre99, AF09].
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6.1 Statement of the problem and the main result
Assumptions. The assumption that will hold throughout this chapter is the following: the
domain Ω is the closure of an open bounded convex subset of Rd. Without loss of generality, we
assume that the Lebesgue measure of Ω is 1.

Recall (see Section 2.2) that Γ � Cpr0, 1s,PpΩqq is the set of continuous curves valued in
pPpΩq,W2q endowed with the topology of uniform convergence. More generally, if S is a closed
subset of r0, 1s, ΓS will denote the set of continuous functions on S valued in PpΩq (in practice,
we will only consider subsets S that have a finite number of points or that are subintervals of
r0, 1s). In the case where the index S is omitted, it is assumed that S � r0, 1s. For any closed
subset S1 of S, the application eS1 : ΓS Ñ ΓS1 is the restriction operator. In the case where
S1 � ttu is a singleton, we will use the notation et :� ettu and often use the compact writing ρt
for etpρq � ρptq. One can see that ΓS is a polish space, and that it is compact if S contains a
finite number of points.

The space PpΓSq, which is the space of Borel probability measures over ΓS , is endowed with
the topology of weak-� convergence of measures. As explained in Section 3.2, the object on which
we will work, a “W2-traffic plan”, is a probability measure on the set of curves valued in PpΩq,
i.e. an element of PpΓq. If Q P PpΓq, we need to translate the constraints, namely the fact that
the values of the curves at t � 0 and t � 1 are fixed, and the incompressibility at each time t.

Incompressibility means that at each time t, the measure et#Q (which is an element of
PpPpΩqq) when averaged (its mean value is an element of PpΩq), is equal to L. We therefore
need to define what the mean value of et#Q is.

Definition 6.1. Let S be a closed subset of r0, 1s and t P S. If Q P PpΓSq, we denote by mtpQq
the probability measure on Ω defined by

@a P CpΩq,
»

Ω
apxqrmtpQqspdxq :�

»
ΓS

�»
Ω
apxqρtpdxq



Qpdρq. (6.1)

We can easily see that, for a fixed t, Q ÞÑ mtpQq is continuous. It is an easy application of
Fubini’s theorem to show that, if Q-a.e. ρt is absolutely continuous w.r.t. to L, then mtpQq
is also absolutely continuous w.r.t. L, and its density is the mean density of the ρt w.r.t. Q.
Incompressibility is then expressed by the fact that mtpQq � L for any t.

To encode the boundary conditions, we just consider a coupling γ P PpΓt0,1uq � PpPpΩq �
PpΩqq between the initial and final values, compatible with the incompressibilty constraint (i.e.
m0pγq � m1pγq � L), and we impose that pe0, e1q#Q � γ.

Definition 6.2. Let γ P PpΓt0,1uq be a coupling compatible with the incompressibility constraint
(i.e. m0pγq � m1pγq � L) and S be a closed subset of r0, 1s containing 0 and 1. The space of
incompressible W2-traffic plans is

PinpΓSq :� tQ P PpΓSq : @t P S, mtpQq � Lu .

The space of W2-traffic plans satisfying the boundary conditions is

PbcpΓSq :� tQ P PpΓSq : pe0, e1q#Q � γu .

The space of admissible W2-traffic plans is

PadmpΓSq :� PinpΓSq X PbcpΓSq.
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The following proposition derives directly from the definition.

Proposition 6.3. If S is a closed subset of r0, 1s containing 0 and 1, the spaces PinpΓSq, PbcpΓSq
and PadmpΓSq are closed in PpΓSq.

We have now enough vocabulary to state the minimization problem we are interested in,
namely to minimize the averaged action over the set of admissible W2-traffic plans. We denote
by A : PpΓq Ñ r0,�8s the functional defined by, for any Q P PpΓq,

ApQq :�
»

Γ
ApρqQpdρq �

»
Γ

�» 1

0

1
2 | 9ρt|

2dt


,

where we recall that Apρq is the action of the curve ρ, see (2.7).

Definition 6.4. The continuous problem is defined as

min
Q
tApQq : Q P PadmpΓqu. (6.2)

Any Q P PadmpΓq with ApQq   �8 realizing the minimum will be referred as a solution of the
continuous problem.

In order to prove the existence of a solution to (6.2), we rely on the classical following lemma
which is valid if ΓS is replaced by any metric space (see for instance [San15, Proposition 7.1] and
[AGS08, Remark 5.15]).

Lemma 6.5. Let S be a closed subset of r0, 1s and F : ΓS Ñ r0,�8s a l.s.c. positive function.
Then the function F : PpΓSq Ñ r0,�8s defined by

FpQq �
»

ΓS
F pρqQpdρq

is convex and l.s.c. Moreover, if the sublevel sets of F are compact, so are those of F .

The existence of a solution to (6.2) is then a straightforward application of the direct method of
calculus of variations.

Theorem 6.6. There exists at least one solution to (6.2).

Proof. The functional A is l.s.c. and has compact sublevel sets thanks to Proposition 2.9 and
Lemma 6.5. Moreover the set PadmpΓq is closed. To use the direct method of calculus of variations,
we only need to prove that there exists Q P PadmpΓq such that ApQq   �8.

Notice that as Ω is convex, it is the image of the unit cube of Rd by a Lipschitz and
measure-preserving map (see [FP92, Theorem 5.4]1). It is known (see [AF09, Theorem 3.3] and
Proposition 6.26 to translate the result in our setting) that the fact that Ω is the image of the
unit cube by a Lipschitz and measure-preserving map ensures the existence of an admissible
W2-traffic plan with finite action.

In this chapter we are interested in the temporal behavior of the entropy when averaged over
all phases. Recall that for any µ P PpΩq, the entropy Hpµq of µ is defined through (2.13).

1Strictly speaking, in [FP92], it is required that Ω has a piecewise C1 boundary, but this assumption is only
used to prove that the Minkowski functional of Ω is Lipschitz. If Ω is convex, then its Minkowski functional is
convex, hence Lipschitz. Thus, one can drop the assumption of a piecewise C1 boundary if Ω is convex.
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Definition 6.7. Let S be a closed subset of r0, 1s. For any Q P PpΓSq, we define the averaged
entropy HQ : S Ñ r0,�8s by, for any t P S,

HQptq :�
»

ΓS
HpρtqQpdρq.

If Q P PpΓq, the quantity
» 1

0
HQptqdt will be called the total entropy of Q.

By lower semi-continuity of H and Lemma 6.5, we can see that the function (of the variable t)
HQ is l.s.c. In the sequel, we will concentrate on the cases where the averaged entropy belongs
to L1pr0, 1sq, i.e. where the total entropy is finite. By doing so, we exclude classical solutions:
indeed, for a classical solution Q P PadmpΓq, for any t the measure et#Q is concentrated on Dirac
masses, for which the entropy is infinite. We denote by PH

admpΓq the set of admissible W2-traffic
plans for which the total entropy is finite:

PH
admpΓq :� PadmpΓq X

"
Q P PpΓq :

» 1

0
HQptqdt   �8

*

The main (and restrictive) assumption that we will consider is that there exists a solution of the
continuous problem (6.2) in PH

admpΓq:

Assumption 6.1. There exists Q P PH
admpΓq such that ApQq � mintApQ1q : Q1 P PadmpΓqu.

We will also work with a second assumption which will turn out to be more restrictive than
Assumption 6.1, but which has the advantage of involving only the boundary terms, namely the
fact that the initial and final values have finite averaged entropy.

Assumption 6.2. The coupling γ is such that Hγp0q and Hγp1q are finite.

In other words, we impose that»
γ

�»
Ω
ρ0 ln ρ0



γpdρq   �8 and

»
γ

�»
Ω
ρ1 ln ρ1



γpdρq   �8.

In particular, Assumption 6.2 implies that e0#γ and e1#γ are concentrated on measures that
are absolutely continuous w.r.t. L: it excludes any classical boundary data.

The two main results of this chapter can be stated as follows. Recall that Ω is assumed to be
convex.

Theorem 6.8. Suppose that Assumption 6.2 holds. Then there exists a solution Q P PadmpΓq of
the continuous problem (6.2) such that HQptq ¤ maxpHγp0q,Hγp1qq for any t P r0, 1s.

In other words, if the initial and final averaged entropy are finite, then there exists a solution of
the continuous problem with a uniformly bounded averaged entropy. In particular, Assumption
6.2 implies Assumption 6.1.

Theorem 6.9. Suppose that Assumption 6.1 holds. Then, among all the solutions of the
continuous problem (6.2), the unique Q P PH

admpΓq which minimizes the total entropy
³1
0HQptqdt

is such that HQ is convex.
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In other words, we are able to prove the convexity of the averaged entropy for the solution which
is “the most mixed”, i.e. the one for which the total entropy is minimal. This statement contains
the fact that the criterion of minimization of the total entropy selects a unique solution among
the – potentially infinitely many – solutions of (6.2). Anyway, as we explained above in Section
3.2, it is now proved in [BM18] that the result in fact holds for all solutions, at least when Ω is
the d-dimensional torus.

The next two sections are devoted to the proof of these two theorems. As explained in Chapter
3, we will introduce a discrete (in time) problem (6.3) which approximates the continuous one.
Without any assumption, we will be able to prove the convexity of the averaged entropy at the
discrete level (Theorem 6.12). Then we will show that, under Assumption 6.1 or Assumption 6.2,
the solutions of the discrete problems converge to a solution of the continuous one (Proposition
6.18). Under Assumption 6.2, this solution will happen to have a uniformly bounded entropy
(Corollary 6.20). Then we will show that, under Assumption 6.1, this solution will be the one
with minimal total entropy (Corollary 6.21) and that its averaged entropy is a convex function of
time (Corollary 6.25).

Finally, the uniqueness of such a Q P PH
admpΓq with minimal total entropy has nothing to

do with the discrete problem, it is a simple consequence of the strict convexity of H. We will
therefore prove it here to end this section. Indeed, it is a consequence of the following proposition.

Proposition 6.10. Let Q1 and Q2 P PH
admpΓq be two distinct admissible W2-traffic plans. Then

there exists Q P PH
admpQq with

ApQq ¤ 1
2
�
ApQ1q �ApQ2q�

and » 1

0
HQptqdt   1

2

�» 1

0
HQ1ptqdt�

» 1

0
HQ2ptqdt



.

Proof. As Q ÞÑ HQ is linear, it is not sufficient to consider the mean of Q1 and Q2. Instead, we
will need to take means in Γ. In order to do so, we disintegrate Q1 and Q2 w.r.t. et0,1u � pe0, e1q.
We obtain two families Q1

ρ0,ρ1 and Q2
ρ0,ρ1 of W2-traffic plans indexed by pρ0, ρ1q P Γt0,1u � PpΩq2.

We define Q by its disintegration w.r.t. et0,1u: we set Q :� Qρ0,ρ1 b γ where Qρ0,ρ1 is taken to
be the image measure of Q1

ρ0,ρ1 bQ2
ρ0,ρ1 by the map pρ1, ρ2q ÞÑ pρ1 � ρ2q{2 (where the � refers

to the usual affine structure on Γ). In other words, for any a P CpΓq,»
Γ
apρqQpdρq :�

»
Γt0,1u

�»
Γ
a

�
ρ1 � ρ2

2

�
Q1
ρ0,ρ1pdρ1qQ2

ρ0,ρ1pdρ2q


γpdρ0, dρ1q.

As pe0, e1q#Q1
ρ0,ρ1 and pe0, e1q#Q2

ρ0,ρ1 are Dirac masses concentrated on pρ0, ρ1q, we can easily
see that Q P PbcpΓq. The incompressibility constraint is straightforward to obtain: for any
a P CpΩq and any t P r0, 1s,»

Ω
apxqrmtpQqspdxq

�
»

Γt0,1u

�»
Γ

�»
Ω
apxqρ

1
t pdxq � ρ2

t pdxq
2

�
Q1
ρ0,ρ1pdρ1qQ2

ρ0,ρ1pdρ2q


γpdρ0,dρ1q

�
»

Γt0,1u

�»
Γ

�»
Ω
apxqρ

1
t pdxq

2

�
Q1
ρ0,ρ1pdρ1q �

»
Γ

�»
Ω
apxqρ

2
t pdxq

2

�
Q2
ρ0,ρ1pdρ2q



γpdρ0, dρ1q

� 1
2

»
Ω
apxqdx� 1

2

»
Ω
apxqdx �

»
Ω
apxqdx.
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Thus, we have Q P PadmpΓq. To handle the action, let us just remark that for any ρ1 and ρ2 in
Γ, by convexity of A,

A

�
ρ1 � ρ2

2



¤ 1

2
�
Apρ1q �Apρ2q� .

Integrating this inequality w.r.t. to Q1
ρ0,ρ1 bQ2

ρ0,ρ1 and then w.r.t. γ gives the result. We use
the same kind of reasoning for the entropy, but this functional is strictly convex. Hence, for any
t P r0, 1s,

H

�
ρ1
t � ρ2

t

2



¤ 1

2
�
Hpρ1

t q �Hpρ2
t q
�

with a strict inequality if ρ1
t � ρ2

t and if the r.h.s. is finite. Integrating w.r.t. t and w.r.t.
Q1
ρ0,ρ1 bQ2

ρ0,ρ1 we get,

»
Γ

�» 1

0
H

�
ρ1
t � ρ2

t

2

�
dt


Q1
ρ0,ρ1pdρ1qQ2

ρ0,ρ1pdρ2q ¤

1
2

�»
Γ

�» 1

0
Hrρ1

t sdt


Q1
ρ0,ρ1pdρ1q �

»
Γ

�» 1

0
Hrρ2

t sdt


Q2
ρ0,ρ1pdρ2q



,

with a strict inequality if Q1
ρ0,ρ1 � Q2

ρ0,ρ1 and if the r.h.s. is finite. Then, we integrate w.r.t. γ
and notice that, as Q1 � Q2, then Q1

ρ0,ρ1 � Q2
ρ0,ρ1 for a γ-non negligible sets of pρ0, ρ1q, and as

Q1 and Q2 P PH
admpΓq, the r.h.s. of the equation above is finite for γ-a.e. pρ0, ρ1q. Using Fubini’s

theorem, we are led to the announced conclusion.

6.2 Analysis of the discrete problem

As we explained before, to tackle the continuous problem (6.2), we will introduce a discretized
(in time) variational problem that approximates the continuous one. In this section, we prove its
well-posedness, and show that the discrete averaged entropy is convex. In the proof of the latter
property, we use the flow interchange technique as explained in Chapter 3.

The discrete problem is obtained by performing two different approximations:

• We consider a number of discrete times N � 1 ¥ 2. We will use τ :� 1{N as a notation for
the time step. The set TN � r0, 1s will stand for the set of all discrete times, namely

TN :� tkτ : k � 0, 1, . . . , Nu .

We use the compact notation ΓN :� ΓTN � PpΩqN�1. We will work with W2-traffic plans
on ΓN , i.e. elements of PpΓN q.
• We will also add an entropic penalization, i.e. a discretized version of

λ

» 1

0
HQptqdt,

with λ a small parameter. This term explains why we select, at the limit λ Ñ 0, the
minimizers whose total entropy is minimal. It is crucial because it enables us to show that
the averaged entropy of the discrete problem converges pointwisely to the averaged entropy
of the continuous problem. This pointwise convergence is necessary to ensure that the
averaged entropy of the continuous problem is convex. In particular, the limit λÑ 0 must
be taken after N Ñ �8.
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Let us state formally our discrete minimization problem. We fix N ¥ 1 (τ :� 1{N) and λ ¡ 0
and define TN � tkτ : k � 0, 1, . . . , Nu. We denote by AN,λ : PpΓN q Ñ r0,�8s the functional
defined by, for any Q P PpΓN q,

AN,λpQq :�
Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ Qpdρq � λ
N�1̧

k�1
τHQ pkτq .

The Discrete Problem consists in minimizing this functional under the constraint that the initial
and final values are coupled through γ and the incompressibility constraint, the set of such
W2-traffic plans being PadmpΓN q (cf. Definition 6.2):

min
Q

!
AN,λpQq : Q P PadmpΓN q

)
. (6.3)

A solution of the discrete problem is a Q P PadmpΓN q with AN,λpQq   �8 which minimizes
AN,λ.

Proposition 6.11. The discrete problem (6.3) admits a solution.

Proof. We can see that AN,λ is a positive l.s.c. functional. Lower semi-continuity of the discretized
action and of the entropic penalization are not difficult to see thanks to Lemma 6.5.

As the space PpΓN q � PpPpΩqN�1q is compact, PadmpΓN q is also a compact space, thus it is
enough to show that there exists one Q P PadmpΓN q such that AN,λpQq   �8. We take Q to be
equal to γ on the endpoints, and such that ekτ#Q is a Dirac mass concentrated on the Lebesgue
measure L for any k P t1, 2, . . . , N � 1u. As HpLq � 0 and as the incompressibility constraint
mkτ pQq � L is satisfied for every k P t0, 1, . . . , Nu, we can see that for this Q we have

AN,λpQq �
»

Γt0,1u

W 2
2 pρ0,Lq �W 2

2 pL, ρ1q
2τ γpdρq.

As the Wasserstein distance is uniformly bounded by the diameter of Ω, the r.h.s. of the above
equation is finite. The conclusion derives from a straightforward application of the direct method
of calculus of variations.

One could show that the discrete problem (6.3) admits a unique solution (it is basically the
same proof as Proposition 6.10), but we will not need it. The key result of this section is the
following.

Theorem 6.12. Let Q P PadmpΓN q be a solution of the discrete problem (6.3). Then the function
k P t0, 1, . . . , Nu ÞÑ HQpkτq is convex, i.e. for every k P t1, 2, . . . , N � 1u,

HQ pkτq ¤ 1
2HQ ppk � 1qτq � 1

2HQ ppk � 1qτq . (6.4)

Proof. As AN,λpQq is finite we know that for every k P t1, 2, . . . , N � 1u, HQpkτq   �8. Let us
remark that if HQp0q � �8 then there is nothing to prove in equality (6.4) for k � 1 (the r.h.s.
being infinite); and, equivalently, if HQp1q � �8 there is nothing to prove for k � N � 1. So
from now on, we fix k P t1, 2, . . . , N � 1u such that HQ ppk � 1qτq, HQ pkτq and HQ ppk � 1qτq
are finite, and it is enough to show (6.4) for such a k.

We recall that Φ : r0,�8q � PpΩq Ñ PpΩq denotes the heat flow, let us call Φk : r0,�8q �
ΓN Ñ ΓN the heat flow acting only on the k-th component: for any s ¥ 0, ρ P ΓN and
l P t0, 1, . . . , Nu,

Φk
spρqplτq :�

#
Φspρlτ q if l � k,

ρlτ if l � k.
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If s ¥ 0, it is clear that Φk
s leaves unchanged the boundary values, thus Φk

s#Q P PbcpΓN q.
Concerning the term mlτ pQq, the linearity of the flow enables us to write

mlτ pΦk
s#Qq �

#
Φs pmlτ rQsq if l � k,

mlτ pQq if l � k.

As mlτ rQs � L and L is preserved by the heat flow, we conclude that mlτ pΦk
s#Qq � L for any

l P t0, 1, . . . , Nu hence Q P PadmpΓN q. Let us underline that the linearity of the heat flow is
crucial to handle the incompressibility constraint. Our proof would not have worked if we would
have wanted to show the convexity (w.r.t. time) of a functional (different from the entropy)
whose gradient flow in the Wasserstein space were not linear. Using Φk

s#Q as a competitor in
(6.3),

AN,λpQq ¤ AN,λpΦk
s#Qq. (6.5)

Let us expand this formula. We can see (by definition of HQ) that

HΦks#Q plτq �
$&
%
»

ΓN
HpΦsrρlτ sqQpdρq if l � k,

HQ plτq if l � k.

We can rewrite (6.5) in the following form (all the terms that do not involve the time kτ cancel):

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q �W 2

2 pρkτ , ρpk�1qτ q
2τ Qpdρq � λτ

»
ΓN

Hpρkτ qQpdρq

¤
»

ΓN

W 2
2 pρpk�1qτ ,Φsρkτ q �W 2

2 pΦsρkτ , ρpk�1qτ q
2τ Qpdρq � λτ

»
ΓN

HpΦsρkτ qQpdρq.

It is known that the heat flow decreases the entropy (it is for example encoded in (2.11)), thus»
ΓN

HpΦsρkτ qQpdρq ¤
»

ΓN
Hpρkτ qQpdρq.

Therefore, multiplying by τ and dividing by s, we are left with the following inequality, valid for
any s ¡ 0:

»
ΓN

W 2
2 pρpk�1qτ ,Φsρkτ q �W 2

2 pρpk�1qτ , ρkτ q
2s Qpdρq

�
»

ΓN

W 2
2 pΦsρkτ , ρpk�1qτ q �W 2

2 pρkτ , ρpk�1qτ q
2s Qpdρq ¥ 0.

The integrand of the first integral is exactly the rate of increase of the function s ÞÑW 2
2 pρpk�1qτ ,

Φsρkτ q{2 whose lim sup is bounded, when s Ñ 0, by Hpρpk�1qτ q �Hpρkτ q according to (2.10).
Moreover, as the entropy is positive, the same inequality (2.10) shows that this rate of increase
is uniformly (in s) bounded from above by Hpρpk�1qτ q, and the latter is integrable w.r.t. to Q.
Hence by applying a reverse Fatou’s lemma, we see that
»

ΓN
rHpρpk�1qτ q �Hpρkτ qsQpdρq ¥ lim sup

sÑ0

»
ΓN

W 2
2 pρpk�1qτ ,Φsρkτ q �W 2

2 pρpk�1qτ , ρkτ q
2s Qpdρq.
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We have a symmetric minoration for
»

ΓN
rHpρpk�1qτ q �Hpρkτ qsQpdρq, hence we end up with

0 ¤
»

ΓN
rHpρpk�1qτ q �Hpρkτ qsQpdρq �

»
ΓN
rHpρpk�1qτ q �Hpρkτ qsQpdρq

�
»

ΓN
rHpρpk�1qτ q �Hpρpk�1qτ q � 2Hpρkτ qsQpdρq

� HQ ppk � 1qτq �HQ ppk � 1qτq � 2HQ pkτq .

6.3 Limit of the discrete problems to the continuous one

In all this section, let us denote by Q̄N,λ a solution (in fact there exists only one but this is not
important) of the discrete problem (6.3) with parameters N and λ. We want to pass to the limit
in the following way:

• We will interpolate geodesically between discrete instants and show that this builds a
sequence of W2-traffic plans which converges to a limit Q̄λ P PadmpΓq when N Ñ �8. This
Q̄λ is expected to be a solution

min
Q

"
ApQq � λ

» 1

0
HQptqdt : Q P PH

admpΓq
*
.

• Then, when λÑ 0, the W2-traffic plans Q̄λ will converge to the solution Q̄ of the original
problem with minimal total entropy and

³1
0HQ̄λptqdt will converge to

³1
0HQ̄ptqdt. This is

the convergence of the total entropy that enables us to get a pointwise convergence of the
averaged entropy.

Basically, we are performing two successive Γ-limits. Let us stress out that the order in which
the limits are taken is important, though this importance may be hard to see under the various
technical details. Taking the limit λ Ñ 0 at the end is needed to show that at the limit the
selected minimizer of the continuous problem is the one with minimal total entropy (cf. the proof
of Proposition 6.21).

This section is organized as follows. First we show some kind of Γ � lim sup, i.e. given
continuous curves we build discrete ones whose discrete action and total entropy are close to
their continuous counterparts. Then, and thanks to these constructions, we show a uniform
bound on Q̄N,λ that allows us to extract converging subsequences toward a limit Q̄, and we show
that Q̄ is a solution of the continuous problem. Finally, we show that Q̄ is the minimizer of A
with minimal total entropy and that its averaged entropy is convex.

6.3.1 Building discrete curves from continuous ones

Let us first show a result that will be crucial to handle Assumption 6.2, namely a procedure to
regularize curves in order for the total entropy to be finite.

Proposition 6.13. Under Assumption 6.2, for any Q P PadmpΓq and for any ε ¡ 0, there exists
Q1 P PH

admpΓq such that ApQ1q ¤ ApQq � ε and HQ1 P L8pr0, 1sq.
Proof. Let us fix Q P PadmpΓq. Almost identically to the proof of Proposition 4.26, the idea is to
use the heat flow Φ to regularize the curves: indeed, we know thanks to point (ii) of Proposition
2.13 that if s ¡ 0 is fixed, then for any ρ P Γ, HpΦsρtq is bounded independently on t and ρ.
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Moreover, applying uniformly the heat flow decreases the action, as already recalled in the proof
of Proposition 4.26. However, by doing this, we lose the boundary values. To recover them, we
squeeze the curve Φsρ into the subinterval rs, 1� ss, and then use the heat flow (acting on ρ0) to
join ρ0 to Φspρ0q on r0, ss and Φspρ1q to ρ1 on r1� s, 1s. Formally, for 0   s ¤ 1{2, let us define
the regularizing operator Rs : Γ Ñ Γ by

@ρ P Γ,@t P r0, 1s, Rspρqptq :�

$''&
''%

Φtpρ0q if 0 ¤ t ¤ s,

Φs

�
ρ
�
t�s

1�2s

�	
if s ¤ t ¤ 1� s,

Φ1�tpρ1q if 1� s ¤ t ¤ 1.

The continuity of the heat flow allows us to assert that Rspρq is a continuous curve. As the entropy
decreases along the heat flow, and as HpRsrρsq is uniformly bounded on rs, 1� ss (independently
on ρ), we can see that there exists a constant Cs depending only on s such that

@ρ P Γ, @t P r0, 1s, HrRspρqptqs ¤ maxpHpρ0q, Hpρ1q, Csq. (6.6)

To estimate the action of Rspρq, we use the the fourth point of Proposition 2.13 and the
representation formula (2.4) on rs, 1� ss and the identity (2.11) to handle the boundary terms:

ApRspρqq ¤
» s

0

1
2 |

9Φtρ0|2dt�
» 1�s

s

1
2 | 9ρpt�sq{p1�2sq|2dt�

» 1

1�s

1
2 |

9Φ1�tρ1|2dt

� Hpρ0q �HpΦsrρ0sq
2 � 1

1� 2s

» 1

0

1
2 | 9ρt|

2dt� Hpρ1q �HpΦsrρ1sq
2

� 1
1� 2sApρq �

1
2 pHpρ0q �HpΦsrρ0sq �Hpρ1q �HpΦsrρ1sqq .

In particular, using the lower semi-continuity of the entropy H and the continuity w.r.t. s of the
heat flow, we see that if Hpρ0q and Hpρ1q are finite,

lim sup
sÑ0

ApRspρqq ¤ Apρq. (6.7)

We are now ready to use the regularization operator on the W2-traffic plan Q. For a fixed
0   s ¤ 1{2, we define Qs :� Rs#Q. As Rs does not change the boundary points, we still have
pe0, e1q#Qs � γ. Integrating (6.6) w.r.t. Q, we get that

@t P r0, 1s, HQsptq ¤ HQsp0q �HQsp1q � Cs � Hγp0q �Hγp1q � Cs,

and we know that the r.h.s. is finite because of Assumption 6.2. Concerning the action, since
Hpρ0q and Hpρ1q are finite for Q-a.e. ρ P Γ, we can integrate (6.7) w.r.t. Q by using a reverse
Fatou’s lemma to get

lim sup
sÑ0

ApQsq ¤ ApQq.

It remains to check the incompressibility. For a fixed t P r0, 1s, we notice that et#Qs is of the
form pΦr � et1q#Q for a some r ¥ 0 and t1 P r0, 1s (for example, r � t and t1 � 0 if t P r0, ss,
and r � s and t1 � pt � sq{p1 � 2sq if t P rs, 1 � ss). Thus, by linearity of the heat flow,
mtpQsq � Φrpmt1rQsq. But mt1pQq � L for any t1 and the Lebesgue measure is preserved by the
heat flow, hence mtpQsq � L.

Therefore, the Q1 that we take is just Qs for s ¡ 0 small enough.

It is then possible to show how one can build a discrete curve from a continuous one in such a
way that the action and the total entropy do not increase too much. This is a standard procedure
which would be valid for probability on curves valued in arbitrary geodesic spaces.
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Proposition 6.14. Let Q P PH
admpΓq be an admissible W2-traffic plan with finite total entropy.

For any N ¥ 1, we can build a W2-traffic plan QN P PadmpΓN q in such a way that

lim sup
NÑ�8

AN,λpQN q ¤ ApQq � λ

» 1

0
HQptqdt.

Proof. We can assume that ApQq   �8. Similarly to Proposition 4.27, the idea is to sample each
curve on a uniform grid, but not necessarily on TN . Indeed, the key point in this sampling is to
ensure that the discrete entropic penalization of the functional AN,λ is bounded by λ

³1
0HQptqdt.

Let us fix N ¥ 1 and recall that τ � 1{N . We can see that

» τ
0

N�1̧

k�1
HQ pkτ � sq ds �

» 1

τ
HQptqdt ¤

» 1

0
HQptqdt.

Therefore, there exists sN P p0, τq such that

τ
N�1̧

k�1
HQ pkτ � sN q ¤

» 1

0
HQptqdt.

We define the sampling operator SN : Γ Ñ ΓN (which samples on the grid tkτ � sN : k � 1, 2,
. . . , N � 1u) by

@ρ P Γ,@k P t0, 1, . . . , Nu, SN pρq pkτq �

$'&
'%
ρ0 if k � 0,
ρ1 if k � N,

ρkτ�sN if 1 ¤ k ¤ N � 1.

Then we simply define QN :� SN#Q. As the initial and final values are left unchanged, it is
clear that pe0, e1q#QN � pe0, e1q#Q � γ, i.e. QN P PbcpΓN q. By construction, we have that

λ
N�1̧

k�1
τHQN pkτq � λτ

N�1̧

k�1
HQ pkτ � sN q ¤ λ

» 1

0
HQptqdt.

Moreover, as Q P PadmpΓq is incompressible, it is clear that QN is incompressible too. The last
term to handle is the action. Indeed, we have to take care of the fact that we use a translated
grid which is not uniform close to the boundaries. After a standard computation (which would
be valid in any geodesic space) which we already did in the proof of Proposition 4.27, one finds
that

Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ QN pdρq ¤ ApQq �
»

Γ

�» 2τ

0

1
2 | 9ρs|

2ds


Qpdρq.

For every 2-absolutely continuous curve, it is clear that the quantity
³2τ
0

1
2 | 9ρs|2ds goes to 0 as

N Ñ �8 and it is dominated by Apρq which is integrable w.r.t. Q. Therefore, by dominated
convergence,

lim sup
NÑ�8

�
Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ QN pdρq
�
¤ ApQq.

Gluing all the inequalities we have collected on QN , we see that AN,λpQN q satisfies the desired
asymptotic bound.
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Corollary 6.15. Under Assumption 6.1 or Assumption 6.2, there exists C   �8, such that,
uniformly in N ¥ 1, λ P p0, 1s and q ¡ 1, we have

AN,λpQ̄N,λq ¤ C.

Proof. Indeed, it is enough to take Q any element of PH
admpΓq with finite action (it exists

by definition under Assumption 6.1 and we use Proposition 6.13 under Assumption 6.2), to
construct QN as in Proposition 6.14, to define C :� supN¥1AN,λpQN q, and to use the fact that
AN,λpQ̄N,λq ¤ AN,λpQN q ¤ C.

6.3.2 Solution of the continuous problem as a limit of discrete solutions

To go from W2-traffic plans on discrete curves to W2-traffic plans on continuous ones, we will
need an extension operator EN : ΓN Ñ Γ that interpolates a discrete curve along geodesics in
pPpΩq,W2q. More precisely,

Definition 6.16. Let N ¥ 1. If ρ P ΓN , the curve EN pρq P Γ is defined as the one that coincides
with ρ on TN and such that for any k P t0, 1, . . . , N�1u, the restriction of EN pρq to rkτ, pk�1qτ s
is a2 constant-speed geodesic joining ρkτ to ρpk�1qτ .

In particular, for any k P t0, 1, 2, . . . , N � 1u, | 9EN pρq| is constant on rkτ, pk � 1qτ s and equal to
W2pρkτ , ρpk�1qτ q{τ . Thus, we have the identity

» pk�1qτ

kτ

1
2 |

9EN pρqt|2dt � W 2
2 pρkτ , ρpk�1qτ q

2τ ,

summed over k P t0, 1, . . . , N � 1u, these identities led to

ApEN rρsq �
Ņ

k�1

W 2
2 pρpk�1qτ , ρkτ q

2τ . (6.8)

In other words, the action of the extended curve EN pρq is equal to the discrete one of ρ.

We are now ready to show the convergence of Q̄N,λ to some limit Q̄ P PadmpΓq. We take two
sequences pNnqnPN and pλmqmPN that converge respectively to �8 and 0. We will not relabel
the sequences when extracting subsequences. Moreover, to avoid heavy notations, we will drop
the indexes n and m, and limnÑ�8 and limmÑ�8 will be denoted respectively by limNÑ�8 and
limλÑ0.

Proposition 6.17. Under Assumption 6.1 or Assumption 6.2, there exists Q̄ P PadmpΓq, and a
family pQ̄λqλ P PadmpΓq such that (up to extraction)

lim
NÑ�8

pEN#Q̄N,λq � Q̄λ in PpΓq,
lim
λÑ0

Q̄λ � Q̄ in PpΓq.
2One may worry about the non uniqueness of the geodesic and hence of the fact that the extension operator

EN is ill-defined. However, it is a classical result of optimal transport that the constant-speed geodesic joining two
measures is unique as soon as one of the two measures is absolutely continuous w.r.t. L. Moreover, for a traffic
plan Q P PpΓN q, if HQptq   �8 for t P TN , then Q-a.e. ρ is absolutely continuous w.r.t. L at time t. Thus as
long as we work with W2-traffic pans Q such that HQpkτq   �8 for any k P t1, 2, . . . , N � 1u (and we leave it to
the reader to check that it is the case), the operator EN is well defined.
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Proof. We denote by C the constant given by Corollary 6.15.
We use (6.8), namely the fact that EN transforms the discrete action into the continuous one:

ApEN#Q̄N,λq �
»

ΓN
ApEN pρqqQ̄N,λpdρq �

Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ Q̄N,λpdρq ¤ C,

where the last estimate comes from the definition of C and the positivity of the entropy. We
know that the functional A is l.s.c. and that its sublevel sets are compact. Hence, we get the
existence of pQ̄λqλ such that

lim
NÑ�8

pEN#Q̄N,λq � Q̄λ

in PpΓq and ApQ̄λq ¤ C. Applying exactly the same argument, we can conclude at the existence
of Q̄ P PpΓq with

lim
λÑ0

Q̄λ � Q̄

in PpΓq together with ApQ̄q ¤ C.
It is easy to show that pe0, e1q#Q̄ � γ as we have that pe0, e1q#Q̄N,λ � γ: this condition

passes to the limit and is preserved by EN .
The part which is not direct is the incompressibility of Q̄λ. We recall that mkτ pQ̄N,λq � L

for any k P t0, 1, . . . , Nu and any λ. Then to show that the incompressibility constraint is
satisfied by Q̄λ for every t, we proceed as follows: let us consider t P r0, 1s and N ¥ 1. Let
k P t0, 1, . . . , N � 1u such that kτ ¤ t ¤ pk � 1qτ . We denote by s P r0, 1s the real such that
t � pk � sqτ . By definition of EN , if ρ P ΓN , there exists γ̄ an optimal transport plan between
ρkτ and ρpk�1qτ (i.e. an optimal γ in formula (2.1) with µ � ρkτ and ν � ρpk�1qτ ) such that
EN pρqptq � πs#γ̄ with πs : px, yq ÞÑ p1� sqx� sy. For any a P C1pΩq, we can see that

����
»

Ω
adrEN pρqptqs �

»
Ω
adρkτ

���� �
����
»

Ω�Ω
parp1� sqx� sys � arxsqγ̄pdx,dyq

����
¤

»
Ω�Ω

s|∇apxq||x� y|γ̄pdx,dyq

¤
d»

Ω�Ω
|∇apxq|2γ̄pdx,dyq

d»
Ω�Ω

|x� y|2γ̄pdx,dyq

¤ }∇a}L8W2pρkτ , ρpk�1qτ q.

Therefore, if we estimate the action of mtpEN#Q̄N,λq on a C1 function a, we find that
����
»

Ω
adrmtpEN#Q̄N,λqs �

»
Ω
apxqdx

���� �
����
»

Ω
adrmtpEN#Q̄N,λqs �

»
Ω
adrmkτ pQ̄N,λqs

����
¤

»
ΓN

����
»

Ω
adrEN pρqptqs �

»
Ω
adρkτ

���� Q̄N,λpdρq
¤ }∇a}L8

»
ΓN

W2pρkτ , ρpk�1qτ qQ̄N,λpdρq

¤
?

2τ}∇a}L8

d»
ΓN

W 2
2 pρkτ , ρpk�1qτ q

2τ Q̄N,λpdρq

¤
?

2Cτ}∇a}L8 .
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Taking the limit N Ñ �8 (hence τ Ñ 0), we know that mtpEN#Q̄N,λq converges to mtpQ̄λq,
thus we get »

Ω
adrmtpQ̄λqs �

»
Ω
apxqdx.

As a is an arbitrary C1 function, we have the equality mtpQ̄λq � L for any t, in other words,
Q̄λ P PinpΓq. As we already know that Q̄λ P PbcpΓq, we conclude that Q̄λ P PadmpΓq for any
λ ¡ 0. But PadmpΓq is closed, therefore Q̄ P PadmpΓq.

With all the previous work, it is easy to conclude that Q̄ is a minimizer of A: we just copy a
standard proof of Γ-convergence.

Proposition 6.18. Under Assumption 6.1 or Assumption 6.2, Q̄ is a solution of the continuous
problem (6.2).

Proof. We have already seen that ApEN#Q̄N,λq ¤ AN,q,λpQ̄N,λq. By lower semi-continuity of A,
we deduce that

ApQ̄q ¤ lim inf
λÑ0

�
lim inf
NÑ�8

AN,λpQ̄N,λq


.

By contradiction, let us assume that there exists Q P PadmpΓq such that ApQq   ApQ̄q. If we are
under Assumption 6.2, we can regularize it thanks to Proposition 6.13, and under Assumption 6.1
we know that we can assume that Q1 P PH

admpΓq and ApQ1q ¤ ApQq. In any of these two cases,
we can assume that there exists Q P PH

admpΓq such that ApQq   ApQ̄q. Thanks to Proposition
6.14, we know that we can construct a sequence QN with

lim sup
NÑ�8

AN,λpQN q ¤ ApQq � λ

» 1

0
HQptqdt

Taking the limit λÑ 0 and using ApQq   ApQ̄q, we get

lim sup
λÑ0

�
lim sup
NÑ�8

AN,λpQN q


  ApQ̄q ¤ lim inf

λÑ0

�
lim inf
NÑ�8

AN,λpQ̄N,λq


.

Taking N large enough and λ small enough, one has AN,λpQN q   AN,λpQ̄N,λq, which contradicts
the optimality of Q̄N,λ.

6.3.3 Behavior of the averaged entropy of Q̄

Now, we will show that HQ̄ P L1pr0, 1sq and that Q̄ is the minimizer of A with minimal total
entropy. If Q P PpΓN q, let us denote by Hint

Q : r0, 1s Ñ r0,�8s the piecewise affine interpolation
of HQ. More precisely, if k P t0, 1, . . . , N � 1u and s P r0, 1s, we define

Hint
Q ppk � sqτq :� p1� sqHQ pkτq � sHQ ppk � 1qτq .

We show the following estimate, which relies on the lower semi-continuity of the entropy:

Proposition 6.19. For any t P r0, 1s, we have the following upper bound for HQ̄ptq:

HQ̄ptq ¤ lim inf
λÑ0

�
lim inf
NÑ�8

Hint
Q̄N,λ

ptq


.
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Proof. We will use the fact that the entropy is geodesically convex, i.e. convex along the
constant-speed geodesics. Recall that EN : ΓN Ñ Γ is the extension operator that interpolates
along constant-speed geodesics. Let us take ρ P ΓN . By geodesic convexity, we have for any
k P t0, 1, . . . , N � 1u and s P r0, 1s

H rEN pρq ppk � sqτqs ¤ p1� sqHpρkτ q � sHpρpk�1qτ q.
Integrating this inequality over ΓN w.r.t. Q̄N,λ, we get

HEN#Q̄N,λ ppk � sqτq ¤ p1� sqHQ̄N,λ pkτq � sHQ̄N,λ ppk � 1qτq
¤ Hint

Q̄N,q,λ
ppk � sqτq .

We take the limit N Ñ �8, followed by λÑ 0 to get (thanks to the lower semi-continuity of
the averaged entropy) the announced inequality.

We derive a useful consequence, which implies Theorem 6.8.

Corollary 6.20. Under Assumption 6.2, the function HQ̄ is bounded by maxpHγp0q,Hγp1qq.
Proof. This is where we use the work of Section 6.2: thanks to Theorem 6.12, we know that
HQ̄N,λ is convex and therefore bounded by the values at its endpoints which happen to be finite
(independently of N and λ):

@k P t0, 1, 2, . . . , Nu, HQ̄N,λ pkτq ¤ maxpHγp0q,Hγp1qq.
Thus the function Hint

Q̄N,λ
is also bounded uniformly on r0, 1s by maxpHγp0q,Hγp1qq. Proposition

6.19 allows us to conclude that the same bound holds for HQ̄.

As we have now proved Theorem 6.8, we will work only under Assumption 6.1. It remains to
show that the Q̄ we constructed is the one with minimal total entropy. This is done thanks to
the entropic penalization, and is standard in Γ-convergence theory, the specific structure of the
Wasserstein space does not play any role.

Proposition 6.21. For any Q P PH
admpΓq solution of the continuous problem (6.2), we have» 1

0
HQ̄ptqdt ¤

» 1

0
HQptqdt

Proof. Let us start with an exact quadrature formula for Hint
Q̄N,λ

:

» 1�τ

τ
Hint
Q̄N,λ

ptqdt � τ

2HQ̄N,λ pτq � τ
N�2̧

k�2
HQ̄N,λ pkτq �

τ

2HQ̄N,λ p1� τq ¤ τ
N�1̧

k�1
HQ̄N,λ pkτq

Then we take successively the limits N Ñ �8 and λÑ 0, applying Fatou’s lemma and using
Proposition 6.19 to get» 1

0
HQ̄ptqdt ¤ lim inf

λÑ0

�
lim inf
NÑ�8

�
τ
N�1̧

k�1
HQ̄N,λ rkτ s

��
. (6.9)

On the other hand, let us show that the r.h.s. of (6.9) is smaller than the total entropy of any
minimizer of (6.2). Indeed, assume that this is not the case for some Q P PadmpΓq solution of
(6.2). In particular, for some λ ¡ 0 small enough, we have the strict inequality» 1

0
HQptqdt   lim inf

NÑ�8

�
τ
N�1̧

k�1
HQ̄N,λ rkτ s

�
.
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Using the fact that ApQq ¤ ApQ̄λq by optimality of Q, and thanks to the lower semi-continuity
of the action,

ApQq ¤ ApQ̄λq ¤ lim inf
NÑ�8

�
Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ Q̄N,λpdρq
�
.

Therefore, gluing these two estimates together, we obtain

ApQq � λ

» 1

0
HQptqdt

  lim inf
NÑ�8

�
lim inf
qÑ�8

�
Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ Q̄N,λpdρq � λ
N�1̧

k�1
τHQ̄N,λrkτ s

��
.

But if we build the QN from Q as in Proposition 6.14, we get, for N large enough,

AN,λpQN q  
Ņ

k�1

»
ΓN

W 2
2 pρpk�1qτ , ρkτ q

2τ Q̄N,λpdρq � λ
N�1̧

k�1
τHQ̄N,λpkτq ¤ AN,λpQ̄N,λq,

which is a contradiction with the optimality of Q̄N,λ. Hence, we have proved that for any
Q P PadmpΓq solution of the continuous problem,

» 1

0
HQ̄ptqdt ¤ lim inf

λÑ0

�
lim inf
NÑ�8

�
τ
N�1̧

k�1
HQ̄N,λ rkτ s

��
¤

» 1

0
HQptqdt. (6.10)

Now it remains to show that HQ̄ is a convex function of time. This will be done by proving
that HQ̄ is the limit of Hint

Q̄N,λ
.

Proposition 6.22. Under Assumption 6.1, for a.e. t P r0, 1s,

HQ̄ptq � lim
λÑ0

�
lim

NÑ�8

�
Hint
Q̄N,λ

ptq
	


.

Proof. Taking Q � Q̄ in (6.10), we see that, up to extraction,
» 1

0
HQ̄ptqdt � lim

λÑ0

�
lim

NÑ�8

�
τ
N�1̧

k�1
HQ̄N,λ rkτ s

��
.

In other words, the integral over time of the discrete averaged entropy converges to the integral
of the continuous one. As we know moreover that the discrete averaged entropy is an upper
bound for the continuous one (Proposition 6.19), it is not difficult to show that the discrete
averaged entropy converges (up to extraction) a.e. to the continuous one.

6.3.4 From convexity a.e. to true convexity

Proposition 6.22 is slightly weaker than the result we claimed, as we get information about HQ̄
only for a.e. time. The first step toward true convexity is to show that, under Assumption 6.2,
the averaged entropy is everywhere below the line joining the endpoints.

Proposition 6.23. Under Assumption 6.2, for any t P r0, 1s, we have

HQ̄ptq ¤ p1� tqHQ̄p0q � tHQ̄p1q.
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Proof. From Proposition 6.22, we know thatHQ̄ is a.e. the limit of the functionsHint
Q̄N,λ

. Thanks to
Theorem 6.12, we can assert that for any t P r0, 1s, one hasHint

Q̄N,λ
ptq ¤ p1�tqHint

Q̄N,λ
p0q�tHint

Q̄N,λ
p1q.

We also know that HQ̄ and Hint
Q̄N,λ

coincide for t � 0 and t � 1. Therefore, for a.e. t P r0, 1s,

HQ̄ptq � lim
λÑ0

�
lim

NÑ�8

�
Hint
Q̄N,λ

ptq
	


¤ lim
λÑ0

�
lim

NÑ�8

�
p1� tqHint

Q̄N,q,λ
r0s � tHint

Q̄N,q,λ
r1s

	

� p1� tqHQ̄p0q � tHQ̄p1q.

As HQ̄ is l.s.c., we see that the above inequality is valid for any t P r0, 1s.

Now, if Q̄ is the solution of the continuous problem (6.2) with minimal total entropy, then its
restriction to any subinterval of r0, 1s is also optimal: for any 0 ¤ t1   t2 ¤ 1, ert1,t2s#Q̄ is also
the solution of the continuous problem (on rt1, t2s) with boundary conditions ett1,t2u#Q̄ with
minimal total entropy. This is already known [AF09, Remark 3.2 and below] and comes from
the fact that we can concatenate traffic plans.

Proposition 6.24. Let 0 ¤ t1   t2 ¤ 1. Then for any Q P PadmpΓrt1,t2sq such that ett1,t2u#Q �
ett1,t2u#Q̄, we have

»
Γ

�» t2
t1

1
2 | 9ρt|

2dt


Q̄pdρq ¤

»
Γrt1,t2s

�» t2
t1

1
2 | 9ρt|

2dt


Qpdρq.

Moreover, if the inequality above is an equality, then» t2
t1

HQ̄ptqdt ¤
» t2
t1

HQptqdt.

Proof. This property relies on the fact that if Q P PadmpΓrt1,t2sq with ett1,t2u#Q � ett1,t2u#Q̄, we
can concatenate Q and Q̄ together to build aW2-traffic plan Q1 P PpΓq such that er0,1szrt1,t2s#Q1 �
er0,1szrt1,t2s#Q̄ and ert1,t2s#Q1 � ert1,t2s#Q. To do that, it is enough to disintegrate the measures
Q̄ and Q w.r.t. ett1,t2u and then to concatenate elements of Γr0,1szrt1,t2s and Γrt1,t2s which coincides
on tt1, t2u: we leave the details to the reader.

Combining the two above propositions, we recover the convexity of HQ̄. Let us remark that
we rely on the fact that the minimizer of A with minimal total entropy is unique.

Corollary 6.25. Under Assumption 6.1 or Assumption 6.2, for any 0 ¤ t1   t2 ¤ 1 and any
s P p0, 1q,

HQ̄pp1� sqt1 � st2q ¤ p1� sqHQ̄pt1q � sHQ̄pt2q.
Proof. If the r.h.s. is infinite, there is nothing to prove. Therefore, we can assume that HQ̄pt1q
and HQ̄pt2q are finite. By uniqueness of the solution with minimal total entropy (Proposition
6.10), we know that ert1,t2s#Q̄ coincides with the solution of the continuous problem (6.2) with
minimal total entropy on rt1, t2s with boundary conditions ett1,t2u#Q̄ (Proposition 6.24). As
HQ̄pt1q and HQ̄pt2q are finite, Assumption 6.2 is satisfied for the continuous problem on rt1, t2s
and therefore we can apply Proposition 6.23 to get

HQ̄pp1� sqt1 � st2q ¤ p1� sqHQ̄pt1q � sHQ̄pt2q.
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6.4 Equivalence with the parametric formulation of the Euler
equation

In this section we will explain why our non-parametric formulation is equivalent to Brenier’s
parametric one that we presented in Section 3.2. From the way we build it, it is clear that our
formulation admits more potential solutions than Brenier’s one, so the only technical point will
be to show that, if the boundary data are in a parametric form, it is possible to parametrize the
a priori non-parametric solution of the continuous problem.

Let us take A a polish space and consider θ P PpAq a Borel probability measure on A. We will
assume that we have two families (the initial and the final) pραi qαPA and pραf qαPA of probabilities
measures on Ω indexed by A. We denote by Pbc : A Ñ Γt0,1u � PpΩq2 the parametrization of
the boundary conditions, simply defined by Pbcpαq � pραi , ραf q and assume that it is measurable.
We assume that the boundary data satisfy the incompressibility condition, i.e.»

A
ραi θpdαq � L and

»
A
ραf θpdαq � L.

Translated in our language, if we set γ :� Pbc#θ, we simply impose that m0pγq � m1pγq � L.
A measurable family pραt ,vαt qpα,tqPA�r0,1s indexed by α and t such that, for θ-a.e. α, pt ÞÑ

ραt q P Γ and vαt P L2pΩ,Rd, ραt q for a.e. t, is said to be admissible if$''&
''%
ρα0 � ραi and ρα1 � ραf for θ-a.e. α,
Btραt �∇ � pραt vαt q � 0 in a weak sense with no-flux boundary conditions for θ-a.e. α,»
A
ραt θpdαq � L for all t P r0, 1s.

The first equation corresponds to the temporal boundary conditions, the second one is the
continuity equation while the last one is the coding of the incompressibility. If pραt ,vαt qpα,tqPA�r0,1s
is an admissible family, we define its (parametrized) action AP by

AP pρ,vq :�
»
A

» 1

0

»
Ω

1
2 |v

α
t pxq|2ραt pdxqdtθpdαq

and its parametrized averaged entropy HP pρ,vq : r0, 1s Ñ R by, for any t P r0, 1s,

HP pρ,vqptq :�
»
A
Hpραt qθpdαq.

The first proposition is very simple: it asserts that every parametric family can be seen as an
non parametric one. In the sequel, we define the boundary conditions γ P PinpΓt0,1uq for the
non-parametric problem by γ :� Pbc#θ.

Proposition 6.26. Let pραt ,vαt qpα,tqPA�r0,1s be an admissible family. Then there exists Q P
PadmpΓq such that ApQq ¤ AP pρ,vq and HQptq � HP pρ,vqptq for any t P r0, 1s.
Proof. Let P : AÑ Γ, defined by P pαq � pt ÞÑ ραt q be the parametrization. We set Q :� P#θ
and leave it to the reader to check that this choice works (Theorem 2.8 might be useful).

The reverse proposition is slightly more difficult to prove: it asserts that one can always build
a parametric family from a non-parametric W2-traffic plan in such a way that the global action
and the total entropy decrease. In particular, it implies together with Proposition 6.26 that
(provided that the boundary conditions are in a parametric form) the solution of the continuous
problem (6.2) with minimal total entropy can be parametrized.
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Proposition 6.27. Let Q P PadmpΓq. Then there exists an admissible family pραt ,vαt qpα,tqPA�r0,1s
such that AP pρ,vq ¤ ApQq and HP pρ,vqptq ¤ HQptq for any t P r0, 1s.
Proof. Let us disintegrate Q w.r.t. to et0,1u � pe0, e1q. We obtain a family pQρ0,ρ1qρ0,ρ1 of
W2-traffic plans indexed by pρ0, ρ1q P Γt0,1u � PpΩq2. We define the curve ραt as the average of
all the curves in Γ w.r.t. to Qραi ,ραf : for any t P r0, 1s and any α for which Qραi ,ραf is defined (and
this property holds for θ-a.e. α), we set

ραt :� mt

�
Qραi ,ρ

α
f

	
.

By definition of disintegration, et0,1u#Qραi ,ραf is a Dirac mass at the point pραi , ραf q, thus the
boundary conditions are satisfied. The incompressibility condition is just a consequence of the
incompressibility of Q: for any a P CpΩq,»

A

�»
Ω
apxqραt pdxq



θpdαq �

»
A

�»
Γ

�»
Ω
apxqρtpdxq

�
Qραi ,ρ

α
f
pdρq



θpdαq

�
»

Γt0,1u

�»
Γ

�»
Ω
apxqρtpdxq

�
Qρ0,ρ1pdρq



γpdρ0, dρ1q

�
»

Γ

�»
Ω
apxqρtpdxq



Qpdρq

�
»

Ω
apxqdx.

To handle the action, we use the fact that A is convex and l.s.c. Thus, thanks to Jensen’s
inequality, for θ-a.e. α,

Apραq ¤
»

Γ
ApρqQραi ,ραf pdρq.

Integrating w.r.t. θ, we end up with»
A
Apραqθpdαq ¤ ApQq.

We consider only the case ApQq   �8 (else there is nothing to prove). Thus, for θ-a.e. α the
quantity Apραq is finite. By Theorem 2.8, we can find for each α a family pvαt qtPr0,1s of functions
Ω Ñ Rd such that the continuity equation is satisfied, vαt P L2pΩ,Rd, ραt q for a.e. t and such that
the following identity holds» 1

0

»
Ω

1
2 |v

α
t pxq|2ραt pdxqdt �

»
A

» 1

0

1
2 | 9ρ

α
t |2dt.

Therefore, we see that the family pραt ,vαt qpα,tqPA�r0,1s is admissible and, integrating the last
equality w.r.t. θ, that AP pρ,vq ¤ ApQq.

To get the inequality involving the entropy, we use the fact that the functional H is convex
and l.s.c. on PpΩq, thus by Jensen’s inequality,

H
�
mt

�
Qραi ,ρ

α
f

		
¤

»
Γ
HpρtqQραi ,ραf pdρq.

Integrating w.r.t. θ leads to the announced inequality.
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Harmonic mappings valued in the
Wasserstein space





Chapter 7

Introduction to harmonic mappings
valued in the Wasserstein space

The goal of this chapter is to introduce and motivate the notion of harmonic mappings valued
in the Wassertein space, and to give a brief overview of the rest of this part. Compared to the
previous part, Ω will be the source space which is not necessarily assumed to be convex, while D
will be the convex domain over which the Wasserstein space PpDq is defined.

Namely, throughout this whole part we take p, q ¥ 1 some integers and we make the following
assumptions.

Assumptions. We assume that Ω is a connected compact subset of Rp. Moreover, BΩ is assumed
to be Lipschitz, which means that around any point of BΩ, up to a rotation, Ω is the epigraph of
a Lipschitz function. The Lebesgue measure of Ω is assumed to be 1.

We assume that D is a convex compact subset of Rq .

As a general rule, Greek letters will be associated to objects related to Ω, while Latin ones will
be for objects related to D. For instance, generic points in Ω (resp. D) will usually be denoted
by ξ, η (resp. x, y); and derivatives w.r.t. variables in Ω (resp. D) will be denoted by pBαq1¤α¤p
(resp. pBiq1¤i¤q). The notation LΩ (resp. LD) will stand for the Lebesgue measure restricted to
Ω (resp. D). Notice that by assumption LΩ P PpΩq.

7.1 Harmonic mappings
If f : Ω Ñ R is a real-valued function defined on a subset Ω of Rp, one says that f is harmonic if

∆f � 0, (7.1)

where ∆ � °p
α�1 Bαα denotes the Laplacian operator. Although this equation can be traced back

to physics (for instance it corresponds to the equation satisfied by the electric potential in the
absence of charge, or the one satisfied by the temperature in some homogeneous and isotropic
medium when the permanent regime is reached), it has revealed to have its own mathematical
interest [HW08]. In particular it is associated to a concept of equilibrium, as for an harmonic
function f , the value of f at a point ξ P Ω is always equal to the mean of the values of f on
a ball centered at ξ. A whole line of research has been devoted to define harmonic mappings
f : X Ñ Y where X and Y are spaces without a structure as strong as the Euclidean one. If X
and Y are Riemannian manifolds, one can define an analogue of (7.1) which involves the metric
tensors of both X and Y (see for instance [ES64] or, for a modern presentation, [Jos08, HW08]).
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The standard assumption to get existence results and nice properties of harmonic mappings
is that X has a positive curvature and Y has a negative curvature. In the 90s, Korevaar and
Schoen [KS93] on one side and Jost [Jos94] on the other side, presented independently a more
general setting and showed that one can define harmonic mappings f : Ω Ñ Y provided that
Ω is a compact Riemannian manifold (in fact a more general object in Jost’s work) and Y is a
metric space with negative curvature in the sense of Alexandrov [KS93, Section 2.1].

The most robust point of view for the definition of harmonic mappings valued in metric
spaces is related to the Dirichlet problem. Indeed, if we go back to the case where Y � R, a
function f : Ω Ñ R is harmonic if and only if it is a minimizer of the Dirichlet energy

Dirpgq :�
»

Ω

1
2 |∇gpξq|

2dξ

among all functions g : Ω Ñ R having the same values as f on BΩ the boundary of Ω. The
main advantage of this formulation is that it involves only first order derivatives, and most of
the concepts involving first order derivatives can be defined on metric spaces even without any
vectorial structure [AT03]. Korevaar, Schoen and Jost proved that for every separable metric
space Y , one can define the analogue of the Dirichlet energy of any mapping f : Ω Ñ Y . Then,
under the assumption that Y has a negative curvature in the sense of Alexandrov, they proved
existence and uniqueness of a minimizer of the Dirichlet energy (provided that the values at
the boundary BΩ are fixed), interior and boundary regularity of the minimizer and lots of other
properties similar to harmonic mappings between manifolds. Most of the proofs mimic the ones
in the Euclidean case and rely only on the curvature properties of the target space Y . To quote
Korevaar and Schoen: “We find the generality, elegance, and simplicity of the proofs presented
here to be an indication that we have found the proper framework for their expression” [KS93, p.
614].

In this part, our goal is to define and to study harmonic mappings defined over a compact
domain Ω of Rp and valued in the space of probability measures over a convex domain D of Rq
endowed with the quadratic Wasserstein distance W2. We will define the Dirichlet energy for
mappings µ : Ω Ñ pPpDq,W2q and study its minimizers under the constraint that the values
at the boundary BΩ are fixed. It is known that pPpDq,W2q is a positively curved space in the
sense of Alexandrov [AGS08, Section 7.3], hence the whole theory of Korevaar, Schoen and Jost
does not apply: we have to leave the world of “generality, elegance and simplicity”. Though we
manage to develop a fairly satisfying theory of Dirichlet energy and harmonic mappings valued
in the Wasserstein space, it is ad hoc: it intensively relies on specific properties of pPpDq,W2q
and is hardly generalizable to other positively curved spaces. We have already presented in the
introduction of this manuscript, in Figure 1.4, an example of what these harmonic mappings
look like.

7.2 Related works

This work can be seen as an extension of an article written by Brenier [Bre03] almost 15 years
ago. Recently, few articles [SNB�12, SGB13, SRGB14, VL18, Lu17] have been published on
related topics even though none of them seems aware of Brenier’s work.

In Section 3 of [Bre03], Brenier proposed a definition of what he called generalized harmonic
functions which is the same thing as our harmonic mappings valued in the Wasserstein space.
He defined the Dirichlet energy for such mappings; proved the existence of harmonic mappings
in some special cases and gave an explicit solution in the very special case where all measures
on BΩ are Dirac masses; indicated the formulation of the dual problem; and formulated some
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conjectures. In the present work, we will rely on the same definition of Dirichlet energy as in
Brenier’s article, but we push the analysis much further: we provide a rigorous functional analysis
framework; link the Dirichlet energy with already known notions of analysis in metric spaces (in
particular with the definition of Korevaar, Schoen and Jost); prove the existence of harmonic
mappings in a more general context; and answer Brenier’s conjectures.

In [SNB�12, SGB13], the authors studied soft maps (which are nothing more than maps
Ω Ñ PpDq except that Ω and D are surfaces, i.e. Riemannian manifolds of dimension 2) and
define a Dirichlet energy in the same way as Korevaar, Schoen and Jost. These maps are
seen as relaxations of “classical” maps Ω Ñ D, and they focus on numerical computation and
visualization of theses soft maps, see also [SRGB14] for applications to supervised learning. On
the other hand, they do not analyze in detail the theoretical properties of the Dirichlet energy
and harmonic mappings, which in contrast is the main topic of the present work. In [Lu17],
the author provides some theoretical analysis of soft maps by focusing on the cases where the
boundary measures on BΩ are either Dirac masses or Gaussian measures. He uses only the metric
definition of the Dirichlet energy, i.e. the one of Korevaar, Schoen and Jost.

Finally, in [VL18] the authors also study mappings valued in the space of probability measures,
but are rather interested in the bounded variation norm (the integral of the norm of the gradient)
than in the Dirichlet energy. Their provide applications to the denoising of measure-valued
images.

Apart from these articles, let us underline the interest of our work by relating it to other
already known concepts:

• It is well known that harmonic mappings defined over an interval of R and valued in
a geodesic space are precisely the constant-speed geodesics, and it is the case with our
definition. Thus our work can be seen as extending the definition of geodesics in the
Wasserstein space, the latter being an object which is now well understood.

• As we said above, our definition of Dirichlet energy coincides with the one of Korevaar,
Schoen and Jost. In particular, our work shows that their definition can be applied to
positively curved spaces and still get some non trivial result, even though we rely on the
very special structure of the Wasserstein space.

• In connection to soft maps, Justin Solomon and co-authors have introduced the concept of
Wasserstein propagation [SRGB14]. They take a finite graph pV,Eq with positive weights
pωeqePE on the edges. If µ : V Ñ PpDq is a mapping defined over the vertices the graph
and valued in the Wasserstein space, its Dirichlet energy is defined as

Dirpµq :�
¸

e�pv,wqPE

ωe
W 2

2 pµpvq,µpwqq
2 .

It could be seen, at least formally, as an analogue as the Dirichlet energy defined in this
work when the source space is discrete. Then they assume that they have a distinguished
subset V0 � V of the set of vertices, thought as the boundary of the graph. The Wasserstein
propagation problem amounts to find a mapping minimizing the Dirichlet energy among
all mappings having given values on V0. Indeed, the (Wasserstein-valued) labels on V0 are
propagated to the rest of the graph. Already in [SRGB14], or for instance in the recent
article [GAHE18], the link between this problem and statistical questions is raised.

• To study the regularity of minimal surfaces, Almgren proposed the notion of Q-valued
functions (see [AJ00] or [DLS11] for a clear and self-contained reference), which can be
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seen (up to renormalization) as mappings defined on Ω � Rp and valued in the subset
AQpDq (where Q ¥ 1 is an integer) of the Wasserstein space pPpDq,W2q defined as

AQpDq :�
#

1
Q

Q̧

i�1
δxi : px1, x2, . . . , xQq P DQ

+
.

In other words, AQpDq is the set of probability measures which are combinations of at
most Q Dirac masses with weights which are multiples of 1{Q, and is endowed with the
Wasserstein distance W2. To put it shortly, a Q-function is a function which in every point
takes Q unordered different values (counted with multiplicity). There exists a beautiful
existence and regularity theory for harmonic Q-functions. As

�
Q¥1AQpDq is dense in

PpDq, it would be tempting to see the Dirichlet problem for mappings valued in the
Wasserstein space PpDq as the limit as QÑ �8 of the Dirichlet problem for Q-functions.
However, it is not so obvious that this limit really holds, and most of the results in the
theory of Q-functions are proved by induction on Q through clever decompositions and
combinatorial arguments, hence they depend heavily on Q and not much can be passed
to the limit QÑ �8. Notice that the space AQpDq is also positively curved in the sense
of Alexandrov (the example in [AGS08, Section 7.3] lives in A2pDq), hence the theory of
Q-functions is a theory of harmonic mappings valued in a positively curved space. However,
it is known that AQpDq is in a bilipschitz bijection with a subset of RN for some large N
[DLS11, Theorem 2.1]: with Q-functions we stay in the finite-dimensional world. On the
contrary, in the present article, the target space pPpDq,W2q will be both positively curved
and genuinely infinite-dimensional.

On the other hand, to avoid confusion, let us mention briefly about some works that are not
really related to the present one.

There has been a lot of works recently about analysis on non smooth spaces using optimal
transport as a central tool (see for instance [Gig15] and references therein); and also some works
defining Hamilton-Jacobi equations on the Wasserstein space [GNT08, GŚ15] in link with the
so-called master equation in Mean Field Games [CDLL15].

In these works, one studies mappings which are defined over a non smooth space (a RCDpK,
Nq one in the first case, the Wasserstein space in the second) but which are valued in R. All
the issues (and interesting questions) come from the lack of smoothness of the source space. In
the present work, we study mappings which are defined over a smooth space, but valued in a
non smooth one, namely the Wasserstein space. At some point, it might be possible to look
at mappings defined over a non smooth space and valued in the Wasserstein space but, as the
reader will see in the sequel, there is already some work to do when the source space is smooth.

7.3 Main definitions and results
Let us go into the details and summarize the content of this part as well as the key insights. In
this discussion we will stay informal, with sometimes sloppy or non rigorous statements.

Dirichlet energy and Dirichlet problem Chapter 8 is concerned with the definition of the
Dirichlet energy and the Dirichlet problem.

More specifically, Section 8.1 is devoted to the different definitions of the Dirichlet energy of
a mapping µ : Ω Ñ PpDq, the equivalence between these definitions and some properties of this
Dirichlet energy

126



7.3. MAIN DEFINITIONS AND RESULTS

The idea is to start from curves valued in the Wasserstein space and the so-called Benamou-
Brenier formula [BB00]. If I is a segment of R and µ : I Ñ PpDq is an absolutely continuous
curve, then its Dirichlet energy is nothing else than its action defined by (see Theorem 2.8)

Dirpµq � inf
v

"»
I

�»
D

1
2 |vpt, xq|

2µpt, dxq



dt : v : I �D Ñ Rq and Btµ�∇ � pµvq � 0
*
,

which means that one minimizes the integral over time of the kinetic energy among all velocity
fields v such that the continuity equation Btµ�∇ � pµvq � 0 is satisfied. This continuity equation
is supplemented with the non-flux condition ∇pµvq � nD � 0 on BD to ensure preservation of
mass. What Benamou and Brenier understood is that the correct variable is the momentum
E � vµ1. Indeed, the continuity equation Btµ�∇ �E � 0 becomes a linear constraint and»

I

�»
D

1
2 |vpt, xq|

2µpt, dxq



dt �
¼
I�D

|E|2
2µ

is a convex function of the pair pµ,Eq. In particular, to find the constant-speed geodesic between
µ and ν P PpDq, assuming that I � r0, 1s, one minimizes the convex Dirichlet energy over the
pairs pµ,Eq with linear constraints given by the continuity equation, that µp0q � µ and that
µp1q � ν.

As noticed in [Bre03, Section 3], this formulation can be directly extended to the case where
the source space is no longer of dimension 1: if Ω is a subset of Rp, one can define a (generalized)
continuity equation for the pair µ : Ω Ñ PpDq and E : Ω�D Ñ Rpq by

∇Ωµ�∇D �E � 0, (7.2)

where ∇Ω stands for the gradient w.r.t. variables in Ω and ∇D� stands for the divergence w.r.t.
variables in D. Notice that if E is thought as a matrix-valued measure, its dimension is the
same as the Jacobian of a map defined on Ω and valued in D. More precisely if pEαiq1¤α¤p,1¤i¤q
denote the components of E, and if the derivatives w.r.t. variables in Ω (resp. D) are denoted
by pBαq1¤α¤p (resp. pBiq1¤i¤q) then the the continuity equation reads: for any α P t1, 2, . . . , pu,

Bαµ�
q̧

i�1
BiEαi � 0.

The Dirichlet energy of the pair pµ,Eq is defined as¼
Ω�D

|E|2
2µ

�
¼

Ω�D

p̧

α�1

q̧

i�1

|Eiα|2
2µ

,

and Dirpµq, the Dirichlet energy of µ, is the minimal Dirichlet energy of the pairs pµ,Eq among
all E such that the continuity equation is satisfied (Definition 8.7). It is a straightforward copy
of the classical proofs of optimal transport to show that there exists a unique optimal momentum
E (which we call the tangent momentum) which is written E � vµ for some velocity field
v : Ω�D Ñ Rpq, and that Dir is convex and lower semi-continuous.

1The notation E can look unusual for a momentum. We have taken it from [San15] while the author of this
book found it in the works of Brenier [Bre03]. When asked, Brenier answered that he introduced this notation in
[Bre01], where the momentum coming from optimal transport was representing an electric field, while there was a
“true” momentum j representing a courant density. To make sure there was no confusion, Brenier chose to use E
for the momentum of optimal transport, and J for the current density. For very contingent reasons, it seems that
this notation has been perpetuated ever since.
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We will prove that for µ : Ω Ñ PpDq, one has Dirpµq   �8 if and only if for any
u : PpDq Ñ R which is 1-Lipschitz, one has that u � µ belongs to H1pΩq with |∇pu � µq| ¤ g,
where g P L2pΩq is independent of u. Moreover, the minimal g will be shown to be controlled
from above and below by d»

D
|vp�, xq|2µp�, dxq P L2pΩq,

where E � vµ is the tangent momentum (Theorem 8.20). This precisley shows that the space
tµ : Ω Ñ PpDq : Dirpµq   �8u coincides with the set H1pΩ,PpDqq, where the latter is
defined in the sense of Reshetnyak [Res97], and that the gradient of µ in the sense of Reshetnyak
(the minimal g above) is related to the tangent velocity field v. The Dirichlet energy is not
equal to the L2 norm of g, as it is already the case in the classical framework [Chi07]: if we
see v : Ω � D Ñ Rpq as a matrix-valued field, the Benamou-Brenier definition measures the
magnitude of v with the Hilbert-Schmidt norm, whereas the optimal g from the definition of
Reshetnyak is rather related to the operator norm of the matrices. Nevertheless, it implies that
Lipschitz mappings µ : Ω Ñ PpDq (i.e. such that W2pµpξq,µpηqq ¤ C|ξ � η| for any ξ, η P Ω)
have a finite Dirichlet energy.

We will also prove that our Dirichlet energy coincides with the one of Korevaar and Schoen,
as well as Jost. The definitions of these authors can appear slightly different though they turn
out to be equivalent, see [Chi07]. Their idea goes as follows: if f : Ω Ñ R is smooth, then for
any ξ P Rp,

|∇fpξq|2 � lim
εÑ0

Cp

»
Bpξ,εq

|fpηq � fpξq|2
εp�2 dη,

for some constant Cp which depends on p the dimension of Ω, where Bpξ, εq is the ball of center ξ
and radius ε. Thus, if ε ¡ 0 is small, a good approximation of the Dirichlet energy of f would be

Dirpfq �
»

Ω

1
2 |∇fpξq|

2dξ � Cp

¼
Ω�Ω

|fpξq � fpηq|2
2εp�2 1|ξ�η|¤εdξdη.

Notice that the right hand side involves only metric quantities, thus its definition can be extended
if f : Ω Ñ Y where pY, dq is an arbitrary metric space by replacing |fpξq�fpηq|2 by dpfpξq, fpηqq2:
this is what is done and extensively studied in [KS93, Section 1] (curvature assumptions on Y are
not required for the definition of the Dirichlet energy, but are used to derive existence, uniqueness
and properties of the minimizers). The counterpart in our case is to define the ε-Dirichlet energy
of a mapping µ : Ω Ñ PpDq by

Dirεpµq :� Cp

¼
Ω�Ω

W 2
2 pµpξq,µpηqq

2εp�2 1|ξ�η|¤εdξdη.

We are able show that Dirε converges to Dir as εÑ 0: it holds pointwisely but also in the sense
of Γ-convergence (Theorem 8.26). For both the equivalence with the definition of Korevaar,
Schoen and Jost, or with the one of Reshetnyak, the difficulty is not to guess them (they are
fairly simple at the formal level) but to conduct careful approximation arguments.

We will show how one can define values on BΩ for mappings µ : Ω Ñ PpDq with finite
Dirichlet energy. There already exists a trace theory in [KS93], however in view of the dual
formulation for the Dirichlet problem, we prefer to define trace values by extending the continuity
equation up to the boundary of Ω. Indeed, multiplying (7.2) by a test function ϕ P C1pΩ�D,Rpq
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valued in Rp, we get the following weak formulation:¼
Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE �
»
BΩ

�»
D
ϕpξ, xq � nΩpξqµpξ,dxq



σpdξq,

where nΩ is the outward normal to BΩ and σ the surface measure. We will show that, if
Dirpµq   �8, then the r.h.s. can always be defined as a finite vector-valued measure acting on
ϕ called BTµ (Theorem 8.27). Two mappings will have the same values on the boundary BΩ if,
by definition, they have the same boundary term.

In Section 8.2 we define the Dirichlet problem and establish its dual formulation. This is
fairly classic in optimal transport theory, our proofs do not bring any new ideas.

To define the Dirichlet problem, we assume that a mapping µb : Ω Ñ PpDq with finite
Dirichlet energy is given and we study

min
µ
tDirpµq : µ � µb on BΩu.

Thanks to the Benamou-Brenier formulation, existence of a solution is a straightforward applica-
tion of the direct method of calculus of variations (Theorem 8.32). As we discuss it in Chapter
12, we do not know if uniqueness holds. Only in some particular case where the boundary values
belong to a family of elliptically contoured distributions, we are able to prove uniqueness.

In the formulation of the Dirichlet problem, we define the boundary conditions through a
mapping µb defined on the whole Ω. A natural question arises: if µb : BΩ Ñ PpDq is given, is
it possible to extend it on Ω in such a way that Dirpµbq   �8? We will show that the answer
to this question is positive if µb is Lipschitz on BΩ, indeed in this case one can extend it as a
Lipschitz mapping on Ω. The question of the existence of a Lipschitz extension for mappings
f : Z Ñ Y , where Z � X and X,Y are metric spaces has been intensively studied, see for
instance [LS97, Oht09] and references therein. The general philosophy is that lower bounds on
the curvature are required for the source space X, whereas upper bounds on the curvature are
required for the target space Y . In our case, there are no upper bounds for the curvature of the
target space PpDq, hence we cannot apply classical results. However, we use the fact that we
want to extend Lipschitz mappings defined not on an arbitrary closed subset of Ω, but on the
boundary BΩ which has some regularity. By some ad hoc construction, we are able to treat the
case where Ω is a ball, but we cannot control the Lipschitz constant of the extension on Ω by the
Lipschitz constant of the mapping on BΩ. Nevertheless, we can conclude for smooth domains, as
they can be cut in a finite number of pieces, each piece being in a bilipschitz bijection with a
ball (Theorem 8.33).

Let us establish here the dual formulation via a formal inf � sup exchange, it was already
done in [Bre03]. Indeed, given the definition of Dir and the weak formulation of the continuity
equation,

min
µ
tDirpµq : µ � µb on BΩu

� inf
µ,v

�
� ¼

Ω�D

1
2 |v|

2µ� sup
ϕPC1pΩ�D,Rpq

�
�BTµbpϕq �

¼
Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � vµ

�


�
�

� sup
ϕPC1pΩ�D,Rpq

�
�BTµbpϕq � inf

µ,v

¼
Ω�D

�
1
2 |v|

2 �∇Dϕ � v�∇Ω � ϕ



µ

�
� .
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Optimizing in v, we have that v � ∇Dϕ, and then the infimum in µ is translated into the
constraint ∇Ω � ϕ� 1

2 |∇Dϕ|2 ¤ 0. Hence, we have (formally, and it is proved rigorously in the
core of the article, see Theorem 8.36) the following identity:

sup
ϕ

#
BTµbpϕq : ϕ P C1pΩ�D,Rpq and ∇Ω � ϕ� |∇Dϕ|2

2 ¤ 0
+

� min
µ
tDirpµq : µ � µb on BΩu.

We do not have an existence result for solutions ϕ of the dual problem. Notice that ϕ is a
vector-valued function, but there is only a scalar constraint on it: the dual problem looks harder
than in the case where Ω is a segment of R. We are aware that “multitime Hamilton Jacobi
equations” have been studied [LR86] but the setting is different: in the latter case, one has a
scalar unknown which is submitted to as many equations as there are of “temporal” dimension.

Formally, as it is done in [Bre03], one can get optimality conditions out of the dual formulation.
Indeed, we have that v � ∇Dϕ and, from the optimization in µ, that ∇Ω � ϕ � 1

2 |∇Dϕ|2 � 0
µ-a.e. If we assume that µ is strictly positive a.e., we end up with the following system for v
(the first equation is just a rewriting of the fact that v is a gradient, the second one is obtained
by differentiating ∇Ω � ϕ� 1

2 |∇Dϕ|2 � 0 w.r.t. D):
$'&
'%
Bivαj � Bjvαi for α P t1, 2, . . . , pu and i, j P t1, 2, . . . , qu,
p̧

α�1
Bαvαi �

p̧

α�1

q̧

j�1
vαjBjvαi � 0 for i P t1, 2, . . . , qu. (7.3)

However, we will not push the analysis further and try to derive a rigorous version of theses
optimality conditions, it might be the topic of an other study. As the reader can see in the sequel,
even without them, we can already say a lot.

In Section 8.3, we answer to a problem formulated by Brenier [Bre03, Problem 3.1]. The
question is the following: if µ : Ω Ñ PpDq, does there exists a probability Q over functions
f : Ω Ñ D such that µ is represented by Q, i.e.»

D
apxqµpξ,dxq �

»
apfpξqqQpdfq

for all a P CpDq continuous and ξ P Ω; and such that the Dirichlet energy is the mean of the
Dirichlet energy of the f :

Dirpµq �
» �»

Ω

1
2 |∇fpξq|

2dξ


Qpdfq?

If Ω is a segment of R the answer is positive as shown in [AGS08, Section 8.2]: it is known as the
probabilistic representation or the superposition principle. However, as soon as Ω is two or more
dimensional (in fact it already fails if Ω is a circle), the answer becomes negative (Proposition
8.41). We will provide a counterexample and explain the obstruction.

The main consequence is the following: there is no Lagrangian formulation for mappings
µ : Ω Ñ PpDq. There can be no static formulation of the Dirichlet problem analogue to transport
plans or multimarginal formulation. One is forced to work only with the Eulerian formulation,
namely the Benamou-Brenier formula. It explains why it is substantially more difficult to study
mappings µ : Ω Ñ PpDq as soon as the dimension of Ω is larger than 2, as most of the difficult
results of optimal transport are proved thanks to the Lagrangian point of view.
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Maximum principle In Chapter 9, we prove a maximum principle (more specifically a Ishihara-
type property) for harmonic mappings, meaning roughly speaking that harmonic mappings reach
their maximum on the boundary of the domain Ω. Of course, there is no canonical order on the
Wasserstein space, thus this assertion does not really make sense: only the composition of a
(real-valued) geodesically convex function over PpDq with an harmonic mapping will satisfy the
maximum principle.

If f : Ω Ñ R is a real valued harmonic function, then pF �fq : Ω Ñ R is a subharmonic function
for every F : D Ñ R convex, which means that ∆pF � fq ¥ 0. It can be checked by a direct
computation using the chain rule. If we take f : X Ñ Y , where X and Y are two Riemannian
manifolds, then the result still holds (provided that harmonicity, subharmonicity and convexity
are properly defined through the Riemannian structures) and it is even a characterization of
harmonic mappings: this was first remark by Ishihara [Ish78] (hence we will denote this assertion
as a “Ishihara type property” rather than a maximum principle), one can find a statement and a
proof in [Jos08, Corollary 8.2.4]. In short: once composed with a convex real-valued function, an
harmonic mapping satisfies the maximum principle. Extensions of this result when the target is
a metric space with negative curvature are available, see for instance [Stu05, Section 7].

In the Wassertein space, mappings which are convex w.r.t. the metric structure, which means
convex along geodesics, are well understood. Actually, we will need something a little stronger,
which is convexity along generalized geodesics (see Section 2.2) as it guarantees existence and
uniqueness of its gradient flow. In our case the Ishihara property reads: if F : PpDq Ñ R is
convex along generalized geodesics and if µ : Ω Ñ PpDq is a solution of the Dirichlet problem,
then pF � µq : Ω Ñ R is subharmonic (Theorem 9.3). This can be considered as the main result
of this part, and the proof bears many similarities with what is done in the first part of this
manuscript.

The proof of geodesic convexity usually relies on the Lagrangian formulation, which, as we
said above, is not available in our case. To overcome this difficulty, we use the approximate
Dirichlet energies Dirε as a substitute for Dir. Indeed, as explained by Jost [Jos94], if µε is a
minimizer of Dirε (with for instance fixed values around the boundary BΩ), then for a.e. ξ P Ω,
µεpξq is a minimizer of

ν ÞÑ
»
Bpξ,εq

W 2
2 pν,µεpηqqdη,

in other words µεpξq is a barycenter of the µεpηq, for η P Bpξ, εq. Notice that if f : Ω Ñ R
is real-valued and harmonic, then for any ε ¡ 0 fpξq is the barycenter of fpηq for η P Bpξ, εq,
while in the metric case this property only holds asymptotically as εÑ 0. For barycenters in
the Wasserstein space, there exists a generalized Jensen inequality: it was already proved for
the barycenter of a finite number of measures by Agueh and Carlier [AC11, Proposition 7.6]
under the assumption that F is convex along generalized geodesics, and in a more general case
(in particular with an infinite numbers of measures defined on a compact manifold, whereas
Agueh and Carlier worked in the Euclidan space) by Kim and Pass [KP17, Section 7], but with
rather strong regularity assumptions on the measures. As explained in the introduction of this
manuscript, we provide a new proof of this Jensen inequality in a case adapted to our context
by letting the barycenter µεpξq follow the gradient of the functional F and use the result as a
competitor: through arguments first advanced in [MMS09] in a very different context under the
name of flow interchange, one can show (estimating the derivative of the Wasserstein distance
along the flow of F with the so-called (EVI) inequality) that for a.e. ξ P Ω

»
Bpξ,εq

rF pµεpηqq � F pµεpξqqsdη ¥ 0. (7.4)
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Then, as Dirε Γ-converges to Dir, one knows that µε converges to µ a solution of the Dirichlet
problem. Passing in the limit (7.4), one concludes that pF � µq is subharmonic in the sense of
distributions.

Let us make a few comments. The main drawback of the proof, as we proceed by approximation
and that uniqueness in the Dirichlet problem is not known, is that we are only able to show
subharmonicity of F �µ for one solution of the Dirichlet problem (which moreover depends on F ),
and not for all. To overcome this limitation, the best thing to do would be to prove uniqueness
in the Dirichlet problem. Let us also discuss the regularity that we need on F . Either we require
F to be continuous (which is very restrictive: it excludes the internal energies); or, if F is only
lower semi-continuous, we need F to be bounded on bounded subsets of L8pDq X PpDq (which
is not very restrictive), but we also need the weak lower semi-continuity of

µ ÞÑ
»

Ω
F pµpξqqdξ.

More precisely, a mapping µ : Ω Ñ PpDq can be seen as an element of PpΩ�Dq (by “fubinization”)
and we require lower semi-continuity of µ ÞÑ ³

ΩpF �µq w.r.t. the weak convergence on PpΩ�Dq.
This weak lower semi-continuity holds heuristically if F is convex for the usual (and not geodesic)
convexity on PpDq. At the end of the day, the Ishihara property works for potential energies
(for a convex, L1 and lower semi-continuous potential), for internal energies (which have a super
linear growth and satisfy McCann’s conditions) and for the interaction energies (but only for a
convex continuous interaction potential). Eventually, notice that we do not have the converse
statement: we do not know if the fact that F � µ is subharmonic for any F convex along
generalized geodesics is enough to prove that µ is harmonic. To prove such a result, one would
need a better understanding of the optimality conditions of the Dirichlet problem.

Special case In Chapter 10 we provide specific situations where we can say more about
harmonic mappings.

In Section 10.1, we briefly present the results of other people, namely Brenier [Bre03] and
Lu [Lu17]. More precisely, we say what happens when the boundary data µb is valued in the
set of Dirac masses: the solution of the Dirichlet problem stays valued in this set. The shortest
argument relies on the existence of a retraction onto the set of Dirac masses. As understood by
Lu, this argument would also work if the space D over which the Wasserstein space is defined is
replaced by a Riemannian manifold with negative curvature, while it fails for some positively
curved manifolds.

Another simple situation, in Section 10.2, is the case where the set D, on which the target
space PpDq is modeled, is a segment of R. In this case, the Wasserstein space pPpDq,W2q is in
an isometric bijection with a convex subset of the Hilbert space L2pr0, 1sq. Hence, the Dirichlet
problem reduces to the study of the Dirichlet problem for mappings valued in a Hilbert space,
which is more standard.

In Section 10.3 we provide an example where we can do explicit computations, namely when
we restrict our attention to a family of elliptically contoured distributions. This terminology comes
from [Gel90] and denotes a generalization of the family of Gaussian measures. In statistics this
type of family is sometimes called a location-scatter family. More precisely, we take ρ P L1pRqq
a positive and compactly supported function such that the measure ρpxqdx has a unit mass,
zero mean, and the identity matrix as covariance matrix. The family of elliptically contoured
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distributions built on ρ is nothing else than the sets of measures obtained as image measures from
ρpxqdx by symmetric positive linear transformations. For instance, if ρ is the indicator function
of a ball, the family of elliptically contoured distributions built on ρ consists in probability
measures uniformly distributed on centered ellipsoids. In general the level sets of the density are
ellipsoids, hence the terminology. The Gaussian case would be obtained by taking for ρpxqdx a
centered standard Gaussian, but this probability measure is not compactly supported (recall
that we work in PpDq where D � Rq is compact). As in the Gaussian case, the elements of
the family of elliptically contoured distributions are parametrized by their covariance matrix.
Notice that it is already known that the geodesic between Gaussian measures and more generally
the barycenter of Gaussian measures stay in the Gaussian family [AC11, Section 6.3]. If the
boundary values µb : BΩ Ñ PpDq are valued in a family of elliptically contoured distributions,
we show that there exists at least one solution of the Dirichlet problem which takes values in the
same family everywhere on Ω (Theorem 10.9): it relies on a simple argument, the existence of a
retraction on the family of elliptically contoured distributions.

Under the additional assumption that the covariance matrices on the boundary BΩ are non
singular we are able to show much more (Theorem 10.10). It implies that there is a solution of
the Dirichlet problem with covariance matrices non singular everywhere in Ω: to prove it we use
the maximum principle for the Boltzmann entropy, which translates in a minimum principle for
the determinant of the covariance matrices. From this we are able to derive the Euler-Lagrange
equation satisfied by the covariance matrix.

Moreover we can show the uniqueness of the solution to the Dirichlet problem among all
competitors, not necessarily those valued in the family of elliptically contoured distributions.
Let us give the structure of the proof as it is almost the only case where we know how to
prove uniqueness. The observation is that all solutions of the Dirichlet problem must have the
same tangent velocity field. Indeed, if ϕ is a solution of the dual problem, from optimality the
tangent velocity field to any solution must be equal to ∇Dϕ. Now, if the velocity field ∇Dϕ is
regular enough (namely Lipschitz w.r.t. variables in D), then the solution of the (1-dimensional)
continuity equation with velocity field ∇Dϕ is unique. As the (generalized) continuity equation
implies the 1-dimensional one, and as all solutions of the Dirichlet problem coincide on BΩ they
must be equal everywhere. In the case of a family of elliptically contoured distributions the
tangent velocity field is linear w.r.t. variables in D with some uniform bounds which allow us to
make this argument rigorous.

Still under this additional assumption, we are also able to show the regularity of the minimizer:
as the problem boils down to the study of Dirichlet minimizing mappings valued in a Riemannian
manifold, the only thing to show, following the theory of Schoen and Uhlenbeck [SU82, SU83] is
the absence of non-constant tangent minimizing mappings. We prove the latter property with
the help of the maximum principle: even though the Wasserstein space is positively curved, there
is a lot of functionals convex along geodesics defined on it.

In summary, under the assumption that the covariance matrices on the boundary BΩ are non
singular we are able to give a full solution to the problem: existence, uniqueness, regularity and
Euler-Lagrange equation.

In Section 10.4, we give an example of an harmonic mapping valued in a family of elliptically
contoured distributions for which we have enough symmetry to give an almost explicit formula:
at this point, it boils down to solve a 1-dimensional problem of calculus of variations for a
curve valued in R2. The interest of this example is that, despite its simplicity, its encodes some
characteristic features of the geometry of the Wasserstein space. Indeed, on this example, we
know that the superposition principle must fail. Moreover, we are able to show that µpξq can
not be written as the (weighted) barycenter of the µpηq for η P BΩ. In other words, for harmonic
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mappings valued in the Wasserstein space, there is no hope for a Green formula to be true, i.e.
to express in a simple way the value at one point as a barycenter of the values at the boundary.

Numerical illustrations In Chapter 11, we describe the method that we use to compute
harmonic mappings valued in the Wasserstein space. As there is no Lagrangian point of view nor
static formulation, the Benamou-Brenier formulation appears to be the most adapted to tackle
numerics. Indeed, this formulation can be read as a convex optimization problem with a linear
constraint involving differential operator.

We have started form the dual formulation of the Dirichlet problem, and, inspired by ideas
from [PPO14] about the use of staggered grid, we provide a finite difference formulation of the
dual problem. We can prove existence of a solution to this discrete (i.e. finite dimensional)
dual problem, however this proof is very specific to the finite-dimensional case and cannot be
generalized to the continuous case. Then, taking the dual of the dual discrete problem, we obtain
a (primal) discrete problem which looks like the continuous one. In short: we obtain two discrete
(i.e. finite dimensional) convex optimization problems in duality, which mimic the primal and
dual Benamou-Brenier formulations of the Dirichlet problem. However, as discussed more in
details in Chapter 12, we do not have a proof of convergence if we refine the discretization.

Then, to solve efficiently these problems, as in the original paper by Benamou and Brenier
[BB00], we use the iterative method called Alternating Direction Method of Multipliers (ADMM).
Our unknowns live on a discretization of the space Ω�D, which is typically a space of dimension
4. However, the only non local step of each ADMM iteration is the resolution of a Poisson
problem on Ω�D, for which we use leverage our Cartesian discretization and use FFT. However,
due to the lack of strict convexity of the Dirichlet energy, the number of ADMM iterations
required is important and the method is quite slow.

Although we have no guarantee that our method indeed computes an approximation of
harmonic mappings, we show on some examples that it gives plausible mappings. An example of
the output of our algorithm has already been presented in the Introduction, with Figure 1.4.

Perspectives and open questions In Chapter 12, we present some problems that are very
natural but still left unanswered, and we explain the obstructions to our current attempts of
proof.

To end this introduction, let us comment the somehow restrictive framework that we have
chosen. The compactness assumption of Ω and D allows to simplify proofs by avoiding tails
estimates: we believe that there is enough technical difficulties and non trivial statements even
in this case, and that the key features of the Dirichlet problem are captured, which is the reason
why we have restricted ourselves to the compact case. Although we have stuck to the Euclidean
case, we see no deep reason which would prevent our definitions and results to be applied to
the case where Ω and D are compact Riemannian manifolds. In particular, our regularization
procedures rely on heat flows which are available in Riemannian manifolds. Finally, we have stick
to the quadratic Wasserstein distance. We believe that if p P p1,�8q is given, the machinery
that we use can be adapted in a straightforward way to define»

Ω

1
p
|∇µ|p,

where µ : Ω Ñ PpDq but PpDq is endowed with the p-Wassertsein distance. However the
Ishihiara type property is related to the Riemannian framework; also the explicit computations in
the case of a family of elliptically contoured distributions are no longer avalaible. As mentionned
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above, the case p � 1, which corresponds the total variation of µ : Ω Ñ PpDq (where PpDq is
equipped with the 1-Wasserstein distance), has been defined and studied very recently [VL18] in
the context of image denoising.
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Chapter 8

The Dirichlet energy and the
Dirichet problem

In this chapter, we define the Dirichlet energy of a mapping µ P L2pΩ,PpDqq following the idea
of [Bre03, Section 3]. We relate the space of µ with finite Dirichlet energy with H1pΩ,PpDqq
using the theory of Sobolev spaces valued into metric spaces of Reshetnyak [Res97, Res04], and
we also prove that this Dirichlet energy coincides with the limit of ε-Dirichlet energies introduced
by Korevaar, Schoen and Jost [KS93, Jos94].

Let us first define the space L2pΩ,PpDqq. As PpDq is bounded, it coincides with the
measurable mappings valued in PpDq.
Definition 8.1. We denote by L2pΩ,PpDqq the quotient space of measurable mappings µ : Ω Ñ
PpDq by the equivalence relation of being equal LΩ-a.e. This space is endowed with the distance
dL2 defined by: for any µ and ν in L2pΩ,PpDqq,

d2
L2pµ,νq :�

»
Ω
W 2

2 pµpξq,νpξqqdξ.

If µ P L2pΩ,PpDqq, we can define a probability measure on Ω�D, that we will call temporary
µ̄, in the following way: for any a P CpΩ�Dq,¼

Ω�D

adµ̄ :�
»

Ω

�»
D
apξ, �qdµpξq



dξ. (8.1)

As we have assumed that the Lebesgue measure of Ω is 1, the measure µ̄ is an actual probability
measure on Ω�D. If we take a function a P CpΩq which depends only on variables in Ω, one
can see that ¼

Ω�D

adµ̄ �
»

Ω
apξqdξ. (8.2)

In other words, the marginal of µ̄ is the Lebesgue measure (restricted to Ω). We will denote
by P0pΩ �Dq the subspace of PpΩ �Dq such that (8.2) is satisfied for all a P CpΩq. Thanks
to the disintegration Theorem [AGS08, Theorem 5.3.1], one can see that, reciprocally, to each
µ̄ P P0pΩ�Dq, one can associate a unique element µ of L2pΩ,PpDqq such that (8.1) holds. In
all the sequel, we will drop the “bar” on µ̄ and use the same letter µ to denote an element of
L2pΩ,PpDqq and its counterpart in P0pΩ�Dq through the bijection that we have just described.
Any µ P L2pΩ,PpDqq can be seen in two different ways: either as a mapping Ω Ñ PpDq, or as a
probability measure on Ω�D, and we will very often switch between the two points of view. To
clarify the notations:
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• if µ P L2pΩ,PpDqq, then µpξq or µpξ,dxq, which is an element of PpDq, will denote the
mapping µ evaluated at ξ;

• µpdξ,dxq will indicate that we consider µ as an element of P0pΩ � Dq, integration on
Ω � D will be denoted by dµ or µpdξ,dxq, notice that we have the following relation:
µpdξ,dxq � µpξ,dxqdξ;
• the mapping µ P L2pΩ,PpDqq is said continuous (resp. Lipschitz) if there is one represen-
tative of µ such that W2pµpξq,µpηqq goes to 0 if η Ñ ξ (resp. is bounded by C|ξ � η| for
some C   �8).

The topologies on L2pΩ,PpDqq are defined as follows.

Definition 8.2. The strong topology on L2pΩ,PpDqq is the one induced by the distance dL2,
and the weak topology is the one induced on P0pΩ�Dq by the weak topology on PpΩ�Dq.
Proposition 8.3. W.r.t. the strong topology, L2pΩ,PpDqq is a polish space. W.r.t. the weak
topology, L2pΩ,PpDqq is a separable compact space. Moreover, the strong topology is finer than
the weak topology.

Proof. The statement concerning the strong topology is a consequence of the fact that PpDq is
itself a polish space, see for instance [KS93, Section 1.1]. As P0pΩ�Dq is closed in PpΩ�Dq, for
the second statement we simply use the fact that PpΩ�Dq is itself a separable compact space.

To compare the topologies we take a sequence pµnqnPN which converges strongly to some
µ P L2pΩ,PpDqq. Up to extraction, we know that we can assume that µnpξq converges in PpDq
to µpξq for a.e. ξ P Ω. In particular, if a P CpΩ�Dq, we have that

³
D apξ, �qdµnpξq converges to³

D apξ, �qdµpξq for a.e. ξ P Ω. With the help of Lebesgue dominated convergence Theorem, we
see that

lim
nÑ�8

¼
Ω�D

adµn � lim
nÑ�8

»
Ω

�»
D
apξ, �qdµnpξq



dξ �

»
Ω

�»
D
apξ, �qdµpξq



dξ �

¼
Ω�D

adµ.

As a is arbitrary, this allows us to conclude that pµnqnPN converges to µ for the weak topology.

8.1 The Dirichlet energy

8.1.1 A Benamou-Brenier type definition

We are now ready to define the Dirichlet energy. The first step is to define the (generalized)
continuity equation. Recall that C1

c pΩ̊ � D,Rpq is the set of C1 functions defined on Ω � D
and valued in Rp, whose support is compactly included in Ω̊, but not necessarily in D, and
MpΩ�D,Rpqq denotes the space of vector-valued measures on Ω�D with finite mass.

Definition 8.4. If µ P L2pΩ,PpDqq and if E P MpΩ � D,Rpqq, we say that the pair pµ,Eq
satisfies the continuity equation if, for every ϕ P C1

c pΩ̊�D,Rpq, one has¼
Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE � 0.

In other words, the pair pµ,Eq satisfies the continuity equation if the equation

∇Ωµ�∇D �E � 0.
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with no-flux boundary conditions on BD is satisfied in a weak sense. If we develop in coordinates,
it means that for every α P t1, 2, . . . , pu, one has Bαµ�°q

i�1 BiEiα � 0. If the pair pµ,Eq satisfies
the continuity equation, we want to define its Dirichlet energy by

´
Ω�D

|E|2
2µ . It is well known in

optimal transport that this definition can be made by duality.

Definition 8.5. If pµ,Eq satisfies the continuity equation, we define its Dirichlet energy Dirpµ,
Eq by

Dirpµ,Eq :� sup
a,b

$&
%

¼
Ω�D

adµ�
¼

Ω�D

b � dE : pa, bq P CpΩ�D,Kq
,.
- ,

where K � R1�pq is the set of pair px, yq with x P R and y P Rpq such that x� 1
2 |y|2 ¤ 0.

Note that |y| is the Euclidean norm of y P Rpq. In other words, if y is seen as p� q matrix, |y| is
the Hilbert-Schmidt norm of the matrix. The following proposition is identical to the case of the
Benamou-Brenier formula.

Proposition 8.6. If pµ,Eq satisfies the continuity equation and Dirpµ,Eq   �8, then E is
absolutely continuous w.r.t. µ, and if v : Ω�D Ñ Rpq is the density of E w.r.t. µ, then one has

Dirpµ,Eq � Dirpµ,vµq �
¼

Ω�D

1
2 |v|

2dµ.

Proof. There is nothing to add to the proof of this when Ω is 1-dimensional, and such a proof
can be found for instance in [San15, Proposition 5.18].

Definition 8.7. Let µ P L2pΩ,PpDqq. Its Dirichlet energy Dirpµq is defined by

Dirpµq :� inf
E
tDirpµ,Eq : E PMpΩ�D,Rpqq and pµ,Eq satisfies the continuity equationu .

Let us underline that if there exists no E PMpΩ�D,Rpqq such that pµ,Eq satisfies the continuity
equation, then by convention Dirpµq � �8. To be sure that it is written somewhere, let us state
the following proposition which identifies the Dirichlet energy if Ω is a segment of R with what
we called previously the action of a curve. It is a consequence of Theorem 2.8.

Proposition 8.8. Assume that I is a segment of R and let µ P L2pI,PpDqq. Then Dirpµq   �8
if and only if µ is 2-absolutely continuous, and in this case

Dirpµq �
»
I

1
2 | 9µ|

2ptqdt.

Now, let us show easy properties of the functional Dir and the optimal v and E. The proofs
are straightforward adaptation of the case where Ω is a segment of R.

Proposition 8.9. If µ P L2pΩ,PpDqq is such that Dirpµq   �8, then there exists a unique
E PMpΩ�D,Rpqq such that pµ,Eq satisfies the continuity equation and Dirpµq � Dirpµ,Eq.
Definition 8.10. If µ P L2pΩ,PpDqq and if E � vµ is such that pµ,Eq satisfies the continuity
equation and Dirpµq � Dirpµ,Eq   �8, then E and v are said tangent to µ.

The terminology tangent comes from [AGS08]. As in the case of absolutely continuous curves,
there is a characterization of the tangent velocity field v which looks like the one of Theorem 2.8.
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Proposition 8.11. Let µ P L2pΩ,PpDqq such that Dirpµq   �8 and v P L2
µpΩ�D,Rpqq such

that pµ,vµq satisfies the continuity equation. Then v is tangent to µ if and only if there exists a
sequence pψnqnPN in C1pΩ�D,Rpq such that p∇DψnqnPN converges to v in L2

µpΩ�D,Rpqq.
Proof of Proposition 8.9 and Proposition 8.11. In the Hilbert space L2

µpΩ �D,Rpqq the set X
of v such that pµ,vµq satisfies the continuity equation is clearly an affine set, and it is not empty
as Dirpµq   �8. Denoting by Y � t∇ψ : ψ P C1pΩ̊�D,Rpqu, it is clear that X is parallel to
Y K.

Thanks to Proposition 8.6, the problem of calculus of variations in Definition 8.7 corresponds
to finding the orthogonal projection of the vector 0 P L2

µpΩ � D,Rpqq on the set of X, i.e.
Proposition 8.9 is proved.

It is well known that the projection v is characterized by the fact that v is orthogonal to
any vector in the linear space parallel to X. In other words, v is characterized (beside the fact
that it satisfies the continuity equation) by v P XK � pY KqK. The latter is nothing else than the
closure in L2

µpΩ �D,Rpqq of Y . An easy argument involving cutoff functions shows that this
closure is the same as the closure of the set of ∇Dψ for ψ P C1pΩ�D,Rpq, hence Proposition
8.11 is proved.

As an immediate corollary, Proposition 8.11 implies a localization property: the tangent
velocity field v, depends only locally on the values of µ. In the next proposition, µ|Ω̃ and v|Ω̃
will denote the restrictions of µ and v to a subset Ω̃ of Ω.

Corollary 8.12. Let µ P L2pΩ,PpDqq such that Dirpµq   �8 and let v P L2
µpΩ �D,Rpqq be

tangent to µ. Then, if Ω̃ is any subdomain compactly supported in Ω̊, v|Ω̃ is tangent to µ|Ω̃.
Still building from Proposition 8.11, we can build some sort of dual representation for the

Dirichlet energy. Namely, we can say that

Dirpµq � sup
ϕ

$&
%�

¼
Ω�D

�
∇Ω � ϕ� 1

2 |∇Dϕ|
2



dµ : ϕ P C1
c pΩ̊�D,Rpq

,.
- . (8.3)

Indeed, if v is the tangent velocity field to µ, given the continuity equation and elementary
algebra,

�
¼

Ω�D

�
∇Ω � ϕ� 1

2 |∇Dϕ|
2



dµ �
¼

Ω�D

�
∇Dϕ � v� 1

2 |∇Dϕ|
2



dµ

� Dirpµq � 1
2

¼
Ω�D

|∇Dϕ� v|2dµ.

Hence the l.h.s. is always smaller than Dirpµq, and we can make the discrepancy arbitrary small
thanks to Proposition 8.11.

Proposition 8.13. The mapping Dir : L2pΩ,PpDqq Ñ R is l.s.c. w.r.t. weak convergence.
Moreover it is convex: for any µ and ν in L2pΩ,PpDqq and any t P r0, 1s,

Dirpp1� tqµ� tνq ¤ p1� tqDirpµq � tDirpνq.

Proof. From (8.3), we see that Dir is the supremum of linear and continuous (w.r.t. weak
convergence) functionals on L2pΩ,PpDqq. Hence it is convex and continuous.
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We will conclude this subsection by showing the following approximation result, which will
be useful to prove the equivalences with the metric definitions. We will not be able to regularize
up to the boundary of Ω, though it will be sufficient for our purpose.

Theorem 8.14. Fix Ω̃ � Ω̊ compactly embedded in Ω̊. Let µ P L2pΩ,PpDqq with Dirpµq   �8.
Then there exists a sequence µn P L2pΩ̃,PpDqq with the following properties:

(i) For any n P N, µnpdξ,dxq � ρnpξ, xqdξdx, where the density ρn of µn w.r.t. to LΩ̃ b LD
satisfies ρn P C8pΩ̃, L8pDqq and ess infΩ̃�D ρn ¡ 0.

(ii) The sequence pµnqnPN converges weakly to µ in L2pΩ̃,PpDqq.

(iii) There holds
lim

nÑ�8
Dirpµnq � Dirpµ|Ω̃q.

Notice that µn is defined only on Ω̃, i.e. not on the full domain Ω.

Proof. On Ω, we will regularize with a convolution kernel χ. Specifically, we fix χ : Rp Ñ r0, 1s
a smooth function, radial, compactly supported in Bp0, 1q and of total integral 1, and we set
χnpξq � npχpnξq. On the other hand, on D we will regularize with the heat flow that we denote
by ΦD, see Section 2.4. We set µ̃npξq :� rΦD

1{nsrµpξqs for any ξ P Ω. Hence µ̃n P L2pΩ,PpDqq is
defined on the whole Ω. For n large enough and ξ P Ω̃ we define

µnpξq :�
»

Ω
χnpξ � ηqµ̃npηqdη,

where here we do the usual (linear) mean of probability measures. In short, µn � χn �Ω µ̃n. Here
we need n such that the support of χn is small compared to the distance between Ω̃ and BΩ.

Assertion (i) holds because of the regularization properties of the convolution and the lower
bound on the solution of the heat flow.

Assertion (ii) is standard: if we fix a P CpΩ̃�Dq, given the self-adjacency of the heat flow
and the symmetry of the heat kernel,¼

Ω̃�D

adµn �
¼

Ω̃�D

ΦD
1{nrχn �Ω as dµ

and the r.h.s. converges strongly to the integral of a against µ because of standard functional
analysis.

Assertion (iii) is slightly trickier. As we have already seen earlier in this manuscript (see for
instance Proposition 4.26), applying the heat flow decreases the Dirichlet energy, at least for curves
valued in the Wasserstein space. With mappings, provided we admit the representation given
below by Theorem 8.26 and the contraction property of the heat flow, it is straightforward that
we should have Dirpµ̃nq ¤ Dirpµq. But the current theorem will be used to prove Theorem 8.26,
hence we cannot invoke it. We adopt a different strategy: we start with the “dual” representation
for the Dirichlet energy given by (8.3). We want to show that Dirpµ̃nq ¤ Dirpµq. For any fixed
ϕ P C1

c pΩ̊�D,Rpq, and given that the heat flow is self-adjoint,
¼

Ω�D

�
∇Ω � ϕ� 1

2 |∇Dϕ|
2



dµ̃n �
¼

Ω�D

�
∇Ω � pΦD

1{nϕq � ΦD
1{n

�
1
2 |∇Dϕ|

2




dµ.
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Notice that we used the property that the heat flow acting on D commutes with ∇Ω�. Now, the
key point is the so-called Bakery-Émery estimate

1
2

���∇�
ΦD

1{nϕ
	���2 ¤ ΦD

1{n

�
1
2 |∇Dϕ|

2



which is valid because D is a convex domain [GKM18, Equation (2.4)]. Hence
¼

Ω�D

�
∇Ω � ϕ� 1

2 |∇Dϕ|
2



dµ̃n ¥
¼

Ω�D

�
∇Ω � pΦD

1{nϕq �
1
2

���∇�
ΦD

1{nϕ
	���2
dµ ¥ �Dirpµq,

where the last inequality comes from (8.3). Taking the supremum in ϕ and using the representation
formula (8.3) we conclude that Dirpµ̃nq ¤ Dirpµq. Now we want to control the Dirichlet energy
of µn with the one of µ̃n. Recall that Dir is a convex function. But µn is the average, w.r.t. to
the weights χnpηq, of the mappings ξ ÞÑ µ̃npξ � ηq. Hence, by Jensen’s inequality,

Dirpµnq ¤
»
Bp0,1{nq

χnpηqDir
�

µ̃n|Ω̃ p� � ηq� .
Hence, calling Ωn the set of points which are distant at most 1{n from Ω̃, one has Dirpµnq ¤
Dirpµ̃n|Ωnq. Sending n to �8 and using the lower semi-continuity of Dir and assertion (ii) to
get the reverse inequality, we get (iii).

8.1.2 The smooth case

In this subsection, we will briefly study the smooth case, i.e. the one where µ has a smooth
and strictly positive density w.r.t. LΩ b LD. It will help us to understand the meaning of the
continuity equation and we will use it in the sequel when reasoning by approximation. Basically,
if we are in a sufficiently smooth setting, we can give a precise meaning to the arguments evoked
in Section 2.2 about Otto calculus.

Definition 8.15. A mapping µ P L2pΩ,PpDqq with Dirpµq   �8 is said smooth if it admits a
density ρ w.r.t. LΩ b LD satisfying ρ P C8pΩ, L8pDqq and uniformly bounded from below.

In particular, it implies ρ is uniformly bounded (from above) on the closed set Ω. Notice that
Theorem 8.14 says that any µ P L2pΩ,PpDqq with finite Dirichlet energy can be approximated
by a sequence of smooth functions (only in the interior of Ω) according to Definition 8.15. Let us
start by explaining how, in the smooth case, one can compute the tangent velocity field.

Proposition 8.16. Let µ P L2pΩ,PpDqq be smooth. Then, for every ξ P Ω̊, there exists a unique
ϕpξ, �q P H1pD,Rpq with 0-mean solution to the elliptic equation#

∇D � pρpξ, �q∇Dϕpξ, �qq � �∇Ωρpξ, �q in D̊
∇Dϕpξ, �q � nD � 0 on BD. (8.4)

Moreover ∇Dϕ P L2
µpΩ � D,Rpqq is the tangent velocity field to µ and it is continuous as a

mapping from Ω to L2pD,Rpqq.

Proof. The existence of a unique solution to the elliptic equation (8.4) derives from standard
arguments. Notice that ∇Ωρpξ, �q has always 0-mean on D, hence the equation is well-posed. In
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particular, as ρ is bounded from below, the equation is uniformly elliptic. We have the usual
estimate

}∇Dϕpξ, �q}L2pD,Rpqq ¤ C}∇Dϕpξ, �q}L2
ρpξ,�q

pD,Rpqq ¤ C}∇Ωρpξ, �q}8,

which tells us that ∇Dϕpξ, �q is uniformly bounded (w.r.t. ξ) in L2pD,Rpqq. By construction,
v :� ∇Dϕ is such that pµ,vµq satisfies the continuity equation.

To prove continuity of ξ ÞÑ ∇Dϕpξ, �q, let us fix ξ P Ω̊ and a sequence ξn which converges
to ξ. We use momentarily the compact notations ϕ̄ � ϕpξ, �q P H1pD,Rpqq and ϕn � ϕpξn, �q P
H1pD,Rpqq. Similarly, we set ρ̄ � ρpξ, �q and ρn � ρpξn, �q. The r.h.s. of the elliptic equations
will be h̄ � �∇Ωρpξ, �q and hn � �∇Ωρpξn, �q. We want to show that ϕn converges to ϕ̄ in
H1pD,Rpqq, while we know that ρ̄, ρn are uniformly bounded from below and above, and that
ρn (resp. hn) converges to ρ̄ (resp. h̄) in L8pDq. Clearly, ϕn � ϕ̄ satisfies the elliptic equation

∇D � pρ̄∇Dpϕn � ϕ̄qq � hn � h̄�∇D � ppρn � ρ̄q∇Dϕnq
with Neumann boundary conditions. Testing this equation against ϕn � ϕ̄, we deduce that

}∇Dpϕn � ϕ̄q}L2pD,Rpqq ¤ C
�}hn � h̄}L2pDq � }ρn � ρ̄}8}∇Dϕn}L2pD,Rpqq

�
.

We can use the convergence of ρn to ρ̄, hn to h̄ and the fact that }∇Dϕn}L2pD,Rpqq is uniformly
bounded in n to conclude that the l.h.s. goes to 0 as nÑ �8.

Now take µ P L2pΩ,PpDqq smooth and denote by v � ∇Dϕ its tangent velocity field. If
γ : I Ñ Ω̊ is a smooth curve going from an interval of R to Ω̊, then, multiplying (8.4) by 9γ, one
can see that µγ � µ �γ : I Ñ PpDq defines a curve valued in the Wasserstein space for which the
(classical) continuity equation Btµγ �∇ � pvγµγq with Neumann boundary conditions is satisfied
(at least in a weak sense), provided that we define vγ :� v � 9γ : I �D Ñ Rq. More precisely, if
i P t1, 2, . . . , qu, the i-the component of vγ at time t P I and at the point x P D is

pvγpt, xqqi �
p̧

α�1
vpγptq, xqiα 9γαptq.

In other words, the (generalized) continuity equation implies that we get (classical) continuity
equation for every curve of Ω. In some sense, the (generalized) continuity equation is much
stronger in higher dimensions.

As we recalled previously, the velocity field vγ is related to the metric derivative of the curve
µγ in the Wasserstein space. As the tangent velocity field v P L2pΩ �D,Rpqq is the gradient
of a function ∇Dϕ, by Proposition 8.11 vγ is the tangent velocity field to the curve µγ . Using
Theorems 2.7 and 2.8, we see that for all s ¤ t P I,

W 2
2 pµpγptq,µpγpsqqq

t� s
¤

» t
s

»
D
|vγpr, xq|2µpγprq, dxqdr. (8.5)

But in fact, we can say more and go from a global estimate to a local one, this is the object of
the following proposition.

Proposition 8.17. Let µ P L2pΩ,PpDqq be smooth and let v P CpΩ, L2pD,Rpqqq its tangent
velocity field.

Then the function µ is Lipschitz. Moreover, if ξ P Ω̊ and η P Rp,

lim
εÑ0

W2pµpξ � εηq,µpξqq
|ε| �

d»
D
|vpξ, xq � η|2µpξ,dxq. (8.6)
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The important point of this proposition is that the estimate holds for all points of Ω, there is no
more “almost everywhere” in the statement.

Proof. We fix ξ P Ω̊ and use γptq :� ξ � tη which is defined for t sufficiently close to 0. Notice
that vγpt, xq � vpξ � tη, xq � η.

We denote by ρ the density of µ w.r.t. LΩ � LD. To prove that µ is Lipschitz, we use (8.5)
and the fact that ρ P L8pΩ�Dq and v P L8pΩ, L2pD,Rpqqq.

The fact the l.h.s. of (8.6) (provided the lim is replaced by a lim sup) is bounded by the r.h.s.
comes directly from (8.5) and the continuity of v : Ω Ñ L2pD,Rpqq.

To prove the reverse inequality, take a sequence pεnqnPN realizing the lim inf for the l.h.s. of
(8.6). Call ψn P C0pDq the function with 0-mean such that εnψn is the Kantorovich potential
from µpξq to µpξ � εnηq, it is unique because µpξq is supported on the whole D, see Proposition
2.3. As Id� εn∇Dψn is the optimal transport map from µpξq onto µpξ � εnηq, there holds

εn}∇Dψn}L2
µpξq

pDq �W2pµpξq,µpξ � εnηqq ¤ Cεn,

where C is the Lipschitz constant of µ. In particular, using the lower bound on ρ, one sees that,
up to a subsequence, pψnqnPN converges weakly in H1

µpξqpDq to some function ψ such that
d»

D
|∇Dψpxq|2µpξ,dxq � }∇Dψ}L2

µpξq
pDq ¤ lim inf

nÑ�8

W2pµpξq,µpξ � εneqq
εn

.

Thus, to conclude, it is enough to show that ∇Dψ � �vpξ, �q � η.
As Id� εn∇Dψn transports µpξq onto µpξ � εnηq, for any f P C1pDq, one has»

D
fpx� εn∇Dψnpxqqρpξ, xqdx �

»
D
fpxqρpξ � εnη, xqdx.

Using a Taylor expansion on f and dividing by εn,����
»
D
∇Dψnpxq �∇Dfpxqρpξ, xqdx�

»
D

ρpξ � εnη, xq � ρpξ, xq
εn

fpxqdx
���� ¤ Cεn

»
D
|∇Dψnpxq|2dx,

where the constant C is a bound on the second derivative of f . Using the H1 bound on ψn and
the weak convergence to ψ, as well as the fact that ρ is differentiable w.r.t. variables in Ω, we
conclude that ψ solves weakly the elliptic equation

∇D � pρpξ, �q∇Dψq � �∇Ωρpξ, �q � η.
Using the uniqueness (recall that ψn has 0-mean, hence ψ too) result for equation (8.4), this
allows to conclude that ∇Dψ � vpξ, �q � η where v is the tangent velocity field to µ, hence the
proposition is proved.

8.1.3 Equivalence with Sobolev spaces valued in metric spaces

Until now, we have not discussed the existence of solutions to the (generalized) continuity
equation: this notion could be too strong or too loose. In this subsection, we will show that the
set of µ with finite Dirichlet energy coincides with an already known definition of Sobolev spaces
valued in metric spaces given by Reshetnyak [Res97, Res04]. This definition is restricted to the
case where the source space has a smooth structure (which is precisely our framework), but can
be seen as particular case of a more general definition given by Hajłasz (a pedagogic and clear
introduction to the latter can be found in [AT03, Chapter 5]).
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Definition 8.18. Let µ P L2pΩ,PpDqq. For any ν P PpDq, define rµsν P L2pΩq by rµsνpξq :�
W2pµpξq, νq. We say that µ P H1pΩ,PpDqq if there exists a countable family pνnqnPN dense in
PpDq such that rµsνn P H1pΩq for all n P N and there exists a function g P L2pΩq such that, for
every n P N,

|∇rµsνn | ¤ g (8.7)

a.e. on Ω. The smallest g for which (8.7) holds is called the metric gradient of µ and is denoted
by gµ.

Notice that gµ � supn |∇rµsνn |. The definition looks slightly different than in [Res97]. However,
it is equivalent because of the following result:

Proposition 8.19. Let µ P H1pΩ,PpDqq and gµ P L2pΩq be its metric gradient. Then for all
mappings u : PpDq Ñ R which are C-Lipschitz, u � µ P H1pΩq and |∇pu � µq| ¤ Cgµ a.e. on Ω.

Proof. Is is enough to copy the proof of [Res97, Theorem 5.1]. Indeed, in this proof, one only
uses the functions rµsν for measures ν belonging to a dense and countable subset of PpDq.
In particular, if µ P H1pΩ,PpDqq, then rµsν P H1pΩq with gradient bounded by gµ for all
ν P PpDq. Notice that the definition above can be stated for mappings valued in arbitrary metric
spaces (separability of the target space is required). The main theorem of this subsection is the
following, which states that the framework that we have developed coincides with the one of
Reshetnyak.

Theorem 8.20. Let µ P L2pΩ,PpDqq. Then µ P H1pΩ,PpDqq if and only if Dirpµq   �8.
Moreover, if µ P H1pΩ,PpDqq and if v is tangent to µ, then for a.e. ξ P Ω,

gµpξq ¤
d»

D
|vpξ, xq|2µpξ,dxq ¤ ?

pgµpξq.

Notice that the inequalities are sharp. The function gµ measures the norm of the gradient of µ
as an operator norm, whereas the norm of the velocity field v is measured with an Hilbert-Schmidt
norm, which explains the discrepancy, see [Chi07] for a more detailed discussion.

We will prove this theorem in three steps. The first one is to prove it if Ω is a segment of R
(Proposition 8.21). It is just a rewriting of the definition of Reshetnyak and does not rely of the
special structure of the Wasserstein space. The second step is to say that, roughly speaking, a
function is in H1pΩq if it is in H1 for a.e. lines, with some uniform control on the gradients. It
enables us to get the result if Ω is a cube (Proposition 8.23). The third step is simply to write
that every domain can be written as a (countable) union of cubes.

Proposition 8.21. Theorem 8.20 holds if Ω is a segment of R.

Proof. Assume Ω � I is a segment of R. The set of curves with finite Dirichlet energy coincides
with the set of absolutely continuous curves, see Proposition 8.8. Given Theorem 2.8, we want to
prove the equality gµ � | 9µ| a.e. on I.

Assume that Dirpµq   �8 and take ν P PpDq. Then, as W2p�, νq is 1-Lipschitz, for all s   t
elements of I,

|rµsνptq � rµsνpsq| ¤W2pµptq,µpsqq ¤
» t
s
| 9µ|prqdr.

It shows that the function rµsν is in H1pIq and its gradient is smaller than | 9µ|. Hence, as ν is
arbitrary, µ P H1pI,PpDqq and gµ ¤ | 9µ|.
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Reciprocally, assume µ P H1pI,PpDqq, take pνnqnPN countable and dense in PpDq such that
rµsνn P H1pIq for every n P N with gradient bounded by gµ. In particular, for any n P N and
any s   t elements of I,

|rµsνnptq � rµsνnpsq| ¤
» t
s
gµprqdr.

Then we choose νn arbitrary close to µptq: the r.h.s. is unchanged and the l.h.s. is arbitrary
close to W2pµptq,µpsqq. Hence we conclude that

W2pµpsq,µptqq ¤
» s
t
gµprqdr,

which is enough to say that µ is an absolutely continuous curve and | 9µ| ¤ gµ a.e. on I by
minimality of | 9µ|.

Now we will prove Theorem 8.20 at least locally, which means in the case where Ω is a cube.
Up to an isometry and a dilatation, we can assume that Ω is the unit cube of Rp. Recall that
peαq1¤α¤p is the canonical basis of Rp. In the sequel, we will denote by Ωα � Rp the α-face of the
cube, which means the set of pξ1, . . . , ξα�1, 0, ξα�1, . . . , ξpq, with 0 ¤ ξβ ¤ 1 for all β � α. The
measure on Ωα will be the p� 1-dimensional Lebesgue measure. If f : Ω Ñ X is a given mapping
(where X is any set) and ξ P Ωα is fixed, then fξ : r0, 1s Ñ X is defined by fξptq � fpξ � teαq:
it is the restriction of f to a line directed by eα and crossing Ωα at ξ. Recall the following
characterization for real-valued mappings:

Proposition 8.22. Assume Ω is the unit cube of Rp and let f P L2pΩq be a given function. The
function f belongs to H1pΩq if and only if for any α P t1, 2, . . . , pu, for a.e. ξ P Ωα, the function
fξ is in H1pr0, 1sq and »

Ωα

�» 1

0
| 9fξptq|2dt



dξ   �8.

Moreover, for a.e. ξ P Ωα and a.e. t P r0, 1s,

pBαfqpξ � teαq � 9fξptq.

Proof. One can look at [EG92, Section 4.9].

Proposition 8.23. Theorem 8.20 holds if Ω is the unit cube of Rp.

Proof. Implication Dirpµq   �8 ñ µ P H1pΩ,PpDqq. Assume first that µ P L2pΩ,PpDqq
is such that Dirpµq   �8 and take v P L2

µpΩ � D,Rpqq the velocity field tangent to µ. Fix
α P t1, 2, . . . , pu. Take two compactly supported test functions ψ P C1

c ps0, 1r�Dq and a P C1
c pΩαq.

As a test function ϕ P C1
c pΩ � D,Rpq in the weak formulation of the continuity equation,

choose ϕpξ � teα, xq :� p0, 0, . . . , 0, ψpt, xqapξq, 0, . . . , 0q for ξ P Ωα and t P r0, 1s (only the α-th
component of ϕ is not 0). If we expand we find that ∇Ω � ϕ � aBtψ hence

0 �
¼

Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � vdµ �
»

Ωα

�
�� ¼
r0,1s�D

Btψpt, xqdtµpξ � teα,dxq

�
�
apξqdξ

�
»

Ωα

�
�� ¼
r0,1s�D

∇Dψpt, xq � pvpξ � teα, xq � eαqdtµpξ � teα, dxq

�
�
apξqdξ.
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Using the arbitrariness of a, we deduce that for a.e. ξ P Ωα, and for a fixed ψ P C1
c ps0, 1r�D,Rpq,

¼
r0,1s�D

Btψpt, xqdtµpξ�teα, dxq�
¼

r0,1s�D

∇Dψpt, xq�pvpξ�teα, xq�eαqdtµpξ�teα, dxq � 0. (8.8)

Now, taking a sequence pψnqnPN which is dense in C1
c ps0, 1r�D,Rpq, we can say that for a.e.

ξ P Ωα, for all ψ P C1
c ps0, 1r�D,Rpq, (8.8) holds. For ξ P Ωα define µξ : r0, 1s Ñ PpDq by

µξptq � µpξ� teαq and vξ : r0, 1s �D Ñ Rq by vξpt, xq � vpξ� teα, xq � eα. By Fubini’s theorem,
for a.e. ξ P Ωα, vξ P L2

µξ
pr0, 1s �D,Rqq. Hence (8.8) rewrites as: for a.e. ξ P Ωα, the curve µξ is

an absolutely continuous curve in the Wasserstein space with a velocity field given by vξ. By
Proposition 8.21, if ν P PpDq, then the function rµξsν is in H1pr0, 1sq and

|Btrµξsνptq| ¤
d»

D
|vξpt, xq|2µξpt, dxq �

d»
D
|vpξ � teα, xq � eα|2µpξ � teα,dxq.

As the r.h.s. is integrable over r0, 1s � Ωα and α is arbitrary, we can use Proposition 8.22 to see
that rµsν P H1pΩq. Moreover, taking the square of the previous equation and summing over
α P t1, 2, . . . , pu, we see that for a.e. ξ P Ω

|∇rµsνpξq|2 ¤
»
D
|vpξ, xq|2µpξ,dxq.

Thus, we conclude that µ P H1pΩ,PpDqq and for a.e. ξ P Ω,

gµpξq ¤
d»

D
|vpξ, xq|2µpξ,dxq. (8.9)

Implication µ P H1pΩ,PpDqq ñ Dirpµq   �8. Let µ P H1pΩ,PpDqq. Take pνnqnPN a
sequence which is dense in PpDq. For any n P N, the function rµsνn belongs to H1pΩq. Fix
α P t1, 2, . . . , pu. For any n P N, for a.e. ξ P Ωα, the function rµξsνn : t ÞÑW2pµpξ� teαq, νnq is in
H1pr0, 1sq with a gradient bounded by gµpξ�teαq. As N is countable, we can exchange the “for a.e.
ξ P Ωα” and the “for all n P N”. Hence, for a.e. ξ P Ωα, the function µξ : r0, 1s Ñ PpDq belongs
to H1pr0, 1s,PpDqq with a gradient bounded by gµpξ � teαq. For a given ξ P Ωα, we can use
Proposition 8.21 and Theorem 2.8 to get the existence of a velocity field wα

ξ P L2
µξ
pr0, 1s�D,Rqq

such that pµξ,wα
ξ µξq satisfies the (1-dimensional) continuity equation and for a.e. t P r0, 1s,
d»

D
|wα

ξ pt, xq|2µpξ � teα, dxq ¤ | 9µξptq| � |gµξptq| ¤ gµpξ � teαq. (8.10)

Now, do this for a.e. ξ P Ωα and then for any α P t1, 2, . . . , pu. Define the velocity field
v : Ω � D Ñ Rpq component by component, the α-th component at the point ξ � teα (with
ξ P Ωα) being defined as wα

ξ ptq. To justify that v is measurable, notice that wα
ξ is the solution of

an optimization problem [AGS08, Equation (8.3.11)] which depends in a measurable way of ξ,
thus one can apply Proposition 8.45 (see below at the end of the chapter). By the bound (8.10),
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it is clear that v P L2
µpΩ�D,Rpqq. Moreover, if ϕ P C1

c pΩ�D,Rpq,¼
Ω�D

∇Ω � ϕdµ �
p̧

α�1

¼
Ω�D

Bαϕαpξ, xqµpdξ,dxq

�
p̧

α�1

»
Ωα

�» 1

0
Bαϕαpξ � teα, xqµpξ � teα,dxqdt



dξ

� �
p̧

α�1

»
Ωα

�» 1

0
∇Dϕαpξ � teα, xq �wα

ξ pt, xqµpξ � teα,dxqdt



dξ

� �
p̧

α�1

»
Ωα

�» 1

0
∇Dϕαpξ � teα, xqpvpξ � teα, xq � eαqµpξ � teα,dxqdt



dξ

� �
¼

Ω�D

∇Dϕ � vdµ.

(The second and last inequalities are Fubini’s theorem and the third one comes from the 1-
dimensional continuity equations). Hence, we see that pµ,vµq satisfies the continuity equation.

To conclude, we need to show a control of v by gµ. If α P t1, 2, . . . , pu, for a.e. ξ P Ωα and
a.e. t P r0, 1s, one has, by definition of gµξ and Proposition 8.21,d»

D
|wα

ξ pt, xq|2µpξ � teα, dxq � gµξptq � sup
nPN

|Bαrµsνnpξ � teαq| ,

which can be rewritten as: for a.e. ξ P Ω, for all α P t1, 2, . . . , pu,d»
D
|vpξ, xq � eα|2µpξ,dxq � sup

nPN
|∇rµsνnpξqeα| ¤ gµpξq. (8.11)

Squaring, summing over α and taking the square root, we see that for a.e. ξ P Ωd»
D
|vpξ, xq|2µpξ,dxq ¤ ?

pgµpξq.

Even though one could prove that v is the tangent velocity field (using the fact that the wα are
and the characterization given in Proposition 8.11), it is enough to use Corollary 8.12 to see that
the l.h.s. is a.e. larger than the L2

µpξqpD,Rpqq-norm of the tangent velocity field.

To conclude the proof of the theorem, we just have to justify that we can put the pieces together.

Proof of Theorem 8.20. The domain Ω̊ can be cut in a (countable) number of cubes pΩmqmPN.
The boundary BΩ does not play any role as LΩpBΩq � 0.

Implication Dirpµq   �8 ñ µ P H1pΩ,PpDqq. Assume first that µ P L2pΩ,PpDqq is such
that Dirpµq   �8 and take v P L2

µpΩ � D,Rpqq the velocity field tangent to µ. Fix n P N.
On each cube Ωm, we know that the function rµsνn is in H1pΩmq with a gradient which is
bounded by a function which does not depend on n and is in L2pΩq, which is sufficient to say
that rµsνn P H1pΩq with a gradient bounded by a function which does not depend on n P N.

Implication µ P H1pΩ,PpDqq ñ Dirpµq   �8. Assume that µ P H1pΩ,PpDqq. For any
m P N, one can construct a tangent velocity field v P L2

µpΩm �D,Rpqq. Combining Proposition
8.9 giving the uniqueness µ-a.e. of the tangent velocity field and Corollary 8.12 which enables to
localize, one sees that if Ωm1 XΩm2 � H, then the tangent velocity fields v1 P L2

µpΩm1 �D,Rpqq
and v2 P L2

µpΩm2 �D,Rpqq coincide µ-a.e. on Ωm1 X Ωm2 . Thus, one can define a velocity field
v on the whole Ω, and it is straightforward to check that v is tangent to µ.
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8.1.4 Equivalence with Dirichlet energy in metric spaces

In this subsection we will show that our definition coincides with the one of Korevaar, Schoen,
and Jost [KS93, Jos94]. As explained in the introduction, their formulation goes as follows.

Definition 8.24. Let ε ¡ 0 and µ P L2pΩ,PpDqq. We define the ε-Dirichlet energy of µ by

Dirεpµq :� Cp

¼
Ω�Ω

W 2
2 pµpξq,µpηqq

2εp�2 1|ξ�η|¤εdξdη,

where the normalization constant Cp is defined as Cp :� |η|2
�³
Bp0,1q |ξ � η|2dξ

	�1
.

One can notice that the ε-Dirichlet energy is always finite as PpDq has a finite diameter, but
it can blow up when εÑ 0. The goal is to prove that Dirε is a good approximation of Dir if ε is
small enough. Before stating the main result, let us do the following observation, which will be
useful in the sequel.

Proposition 8.25. Let ε ¡ 0 be fixed. Then the functional Dirε : L2pΩ,PpDqq Ñ R is continuous
w.r.t. strong convergence and l.s.c. w.r.t. the weak convergence.

Proof. The continuity w.r.t. strong convergence is simple: recall that PpDq has a finite diameter,
thus Lebesgue dominated convergence theorem is enough. The lower semi-continuity relies on
the fact that W 2

2 is a supremum of continuous linear functionals, thus is l.s.c. and convex.
More precisely, fix µ P L2pΩ,PpDqq and a sequence pµnqnPN which converges weakly to µ in

L2pΩ,PpDqq. If ξ and η are points of Ω, take pϕpξ, η, �q, ψpξ, η, �qq a pair of Kantorovich potential
between µpξq and µpηq. In other words, ϕpξ, η, �q and ψpξ, η, �q are continuous functions (in fact
uniformly Lipschitz), such that ϕpξ, η, xq �ψpξ, η, yq ¤ |x� y|2{2 for any x, y P D, and such that

1
2W

2
2 pµpξq,µpηqq �

»
D
ϕpξ, η, xqµpξ,dxq �

»
D
ψpξ, η, yqµpη,dyq. (8.12)

One can do that in such a way that ϕ : Ω� Ω Ñ CpDq and ψ : Ω� Ω Ñ CpDq are measurable.
Indeed, for fixed ξ and η, pϕpξ, η, �q, ψpξ, η, �qq P CpDq �CpDq is a maximizer a functional which
is continuous on CpDq � CpDq and which depends on ξ and η in a measurable way: hence
we can apply Proposition 8.45 (see below at the end of the chapter). Then, using the double
convexification trick (see [Vil03, Section 2.1]) which is a measurable operation, we can assume
that pϕ,ψq are uniformly (w.r.t. ξ and η) Lipschitz and bounded as elements of CpDq. By the
Kantorovich duality, for every n P N,

Dirεpµnq ¥ Cp
εp�2

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕpξ, η, xqµnpξ,dxq �

»
D
ψpξ, η, yqµnpη,dyq



dξdη. (8.13)

Now, apply Lusin’s theorem to the mapping ϕ : Ω� Ω Ñ CpDq (for Lusin’s theorem to other
spaces than R, see for instance [San15, Box 1.6]). For any δ ¡ 0, we can find a compact X � Ω�Ω
such that LΩ b LΩprΩ � ΩszXq ¤ δ and ϕ : X Ñ CpDq is continuous on X. Now notice, as
|ϕpξ, η, xq � ϕpξ, η, yq| ¤ C|x � y| uniformly in ξ and η, that ϕ : X � D Ñ R is a continuous
function for the product topology on X �D � Ω� Ω�D. This function can be extended in a
function ϕ̃ P CpΩ� Ω�Dq. To sum up, there exists a continuous function ϕ̃, which coincides
with ϕ on X �D (the important point is that there is coincidence on all D). Thus, denoting by
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C a uniform bound of ϕ and ϕ̃, one has that for every ν P L2pΩ,PpDqq,
������
¼

Ω�Ω

1|ξ�η|¤ε

�»
D
ϕpξ, η, xqνpξ,dxq



dξdη �

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕ̃pξ, η, xqνpξ,dxq



dξdη

������ ¤ Cδ.

(8.14)
On the other hand, using Fubini’s theorem one sees that

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕ̃pξ, η, xqµnpξ,dxq



dξdη �

¼
Ω�D

�»
Bpξ,εqXΩ

ϕ̃pξ, η, xqdη
�

µnpdξ,dxq.

As ϕ̃ is continuous and bounded, it is not difficult to see that

pξ, xq P Ω�D ÞÑ
»
Bpξ,εqXΩ

ϕ̃pξ, η, xqdη P R

is continuous. Hence, using the weak convergence of pµnqnPN,

lim
nÑ�8

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕ̃pξ, η, xqµnpξ,dxq



dξdη �

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕ̃pξ, η, xqµpξ,dxq



dξdη.

Using equation (8.14) with both µn and µ as ν, and using moreover the arbitrariness of δ, we
conclude that we can replace ϕ̃ by ϕ in the equation above:

lim
nÑ�8

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕpξ, η, xqµnpξ,dxq



dξdη �

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕpξ, η, xqµpξ,dxq



dξdη.

Of course there is exactly the same statement with ψ. With the help of this information,
combining (8.13) and (8.12), we reach the conclusion that

lim inf
nÑ�8

Dirεpµnq

¥ lim inf
nÑ�8

Cp
εp�2

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕpξ, η, xqµnpξ,dxq �

»
D
ψpξ, η, yqµnpη,dyq



dξdη

� Cp
εp�2

¼
Ω�Ω

1|ξ�η|¤ε

�»
D
ϕpξ, η, xqµpξ,dxq �

»
D
ψpξ, η, yqµpη,dyq



dξdη

� Dirεpµq.

We are now ready to state and prove the main theorem of this subsection.

Theorem 8.26. Let µ P L2pΩ,PpDqq. Then Dirεpµq converges to Dirpµq as ε Ñ 0, and the
sequence pDir2�nε0pµqqnPN is increasing for any ε0 ¡ 0.

In addition for any ε0 ¡ 0, Dir2�nε0 Γ-converges to Dir on the space L2pΩ,PpDqq endowed
with the weak topology as nÑ �8.

In the case of a smooth mapping µ, the equivalence will directly derives from Proposition 8.17.
The difficulty of the proof is to study the behavior of Dirε w.r.t. approximations.
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Proof. Monotonicity of Dirε. If µ P L2pΩ,PpDqq, ε ¡ 0 and λ P p0, 1q then one has

Dirεpµq ¤ λDirλεpµq � p1� λqDirp1�λqεpµq.

Indeed, this is a consequence of the triangle inequality and is valid for mappings valued in
arbitrary metric spaces, see for instance [Jos94, Example 1) (i)] or [Jos08, Equation (8.3.4)] for a
proof. In particular, by taking λ � 1{2, we see that the sequence pDir2�nε0pµqqnPN is increasing
for any ε0 ¡ 0. Moreover, with well chosen λ, one sees that for a fixed µ P L2pΩ,PpDqq the
function ε ÞÑ εDirεpµq is subadditive, which is enough to ensure the convergence of Dirεpµq to
some limit in r0,�8s as εÑ 0.

The smooth case. Let µ P H1pΩ,PpDqq be smooth in the sense of Definition 8.15. Let v be
its tangent velocity field, by Proposition 8.16, there holds v P CpΩ, L2pD,Rpqqq. We will show
that the limit of Dirεpµq is equal to Dirpµq. Indeed, one can write

Dirεpµq �
»

Ω
dirεpξqdξ,

where
dirεpξq :� Cp

»
ΩXBpξ,εq

W 2
2 pµpξq,µpηqq

2εp�2 dη.

If ξ R BΩ (it happens for a.e. ξ), for ε small enough, Bpξ, εq � Ω and we can perform the following
change of variables in spherical coordinates: denoting by Sp�1 the unit sphere of Rp and σ its
surface measure,

dirεpξq � Cp
2

»
Sd�1

�» 1

0

W 2
2 pµpξq,µpξ � rεθqq

ε2 rp�1dr


σpdθq.

Thanks to Proposition 8.17 we have the pointwise limit of the integrand, and we can pass to
the limit as εÑ 0: recall that µ is Lipschitz, which gives a uniform bound from above of the
Wasserstein distances. Hence, for a.e. ξ P Ω,

lim
εÑ0

dirεpξq � Cp
2

»
Sd�1

�» 1

0

�»
D
|vpξ, xq � prθq|2µpξ, dxq



rp�1dr

�
σpdθq

� Cp
2

»
D

�»
Bp0,1q

|vpξ, xq � η|2dη
�

µpξ,dxq

� 1
2

»
D
|vpξ, xq|2µpξ,dxq,

where the last inequality comes from the definition of Cp. To integrate this equality over Ω, we
still use the fact that µ is Lipschitz to get the appropriate bounds, hence

lim
εÑ0

Dirεpµq �
»

Ω

�
lim
εÑ0

dirεpξq
	

dξ �
»

Ω

�»
D

1
2 |vpξ, xq|

2µpξ, dxq



dξ � Dirpµ,vµq � Dirpµq.

General case: limε Dirε ¤ Dir. Let µ P H1pΩ,PpDqq. As µ is in H1 in the sense of
Reshetnyak, and using the main result of [Res04], we know that l :� limε Dirεpµq is finite. It
implies, thanks to the theory of Korevaar and Schoen [KS93, Theorem 1.10], that the so-called
energy density is absolutely continuous w.r.t. LΩ which means limε Dirεpµq does not decrease
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too much if we restrict µ to a domain Ω̃ slightly smaller than Ω. More precisely, it implies that
for any δ there exists Ω̃ compactly embedded in Ω̊ such that, for some ε0 small enough,

l � δ ¤ Dirε0pµ|Ω̃q ¤ l.

Let pµnqnPN the sequence of elements of L2pΩ̃,PpDqq given by Theorem 8.14. We choose n large
enough so that Dirpµnq ¤ Dirpµ|Ω̃q � δ and Dirε0pµnq ¥ Dirε0pµ|Ω̃q � δ: it is possible because
Dirε0 is lower semi-continuous w.r.t. weak convergence on L2pΩ̃,PpDqq. Hence,

l ¤ Dirε0pµ|Ω̃q � δ ¤ Dirε0pµnq � 2δ ¤ Dirpµnq � 2δ ¤ Dirpµ|Ω̃q � 3δ ¤ Dirpµq � 3δ,

where the third inequality comes from monotonicity and the smooth case treated above. As δ is
arbitrary, we get that l ¤ Dirpµq, which means

lim
εÑ0

Dirεpµq ¤ Dirpµq.

This equation still holds if µ R H1pΩ,PpDqq as the r.h.s. is infinite.
General case: limε Dirε ¥ Dir. For this part, we need to control in a fine way the behavior of

Dirε w.r.t. the approximation procedure of Theorem 8.14. Let µ P H1pΩ,PpDqq be given. Fix
Ω̃ � Ω̊ compactly included and let µ̃n,µn the sequences used in the proof of Theorem 8.14. We
recall that they are defined by

µ̃npξq :� rΦD
1{nsrµpξqs, µnpξq :�

»
Ω
χnpξ � ηqµ̃npηqdη,

where χn : Rp Ñ R is a compactly supported convolution kernel and µn is defined only over Ω̃.
Using the result for the smooth case,

lim
εÑ0

Dirεpµn|Ω̃q � Dirpµn|Ω̃q. (8.15)

As the heat flow is a contraction in the Wasserstein space (Proposition 2.13), we know that
Dirεpµ̃nq ¤ Dirεpµq. As W 2

2 is jointly convex w.r.t. to its two arguments, the function Dirε is
convex for the affine structure on L2pΩ̃,PpDqq. Hence, exactly by the same argument than in
the proof of Theorem 8.14,

Dirεpµnq ¤ Dirεpµ̃nq ¤ Dirεpµq,
and the important point is that the r.h.s. does not depend on n. Taking the limit εÑ 0 and
using equation (8.15), we see that

Dirpµnq � lim
εÑ0

Dirεpµnq ¤ lim
εÑ0

Dirεpµq.
Now we can send nÑ �8 and use Theorem 8.14 to say that the l.h.s. converges to Dirpµ|Ω̃q.
As Ω̃ is now arbitrary, it yields the result

Dirpµq ¤ lim
εÑ0

Dirεpµq.

In the case µ R H1pΩ,PpDqq, to justify that limεÑ0 Dirεpµq, we can use for instance [Chi07,
Proposition 4] which is valid for mappings valued in arbitrary metric spaces.

The Γ-convergence. The statement of Γ-convergence is now easy. To summarize, until now
we have proved the monotonicity and that

Dirpµq � lim
εÑ0

Dirεpµq

for every µ P L2pΩ,PpDqq. It is an exercise that we leave to the reader to check that any
sequence of functionals which are l.s.c. (which is the case for the Dirε, see Proposition 8.25) and
which converges in a increasing way in fact Γ-converges.
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8.1.5 Boundary values

It is well known that it is possible to make sense of the values of a H1 real-valued function on
hypersurfaces, in particular to give a meaning to the values of such a function on the boundary of
a domain. As we want to define the Dirichlet problem, which consists in minimizing the Dirichlet
energy with fixed values on the boundary BΩ, we need to give a meaning to the boundary values
of elements of H1pΩ,PpDqq. Korevaar and Schoen have already developed a trace theory in a
fairly general context [KS93, Section 1.12]. However, in our specific situation and in view of
proving the dual formulation of the Dirichlet problem, we will define the boundary values by
showing how one can extend the continuity equation for test functions ϕ P C1pΩ�D,Rpq which
are no longer compactly supported in Ω̊. Even if we do not prove it in this article, our definition
of trace coincides with the one of [KS93]: to be convinced one can look at Proposition 9.6 and
compare it to [KS93, Theorem 1.12.3]. Recall that nΩ denotes the outward normal to BΩ.

Theorem 8.27. Let µ P H1pΩ,PpDqq. Then there exists a vector-valued measure BTµ P
MpΩ�D,Rpq supported on nΩBΩ�D (which means that BTµpϕq � 0 if ϕ �nΩ � 0 on BΩ�D)
such that for any ϕ P C1pΩ�D,Rpq and for any E PMpΩ�D,Rpqq for which pµ,Eq satisfies
the continuity equation and Dirpµ,Eq   �8,¼

Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE � BTµpϕq. (8.16)

Moreover if µ is continuous as a mapping valued in pPpDq,W2q then for any ϕ P C1pΩ�D,Rpq,

BTµpϕq �
»
BΩ

�»
D
ϕpξ, xq � nΩpξqµpξ,dxq



σpdξq,

where σ is the surface measure on BΩ.

BTµ stands for “Boundary Term” of µ. It is not surprising that, if µ is continuous, the value of
BTµ depends only on the values of µ on the boundary.

Proof. Take µ P H1pΩ,PpDqq and E � vµ P MpΩ � D,Rpqq such that pµ,Eq satisfies the
continuity equation and Dirpµ,Eq   �8. The l.h.s. of (8.16) defines a vector-valued distribution
on Ω�D acting on ϕ. We need to show that it is of order 0 and that it does not depend on E.

Take ϕ P C1pΩ�D,Rpq. We define f : Ω Ñ Rp by, for a.e. ξ P Ω,

fpξq :�
»
D
ϕpξ, xqµpξ,dxq.

Using the continuity equation with test functions of the form χϕα, for χ P C1
c pΩ̊,Rpq and

α P t1, 2, . . . , pu, one can see that f P H1pΩ̊,Rpq and

Bαfβpξq �
»
D
Bαϕβpξ, xqµpξ,dxq �

»
D
∇Dϕβpξ, xq � vαpξ, xqµpξ,dxq.

for all α, β P t1, 2, . . . , pu. In particular f admits on BΩ a trace f̄ : BΩ Ñ Rp. We apply the
divergence theorem: one can find in [EG92, Section 4.3] a statement when BΩ is only Lipschitz
and f has Sobolev regularity. In our case, given the expression of ∇f , it reads¼

Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE �
»

Ω
∇ � f �

»
BΩ
f̄pξq � nΩpξqσpdξq (8.17)
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where nΩ is the outward normal to BΩ and σ its the surface measure. In particular we see that
the r.h.s. of (8.16) does not depend on E. Moreover, as }f}8 ¤ }ϕ}8, the same L8 bounds
holds for f̄ , thus ����

»
BΩ
f̄pξq � nΩpξqσpdξq

���� ¤ σpBΩq}ϕ}8.

It allows to conclude that the l.h.s. of (8.16) is a distribution of order 0 acting on ϕ, hence
it can be represented by a measure BTµ PMpΩ�D,Rpq. From (8.17) it is clear that BTµ is
supported on nΩBΩ�D.

If we assume moreover that µ is continuous, so is f . Indeed, for any ξ, η P Ω,

|fpξq � fpηq| �
����
»
D
ϕpξ, xqµpξ,dxq �

»
D
ϕpη, xqµpη,dxq

����
¤

»
D
|ϕpξ, xq � ϕpη, xq|µpξ,dxq �

����
»
D
ϕpη, xqµpξ,dxq �

»
D
ϕpη, xqµpη,dxq

����
¤ }∇Ωϕ}8|ξ � η| �

����
»
D
ϕpη, xqµpξ,dxq �

»
D
ϕpη, xqµpη,dxq

���� .
When ξ Ñ η, the first term obviously goes to 0, and the second one too by definition of the weak
convergence (by assumption µpξq Ñ µpηq in the weak sense). Thus f̄ coincides with f , which
gives the announced result.

If µ P H1pΩ,PpDqq, using the disintegration theorem and testing against well chosen functions,
one can show that there exists µ̄ : BΩ Ñ PpDq defined σ-a.e. such that BTµ � nΩµ̄b σ. The
mapping µ̄ can be seen as a definition of the values of µ on BΩ.

Now we can define what it means to share the same boundary values and prove that the set
of µ with fixed boundary values is closed.

Definition 8.28. Let µ and ν two elements of H1pΩ,PpDqq. We say that µ|BΩ � ν|BΩ if
BTµ � BTν .

Proposition 8.29. Let µb P H1pΩ,PpDqq and C P R be fixed. Then the set

tµ P H1pΩ,PpDqq : µ|BΩ � µb|BΩ and Dirpµq ¤ Cu

is closed for the weak topology on L2pΩ,PpDqq.

Proof. The proof is straightforward. Indeed, take a sequence pµnqnPN in P L2pΩ,PpDqq such
that µn|BΩ � µb|BΩ and Dirpµnq ¤ C for any n P N, and assume it converges weakly to some
µ P L2pΩ,PpDqq. By lower semi-continuity of Dir, we know that Dirpµq ¤ C. For any n P N
choose En P MpΩ � D,Rpqq tangent to µn, similarly take Eb tangent to µb. The identity
µn|BΩ � µb|BΩ can be written: for every ϕ P C1pΩ�D,Rpq¼

Ω�D

∇ � ϕdµn �
¼

Ω�D

∇Dϕ � dEn �
¼

Ω�D

∇ � ϕdµb �
¼

Ω�D

∇Dϕ � dEb. (8.18)

Notice that this simple estimate holds for the total mass of En: provided vn is the tangent
velocity field to µn,

|En|pΩ�Dq � }vn}L1
µpΩ�D,Rpqq ¤ C1}vn}L2

µpΩ�D,Rpqq ¤ C1
a

2Dirpµnq ¤ C1
?

2C.
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Hence one can assume that, up to extraction, pEnqnPN weakly converges to some E. It is easy to
see that pµ,Eq satisfies the continuity equation and that Dirpµ,Eq ¤ C   �8. Thus, we can
pass to the limit in (8.18) and see that for any ϕ P C1pΩ�D,Rpq,¼

Ω�D

∇ � ϕdµ�
¼

Ω�D

∇Dϕ � dE �
¼

Ω�D

∇ � ϕdµb �
¼

Ω�D

∇Dϕ � dEb,

which exactly means that µ|BΩ � µb|BΩ.

8.2 The Dirichlet problem and its dual

8.2.1 Statement of the problem

With all the tools at our disposal, we are ready to state the Dirichlet problem. It simply consists
in minimizing the Dirichlet energy under the constraint that the values at the boundary are
fixed.

Definition 8.30. Let µb P H1pΩ,PpDqq. Then the Dirichlet problem with boundary values µb

is defined as
min

µ

 
Dirpµq : µ P H1pΩ,PpDqq and µ|BΩ � µb|BΩ

(
.

A mapping µ P H1pΩ,PpDqq which realizes the minimum is called a solution of the Dirichlet
problem.

Definition 8.31. Let µ P H1pΩ,PpDqq. We say that µ is harmonic if it is a solution of the
Dirichlet problem with boundary values µ.

With the work of the previous section, the existence of at least one solution is a straightforward
application of the direct method of calculus of variations.

Theorem 8.32. Let µb P H1pΩ,PpDqq. Then there exists at least one solution of the Dirichlet
problem with boundary values µb.

Proof. There exists at least one µ with finite Dirichlet energy which satisfies the boundary
conditions, namely µb. Thus, one can consider a minimizing sequence pµnqnPN. By compactness
of L2pΩ,PpDqq, we can assume, up to extraction, that this sequence converges weakly to some
µ P L2pΩ,PpDqq. By Proposition 8.29, we know that µ also satisfies µ|BΩ � µb|BΩ. The lower
semi-continuity of Dir allows to conclude that µ is a minimizer of Dir.

Let us spend a few words about the question of uniqueness, more is said in Chapter 12. Of
course, the proof above provides no information about it. By convexity of the Dirichlet energy
(Proposition 8.13), we know that the set of solutions of the Dirichlet problem is convex. However,
Dir is not strictly convex. Recall that if Ω � r0, 1s is a segment of R, then the Dirichlet problem
reduces to the problem of finding a geodesic between the two endpoints µbp0q and µbp1q. It is
well known that a sufficient condition for uniqueness is to impose that either µbp0q or µbp1q are
absolutely continuous w.r.t. LD, and there can be non uniqueness when it is not the case. Hence,
it would natural, in order to investigate the question of uniqueness, to impose that for every
ξ P BΩ, the measure µbpξq is absolutely continuous w.r.t. LD. We do not know if uniqueness
holds under this hypothesis: a difference with the case where Ω is a segment is the fact that we
do not know a static or Lagrangian formulation. In other words, we do not know the equivalent
of transport plans, which in the case of a 1-dimensional Ω, allow to parametrize geodesics and to
greatly simplify the problem. However we are able to prove uniqueness in a non trivial case: the
one of a family of elliptically contoured distributions treated in Subsection 10.3.
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8.2.2 Lipschitz extension

To give ourselves the boundary conditions, we need a mapping µb defined on the whole Ω, even
though only its values near BΩ will play a role. Thus a natural question arises: if µb is only
defined on BΩ, is it possible to extend it on Ω? The next theorem shows that the answer is
positive in the case where µb is Lipschitz on BΩ. Indeed, in this case we can build an extension
which is Lipschitz on Ω, thus in H1pΩ,PpDqq thanks to Theorem 8.20.

Theorem 8.33. Let µl : BΩ Ñ PpDq a Lipschitz mapping. Then there exists µ : Ω Ñ PpDq
Lipschitz such that µpξq � µlpξq for every ξ P BΩ.

For a continuous µ the boundary term BTµ depends only on the values of µ on BΩ (Theorem
8.27), hence the boundary term of the Lipschitz extension of µl : BΩ Ñ PpDq does not depend
on the extension. In other words, the following problem is well defined:

Definition 8.34. Let µl : BΩ Ñ PpDq a Lipschitz mapping. Then the Dirichlet problem with
boundary values µl is defined as the Dirichlet problem with boundary values µb, where µb is any
Lipschitz extension of µl on Ω.

Now, let us prove the Lipschitz extension theorem. It relies on the following Lemma, which
allows to treat the case where Ω is a ball.

Lemma 8.35. Let Bp0, 1q be the unit ball of Rp and Sp�1 :� BBp0, 1q its boundary. Let
µl : Sd�1 Ñ PpDq a Lipschitz mapping and take x0 P D. Define, for any r P r0, 1s the map
Tr : D Ñ D by Trpxq � rx� p1� rqx0. Then the mapping µ : Bp0, 1q Ñ PpDq defined by

µprξq :� Tr#rµpξqs

for any r P r0, 1s and any ξ P Sd�1 is Lipschitz.

Proof. If ξ P Sd�1 is fixed, then r P r0, 1s ÞÑ µprξq is the constant speed geodesic joining δx0

to µlpξq. Hence, we can write that W2pµprξq,µpsξqq ¤ C|r � s|, where C depends only on
the diameter of PpDq. On the other hand, as Tr is r-Lipschitz in D, then ν ÞÑ Tr#ν is also
r-Lipschitz in PpDq. Hence, for any ξ and η in Sd�1, one has W2pµprξq,µprηqq ¤ Cr|ξ � η|,
where C is the Lipschitz constant of µl. Putting the two estimates together, we deduce that for
any r, s P r0, 1s and any ξ, η P Sp�1,

W2pµprξq,µpsηqq ¤ Cr|r � s| �minpr, sq|ξ � η|s,

which is enough to conclude that µ is Lipschitz.

Notice that the Lipschitz constant of the extension is not controlled by the Lipschitz constant
of µl: the distance between δx0 and the range of µl also plays a role as µp0q � δx0 . Hence, we
cannot use a decomposition with Withney cubes to extend mappings defined on arbitrary closed
subsets Ω, but only on the boundary of smooth sets: basically we need to use Lemma 8.35 only
a finite number of times.

Proof of Theorem 8.33. We will use Lemma 8.35 in the following form: if Ω is a domain which
is in a bilipschitz bijection with a ball, then Theorem 8.33 holds for this domain.

We reason by induction on p ¥ 1 the dimension of Ω. In dimension 1, Ω � I is a segment.
To extend a mapping defined only on the boundary of the segment I, we take the constant speed
geodesic in PpDq between the values of µl at the two endpoints of I.
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X1

X2

X3

Figure 8.1: Idea of the proof of Theorem 8.33: every domain Ω with Lipschitz boundary (solid
line), even with an intricate topology, can be decomposed in a finite number of pieces X1, X2, X3
such that each of them is in a bilipschitz bijection with a ball. The boundaries between the pieces
(dashed lines) are in bilipschitz bijection with balls of a smaller dimension (here segments).

Now assume that the result holds for some p� 1 ¥ 1 and let Ω be a compact domain with
Lipschitz boundary in Rp. The goal is to cut Ω in a finite number of pieces on which Lemma
8.35 apply. For each ξ P Ω we choose rξ ¡ 0 such that Bpξ, rξq X Ω is in a bilipschitz bijection
with a ball. It is obvious that we can do that for ξ P Ω̊, and for points on BΩ we use the fact that
Ω is locally the epigraph of a Lipschitz function. By compactness, we find balls B1, B2, . . . , BN
covering Ω such that BnXΩ is in a bilipschitz bijection with a ball for any n P t1, 2, . . . , Nu. We
can of course assume that Bn is not included in Bm for any n � m. Then we define recursively
X1 :� B1XΩ and Xn � pBnXΩqzX̊n�1 for n P t2, . . . , Nu. For any n P t1, 2, . . . , Nu, Xn is still
in a bilipschitz bijection with a ball (see Figure 8.1 to understand what we are trying to do). On�
n BXn, which is made of BΩ and of pieces of spheres of Rp, thus locally in bilipschitz bijection

with Lipschitz domains of Rp�1, we can use the induction assumption and extend µl. Then, we
use Lemma 8.35 to extend µ on X̊n for each n P t1, 2, . . . , Nu. We have obtained a function µ
which is continuous and Lipschitz on each Xn, n P t1, 2, . . . , Nu: it is globally Lipschitz on Ω.

8.2.3 The dual problem

We will know show a rigorous proof of the absence of duality gap. The dual problem was already
obtained, at least formally, in Chapter 7.

Theorem 8.36. Let µb P H1pΩ,PpDqq. Then one has

sup
ϕ

#
BTµbpϕq : ϕ P C1pΩ�D,Rpq and ∇Ω � ϕ� |∇Dϕ|2

2 ¤ 0 on Ω�D

+

� min
µ

 
Dirpµq : µ P H1pΩ,PpDqq and µ|BΩ � µb|BΩ

(
.

Proof. We rely on the Fenchel-Rockafellar duality theorem which can be found in [Vil03, Theorem
1.9]. Let X :� CpΩ�D,R1�pqq the space of continuous functions defined on the compact space
Ω�D and valued in R1�pq endowed with the norm of uniform convergence. An element of X
will be written pa, bq, where a P CpΩ � Dq and b P CpΩ � D,Rpqq. The dual space X� is, by
the Riesz theorem, MpΩ � D,R1�pqq. Again an element of X� will be written pµ,Eq where
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µ PMpΩ � Dq is a signed measure and E PMpΩ � D,Rpqq is a vector-valued measure. We
introduce the functionals F : X Ñ R and G : X Ñ R defined as, for any pa, bq P X,

F pa, bq �
$&
%0 if apξ, xq � |bpξ, xq|2

2 ¤ 0 for every pξ, xq P Ω�D

�8 else,

Gpa, bq �
#
�BTµbpϕq if pa, bq � p∇Ω � ϕ,∇Dϕq for some ϕ P C1pΩ�D,Rpq
�8 else.

Notice that thanks to (8.16), G is well defined and does not depend on the choice of ϕ such that
pa, bq � p∇Ω � ϕ,∇Dϕq. Notice also that at the point p�1, 0q P X, one has that F is finite and
continuous and that G is finite (take ϕpξ, xq :� p�ξ1, 0, 0, . . . , 0q, where ξ1 is the first component
of ξ). As moreover F and G are convex, one can apply Fenchel-Rockafellar duality which means

� min
pµ,EqPX�

rF �pµ,Eq �G�p�µ,�Eqs � inf
X
pF �Gq

� � sup
ϕ

#
BTµbpϕq : ϕ P C1pΩ�D,Rpq and ∇Ω � ϕ� |∇Dϕ|2

2 ¤ 0
+
,

where the last inequality is just a rewriting of the definition of F and G. Let us compute F �pµ,Eq.
By definition,

F �pµ,Eq � sup
a,b

$&
%

¼
Ω�D

adµ�
¼

Ω�D

b � dE : pa, bq P CpΩ�D,Kq
,.
- ,

where K is defined in Definition 8.5. In particular, if µ is not a positive measure, then choosing
suitable negative a, one sees that F �pµ,Eq � �8. Moreover, if µ P L2pΩ,PpDqq and pµ,Eq
satisfies the continuity equation, then F �pµ,Eq � Dirpµ,Eq: this is precisely Definition 8.5. On
the other hand, we can compute G�: for any pµ,Eq P X�,

G�p�µ,�Eq � sup
ϕPC1pΩ�D,Rpq

�
�BTµbpϕq �

¼
Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE

�

.

By linearity of the expression inside the sup w.r.t. ϕ, we see that G�p�µ,�Eq   �8 if and only
if G�p�µ,�Eq � 0, which translates in

BTµbpϕq �
¼

Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE

for every ϕ P C1pΩ � D,Rpq. Let a P CpΩq a continuous function. It can always be written
a � ∇Ω � ϕ, where ϕ P C1pΩ,Rpq (take ϕ � ∇f where f solves ∆f � a), thus using the fact that
for such a ϕ,

BTµbpϕq �
¼

Ω�D

∇Ω � ϕdµb �
¼

Ω�D

adµb �
»

Ω
apξqdξ,

one sees that if G�p�µ,�Eq   �8, then»
Ω
apξqdξ �

¼
Ω�D

adµ.
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Provided that µ is a positive measure (recall that it happens if F �pµ,Eq   �8) and by
arbitrariness of a, it implies that the disintegration of µ w.r.t. LΩ is made of probability
measures on D, in other words that µ P L2pΩ,PpDqq. Once we have this information, testing
with functions ϕ which are compactly supported on Ω, we see that if G�p�µ,�Eq   �8 then
pµ,Eq satisfies the continuity equation, and testing with arbitrary ϕ, we see that BTµ � BTµb .
In the end, one concludes that

min
pµ,EqPX�

rF �pµ,Eq �G�p�µ,�Eqs � min
µ

 
Dirpµq : µ P H1pΩ,PpDqq and µ|BΩ � µb|BΩ

(
.

A natural question which arises is the existence of an optimal ϕ P C1pΩ �D,Rpq (or in a
space of less regular functions). Actually, as detailed in Chapter 12, we do not know the answer
to this question and we believe that it can be substantially more complicated than in the case
where Ω is a segment of R.

8.3 Failure of the superposition principle

8.3.1 The superposition principle

In this section, we want to explain why a powerful tool to study curves valued in the Wasserstein
space (i.e. the case where Ω is a segment of R), namely the superposition principle, fails in
higher dimensions. To say it briefly, there is no Lagrangian point of view for mappings valued
into the Wasserstein space, one has to work only with the Eulerian one. Notice that the question
of the existence of a superposition principle was already formulated by Brenier [Bre03, Problem
3.1], but left unanswered. As we want to prove a negative result, we will not only provide a
counterexample to the superposition principle, but also try to explain the obstruction and why
this principle fails for all but few exceptional cases. Let us first recall the superposition principle
for absolutely continuous curves.

The set Ω will be replaced by the unit segment I � r0, 1s. As stated in Proposition 8.8,
the set H1pI,PpDqq coincides with the set of 2-absolutely continuous curves whose definition
is recalled in Section 2.2. We denote by C � CpI,Dq the set of continuous curves valued in D
endowed with the norm of uniform convergence, it is a polish space. If f P C, then 9f denotes the
derivative w.r.t. time of f provided that it exists. For any t P I, et : C Ñ D is the evaluation
operator, which means etpfq � fptq for any f P C. The following result can be found in [AGS08,
Section 8.2], see also [Lis07] for a more general framework.

Theorem 8.37. Let µ P H1pI,PpDqq. Then there exists a probability measure Q P PpCq such
that

(i) for any t P I, et#Q � µptq ;

(ii) the following equality holds:

Dirpµq �
»

C

�»
I

1
2 |

9fptq|2dt


Qpdfq.

The measure Q can be seen as a multimarginal transport plan coupling all the different
instants, whose 2-marginals are almost optimal transport plans if they are taken between two
very close instants. In other words, for any t and s in I, pes, etq#Q is a transport plan between
µpsq and µptq (by (i)), and it is almost an optimal transport plan if s is very close to t by (ii).
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Another way to see it is the following: if f P C, then we can also see it as an element µf of
H1pI,PpDqq. Indeed, just set µptq � δfptq for any t P I, and one can define Ef PMpI �D,Rqq
by, for any b P CpI �D,Rqq, ¼

I�D

b � dEf :�
»
I
bpt, fptqq � 9fptqdt.

With this choice, one can check that

Dirpµf q � Dirpµf ,Ef q �
»
I

1
2 |

9fptq|2dt.

Then, Theorem 8.37 is saying that there exists Q P PpCq such that µ is the mean w.r.t. Q of the
µf (this is (i)), and such the E which is tangent to µ is the mean w.r.t. Q of the Ef . Indeed,
by linearity of the continuity equation the mean of the Ef is an admissible momentum. Using
Jensen’s inequality,

Dirpµq � Dir
�»

C
µfQpdfq



¤ Dir

�»
C

µfQpdfq,
»

C
EfQpdfq



¤

»
C

Dirpµf ,Ef qQpdfq

and the r.h.s. is equal to the l.h.s. by (ii). Hence, all inequalities are equalities, which tells us
that

³
C EfQpdfq is the tangent momentum to µ.

Let us try to see what a superposition principle would look like if the dimension of Ω is
larger than 1. We denote by F the space L2pΩ, Dq which is a polish space. As it was already
done in [Bre03], if f P H1pΩ, Dq, then we can see it as an element µf of H1pΩ,PpDqq by
setting µf pξq :� δfpξq. In other words, a classical function can be seen as a mapping valued
in the Wasserstein space by identifying fpξq P D with δfpξq P PpDq. More precisely, we define
µf P L2pΩ,PpDqq and Ef PMpΩ�D,Rpqq by, for any a P CpΩ�Dq and b P CpΩ�D,Rpqq,¼

Ω�D

adµf :�
»

Ω
apξ, fpξqqdξ,

¼
Ω�D

b � dEf :�
»

Ω
bpξ, fpξqq �∇fpξqdξ.

Proposition 8.38. If f P H1pΩ, Dq, and if µf and Ef are defined as above, then Ef is tangent
to µf and

Dirpµf q � Dirpµf ,Ef q �
»

Ω

1
2 |∇fpξq|

2dξ.

Proof. To check the first part, take ϕ P C1
c pΩ̊ � D,Rpq. Defining ϕ̃ P H1pΩ,Rpq by ϕ̃pξq �

ϕpξ, fpξqq, we have that ϕ̃ is compactly supported in Ω̊ and

∇ � ϕ̃ � p∇Ω � ϕqpξ, fpξqq � p∇Dϕqpξ, fpξqq �∇fpξq.
Integrating this identity w.r.t. Ω, as the l.h.s. vanishes by compactness of the support of ϕ̃, we
see that we can conclude that pµf ,Ef q satisfies the continuity equation.

Notice that Ef has a density vf P L2
µf
pΩ�D,Rpqq w.r.t. µ given by vf pξ, xq � ∇fpξq. In

particular, for a fixed ξ, vf pξ, �q is constant hence the gradient of a function. Using Proposition
8.11, one sees that it is enough to conclude that Ef is tangent. Moreover, as vf does not depend
on x,

Dirpµf q � Dirpµf ,Ef q �
¼

Ω�D

1
2 |vf pξq|

2µpdξ,dxq �
»

Ω

1
2 |vf pξq|

2dξ �
»

Ω

1
2 |∇fpξq|

2dξ.
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We mention that Brenier proved that if f : Ω Ñ D is a (classical) harmonic map, then µf is
also an harmonic mapping, see Proposition 10.1 below.

By analogy, the superposition principle would read as follows: If µ P H1pΩ,PpDqq and
E PMpΩ�D,Rpqq is tangent to µ, does there exist Q P PpFq such that µ is the mean of µf

w.r.t. Q and E is the mean of Ef w.r.t. Q? Thanks to Jensen’s inequality and the uniqueness of
the tangent momentum, the second condition can in fact be rewritten as

Dirpµq � Dirpµ,Eq �
»

F
Dirpµf ,Ef qQpdfq �

»
F

�»
Ω

1
2 |∇fpξq|

2dξ


Qpdfq.

These considerations can be summarized by the following definition, which is the same as [Bre03,
Problem 3.1]. For f P F we define its “classical” Dirichlet energy Dircpfq by

Dircpfq �
$&
%
»

Ω

1
2 |∇fpξq|

2dξ if f P H1pΩ, Dq,
�8 else.

Definition 8.39. Let µ P H1pΩ,PpDqq. We say that µ admits a superposition principle if there
exists Q P PpFq such that

(i) for any a P CpΩ�Dq; ¼
Ω�D

adµ �
»

F

�»
Ω
apξ, fpξqqdξ



Qpdfq,

(ii) the following identity holds: »
F

DircpfqQpdfq ¤ Dirpµq.

In particular, with our definition, if Q represents µ P H1pΩ, Dq, then for Q-a.e. function f one
has Dircpfq   �8 hence f belongs to H1pΩ, Dq. Let us underline that (i) is heuristically the
same as (i) of Theorem 8.37, but in a form integrated over Ω because the evaluation operator
does not make sense in higher dimensions: the elements of F are not necessarily continuous. In
Definition 8.39, if (i) and (ii) holds, then the inequality in (ii) is in fact an equality because the
reverse inequality always holds. Indeed, if µ satisfies the superposition principle, we can say that
µ � ³

F µfQpdfq. By convexity of the Dirichlet energy (Proposition 8.13), we can apply Jensen’s
inequality, thus

Dirpµq ¤
»

F
Dirpµf qQpdfq �

»
F

DircpfqQpdfq.

8.3.2 Counterexample

We will first provide a counterexample which we will try to make as generic as possible. In
what follows, we take Ω :� B to be the unit disk of R2 and S1 � BB its boundary. We also take
D � B. We view B as a subset of the complex plane C: multiplication on B means complex
multiplication.

Let µs : S1 :Ñ PpBq be the (complex) square root: it is the mapping defined by, for ξ P S1,

µspξq :� 1
2

¸
z2�ξ

δz � 1
2pδ

?
ξ
� δ

�
?
ξ
q,
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where
?
ξ is a (complex) square root of ξ. The function µs is clearly Lipschitz (with Lipschitz

constant equals to 2). In fact, if ξ � eit with t P R, one can write

µspeitq � 1
2
�
δexppit{2q � δexppit{2�iπq

�
.

The function t ÞÑ µspeitq is 2π-periodic, but it cannot be written as a superposition of continuous
2π-periodic functions, only 4π-periodic ones. Hence, the superpositon principle with continuous
functions fails for this mapping. This example is well known in the theory of Q-functions [DLS11],
we took it from there. To our purpose, we will need the fact that the superposition principle
with H1{2 functions fails for the mapping µs: roughly speaking, it holds because H1{2 functions,
in dimension 1, cannot have jumps.

Lemma 8.40. There is no function f P H1{2pS1,Bq such that fpξq2 � ξ for a.e. ξ P S1.

As this lemma is not directly related to harmonic mappings, we postpone its proof to the end
of this chapter in Section 8.4. With the help of this lemma, we can prove that no mapping
µ P H1pB,PpBqq such that µ|BB � µs can have a superposition principle: indeed, if it were the
case, then we could restrict the superposition to BB, and we would have a superposition principle
for µs with functions in H1{2 which is a contradiction. To make this argument rigorous is a bit
technical given the definition we chose for the boundary values of mappings in H1pB,PpBqq: µ
is not necessarily continuous.

Proposition 8.41. Let µ P H1pB,PpBqq such that µ|BB � µs. Then µ cannot admit a superpo-
sition principle.

Proof. We will of course reason by contradiction. We assume that there exists Q P PpFq which
satisfies the points (i) and (ii) of Definition 8.39 (in fact only point (i) will be sufficient). Let
E � vµ tangent to µ. Take δ ¡ 0 and ε ¡ 0. We choose χε P C1pr0, 1sq an increasing function
supported on r1� ε, 1s, such that χεp1q � 1. Define aε P C1pB,R2q and bδ P C1pB� Bq by, for
any ξ, x P B,

aεpξq � ξ

|ξ|χεp|ξ|q,

bδpξ, xq � |ξ � x2|2
δ2 .

In words, aε is a vector-valued function, parallel to lines issued from the origin, and whose norm is
increasing on the annulus of radii 1� ε and 1 from 0 to 1. Define Aε � tξ P B : 1� ε ¤ |ξ| ¤ 1u
the annulus outside which aε vanishes. A simple computation gives

��∇ � aεpξq � χ1εp|ξ|q
�� ¤ C1Aεpξq,

where C does not depend on ε. On the other hand, bδ is a smooth scalar function, which vanishes
if x2 � ξ, which is larger than 1 if |x2 � ξ| ¥ δ and whose derivative is bounded by Cδ�2. As a
test function for the continuity equation, we take ϕpξ, xq � aεpξqbδpξ, xq. With this choice, for
every ξ P S1, one has »

B
ϕpξ, xqµspξ,dxq � 1

2
¸
x2�ξ

ϕpξ, xq � 0.
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8.3. FAILURE OF THE SUPERPOSITION PRINCIPLE

Thus, BTµspϕq � 0 and the continuity equation tested against ϕ reads�����
¼
B�B

χ1εp|ξ|qbδpξ, xqµpdξ,dxq

�
¼
B�B

raεpξq �∇Ωbδpξ, xq � paεpξq b∇Dbδpξ, xqq � vpξ, xqsµpdξ,dxq
����� ¤ Cε.

Indeed, in the r.h.s, the reminder ∇ � aε � χ1εp|ξ|q of order 1 has been integrated over Aε whose
area scales like ε. For the first integral, we use the assumption that µ satisfies the superposition
principle. For the second one, we bound ∇bδ by Cδ�2, notice that aε vanishes outside Aε and
use Cauchy-Schwarz:»

F

�»
B
χ1εp|ξ|qbδpξ, fpξqqdξ



Qpdfq �

¼
B�B

χ1εp|ξ|qbδpξ, xqµpdξ,dxq

¤ C

δ2

¼
Aε�B

p1� |vpξ, xq|qµpdξ,dxq � Cε

¤ C

δ2

gffe¼
B�B

p1� |vpξ, xq|2qµpdξ,dxq
gffe ¼
Aε�B

µpdξ,dxq � Cε

¤ C

δ2

a
1� 2Dirpµq?ε� Cε ¤ C

?
ε

δ2 ,

where C denotes a generic constant which changes from one line to another and the inequality
may hold only for small ε and δ. Let us call Fδ,ε � F the set of f P F such that»

B
χ1εp|ξ|q|fpξq2 � ξ|2dξ ¥ δ2.

By Markov’s inequality, one can say that

QpFδ,εq � Q

�"
f P F :

»
B
χ1εp|ξ|qbδpξ, fpξqqdξ ¥ 1

*


¤
»

F

�»
B
χ1εp|ξ|qbδpξ, fpξqqdξ



Qpdfq ¤ C

?
ε

δ2 .

Now take the sequence εn :� 2�n. By the previous estimate, one sees that
�8̧

n�1
QpFδ,εnq   �8.

By the Borel-Cantelli lemma, one has that Qplim supnFδ,εnq � 0 which means that for Q-a.e.
f P F , there exists n0 (which may depend on f) such that»

B
χ1εnp|ξ|q|fpξq2 � ξ|2dξ ¤ δ2

for all n ¥ n0. Recall also that Q-a.e. f belongs to H1pΩ, Dq. For such an f , sending n to �8
and by definition of the trace of f ,»

S1
|f̄pξq2 � ξ|2σpdξq ¤ δ2,
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where in this formula f̄ stands for the trace of f on S1 and σ the surface measure on BB. Then
using this estimate for smaller and smaller δ along a countable sequence, we conclude that Q-a.e.
function f satisfies f̄pξq2 � ξ a.e. on S1. But on the other hand the trace of Q-a.e. function f
belongs to H1{2pS1,Bq, which is a clear contradiction with Lemma 8.40.

From this Proposition, we deduce that there exists an harmonic and a Lipschitz mapping
µ P H1pΩ,PpDqq for which the superposition principle fails: just take respectively a solution of
the Dirichlet problem with boundary values µs, or a Lipschitz extension of µs.

Though, these examples can seem too particular and rely too much on some singular boundary
conditions. To produce stronger examples, we will use the fact that, roughly speaking, the set of
µ admitting a superposition principle is stable by approximation. Thus, by contraposition, any
neighborhood of a µ which does not admit a superposition principle will contain other measures
not admitting a superposition principle.
Proposition 8.42. Let pµnqnPN a sequence of elements of H1pΩ,PpDqq such that, for every
n P N, µn admits a superposition principle. We assume that pµnqnPN converges weakly to
µ P H1pΩ,PpDqq and that limn Dirpµnq � Dirpµq. Then µ admits a superposition principle.
Proof. For any n P N, let Qn P PpFq such that (i) and (ii) of Definition 8.39 are satisfied. By
Rellich’s theorem (recall that D is compact), the functional Dirc : F Ñ R has compact sublevel
sets in the L2pΩ, Dq-topology. As

sup
nPN

»
F

DircpfqQnpdfq � sup
nPN

Dirpµnq   �8,

we can say [AGS08, Remark 5.1.5] that pQnqnPN is tight, hence up to extraction it weakly
converges in PpFq to some Q P PpFq. We will show that Q represents µ.

Let us take a P CpΩ�Dq and define A : F Ñ R by, for any f P F ,

Apfq :�
»

Ω
apξ, fpξqqdξ.

The function A is continuous for the L2 topology. Thus, starting from»
F
ApfqQnpdfq �

¼
Ω�D

adµn,

which is valid by Definition 8.39, we can pass both terms to the limit (recall that µn weakly
converges to µ) and see that pµ, Qq satisfies (i) of Definition 8.39.

Moreover, as Dirc is l.s.c. (for the L2pΩ, Dq topology), we can say that»
F

DircpfqQpdfq ¤ lim inf
nÑ�8

»
F

DircpfqQnpdfq � lim inf
nÑ�8

Dirpµnq � Dirpµq,

which gives point (ii) of Definition 8.39 and concludes the proof.

With this proposition, one can use for instance the heat flow to regularize mappings and
produce “smoother” counterexamples. For instance, let µ P H1pB,PpBqq which does not satisfy
the superposition principle. Set µnpξq :� ΦB

1{nµpξq: for a fixed ξ P B, we regularize µpξq with
the help of the heat flow acting on PpBq. One can check easily that µn converges weakly
in L2pB,PpBqq to µ. As ΦB

1{n is a contraction in the Wasserstein space (Proposition 2.13),
Dirpµnq ¤ Dirpµq and by lower semi-continuity of Dir we deduce that limn Dirpµnq � Dirpµq.
According to Proposition 8.42, we deduce that µn does not satisfy the superposition principle for
n large enough. On the other hand, the for any ξ and any n the measure µnpξq is smooth: it
admits a density bounded from below and from above.
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8.3. FAILURE OF THE SUPERPOSITION PRINCIPLE

8.3.3 Local obstruction to the superposition principle

The counterexample provided above shows a global obstruction. Indeed, the mapping µs can
be thought locally in Ω as a superposition of classical functions, but there is a contradiction if
we try to make this superposition global. On the other hand, there is also (at least formally)
local obstructions to the superposition principle. To describe them we will stay sloppy about the
regularity issues and concentrate on heuristic explanations.

Indeed, if µ admits a superposition principle given by Q P PpFq, and if v is the velocity field
tangent to µ, then for Q-a.e. f , one has ∇fpξq � vpξ, fpξqq. To prove this fact, notice that the
tangent momentum E � vµ is equal to

³
F EfQpdfq: this is exactly the same proof as the case

where Ω is a segment of R which we did at the beginning of this section. In other words, for any
b P CpΩ�D,Rpqq, ¼

Ω�D

b � dE :�
»

F

�»
Ω
bpξ, fpξqq �∇fpξqdξ



Qpdfq.

Thus, one can say that

Dirpµq �
¼

Ω�D

1
2 |v|

2dµ �
¼

Ω�D

1
2v � dE �

»
F

�»
Ω

1
2vpξ, fpξqq �∇fpξqdξ



Qpdfq

¤
»

F

�»
Ω

1
4
�|vpξ, fpξqq|2 � |∇fpξq|2� dξ



Qpdfq

� 1
4

¼
Ω�D

|v|2dµ� 1
2

»
F

�»
Ω

1
2 |∇fpξq|

2dξ


Qpdfq

� Dirpµq.
In particular, the inequality is an equality: one sees that for Q-a.e. f P F , one has ∇fpξq �
vpξ, fpξqq for a.e. ξ P Ω.

The analogue if Ω is a segment is the fact that (using notations from Theorem 8.37) for Q-a.e.
there holds f , 9fptq � vpt, fptqq: the measure Q is supported on the flow of the vector field v
(see [AGS08, Theorem 8.2.1]). In dimension larger than 1, the constraint ∇f � vp�, fq is much
stronger. In particular, it implies that along every curve γ : I Ñ Ω, the function f � γ follows the
flow of v � 9γ. However, there are many different curves going from one point to another: if we
want all the results to be coherent, some commutation properties of the flow of v along different
directions are needed, which turns out to be a very strong constraint. Indeed, coordinatewise,
the constraint reads for every α P t1, 2, . . . , pu and i P t1, 2, . . . , qu,

Bαf ipξq � vαipξ, fpξqq.
If we differentiate w.r.t. β, we find that

Bβαf ipξq � Bβvαipξ, fpξqq �
q̧

j�1
Bβf jpξqBjvαipξ, fpξqq �

�
Bβvαi �

q̧

j�1
vβjBjvαi

�
pξ, fpξqq.

The l.h.s is clearly symmetric if we exchange the role of α and β, so must be the r.h.s. It implies
that for all α, β P t1, 2, . . . , pu,

Bαvβi �
q̧

j�1
vαjBjvβi � Bβvαi �

q̧

j�1
vβjBjvαi, (8.19)
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at least on the support of µ in Ω�D. In other words, we see that v must satisfy a differential
constraint for the superposition principle to hold, and there is no reason why this constraint
would be satisfied for a generic µ P H1pΩ,PpDqq, even for a harmonic mapping. Actually, we
provide in Section 10.4 an explicit example where this commutativity relation (8.19) does not
hold.

An other way to understand the local failure of the superposition principle is the following.
We will be sloppy and use the evaluation operators eξ : F Ñ D defined by eξpfq :� fpξq (these
operators are in principle not defined as elements of F are not continuous). If µ admits a
superposition principle, it would mean that for ξ and η very close, peξ, eηq#Q P PpD � Dq
is a transport plan between µpξq and µpηq (because of point (i)) which is almost optimal
(between of point (ii)). It also works with three measures: if ξ, η and θ are three points of Ω
very close to each other (for instance located at the vertices of an equilateral triangle), then
peξ, eη, eθq#Q P PpD �D �Dq is a coupling between µpξq,µpηq and µpθq whose 2-marginals
are almost optimal transport plans. However, it is known that, if µ1, µ2 and µ3 P PpDq, then
in general there exists no coupling between the three whose 2-marginals are optimal transport
plans.

8.4 Appendix: H1{2 determination of the square root

In this subsection we want to prove Lemma 8.40, which states that, with S1 the unit circle of the
complex plane C and B its unit disk, there is no function f P H1{2pS1, S1q such that fpξq2 � ξ
for a.e. ξ P S1 (where the multiplication is understood as a complex multiplication). We take
for granted that there is no continuous function f P CpS1,S1q such that fpξq2 � ξ for all ξ P S1.
Hence, it is enough to reason by contradiction and to prove that a function f P H1{2pS1,S1q such
that fpξq2 � ξ for a.e. ξ P S1 admits a continuous representative.

We start with some easy lemma which states that H1{2pS1,Bq is stable by composition with
Lipschitz function.

Lemma 8.43. Let u : S1 Ñ R a Lipschitz function and f P H1{2pS1, S1q. Then pu � fq P
H1{2pS1,Rq.
Proof. It is well known (see [McL00, Chapter 3]) that there exists f̃ P H1pB,Bq whose trace on
S1 is f . Clearly, the function u � f̃ stays in H1pB,Rq, hence its trace, which is nothing else than
u � f , is in H1{2pS1,Rq.
Then, let us prove that an H1{2 function cannot have a jump.

Proposition 8.44. Let f P H1{2pr0, 1s,Rq such that fpξq P t0, 1u for a.e. ξ P r0, 1s. Then there
is a representative of f which is constant.

Proof. We reason by contraposition: we assume that f is not constant, which translates in
0   ³1

0 f   1 and we want to show that f R H1{2pr0, 1s,Rq. Recall that it is sufficient to prove,
given the definition of the H1{2 norm [McL00, Chapter 3], that¼

r0,1s�r0,1s

|fpηq � fpθq|
|θ � η|2 dηdθ � �8.

Take t ¡ 0 large enough. The function

ξ ÞÑ 1?
t

» ξ�t�1{2{2

ξ�t�1{2{2
fpηqdη
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is continuous on rt�1{2{2, 1� t�1{2{2s and has a means which belongs to rc, 1�cs, where 0   c   1
is independent of t (provided it is large enough). Hence, there exists ξt such that

» ξt�t�1{2{2

ξt�t�1{2{2
fpηqdη P

�
c?
t
, 1� c?

t

�
.

Heuristically, ξt is close to a point where f “jumps”. On the segment rξt � t�1{2{2, ξt � t�1{2{2s,
there must be points for which f � 0 and points for which f � 1, and at least ct�1{2 of each
kind. In particular, it implies that

Lr0,1s b Lr0,1s
�#

pη, θq P
�
ξt � 1

2
?
t
, ξt � 1

2
?
t

�2
: fpηq � 1 and fpθq � 0

+�
¥ c2

t
.

As a consequence,

Lr0,1s b Lr0,1s
�"

pη, θq P r0, 1s2 : |fpηq � fpθq|
|θ � η|2 ¥ t

*

¥ c2

t
.

This estimate leads to¼
r0,1s�r0,1s

|fpηq � fpθq|
|θ � η|2 dηdθ

�
» �8

0

�
Lr0,1s b Lr0,1s

�"
pη, θq P r0, 1s2 : |fpηq � fpθq|

|θ � η|2 ¥ t

*
�
dt � �8.

With these two lemmas, we can easily arrive to our conclusion.

Proof of Lemma 8.40. Let f P H1{2pS1, S1q such that fpξq2 � ξ for a.e. ξ P S1. We want to
show that f is continuous. Take X an arc of circle of S1. If X is small enough, there are two
continuous functions f0 and f1 (the complex square roots) defined on X such that for all ξ P X,
z2 � ξ if and only if z P tf0pξq, f1pξqu. Moreover, if X is small, the ranges of f0 and f1 are far
apart, hence we can find a Lipschitz function u : BÑ t0, 1u such that u � f0 � 0 and u � f1 � 1
on X. Thus, pu � fqpξq P t0, 1u for ξ P X. The previous lemmas allow us to conclude that the
function is in H1{2pX, t0, 1uq, hence constant, which means that f is continuous on X. As X is
arbitrary, f is continuous on S1, which is a contradiction.

8.5 Appendix: Measurable selection of the arg min
We want to show a result which states that if F : X � Y Ñ R is a function which is measurable
w.r.t. X, then one can find a selection m : X Ñ Y such that F px,mpxqq � minY F px, �q for every
x P X, i.e. such that mpxq P arg minY F px, �q. First we recall the following result which can be
found in [AB06, Theorem 18.19].

Proposition 8.45. Let X be a measured space and Y a polish space. Let F : X � Y Ñ R
a function such that F px, �q : Y Ñ R is continuous for every x P X, and F p�, yq : X Ñ R is
measurable for every y P Y . Assume that for every x P X, the function F px, �q has a minimizer
over Y .

Then there exists m : X Ñ Y a measurable function such that for all x P X,

F px,mpxqq � min
yPY

F px, yq.
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However, in particular for Proposition 9.8 below, we need a case where F px, �q is only l.s.c..
Thus, we prove some ad hoc result relying on the particular structure of our problem which
allows to treat lower semi-continuity.

Lemma 8.46. Let X be a measured space and Y a compact metrizable space. Let F : X�Y Ñ R
a function such that F px, �q : Y Ñ R is continuous for every x P X, and F p�, yq : X Ñ R is
measurable for every y P Y ; and let G : Y Ñ R a l.s.c. function.

Then the function H : X Ñ R defined by

Hpxq :� min
y
tF px, yq �Gpyq : y P Y u

is measurable.

Proof. Notice that Y is separable as it is compact and metrizable. For any rational number a,
the exists a sequence dense in ty P Y : Gpyq ¤ au. Hence, we can construct a sequence pynqnPN
such that for any rational number a there is a subsequence of pynqnPN which is included and
dense in ty P Y : Gpyq ¤ au.

Set H̃pxq :� infn F px, ynq �Gpynq which is measurable and larger than H. Let us prove that
it is equal to H. Indeed, if x P X, by standard arguments of calculus of variations, there exists ȳ
such that Hpxq � F px, ȳq �Gpȳq. For any a ¡ Gpȳq rational, take a subsequence pynkqkPN which
belongs to ty P Y : Gpyq ¤ au and which converges to ȳ. By continuity of F , one has

H̃pxq ¤ lim inf
kÑ�8

pF px, ynkq �Gpynkqq ¤ F px, ȳq � a.

As a can be chosen arbitrary close to Gpȳq, we have that H̃pxq ¤ F px, ȳq �Gpȳq � Hpxq.
Proposition 8.47. Let X be a measured space and Y a compact metrizable space. Let F : X �
Y Ñ R a function such that F px, �q : Y Ñ R is continuous for every x P X, and F p�, yq : X Ñ R
is measurable for every y P Y ; and let G : Y Ñ R a l.s.c. function.

Then there exists m : X Ñ Y a measurable function such that for any x P X,

F px,mpxqq �Gpmpxqq � min
y
tF px, yq �Gpyq : y P Y u.

Proof. As in the previous lemma, define Hpxq :� mintF px, yq�Gpyq : y P Y u, it is a measurable
function valued in R. Let Γ be the mapping going from X and valued in the compact subsets of
Y defined by Γpxq � arg minxpF px, �q �Gp�qq which means

Γpxq :� ty P Y : F px, yq �Gpyq � Hpxqu.

Notice that Γpxq is never empty thanks to standard arguments of calculus of variations. To prove
the existence of a measurable selection of Γ, we rely on [AB06, Theorem 18.13]: it is sufficient to
show that Γ is measurable, which means that tx P X : Γpxq XZ � Hu is a measurable set of X
for any closed set Z � Y . But one can be convinced that, for a fixed Z � Y closed,

Γpxq X Z � H ô Hpxq � HZpxq,

where HZpxq :� mintF px, zq � Gpzq : z P Zu. Thanks to Lemma 8.46, both H and HZ are
measurable, thus the set on which they coincide is measurable, which concludes the proof.
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Chapter 9

The maximum principle

As explained in Chapter 7, we want to show in this chapter that F � µ is subharmonic (which
means ∆pF � µq ¥ 0) as soon as µ P H1pΩ,PpDqq is harmonic and F : PpDq Ñ R is convex
along generalized geodesics. As far as the regularity of F is concerned the simplest would be to
assume that F is continuous on PpDq. Nevertheless, this assumption is very strong and excludes
natural functionals (like the internal energies). In the case where F is only l.s.c., we will need
additional assumptions: it is the object of the following definition.

Definition 9.1. We say that F : PpDq Ñ R is regular if it is l.s.c. on PpDq, if

µ P L2pΩ,PpDqq ÞÑ
»

Ω
F pµpξqqdξ

is l.s.c. for the weak convergence on L2pΩ,PpDqq, and if F is bounded on the bounded sets of
L8pDq X PpDq.

Lower semi-continuity of F is a reasonable assumption. To impose that F is bounded on bounded
sets of L8pDq X PpDq is not a strong constraint as D is compact, we will need it to ensure that,
by regularizing probability measures with the heat flow, we get measures for which F is finite.

Lower semi-continuity of F : µ ÞÑ ³
ΩpF � µq is less usual: by a standard argument left to the

reader, it implies that F is convex for the affine structure on PpDq. However, we do not know
in the general case if the fact that F is convex and l.s.c. on PpDq is enough to ensure lower
semi-continuity of F. Indeed, to apply abstract functional analysis arguments, we would like to
work in the spaceMpΩ�Dq endowed with the total variation norm: it is the dual of the Banach
space pCpΩ �Dq, } � }8q. If F is convex and l.s.c. on PpDq, it can be shown easily that F is
convex and l.s.c. onMpΩ�Dq endowed with the total variation norm. However, it only implies
that F is l.s.c. for the topology onMpΩ�Dq defined by duality w.r.t. the dual ofMpΩ�Dq,
the latter being strictly larger than CpΩ�Dq.

However, for the usual functionals on PpDq we can do an ad hoc analysis and we have the
following results.

Proposition 9.2. Let V P L1pDq a l.s.c. function. Then the functional

F : µ P PpDq ÞÑ
»
D
V dµ

is regular.
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Let f : r0,�8q Ñ R a proper and convex function such that limtÑ�8 fptq{t � �8. Then the
functional defined by

F : µ P PpDq ÞÑ
$&
%
»
D
fpµpxqqdx if µ is absolutely continuous w.r.t. LD

�8 else,

is regular.

Proof. As V is l.s.c. on the compact D, it is bounded from below. As V is in L1pΩq, the function
F is clearly bounded on bounded sets of L8pDq X PpDq. Then, we can use [San15, Proposition
7.1], seeing either V as a l.s.c. function on D, or as a l.s.c. on Ω�D (constant w.r.t. its first
variable) to get that both F and

³
ΩpF � �q are l.s.c.

For the internal energy, to get lower semi-continuity of F we rely on [San15, Proposition 7.7].
To get the lower semi-continuity of

³
ΩpF � �q, we can see that

»
Ω
F pµpξqqdξ �

$'&
'%

¼
Ω�D

fpµpξ, xqqdξdx if µ is absolutely continuous w.r.t. LΩ b LD

�8 else,

thus [San15, Proposition 7.7] still applies. As f is bounded on bounded sets of r0,�8q, we see
that F is bounded on bounded sets of L8pDq X PpDq.
However, the interaction energy is not regular: it lacks convexity w.r.t. the affine structure on
PpDq [San15, Chapter 7]. For instance, take Ω � D � r0, 1s and define F : PpDq Ñ R by

F pµq :�
¼
D�D

|x� y|2µpdxqµpdyq.

This functional is continuous and bounded on PpDq. However, if we define µnpξq :� δxnpξq with
xnpξq � 1{2� 1{2 cospnξq, one can see that F pµnpξqq � 0 for all ξ P Ω and n P N, but pµnqnPN
converges weakly on PpΩ�Dq to µ :� LΩbLD, for which the value

³
ΩpF �µq is strictly positive.

On the other hand, as soon as the interaction potential is continuous, the interaction energy is
continuous on PpDq.

Finally, let us recall that a function f : Ω Ñ R is said subharmonic on Ω̊ in the sense of
distributions if ∆f ¥ 0 as a distribution in Ω̊.

Theorem 9.3. Let F : PpDq Ñ R a functional which is convex along generalized geodesics.
Assume either that F is continuous on PpDq or that F is regular. Let µl : BΩ Ñ PpDq a
Lipschitz mapping such that suppF � µlq   �8.

Then there exists at least one solution µ P H1pΩ,PpDqq of the Dirichlet problem with boundary
conditions µl such that pF � µq : Ω Ñ R is subharmonic in Ω̊ in the sense of distributions and

ess sup
Ω

pF � µq ¤ sup
BΩ
pF � µlq. (9.1)

Moreover, if F is regular then µ can be chosen in such a way that»
Ω
F pµpξqqdξ ¤

»
Ω
F pνpξqqdξ. (9.2)

if ν is any other solution of the Dirichlet problem with boundary values µl.
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Let us make some comments. The first one is that (9.1) is nothing else than the maximum
principle. It is not implied by the subharmonicity of pF �µq as the latter holds only in Ω̊ and we
do not know if pF �µq is continuous. The second one is that (9.2) characterizes µ if F is strictly
convex. More generally, the subharmonicity of F � µ would hold for µ solution of the Dirichlet
problem minimizing »

Ω
apξqF pµpξqqdξ,

where a P CpΩq is a continuous and strictly positive function (it comes from a slight modification
of the proof which is left to the reader). The last comment is that this result is somehow
disappointing because we cannot guarantee the subharmonicity to hold for all solutions. The
main issue is that we reason by approximation, thus the solution µ is constructed as the limit of
some approximate mappings, the existence of the limit is coming from compactness. But as we
have no uniqueness result for the Dirichlet problem, we can only identify the limit through (9.2)
(which is a byproduct of the approximation process) but we cannot say much more.

The rest of this chapter is devoted to the proof of Theorem 9.3. In Section 9.1 we prove some
preliminary results. The most difficult and interesting case is the one where F is not assumed to
be continuous but only regular: it is the object of Sections 9.2 and 9.3. To conclude, in Section
9.4, we briefly comment about the simplifications of the proof in the case of a continuous F .

9.1 Preliminary results
We prove first some technical results which would have overburden the previous chapters. The
first one deals with Rellich compactness theorem, as we will want some strong convergence of
our solutions of the approximate problems.

Proposition 9.4. Let pµnqnPN a sequence in H1pΩ,PpDqq such that supn Dirpµnq   �8.
Then, up to extraction, the sequence pµnqnPN converges strongly in L2pΩ,PpDqq to some µ P
H1pΩ,PpDqq.
Proof. This is nothing else than the Rellich compactness theorem, but for mappings valued in
metric spaces. Remark that PpDq has a finite diameter, thus in this result we only need a control
on the Dirichlet energy of µn. We can find this result for instance in [KS93, Theorem 1.13] or in
[AT03, Theorem 5.4.3]. In any way, this result is also a consequence of the next proposition.

In fact, we will need a stronger result, as we want to show compactness if we only have a control
of the approximate Dirichlet energies.

Proposition 9.5. Let pµεqε¡0 a family in L2pΩ,PpDqq such that lim infε Dirεpµεq   �8.
Then there exists a sequence pεnqnPN which goes to 0 such that pµεnqnPN converges strongly in
L2pΩ,PpDqq to some µ P H1pΩ,PpDqq.
There is a well known criterion for compactness in L2pΩq: the Riesz-Fréchet-Kolmogorov theorem.
It requires a uniform control of the L2-norm of the difference between a function and its translation.
Here, we have only a control of the distance between a function and its translated in average
(thanks to Dirε), and our mappings take values in PpDq rather than R. Nevertheless, the strategy
of the proof of the Riesz-Fréchet-Kolmogorov theorem is rather straightforward to adapt.

Proof. There exists a sequence pεmqmPN, converging to 0, such that supm Dirεmpµεmq   �8.
As in the proof of Theorem 8.14, let χ be a smooth function, radial, compactly supported in

Bp0, 1q and we set χtpξq � t�pχpξ{tq. We will regularize µεm only w.r.t. the source space Ω. More
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specifically, for any Ω̃ compactly supported in Ω̊ and t small enough, we define µ̃m,t P L2pΩ̃,PpDqq
by

µ̃m,tpξq :�
»

Ω
χtpξ � ηqµεmpηqdη (9.3)

for any ξ P Ω̃. We first estimate dL2pµ̃m,t,µεm |Ω̃q. Using Jensen’s inequality and the definition
of Dirt,

dL2pµ̃m,t,µεm |Ω̃q �
»

Ω̃
W 2

2

�»
Bp0,tq

χtpηqµεmpξ � ηqdη,µpξq
�

dξ

¤
»

Ω̃

»
Bp0,tq

χtpηqW 2
2 pµεmpξ � ηq,µpξqq dηdξ

¤ 2tp�2}χt}8
Cp

Dirtpµεmq � Ct2Dirtpµεmq.

Now, because of the monotonicity of Dirt (Theorem 8.26) remember that Dirtpµεmq ¤ Dirεmpµεmq
if m is large enough (and t should in fact be of the form 2Nεm but it does not really matter). In
consequence, for any δ ¡ 0, there exists t ¡ 0 (small) and m0 P N, such that for any m ¥ m0,

dL2pµ̃m,t,µεm |Ω̃q ¤ δ.

On the other hand, for a fixed t ¡ 0, we want to show compactness of the family pµ̃m,tq in
L2pΩ̃,PpDqq. We will show that this family is uniformly equi-Hölder as mappings defined on Ω̃
and valued in pPpDq,W2q: it implies compactness in CpΩ̃,PpDqq from which we easily deduce
compactness in L2pΩ̃,PpDqq. Here Ω̃ is a compact subset of Ω lying at a distance larger than t
from BΩ. We prefer to work on the 1-Wasserstein distance whose definition is recalled in Section
2.1. Take ϕ P CpDq a 1-Lipschitz function, up to translation by a constant we can assume that
}ϕ}8 ¤ C with C independent of ϕ. Then for any ξ, η P Ω̃,»

D
ϕpxqµ̃m,tpξ,dxq �

»
D
ϕpxqµ̃m,tpη,dxq �

¼
Ω̃�D

ϕpxq pχtpξ � θq � χtpη � θqqµpθ,dxqdθ

¤ |ξ � η| 1
tp�1 }χ1}8}ϕ}8.

As the bound is independent on ϕ, we deduce that W1pµ̃m,tpξq, µ̃m,tpηqq ¤ Ct�pp�1q|ξ� η| for all
ξ and η in Ω̃. Using W2 ¤ C

?
W1 [San15, Equation (5.1)], we see that, for a fixed t, the family

pµ̃m,tqmPN, defined on Ω̃, is uniformly equi-continuous (more precisely 1{2-Hölder continuous).
Now we put the pieces together. For each n ¥ 1, take Ω̃n � Ω̊ compactly supported in Ω̊

such that LΩpΩzΩ̃nq ¤ 1{n. Choose also tn small enough such that dL2pµ̃m,tn , µεm |Ω̃nq ¤ 1{n
holds for m large enough and the distance between Ω̃n and BΩ is smaller than tn. Then, using
Ascoli-Arzelà theorem, up to a subsequence, we know that pµ̃m,tnqmPN converges strongly in
L2pΩ̃n,PpDqq, in particular it is a Cauchy sequence. Up to a diagonal extraction in pεmqmPN
(we do not relabel the sequence), we can assume that p µ̃m,tn |Ω̃nqmPN is a Cauchy sequence for all
n P N. Notice, as PpDq has a finite diameter, that |dL2pµ,νq � dL2pµ|Ω̃n , ν|Ω̃nq| ¤ C{n for all
µ,ν P L2pΩ,PpDqq. Hence, for any n P N, one has for m and m1 large enough,

dL2pµεm ,µεm1 q ¤ dL2pµεm |Ω̃n , µ̃m,tnq � dL2pµ̃m,tn , µ̃m1,tnq � dL2pµεm1

��
Ω̃n , µ̃m1,tnq �

2C
n

¤ 2� 2C
n

� dL2pµ̃m,tn , µ̃m1,tnq,
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and dL2pµ̃m,tn , µ̃m1,tnq can be made arbitrary small for m and m1 large enough. In other words,
pµεmqmPN is a Cauchy sequence in L2pΩ,PpDqq, thus it converges strongly.

We will also need a result about the boundary conditions. Indeed, as the minimizers of Dirε
will only live in L2pΩ,PpDqq, we cannot define and impose boundary values. To bypass this
difficulty, we extend slightly our domain into a larger domain Ωe � Ω and impose the values of
the mappings everywhere on ΩezΩ̊.

Proposition 9.6. Let µl : BΩ Ñ PpDq a Lipschitz mapping. There exists a compact Ωe such
that Ω � 8Ωe, and a Lipschitz mapping µe P L2pΩezΩ̊,PpDqq such that µe � µl on BΩ and

tµepξq : ξ P ΩezΩ̊u � tµlpξq : ξ P BΩu. (9.4)

Moreover, a mapping µ P H1pΩ,PpDqq satisfies µ|BΩ � µl if and only if the mapping µ̃ defined
on Ωe by

µ̃pξq �
#

µpξq if ξ P Ω̊
µepξq if ξ P ΩezΩ̊,

belongs to H1pΩe,PpDqq.
Proof. As Ω has a Lipschitz boundary, one can say [KS93, Section 1.12] that there exists a
compact Ωe such that Ω � 8Ωe, and Ψ : r0, 1s � BΩ Ñ ΩezΩ̊ a bilipschitz mapping such that
Ψp0, �q is the identity on BΩ. Roughly speaking, Ψpt, ξq should be thought as ξ � tnΩpξq where
nΩ is the outward normal to BΩ. Then, one can define

µepΨpt, ξqq :� µlpξq
for every t P r0, 1s and ξ P BΩ: we extend µl by keeping it constant along the normal to BΩ.
Because Ψ is bilipschitz and µl is Lipschitz, it is clear that µe is a Lipschitz mapping. Moreover,
by construction, (9.4) obviously holds.

Let us prove the second point. Take E PMpΩ�D,Rpqq and Ee PMppΩezΩ̊q �D,Rpqq the
momenta tangent to respectively µ and µe. The tangent momentum of µ̃, if it were to exist,
must coincide with E on Ω�D and with Ee on pΩezΩ̊q �D because of Corollary 8.12. Hence, if
must be Ẽ PMpΩe �D,Rpqq defined by¼

Ωe�D

b � dẼ �
¼

Ω�D

b � dE�
¼

pΩezΩ̊q�D

b � dEe.

As we already have Dirpµ̃, Ẽq   �8, we see that µ̃ P H1pΩe,PpDqq if and only if pµ̃, Ẽq satisfies
the continuity equation. If ϕ P C1

c pΩe,Rpq,¼
Ωe�D

∇Ω � ϕdµ̃�
¼

Ωe�D

∇Dϕ � dẼ

�
¼

Ω�D

∇Ω � ϕdµ�
¼

Ω�D

∇Dϕ � dE�
¼

pΩezΩ̊q�D

∇Ω � ϕdµe �
¼

pΩezΩ̊q�D

∇Dϕ � dEe

� BTµpϕq � BTµepϕq.

By Whitney’s theorem, the restriction of functions in C1
c p 8Ωe,Rpq to Ω coincide with C1pΩ,Rpq,

thus we see that µ̃ P H1pΩe,PpDqq if and only if BTµ � �BTµe . Considering the fact that the
outward normal to ΩezΩ̊ is �nΩ, and that µe is continuous with values on BΩ given by µl, there
holds BTµe � �BTµl hence the proposition is proved.
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9.2 The approximate problems and their optimality conditions

In all this subsection, we assume that F is regular. As explained before, we use Dirε to
approximate Dir, as the optimality conditions of Dirε imply that for each ξ P Ω, µpξq is a
barycenter of all µpηq for η in the ball of center ξ and radius ε.

Let us introduce some notations that we will keep during the rest of the proof. We denote by
Ωe � Ω and µe P H1pΩezΩ̊,PpDqq the objects given by Proposition 9.6. Take ε0 ¡ 0 such that
Bpξ, ε0q � Ωe for all ξ P BΩ. We denote by

L2
epΩe,PpDqq :� tµ P L2pΩe,PpDqq : µ|ΩezΩ̊ � µeu

the set of L2 mappings which coincide with µe on ΩezΩ̊. This set L2
epΩe,PpDqq is clearly closed

for the weak convergence on L2pΩe,PpDqq, in particular it is compact for the weak convergence.
We also define H1

e pΩe,PpDqq :� H1pΩe,PpDqq X L2
epΩe,PpDqq. In the rest of the proof, we

extend the definitions of Dirε and Dir on L2
epΩe,PpDqq. More precisely, if µ P L2

epΩe,PpDqq,

Dirεpµq :� Cp

¼
Ωe�Ωe

W 2
2 pµpξq,µpηqq

2εp�2 1|ξ�η|¤εdξdη,

and

Dirpµq :� inf
E
tDirpµ,Eq : E PMpΩe �D,Rpqq

and pµ,Eq satisfies the continuity equation on Ωe �Du.

(we integrate over Ωe and not only on Ω). We also use the notation

M :� sup
BΩ
pF � µlq,

by assumption M is finite. Remark that by construction, if µ P L2
epΩe,PpDqq, then for all

ξ P ΩezΩ̊ one has F pµpξqq ¤M .
As F is l.s.c. on the compact set PpDq, it is bounded from below. Hence, we can translate it

by a constant and assume that F ¥ 0 on PpDq.
Let ε ¡ 0 and λ ¡ 0 be fixed. The approximate problem is defined as

min
µ

"
Dirεpµq � λ

»
Ωe
F pµpξqqdξ : µ P L2

epΩe,PpDqq
*
. (9.5)

To add the term λ
³
Ωe F � µ has two purposes: on the one hand, it ensures that F � µ will be

regular enough (namely in L1pΩeq) to extract information from the optimality conditions; on the
other hand by taking the limit εÑ 0 and then λÑ 0, we will be able to say that F �µε,λ (where
µε,λ is a minimizer of the approximate problem) converges pointewisely, and it is necessary
to pass to the limit the (approximate) subharmonicity that we will get from the optimality
conditions of the approximate problem.

The following result is easy with all the tools developed above.

Proposition 9.7. For any ε ¡ 0 and λ ¡ 0, there exists a solution to the approximate problem
(9.5).
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Proof. Let ν P PpDq any measure such that F pνq   �8 (it exists as F is regular). If we
define µ P L2

epΩe,PpDqq by µ|Ω̊ :� ν and µ|ΩezΩ̊ :� µe, one can see that
³
Ωe F pµpξqqdξ   �8,

moreover as PpDq has a finite diameter Dirεpµq   �8. Hence, the minimization problem is non
empty. In consequence, we are minimizing over the set L2

epΩe,PpDqq, which is compact for the
weak convergence, a functional which is l.s.c. (see Proposition 8.25 and the regularity assumption
on F ): we can use the direct method of calculus of variations.

Starting from now, for any ε ¡ 0 and λ ¡ 0, we denote by µε,λ a solution of the approximate
problem (9.5).

Proposition 9.8. Let 0   ε ¤ ε0 and λ ¡ 0 be fixed. Then for a.e. ξ P Ω, µε,λpξq is a minimizer
over PpDq of

ν ÞÑ Cp
εp�2

»
Bpξ,εq

W 2
2 pν,µε,λpηqqdη � λF pνq.

Proof. We reason by contradiction. If the property does not hold, there exists c ¡ 0 and a set
X � Ω̊ of strictly positive measure such that for all ξ P X,

Cp
εp�2

»
Bpξ,εq

W 2
2 pµε,λpξq,µε,λpηqqdη � λF pµε,λpξqq

¥ c� min
νPPpDq

�
Cp
εp�2

»
Bpξ,εq

W 2
2 pν,µε,λpηqqdη � λF pνq

�
. (9.6)

Now, consider δ ¡ 0 small and Y � X such that LΩpY q � δ. On every point of ξ P Y , we want
to select a minimizer ν (which depends on ξ) of the r.h.s. of (9.6), and we want to dot it in a
measurable way. Notice that

ν ÞÑ Cp
εp�2

»
Bpξ,εq

W 2
2 pν,µε,λpηqqdη � λF pνq

is the sum of a functional continuous w.r.t. ν and measurable w.r.t. ξ, and the functional λF
which is l.s.c. w.r.t. ν but which does not depend on ξ. The fact that F is only l.s.c. prevents us
from using directly Proposition 8.45, though by some ad hoc measurable selection result which
is stated and proved in the appendix at the end Chapter 8 (Proposition 8.47), one can still
choose νpξq a minimizer in such a way that it is measurable in ξ. In other words, we construct
µ̃ P L2

epΩe,PpDqq such that µ̃ � µε,λ on ΩezY and

Cp
εp�2

»
Bpξ,εq

W 2
2 pµε,λpξq,µε,λpηqqdη � λF pµε,λpξqq

¥ c�
�
Cp
εp�2

»
Bpξ,εq

W 2
2 pµ̃pξq,µε,λpηqqdη � λF pµ̃pξqq

�

for all ξ P Y . Now we evaluate:�
Dirεpµ̃q � λ

»
Ωe
F pµ̃pξqqdξ

�
�
�

Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ




� Cp
2εp�2

¼
Ωe�Ωe

�
W 2

2 pµε,λpξq,µε,λpηqq �W 2
2 pµ̃pξq, µ̃pηqq

�
1|ξ�η|¤εdξdη

� λ

»
Y
rF pµ̃pξqq � F pµε,λpξqqsdξ
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The integral over Ωe � Ωe can be split over four parts: the one over pΩezY q � pΩezY q, which
vanishes because µε,λ � µ̃ on this set; the one over Y � Y , which can be bounded by Cδ2, where
C depends on the diameter of PpDq and on ε; and the ones over pΩezY q � Y and Y � pΩezY q
which are equal by symmetry. Moreover, one has
Cp

2εp�2

¼
Y�pΩezY q

�
W 2

2 pµε,λpξq,µε,λpηqq �W 2
2 pµ̃pξq, µ̃pηqq

�
1|ξ�η|¤εdξdη

� Cp
2εp�2

¼
Y�pΩezY q

�
W 2

2 pµε,λpξq,µε,λpηqq �W 2
2 pµ̃pξq,µε,λpηqq

�
1|ξ�η|¤εdξdη

¤ Cδ2 � Cp
2εp�2

¼
Y�Ωe

�
W 2

2 pµε,λpξq,µε,λpηqq �W 2
2 pµ̃pξq,µε,λpηqq

�
1|ξ�η|¤εdξdη

� Cδ2 � Cp
2εp�2

»
Y

�»
Bpξ,εq

�
W 2

2 pµε,λpξq,µε,λpηqq �W 2
2 pµ̃pξq,µε,λpηqq

�
dη

�
dξ,

where the inequality comes from the fact that we have add the piece Y � Y which is of size
δ2 and over which we integrate a function which is bounded. Notice that we have used that
Bpξ, εq � Ωe for ξ P Ω as ε   ε0. The part on pΩezY q � Y gives exactly the same amount, thus�

Dirεpµ̃q � λ

»
Ωe
F pµ̃pξqqdξ

�
�
�

Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ




¤ Cδ2 �
»
Y

�
Cp
εp�2

�»
Bpξ,εq

rW 2
2 pµε,λpξq,µε,λpηqq �W 2

2 pµ̃pξq,µε,λpηqqsdη
�

� λ rF pµ̃pξqq � F pµε,λpξqqs
�

dξ ¤ Cδ2 � cδ,

where the last inequality comes precisely form the way we chose µ̃ on Y and of LΩpY q � δ.
Hence, taking δ small enough, the r.h.s. is strictly negative, which is a contradiction with the
optimality of µε,λ.

Remark that if λ � 0, our proof still works, and it precisely shows that µε,0pξq is a barycenter
of the µε,0pηq for η running over the ball of center ξ and radius ε, a fact which was already stated
by Jost [Jos94]. The crucial result which allows us to get subharmonicity is the following, namely
Jensen’s inequality for functionals convex along generalized geodesics. Notice that F � µε,λ is
integrable on Ωe.
Proposition 9.9. Let 0   ε ¤ ε0 and λ ¡ 0 be fixed. Then, for a.e. ξ P Ω,

F pµε,λpξqq ¤ 1
|Bpξ, εq|

»
Bpξ,εq

F pµε,λpηqqdη.

Proof. Let us take a point ξ P Ω for which the conclusion of Proposition 9.8 holds and such that
F pµε,λpξqq   �8: it is the case for a.e. points of Ω. As a competitor, we use SFt rµε,λpξqs for
small t ¡ 0, which means that we let µε,λpξq follow the gradient flow of F , see Theorem 2.11. By
Proposition 9.8,

Cp
εp�2

»
Bpξ,εq

W 2
2 pµε,λpξq,µε,λpηqqdη � λF pµε,λpξqq

¤ Cp
εp�2

»
Bpξ,εq

W 2
2 pSFt rµε,λpξqs,µε,λpηqqdη � λF pSFt rµε,λpξqsq.
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By the very definition of gradient flows, F pSFt rµε,λpξqsq ¤ F pµε,λpξqq. Thus, rearranging the
terms and dividing by 2t ¡ 0,»

Bpξ,εq

W 2
2 pSFt rµε,λpξqs,µε,λpηqq �W 2

2 pµε,λpξq,µε,λpηqq
2t dη ¥ 0.

For a.e. η P Bpξ, εq, one has that F pµε,λpηqq   �8. Hence, using Theorem 2.11, we see that for
a.e. η P Bpξ, εq, the quantity

W 2
2 pSFt rµε,λpξqs,µε,λpηqq �W 2

2 pµε,λpξq,µε,λpηqq
2t

has a lim sup bounded by F pµε,λpηqq � F pµε,λpξqq and is uniformly bounded in t by F pµε,λpηqq
(by Theorem 2.11 and positivity of F ), the latter being integrable on Bpξ, εq. Hence, by Fatou’s
lemma, we can pass to the limit tÑ 0 and conclude that»

Bpξ,εq
rF pµε,λpηqq � F pµε,λpξqqsdη ¥ 0.

The result follows by just rearranging the terms.

Let us conclude this subsection by proving a maximum principle, but for mappings which are
ε-subharmonic. Recall that M is the supremum of F � µ on ΩezΩ̊ for any µ P L2

epΩe,PpDqq.
Proposition 9.10. Let 0   ε ¤ ε0 and λ ¡ 0 be fixed. Then, for a.e. ξ P Ωe, one has
F pµε,λpξqq ¤M .

Proof. Let δ ¡ 0 be fixed and consider fδ : Ωe Ñ R defined by fδpξq � F pµε,λpξqq � δ|ξ � ξ0|2,
where ξ0 is any point of Ω. By strict convexity of the square function and thanks to Proposition
9.9, for a.e. ξ P Ω, »

Bpξ,εq
rfδpηq � fδpξqsdη ¡ 0.

In particular, the essential supremum of fδ cannot be reached on Ω̊, it must be reached on ΩezΩ̊.
On ΩezΩ̊ we control the values of F � µε,λ by M , in consequence ess supΩefδ ¤M � Cδ, where
C depends on the diameter of Ω. Sending δ to 0 (along a sequence), we get the result.

9.3 Limit to the Dirichlet problem
In all this section, we still assume that F is regular.

The goal is now to pass to the limit and to show that µε,λ converges to µ a solution of the
Dirichlet problem such that F � µ is subharmonic. Recall that Dirε Γ-converges to Dir when
εÑ 0, see Theorem 8.26. To get subharmonicity, we will need strong convergence, it implies to
take first the limit εÑ 0 and then λÑ 0. But on the other hand, we need a uniform bound on
the minimal values of the approximate problems to pass to the limit. To get them implies that we
need to produce at least one mapping µ in H1

e pΩe,PpDqq such that
³
ΩepF �µq   �8. To do this,

we cannot rely on the Lipschitz extension: there is no way to guarantee that
³
ΩpF � µq   �8

with the construction used in the proof of Theorem 8.33. To get this uniform bound, we will
take first the limit λÑ 0 and then εÑ 0 (relying only on weak convergence). It will produce
a solution µ̃ P H1

e pΩe,PpDqq of the Dirichlet problem with
³
ΩepF � µ̃q   �8 but we cannot

guarantee subharmonicity of F � µ̃. However it brings uniform bounds and enables us to take the
limit εÑ 0, λÑ 0 and get a solution µ̄ of the Dirichlet problem for which F � µ̄ is subharmonic.
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We take two sequences pεnqnPN, pλmqmPN that both converge to 0 while being strictly positive.
More precisely we take εn :� ε02�n for any n P N, thus we always have εn ¤ ε0 and Dirεn
converges in an increasing way and Γ-converges to Dir. We will not relabel the sequences when
extracting subsequences. Moreover, to avoid heavy notations, we will drop the indexes n and m;
and limnÑ�8, limmÑ�8 will be denoted respectively by limεÑ0 and limλÑ0.

Proposition 9.11. Up to extraction, there exists µ̃ P H1
e pΩe,PpDqq such that

µ̃ :� lim
εÑ0

�
lim
λÑ0

µε,λ



,

where the limits are taken weakly in L2
epΩe,PpDqq. Moreover, µ̃ is a minimizer of Dir in the

space H1
e pΩe,PpDqq and »

Ωe
F pµ̃pξqqdξ   �8. (9.7)

Proof. The existence of µ̃ P L2
epΩe,PpDqq is trivial: recall that L2

epΩe,PpDqq is compact for the
weak convergence. Moreover, using Proposition 9.10, we have that for ε ¤ ε0 and λ ¡ 0,»

Ωe
F pµε,λpξqqdξ ¤M |Ωe|.

By the regularity assumption on F , we can pass this inequality to the weak limit and get (9.7).
The minimizing property of µ̃ is more involved. Assume by contradiction that there exists

ν P H1
e pΩ,PpDqq such that Dirpνq   Dirpµ̃q. By the Γ-convergence of Dirε to Dir and the

positivity of F , one has

Dirpνq   Dirpµ̃q ¤ lim inf
εÑ0

�
lim inf
λÑ0

�
Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ




.

In particular, we can choose ε ¡ 0 small enough such that (by monotonicity of Dirε)

Dirεpνq ¤ Dirpνq   lim inf
λÑ0

�
Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ



.

We regularize ν in the following way: for t ¡ 0, we denote by νt :� p1Ω̊ΦD
t qν the element of

L2
epΩe,PpDqq for which the heat flow on D has been followed only in Ω̊: in other words, for any

t ¡ 0,

νtpξq :�
#
pΦD

t qrνpξqs if ξ P Ω̊,
νpξq � µepξq if ξ P ΩezΩ̊.

Clearly, νt P L2
epΩe,PpDqq. Moreover, as W2pνtpξq,νpξqq ¤ ωptq with ωptq Ñ 0 as t Ñ 0 (see

Proposition 2.14), we see that νt converges strongly in L2
epΩe,PpDqq to ν. In particular, thanks

to the continuity of Dirε, there exists t small enough such that

Dirεpνtq   lim inf
λÑ0

�
Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ



.

Because of the standard L8 � L1 estimate for the heat flow (see (ii) of Proposition 2.13), one
has that tνtpξq : ξ P Ω̊u is included in a bounded set of L8pDq X PpDq. In particular, F � νt is
bounded on Ω̊. As it is also bounded on ΩezΩ̊ by M , we see that

³
Ωe F � νt   �8. Hence, for

some λ small enough,

Dirεpνtq � λ

»
Ωe
F pνtpξqqdξ   Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ,

which is a contradiction with the optimality of µε,λ.
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Proposition 9.12. Up to extraction, there exists µ̄ P H1
e pΩe,PpDqq such that

µ̄ :� lim
λÑ0

�
lim
εÑ0

µε,λ

	
,

where the limits are taken strongly in L2
epΩe,PpDqq. Moreover, µ̄ is a minimizer of Dir in the

space H1
e pΩe,PpDqq and for any other minimizer ν of Dir in H1

e pΩe,PpDqq,»
Ωe
F pµ̄pξqqdξ ¤ lim inf

λÑ0

�
lim inf
εÑ0

�»
Ωe
F pµε,λpξqqdξ




¤

»
Ωe
F pνpξqqdξ. (9.8)

Proof. Using µ̃ as a competitor in the approximate problem, given the monotonicity of Dirε, one
has that

Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ ¤ Dirpµ̃q � λ

»
Ωe
F pµ̃pξqqdξ ¤ C,

where the constant C is uniform in ε ¡ 0 and 0   λ ¤ 1. In particular, using the Rellich-like
theorem (Proposition 9.5), we see that, up to extraction, µε,λ converges strongly in L2

epΩe,PpDqq
to some µ̄λ when εÑ 0. Moreover, by Γ-convergence of Dirε and the regularity of F ,

Dirpµ̄λq � λ

»
Ωe
F pµ̄λpξqqdξ ¤ lim inf

εÑ0

�
Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ



¤ C. (9.9)

Hence, we have a uniform bound on Dirpµ̄λq, and we can apply Rellich theorem (Proposition
9.4) to see that µ̄λ converges strongly in L2pΩe,PpDqq to some µ̄ P H1

e pΩe,PpDqq when λÑ 0.
Moreover, using the lower semi-continuity of Dir and positivity of F ,

Dirpµ̄q ¤ lim inf
λÑ0

�
Dirpµ̄λq � λ

»
Ωe
F pµ̄λpξqqdξ



. (9.10)

Let us assume by contradiction that µ̄ is not a minimizer of Dir. Thanks to Proposition 9.11,
it boils down to assume that Dirpµ̃q   Dirpµ̄q. In particular, as F � µ̃ is integrable on Ωe and
with the help of (9.10), it means that there exists λ small enough such that

Dirpµ̃q � λ

»
Ωe
F pµ̃pξqqdξ   Dirpµ̄λq � λ

»
Ωe
F pµ̄λpξqqdξ.

Using the fact that Dirεpµ̃q Ñ Dirpµ̃q to handle the l.h.s. and (9.9) to deal with the r.h.s., we
see that for ε ¡ 0 small enough,

Dirεpµ̃q � λ

»
Ωe
F pµ̃pξqqdξ   Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ,

which is a contradiction with the optimality of µε,λ. Hence, µ̄ is a minimizer of Dir over
H1
e pΩe,PpDqq.
Remark that in (9.8) the first inequality is a consequence of the fact that F is regular. Assume

by contradiction that there exists ν P H1
e pΩe,PpDqq a minimizer of Dir such that the second

inequality of (9.8) does not hold. In particular as Dirpµ̄q � Dirpνq, and by Γ-convergence of
Dirε and lower semi-continuity of Dir,

Dirpνq � Dirpµ̄q ¤ lim inf
λÑ0

�
lim inf
εÑ0

pDirεpµε,λqq
	
,

thus one can write that for some λ small enough,

Dirpνq � λ

»
Ωe
F pνpξqqdξ   lim inf

εÑ0

�
Dirεpµε,λq � λ

»
Ωe
F pµε,λpξqqdξ



:

it leads to the same contradiction as before by taking ε ¡ 0 small enough.
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Now, the key result to get subharmonicity of F � µ̄ is that we can pass at the pointwise limit
the quantity F � µε,λ.

Proposition 9.13. For a.e. ξ P Ω, there holds

F pµ̄pξqq � lim
λÑ0

�
lim
εÑ0

pF pµε,λpξqqq
	
.

Proof. As the convergence of µε,λ to µ̄ holds strongly in L2
epΩ,PpDqq, we can, up to extraction,

assume that it holds a.e. In other words, for a.e. ξ P Ω,

µ̄pξq � lim
λÑ0

�
lim
εÑ0

pµε,λpξqq
	

in PpDq. By lower semi-continuity of F on PpDq, the inequality

F pµ̄pξqq ¤ lim inf
λÑ0

�
lim inf
εÑ0

pF pµε,λpξqqq
	

holds for a.e. ξ P Ω. On the other hand, use (9.8) with ν � µ̄: up to extraction one has»
Ωe
F pµ̄pξqqdξ � lim

λÑ0

�
lim
εÑ0

�»
Ωe
F pµε,λpξqqdξ




.

By combining the two equations above (recall that all the functions F � µε,λ and F � µ̄ are
positive and bounded above by M thanks to Proposition 9.10), we reach the desired conclusion
(this is just an adaptation of the proof of Scheffé’s lemma).

Proposition 9.14. The function F � µ̄ is subharmonic on Ω̊. Moreover,

ess sup
Ω

pF � µ̄q ¤M.

Proof. The fact that the essential supremum of F � µ̄ is bounded by M is a simple combination
of Propositions 9.10 and 9.13. For the subharmonicity, take ψ P C8

c pΩ̊q a smooth and positive
function compactly supported in Ω̊. For 0   ε ¤ ε0 small enough, one has, thanks to Proposition
9.9, »

Ωe
ψpξq

�
1

εd�2

»
Bpξ,εq

rF pµε,λpηqq � F pµε,λpξqqsdη
�

dξ ¥ 0.

Performing a discrete integration by parts (which is possible if ε is smaller than the distance
between BΩ and the support of ψ), one sees that

»
Ωe
F pµε,λpξqq

�
1

εd�2

»
Bpξ,εq

rψpηq � ψpξqsdη
�

dξ ¥ 0.

Now send εÑ 0 and then λÑ 0. By smoothness of ψ, the quantity ε�pd�2q ³
Bpξ,εqrψpηq�ψpξqsdη

converges to ∆ψpξq (up to a multiplicative constant). On the other hand, F pµε,λpξqq converges
pointwisely to F pµ̄q (see Proposition 9.13) while being bounded by M . By Lebesgue dominated
convergence theorem, »

Ωe
F pµpξqq∆ψpξqdξ ¥ 0,

which exactly means that F � µ is subharmonic in the sense of distributions as ψ is an arbitrary
smooth and positive function.
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Now we can conclude:

Proof of Theorem 9.3 if F is regular. We take µ the restriction of µ̄ to Ω. Thanks to Proposition
9.6, the fact that µ̄ is a minimizer of Dir among H1

e pΩe,PpDqq is translated into the fact that µ
is a solution of the Dirichlet problem with boundary values µl. The subharmonicity and the
upper bound of F � µ̄ are preserved by restriction. To get the minimality of

³
ΩpF � µ̄q among all

other solutions, we just use (9.8).

9.4 Simplifications in the continuous case

In this section, we assume that F is continuous. In particular, as PpDq is compact, it implies
that F is bounded. The proof is simpler because we do not need to add the term λ

³
F �µ in the

approximate problem. Indeed, strong convergence in L2pΩ,PpDqq of a sequence µn to µ implies,
up to extraction, the convergence a.e. of pF � µnq to pF � µq.

We define Ωe,µe and the functional spaces L2
epΩe,PpDqq, H1

e pΩe,PpDqq as in the beginning
of Section 9.2.

Proof of Theorem 9.3 if F is continuous. For any ε ¡ 0, we take µε P L2
epΩe,PpDqq a minimizer

of Dirε over L2
epΩe,PpDqq.

We can still apply Proposition 9.8 and conclude that for a.e. ξ P Ω, µεpξq is a barycenter of
the µεpηq for η P Bpξ, εq. The proof of Jensen’s inequality (Proposition 9.9) works in the same
way as F is bounded on PpDq. Hence, the maximum principle given by Proposition 9.10 is still
true as it is only implied by Proposition 9.9.

To pass to the limit ε Ñ 0, we use the fact that (along an appropriate sequence) Dirε
Γ-converges to Dir. Hence, up to extraction, µε converges to µ̄ which is a minimizer of Dir over
L2
epΩe,PpDqq. Thanks to Proposition 9.5, the convergence takes place strongly in L2

epΩe,PpDqq
and a.e. By continuity of F , we deduce that the conclusion of Proposition 9.13 still holds: F �µε

converges a.e. to F � µ̄ as εÑ 0. Thus the proof of Proposition 9.14 works exactly in the same
way and it is enough to take for µ the restriction of µ̄ to Ω.
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Chapter 10

Special cases

In this chapter, we give examples of situations where more can be said about harmonic mappings.
The first ones are rather simple: if the boundary conditions are valued in the set of Dirac
masses, then so does the solution of the Dirichlet problem; and when D is a segment of R the
space PpDq is isometric to a convex subset of a Hilbert space, hence the study is considerably
simpler and all the machinery developed above is too heavy. The third one is trickier: we
restrict ourselves to a family of elliptically contoured distributions, which is a geodesically
convex subset of finite dimension. Thus we end up with mappings valued in a finite-dimensional
Riemannian manifold, on which we can show existence, uniqueness, regularity and write explicit
Euler-Lagrange equation.

10.1 Dirac masses

In this section, we say briefly what happens when the boundary data µl : BΩ Ñ PpDq is valued
in the set of Dirac masses. We underline that all results in this section were proved by other
people. We define

PdcpDq :� tδx : x P Du � PpDq
the set of Dirac masses. The proof of the following result can be found in [Bre03, Theorem 3.1]

Proposition 10.1. Let µl : BΩ Ñ PdcpDq a Lipschitz mapping valued in the set of Dirac masses.
Then there exists a unique solution to the Dirichlet problem with boundary conditions µl and it
is valued in PdcpDq.
Actually, if µlpξq � δflpξq for ξ P BΩ then the solution of the Dirichlet problem is µpξq � δfpξq
where f : Ω Ñ D is the (classical) harmonic extension of fl. The proof by Brenier relied on the
exhibition of a solution to the dual problem in this particular case. Actually, there are at least
two other arguments to reach the conclusion that at least one solution of the Dirichlet problem
is valued in PdcpDq.
• Denoting by F : µ ÞÑ ´

D�D |x� y|2µpdxqµpdyq the variance functional, and recalling that
F is convex along generalized geodesic, we can apply Theorem 9.3 to say that (for at least
one solution of the Dirichlet problem), the minimum of the variance is reached on BΩ,
where it is 0. But PdcpDq coincides with F�1pt0uq, hence the result.

• The mapping µ ÞÑ δmpµq with mpµq :� ³
D xµpdxq is a contraction in the Wasserstein space,

see (2.3). Moreover, it leaves PdcpDq invariant. Take a solution of the Dirichlet problem,
a priori valued in PpDq and compose it with this mapping: thanks to Lemma 10.7 (see
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below), the boundary conditions are not changed and the Dirichlet energy decreases, hence
we get a solution valued in PdcpDq.

Now, let us do a short digression about curved geometries. As we already mention, we see no
obstruction to extend our definition to the case where D is replaced by pN , gq a Riemannian
manifold. The striking point is that, if N is negatively curved, then these two arguments should
still work. Indeed, if N has negative curvature and is simply connected, the variance functional
is convex along geodesics, see [KP15]. However, to really make the argument working, we would
need convexity along generalized geodesics as well as the validity of the Evolution Variational
Inequality on Riemannian manifolds. On the other hand, still if N has negative curvature,
the barycenter of a measure is uniquely defined and the mapping sending a measure on its
barycenter is a contraction for the Wasserstein distance (see [Stu03, Theorem 6.3] for a proof
for the 1-Wasserstein distance which can be easily adapted to W2). Actually, in the case where
pN , gq is a simply connected manifold with negative curvature, a result similar to Proposition
10.1 has been proved in [Lu17, Theorem 3.3]. The proof by Lu relies on the second argument, i.e.
the existence of a retraction onto PdcpN q.

On the other hand, as understood by Lu, if N has positive curvature the result is no longer
true. Indeed, he provided an example [Lu17, Example 3.6] of a domain Ω and some boundary
conditions valued in PdcpN q (where N is the unit circle) such that any solution of the Dirichlet
problem is not valued in PdcpN q.

10.2 One dimensional target

In this section, we assume that D � I � r0, 1s is the unit interval. We underline that [Lu17,
Theorem 2.2] provides a result similar to what follows in this section, we do not claim novelty here
either. The important point is that the space PpIq has a very simple structure: the right object
to characterize an element µ P PpDq is its inverse distribution function F r�1s

µ : r0, 1s Ñ r0, 1s
defined by

F r�1s
µ ptq :� inftx P r0, 1s : µpr0, xsq ¥ tu.

It is well known that F r�1s
µ is increasing, right continuous, and that there is a bijection between

the set of increasing and right continuous mappings r0, 1s Ñ r0, 1s and PpIq. Moreover, for any
µ, ν P PpIq, one has (see for instance [San15, Proposition 2.17])

W 2
2 pµ, νq �

» 1

0

���F r�1s
µ ptq � F r�1s

ν ptq
���2 dt. (10.1)

Introduce the Hilbert space H :� L2pr0, 1sq with its usual norm (denoted by | � |H) and the
subspace Hi of increasing functions: if f P H, then we say that f P Hi if fptq P r0, 1s for a.e.
t P r0, 1s and if for any 0 ¤ t1   t2 ¤ t3   t4 ¤ 1, one has

1
t2 � t1

» t2
t1

fptqdt ¤ 1
t4 � t3

» t4
t3

fptqdt

Notice that Hi is clearly a convex and closed subset of H. Any f P Hi has a unique increasing
and right continuous representative. Indeed, take the representative given by the Lebesgue
differentiation theorem: except on a subset N which is negligible, it is increasing. Then, on N
and on any point of discontinuity, choose the right limit. Uniqueness is easy as any increasing
and right continuous representative is continuous except at a countable number of points. This
discussion can be summarized in the following proposition.
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Proposition 10.2. If we define Ψpµq :� F
r�1s
µ , then Ψ is a one-to-one isometry between PpIq

and Hi.

Now we need to make the bridge between the Dirichlet energy in the space H1pΩ,PpIqq and
the one in H1pΩ,Hq. In fact, it was already proved by Korevaar and Schoen [KS93] that their
definition of Dirichlet energy coincides with the usual one if the target space is R. By Pythagore’s
theorem, the equivalence still holds if the target space is a separable Hilbert space, as one can
work on the coordinates in an orthogonal basis. As our definition of Dirichlet energy coincides
with the one of Korevaar and Schoen, see Theorem 8.26, we can conclude that

Dirpµq :�
»

Ω
|∇pΨ � µqpξq|2Hdξ. (10.2)

for any µ P H1pΩ,PpIqq. Thus, we can say the following:

Theorem 10.3. Let µl : BΩ Ñ PpIq a given Lipschitz mapping. Then there exists a unique
µ P H1pΩ,PpIqq solution of the Dirichlet problem with boundary values µl. Moreover, Ψ � µ is
the solution of the minimization problem

min
f

"»
Ω
|∇fpξq|2Hdξ : f P H1pΩ,Hq and f |BΩ � Ψ � µl

*
. (10.3)

Proof. Everything relies on (10.2). With the help of Proposition 9.6, one can be convinced that
imposing BTµ � BTµb is the same as saying that the the trace of pΨ � µq is pΨ � µlq. Then,
one takes f to be the unique harmonic extension of pΨ � µlq in H1pΩ,Hq: it is the minimizer of
(10.3). By the maximum principle, as pΨ � µlq P Hi on BΩ, it is clear that f P H1pΩ,Hiq. Thus,
we can simply set µ :� Ψ�1 � f .

10.3 Family of elliptically contoured distributions
We study the case where the boundary values belong to a family of elliptically contoured
distributions: they are parametrized by their covariance matrix. It can be seen as a generalization
of the case where the measures are Gaussian. In this section, we would like to show that at least
one solution of the Dirichlet problem is valued in the family of elliptically contoured distributions
if it is the case for the boundary values, and to give a full solution (existence, uniqueness,
regularity and Euler-Lagrange equation) under the additional assumption that the covariance
matrices of the boundary values are non singular.

We will deal with centered measures (i.e. measures with zero mean) because the contribution
of the mean to the Dirichlet energy can be handled independently. More precisely if µ P PpDq
we denote by mpµq :� ³

D xµpdxq P D its mean and µ0 the centered measured defined as the push
forward of µ by px ÞÑ x�mpµqq. As recalled in Section 2.1, if µ, ν P PpDq then

W 2
2 pµ, νq �W 2

2 pµ0, ν0q � |mpµq �mpνq|2.
If µ P L2pΩ,PpDqq, we use the formula above on Dirεpµq:

Dirεpµq � Dirεpµ0q � Cp

¼
Ω�Ω

|mpµpξqq �mpµpηqq|2
2εp�2 1|ξ�η|¤εdξdη.

Then, sending ε to 0 and using [Jos08, Theorem 8.3.1] to handle the part involving the Dirichlet
energy of the means, one sees that

Dirpµq � Dirpµ0q � 1
2

»
Ω
|∇rmpµqspξq|2dξ.
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The term involving mpµq is easy to minimize (because mpµq is a vector-valued function, it boils
down to take the harmonic extension) and it can be done independently from the term involving
Dirpµ0q. In other words, it is not restrictive to work only with centered measures.

Let us go define what is a family of elliptically contoured distributions. As we have assumed
that D is compact, we cannot work with non compactly supported measures, in particular with
Gaussian measures. For the rest of the section, we fix ρ P L1pRqq a positive function compactly
supported such that ρLD is a probability measure with zero mean and the identity matrix as a
covariance matrix. Recall that the covariance matrix covpµq of a centered measure µ P PpRqq
with finite second moments is defined as: for any i, j P t1, 2, . . . , qu,

covpµqij :�
»
Rq
xixjµpdxq;

and that the covariance matrix of an non-centered measure µ is defined as the covariance matrix
of its centered part. For technical reasons, we also assume that ρ is radial and that the Boltzmann
entropy of ρLD (see (10.8) below) is finite. Let us denote by SqpRq the set of symmetric q � q
matrices and S�q pRq � SqpRq the set of symmetric and semi-definite positive q� q matrices. The
space SqpRq is equiped with its canonical scalar product x�, �y defined by xA,By � TrpABq. The
unique symmetric square root of a matrix A P S�q pRq is denoted by A1{2. Instead of parametrizing
measures by their covariance matrix we will do it by the square root of their covariance matrix,
i.e. by their standard deviation: it is more natural for homogeneity reasons and the formulas are
slightly simpler.

Definition 10.4. For any A P S�q pRq we denote by ρA P PpRqq the push-forward of ρLD by the
map x P Rq ÞÑ Ax P Rq.

The set of all ρA for A P S�q pRq is denoted by PecpRqq and is called a family of elliptically
contoured distributions (with reference measure ρLD).

Thanks to the normalization of ρ, the measure ρA has zero mean and covariance matrix A2.
Notice that if A is invertible then

ρApdxq :� 1
detpAqρ

�
A�1x

�
dx.

We would recover the Gaussian case by taking ρpxq � p2πq�q{2 expp�|x|2{2q, but this function is
not compactly supported.

The crucial tool to establish that an harmonic extension of a mapping valued in a family of
elliptically contoured distributions stays in the same family is the existence of a retraction on the
set PecpRqq. Let us call P2pRqq the set of probability measures on Rq with finite second moment.

Definition 10.5. Let R : P2pRqq Ñ PecpRqq the application defined by Rpµq :� ρA, where
A :� covpµq1{2 is the symmetric square root of the covariance matrix of µ.

Proposition 10.6. The application R : P2pRqq Ñ PecpDq leaves PecpRqq unchanged and is a
contraction (i.e. is 1-Lipschitz) provided that P2pRqq and PecpRqq are endowed with the quadratic
Wasserstein distance W2.

Proof. The first part is obvious by the way we normalize ρ. The second part is a reformulation
of Theorem 2.1 and Theorem 2.4 of [Gel90]. Nevertheless, for the convenience of the reader we
provide a simpler argument.
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Let µ, ν P P2pRqq, without loss of generality we can assume that they are centered. Let pϕ,ψq
be a pair of Kantorovich potential between Rpµq and Rpνq. It is well known that ϕ and ψ are
quadratic functions (see for instance [PC17, Remark 2.29]), hence

W 2
2 pµ, νq

2 ¥
»
Rq
ϕdµ�

»
Rq
ψdν �

»
Rq
ϕdRpµq �

»
Rq
ψdRpνq � W 2

2 pRpµq, Rpνqq
2 .

Indeed, the first inequality is Kantorovich’s duality and the first equality comes from the fact
that the integral of a quadratic function against a centered probability measure depends only on
the covariance matrix of the probability measure.

Let us prove state and prove here an easy technical lemma which will be crucial in the sequel.

Lemma 10.7. Let µl : BΩ Ñ PpDq a Lipschitz function and µ P H1pΩ,PpDqq such that
µ|BΩ � µl. Let T : PpDq Ñ PpDq a 1-Lipschitz mapping. Then T � µ P H1pΩ,PpDqq with
pT � µq|BΩ � pT � µlq and

DirpT � µq ¤ Dirpµq.

Proof. As T is a contraction and from the definition of Dirε it is obvious that

DirεpT � µq ¤ Dirεpµq

holds for any ε ¡ 0. Then it is sufficient to send ε to 0. To get the assertion involving the
boundary conditions, one can use for instance Proposition 9.6.

As we work in the compactly supported case, we add some assumption that D is large enough
in order for the boundary of D to be invisible. More precisely, the following lemma will help us
to handle the finiteness of D.

Lemma 10.8. Let D̃ � D be a convex compact subset of D. Let µl : BΩ Ñ PpD̃q be a Lipschitz
mapping. If µ P H1pΩ,PpD̃qq is a solution of the Dirichlet problem with boundary values µl,
then, seen as an element of H1pΩ,PpDqq (extending µ by 0 on DzD̃), µ is also a solution of the
Dirichlet problem with boundary values µl (with µl seen as a mapping valued in PpDq).

Proof. It relies on a simple observation. Let PD̃ : D Ñ D̃ be the Euclidean projection on D̃.
One has that ν ÞÑ PD̃#ν is a 1-Lipschitz function from pPpDq,W2q to pPpD̃q,W2q which leaves
the boundary values µl unchanged. Thus we can apply Lemma 10.7 to see that PD̃ maps any
competitor from H1pΩ,PpDqq into a competitor in H1pΩ,PpD̃qq.

We will say that D̃ � D is compatible with ρ if it is a compact convex subset of D and for
any µ P PpD̃q, one has Rpµq P PpDq. It holds if D is large enough compared to D̃ and the
diameter of the support of ρ. In the sequel, we will use the notations PecpD̃q :� PpD̃q XPecpRqq
and PecpDq :� PpDq X PecpRqq. The first main result of this section is the following.

Theorem 10.9. Take D̃ � D compatible with ρ. Let µl : BΩ Ñ PecpD̃q a Lipschitz mapping
valued in the family of elliptically contoured distributions. Then there exists µ P H1pΩ,PpDqq a
solution of the Dirichlet problem with boundary values µl such that µpξq P PecpDq for a.e. ξ P Ω.

The assumption that D̃ is compatible with D can be translated in the fact that the supports of
the µlpξq for ξ P BΩ are small compared to D.
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Proof. Let µ̃ be a solution of the Dirichlet problem with boundary values µl, it exists thanks
to Theorem 8.33 and Theorem 8.32. According to Lemma 10.8, we can choose µ̃ such that
µ̃ P PpD̃q a.e. As R is a contraction which leaves the boundary values unchanged, it is clear
thanks to Lemma 10.7 that µ :� R � µ̃ is a solution of the Dirichlet problem with boundary
values µl. By construction, µ is valued in PecpRqq and also in PpDq as D̃ is compatible with
ρ.

We believe that, conducting a careful analysis, one can prove that all solutions of the Dirichlet
problem with boundary values µl are valued in PecpDq.

Now, we want to go further and give a more explicit description of the solution valued in the
family of elliptically contoured distributions. To this extent, we rely on the fact that the manifold
S�q pRq, when endowed with the distance induced by W2 through the application A ÞÑ ρA, has
a structure of Riemannian manifold, at least when restricted to the set of non singular matrix.
The computation of Wasserstein distance between gaussians distributions has been discovered
independently many times (see for instance [DL82, Gel90]), while the resulting geometry was
first investigated by Takatsu [Tak11] and has recently regained some interest [MMP18, BJL18].
The restriction of the Wasserstein distance to the set of gaussian measures is sometimes called
the Bures metric.

More precisely, if A and B are in S�q pRq it is known (see for instance [Gel90]) that (up to a
global multiplicative constant that depends only on ρ)

W 2
2 pρA, ρBq � Tr

�
A2 �B2 � 2pAB2Aq1{2

	
.

Notice that if A and B commute then W 2
2 pρA, ρBq � TrppA � Bq2q is the squared Euclidean

distance between A and B, which justifies that the right choice is to parametrize elements of the
family of elliptically contoured distributions by the square root of their covariance matrix. If
A P S�q pRq, we can define the linear map LA : SqpRq Ñ SqpRq by LA :� Ab Id� IdbA. More
explicitly for any B P SqpRq

LApBq � AB �BA.

The map LA is symmetric, and is moreover positive definite as soon as A is positive definite (in
this case in particular it is invertible). If A is diagonal, then LA is also diagonal in the canonical
basis for matrices. In particular, if A and B commute, then LA and LB also commute. Denote
by S��q pRq the set of q � q symmetric definite positive matrices. If A P S��q pRq and B P SqpRq,
a lengthy but straightforward computation leads to

lim
tÑ0

W 2
2 pρA, ρA�tBq

t2
� xB, gApBqy (10.4)

where gA : SqpRq Ñ SqpRq is a linear map defined as

gA :� 1
2pLAq

2pLA2q�1.

More explicitly, if A is a diagonal matrix with eigenvalues λ1, λ2, . . . , λq and B � pBijq1¤i,j¤q
then

xB, gApBqy � 1
2

¸
1¤i,j¤q

pλi � λjq2
λ2
i � λ2

j

B2
ij . (10.5)

Notice that gA always defines a scalar product on the space SqpRq. As a consequence, we can
define the Riemannian manifold pS��q pRq, gq: at each point A P S��q pRq the tangent space, which
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is isomorphic to SqpRq, is endowed with the scalar product gA. If we do that, as we already know
that PecpRqq is a geodesic space and thanks to (10.4), we see that the Riemannian distance dg
induced by g satisfies dgpA,Bq �W2pρA, ρBq for any A,B P S��q pRq. From this identity we can
derive the following consequence. Take A P H1pΩ, pS��q pRq, gqq a matrix-valued function and
define ρA P L2pΩ,PpDqq by ρApξq � ρApξq for a.e. ξ P Ω. Then ρA P H1pΩ,PpDqq and

DirpρAq �
»

Ω

1
2

p̧

α�1
xBαApξq, gApξqpBαApξqqydξ. (10.6)

To justify this identity, one can use for instance the formulation with Dirε (Theorem 8.26),
replace the Wasserstein distance W2 by the Riemannian distance dg, and use the already known
equivalence between Dir and the limit of Dirε when εÑ 0 for mappings valued in a Riemannian
manifold [Jos08, Theorem 8.3.1].

Notice that the metric tensor gA diverges as A becomes singular. Thus, it is natural to
assume that the boundary values have non singular covariance matrices. With this assumption
we are able to provide a full solution of the Dirichlet problem, which is the second main result of
this section.

Theorem 10.10. Take D̃ � D compatible with ρ. Let µl : BΩ Ñ PecpD̃q a Lipschitz mapping
such that det pcovpµlpξqqq ¡ 0 for all ξ P BΩ and define Alpξq � covpµlpξqq1{2 for all ξ P BΩ.

Then there exists a unique solution µ̄ P H1pΩ,PpDqq of the Dirichlet problem with boundary
values µl and µ̄pξq P PecpDq for a.e. ξ P Ω. Moreover, if Ā P H1pΩ, pS��q pRq, gqq is defined by
Āpξq :� covpµ̄pξqq1{2 for a.e. ξ P Ω, then the following holds:

(i) ess inf
ξPΩ

detpĀpξqq ¡ 0;

(ii) Ā is a minimizer of »
Ω

1
2

p̧

α�1
xBαBpξq, gBpξqpBαBpξqqydξ.

among all B P H1pΩ, pS��q pRq, gqq which have boundary values Al;

(iii) Ā is a weak solution of

p̧

α�1
Bα

�
LĀL

�1
Ā2pBαĀq

	
�

p̧

α�1

�
LĀL

�1
Ā2pBαĀq

	2
� 0. (10.7)

(iv) The mapping Ā is smooth (namely C8) in the interior of Ω, and regularity up to the
boundary holds provided Al and BΩ are smooth enough.

Notice that we are able to prove uniqueness among all mappings valued in the Wasserstein space
and not only those valued in the family of elliptically contoured distributions: it is one of the
only case where we can prove that uniqueness holds for the Dirichlet problem. Remark also that
(10.7) is nothing else than the Euler-Lagrange equation associated to the problem of calculus of
variations (ii). The last point is the application of the standard theory of elliptic regularity for
harmonic mappings valued in Riemannian manifolds, in particular we refer the reader to [SU83]
for the precise assumptions required for the regularity to hold up to the boundary. The only
thing we will need to show is the absence of non constant minimizing tangent maps, which we
will prove thanks to an argument based on the maximum principle.
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The rest of this section is dedicated to the proof of Theorem 10.10 which is obtained by
putting together Propositions 10.11, 10.12,10.15 and 10.17. More precisely, the first step is to
show the existence of one solution µ̄ of the Dirichlet problem taking values in the family of
elliptically contoured distributions for which the covariance matrices stay non singular inside
Ω (Proposition 10.11). Then, using the explicit expression (10.6), it is fairly easy to show that
(ii) and (iii) are satisfied (Proposition 10.12). The hardest part is the question of uniqueness.
As explained in Chapter 7, we will first show that any solution µ of the Dirichlet problem with
boundary values µl must have v̄ as tangent velocity field, where v̄ is the tangent velocity field
of µ̄. Then, as v̄ will happen to be smooth enough (linear, hence Lipschitz w.r.t. variables
in D), we will use the results about uniqueness of the (1-dimensional) continuity equation for
smooth velocity field (Proposition 10.15). For the last point of the theorem, as Ā is a Dirichlet
minimizing mapping valued in a compact subset of the Riemannian manifold pS��q pRq, gq (thanks
to point (i)), we can apply the classical theory: see [SU82, Theorem IV] for the interior regularity
and [SU83] for the boundary regularity. The only point to show is the absence of non constant
minimizing tangent maps, which a consequence of Proposition 10.17 proved below.

Let us begin by showing that for at least one solution of the Dirichlet problem the covariance
matrices stay non singular inside Ω. As a tool to measure regularity of elliptically contoured
distributions, we will use the Boltzmann entropy, see (2.13). More precisely, we define H :
PpDq Ñ R by

Hpµq :�
$&
%
»
D
µpxq lnpµpxqqdx if µ is absolutely continuous w.r.t. LD,

�8 else.
(10.8)

It is known that H is convex along generalized geodesics [AGS08, Theorem 9.4.10] and it is
regular according to Proposition 9.2. Moreover, an explicit computation leads to HpρAq �
� lnpdetAq �HpρLDq (with the convention lnp0q � �8). Also, using the fact that Gaussian
measures are the ones which minimize H for a given covariance matrix, we get that for any
µ P PpDq,

Hpµq ¥ �1
2 ln pdet pcovpµqqq � C, (10.9)

where the constant C is the entropy of a standard normal distribution.

Proposition 10.11. Take D̃ � D compatible with ρ. Let µl : BΩ Ñ PecpD̃q a Lipschitz mapping
such that det pcovpµlpξqqq ¡ 0 for all ξ P BΩ. Then there exists µ̄ P H1pΩ,PpDqq a solution of
the Dirichlet problem with boundary values µl such that µ̄pξq P PecpDq for a.e. ξ P Ω and such
that

ess inf
ξPΩ

rdet pcovpµ̄pξqqqs ¡ 0.

Proof. Notice, thanks to the explicit formula for H on PecpRqq and as µl is continuous, that
supBΩpH �µlq   �8. Take µ P H1pΩ,PpD̃qq the solution of the Dirichlet problem with boundary
values µl given by Theorem 9.3 (with F � H). Set µ̄ :� R � µ. By the same argument as in
Theorem 10.9, µ̄ P H1pΩ,PecpDqq is a solution of the Dirichlet problem with boundary values µl.
Using first the estimate (10.9) and then the maximum principle (9.1),

ess sup
ξPΩ

r� ln pdet pcovpµ̄pξqqqqs � ess sup
ξPΩ

r� ln pdet pcovpµpξqqqqs

¤ �2C � 2 ess sup
ξPΩ

Hpµpξqq

¤ �2C � 2 sup
ξPBΩ

Hpµlpξqq   �8.
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Until the end of the section, µ̄ P H1pΩ,PecpDqq will denote the object defined in Proposition
10.11 and for a.e. ξ P Ω, one defines Āpξq � covpµ̄pξqq1{2. Notice that point (i) of Theorem 10.10
is proved. Now let us derive the equation satisfied by Ā.

Proposition 10.12. The mapping Ā P H1pΩ, pS��q pRq, gqq is a weakly harmonic map, more
precisely a minimizer of

B P H1pΩ, pS��q pRq, gqq ÞÑ
»

Ω

1
2

p̧

α�1
xBαBpξq, gBpξqpBαBpξqqydξ.

among all B which have boundary values Al. In particular, Ā satisfies the Euler-Lagrange
equation (10.7).

Proof. We need to prove that, for any B P H1pΩ, pS��q pRq, gqq with boundary values Al one has
»

Ω

1
2

p̧

α�1
xBαBpξq, gBpξqpBαBpξqqydξ ¥

»
Ω

1
2

p̧

α�1
xBαĀpξq, gĀpξqpBαĀpξqqydξ � DirpρĀq � Dirpµ̄q.

To prove it, if we take any B P H1pΩ, pS��q pRq, gqq we can build µ :� ρB and we have, thanks
to (10.6), the identity

Dirpµq �
»

Ω

1
2

p̧

α�1
xBαBpξq, gBpξqpBαBpξqqydξ.

A priori, µ is valued in PpRqq. If we denote by PD : Rq Ñ D the Euclidean projection on D,
then

Dirpµ̄q ¤ DirpPD#µq ¤ Dirpµq,
where the first inequality comes from the optimality of µ̄ (notice that PD#� leaves the boundary
values unchanged) and the second one from the fact that PD#� is a contraction (Lemma 10.7).

To get the Euler-Lagrange equation it is actually easier if we take the covariance matrix and
not its square root as the variable. In other words we define C̄ :� Ā2. As Ā is never singular,
this change of variables is smooth. We have BαC̄ � LĀpBαĀq and in particular

xBαĀ, gĀpBαĀqy � xBαC̄, L�1
C̄ pBαC̄qy.

If we take D : Ω Ñ SqpRq smooth and compactly supported on Ω and that we consider
B :� C̄� tD as a competitor for small t, we reach the conclusion that

p̧

α�1
xBαD, L�1

C̄ pBαC̄qy � 1
2

p̧

α�1

d
dt

����
t�0

xBαC̄, L�1
C̄�tDpBαC̄qy � 0.

A simple computation leads to

L�1
C̄�tDpBαC̄q � L�1

C̄ pBαC̄q � tL�1
C̄

�
DpL�1

C̄ pBαC̄qq � pL�1
C̄ pBαC̄qqD

�
� opt2q.

Using the properties of the Trace and the symmetry of L�1
C̄ , we conclude that the Euler-Lagrange

equation reads
p̧

α�1
xBαD, L�1

C̄ pBαC̄qy �
p̧

α�1
xD, pL�1

C̄ pBαC̄qq2y � 0.

Coming back to C̄ � Ā2 and BαC̄ � LĀpBαĀq, as D is arbitrary we see that we get the weak
formulation of (10.7).
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As far as the regularity issues are concerned, notice that Ā is uniformly bounded from
below as a symmetric matrix (this is (i) of Theorem 10.10) and also bounded from above as a
symmetric matrix (as ρĀ P PpDq and D is compact), hence the operators LĀpξq : SqpRq Ñ SqpRq
are bounded with a bounded inverse uniformly in ξ P Ω. In other words, the metric tensor
gĀpξq is equivalent to the canonical scalar product uniformly in ξ P Ω. In particular, the
regularity µ̄ P H1pΩ,PpDqq translates in Ā P H1pΩ, SqpRqq where SqpRq is endowed with its
usual Euclidean norm | � |.

We need to prove uniqueness. The first step is to identify the tangent velocity field to µ̄ and
a (at least formal) solution of the dual problem.

Proposition 10.13. For any α P t1, 2, . . . , pu we define B̄α :� LĀL
�1
Ā2pBαĀq P L2pΩ, SqpRqq

and we set
v̄αpξ, xq :� B̄αpξqx P Rq.

for ξ P Ω and x P D. Then v̄ P L2
µ̄pΩ�D,Rpqq is the tangent velocity field to µ̄.

Proof. Take ψ P C1
c pΩ�D,Rpq a test function. If we define ψ̃ P H1pΩ,Rpq by

ψ̃pξq :�
»
D
ψpξ, xqµ̄pξ,dxq �

»
D
ψpξ, Āpξqxqρpxqdx,

then we see that ψ̃ is compactly supported in Ω, in particular the integral of ∇ � ψ̃ over Ω vanishes.
It reads¼

Ω�D

p∇Ω � ψqpξ, Āpξqxqρpxqdx�
¼

Ω�D

p̧

α�1
pBαĀpξqxq � p∇Dψαqpξ, Āpξqxqρpxqdx � 0.

By doing for a fixed ξ P Ω the change of variables y � Āpξqx, one can see that pµ̄,wµ̄q satisfies
the continuity equation where w : Ω�D Ñ Rp is given by

wαpξ, yq :� rBαĀĀ�1spξq y.

Notice that wpξ, �q is not a gradient because BαĀpξq and Āpξq�1 do not necessarily commute.
On the contrary, as the matrices B̄αpξq for α P t1, 2, . . . , pu are symmetric, v̄pξ, �q is a gradient.

Fix ξ P Ω and α P t1, 2, . . . , pu. We claim that the velocity field v̄αpξ, �q is the orthogonal
projection in L2

µ̄pξqpD,Rqq of wαpξ, �q on the space of gradients (actually, this is exactly how v̄α

was chosen). Not to overburden the notations, we drop momentarily the dependence on ξ, i.e.
Ā :� Āpξq, B̄α :� B̄αpξq and BαĀ :� BαĀpξq are considered as given matrices. Take f P C1pDq
a test function defined on D and compute:»

D
∇fpxq � pwαpξ, xq � v̄αpξ, xqqµ̄pξ,dxq �

»
D
p∇fqpĀxq � �pBαĀĀ�1 � B̄αqĀx� ρpxqdx

�
»
D
p∇f̃qpxq � �Ā�1pBαĀĀ�1 � B̄αqĀx� ρpxqdx,

where f̃pxq :� fpĀxq. On the other hand, as the reader can check, B̄α is the projection on the
set of symmetric matrices of BαĀĀ�1 where the scalar product between two matrices C and
D is given by TrpĀCJDĀq. In particular, the matrix pBαĀĀ�1 � B̄αqĀ2 is skew-symmetric,
thus the matrix Ā�1pBαĀĀ�1 � B̄αqĀ is also skew-symmetric. As ρ is radial, it implies that
the function

x P D ÞÑ �
Ā�1pBαĀĀ�1 � B̄αqĀx� ρpxq
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is divergence-free. It allows us to conclude that»
D
∇fpxq � pwαpξ, xq � v̄αpξ, xqqµ̄pξ,dxq �

»
D
f̃pxq∇ � ��Ā�1pBαĀĀ�1 � B̄αqĀx� ρpxq� dx � 0,

hence the claim is proved as f is arbitrary.
The claim implies that pµ̄, v̄µ̄q also satisfies the continuity equation: for any ψ P C1

c pΩ �
D,Rpq,¼
Ω�D

∇Ω �ψdµ̄�
¼

Ω�D

∇Dψ � v̄dµ̄ �
¼

Ω�D

∇Ω �ψdµ̄�
¼

Ω�D

∇Dψ �wdµ̄�
¼

Ω�D

∇Dψ � pv̄�wqdµ̄ � 0,

as the last integral vanishes because of the claim.
As v̄pξ, �q is a gradient (because the B̄α are symmetric), Proposition 8.11 implies that v̄ is

the tangent velocity field to µ̄.

Notice that if we define ϕ̄ : Ω�D Ñ Rp by, for any ξ P Ω, x P D and α P t1, 2, . . . , pu,

ϕ̄αpξ, xq :� 1
2B̄αpξqx � x;

then v̄ � ∇Dϕ. More precisely, for a.e. ξ P Ω, ϕ̄pξ, �q (resp. v̄pξ, �q) is defined everywhere on D
as a smooth function belonging to C1pD,Rpq (resp. C1pD,Rpqq). Moreover the Euler-Lagrange
equation (10.7), which can be written

p̧

α�1
BαB̄α �

p̧

α�1
pB̄αq2 � 0, (10.10)

translates at the level of ϕ̄ in
∇Ω � ϕ̄� 1

2 |∇Dϕ̄|
2 � 0. (10.11)

In fact, at least formally (because of the lack of smoothness of ϕ̄), the function ϕ̄ is a solution of
the dual problem. For ϕ̄ to be an actual solution, we would need the B̄α to be C1 up to the
boundary: even with the elliptic regularity proved below (i.e. point (iv) of Theorem 10.10), we
would not reach such a strong result if we just assume that BΩ and Al are Lipschitz. We will
use ϕ̄ to show that the tangent velocity field of any other solution of the Dirichlet problem with
boundary values µl must coincide with v̄. About the smoothness of the objects involved, notice
that for any α P t1, 2, . . . , pu one has B̄α P L2pΩ, SqpRqq and, given (10.10), the function

p̧

α�1
BαB̄α

belongs to L1pΩ, SqpRqq.
Proposition 10.14. Let µ a solution of the Dirichlet problem with boundary conditions µl and
v its tangent velocity field. Then, for a.e. ξ P Ω, one has vpξ, xq � v̄pξ, xq for µpξq-a.e. x.
Proof. If ϕ P C1pΩ�D,Rpq then, as µ and µ̄ share the same boundary conditions,¼

Ω�D

p∇Ω � ϕ�∇Dϕ � vqdµ � BTµlpϕq �
¼

Ω�D

p∇Ω � ϕ�∇Dϕ � v̄qdµ̄.
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We claim that we can insert ϕ � ϕ̄ even though ϕ̄ is a priori not regular enough. In other words,
given (10.11) and the fact that v̄ � ∇Dϕ̄, we claim that¼

Ω�D

�
�1

2 |v̄|
2 � v̄ � v



dµ �

¼
Ω�D

1
2 |v̄|

2dµ̄. (10.12)

Notice that the r.h.s. is (formally) equal to both BTµlpϕ̄q and Dirpµ̄q: it is not surprising as ϕ̄
is a solution of the dual problem.

To prove such an equality we regularize ϕ̄ in the following way. For each α P t1, 2, . . . , pu we
apply to the matrix field B̄α the standard truncation and convolution procedure (see [EG92,
Theorem 3 of Section 4.2]) to produce a sequence pB̄α

nqnPN which belongs to C1pΩ, SqpRqq and
which converges to B̄α in L2pΩ, SqpRqq. Moreover, as derivatives commute with convolution, we
can say that

lim
nÑ�8

p̧

α�1
BαB̄α

n �
p̧

α�1
BαB̄α � �

p̧

α�1
pB̄αq2,

and the limit takes place in L1pΩ, SqpRqq as we already know that the r.h.s. belongs to such a
space. In particular, up to extraction the convergences hold a.e. on Ω. Then we set

ϕαnpξ, xq :� 1
2B̄α

npξqx � x.

for ξ P Ω and x P D. By construction ϕn P C1pΩ�D,Rq so that¼
Ω�D

p∇Ω � ϕn �∇Dϕn � vqdµ � BTµlpϕnq �
¼

Ω�D

p∇Ω � ϕn �∇Dϕn � v̄qdµ̄. (10.13)

It remains to show that we can pass to the limit nÑ �8. Given the convergence a.e. of the B̄α
n

and of
° BαB̄α

n, we can assume that for a.e. ξ P Ω, the functions ∇Ω � ϕnpξ, �q and ∇Dϕnpξ, �q
converge to respectively �1

2 |v̄|2pξ, �q and v̄pξ, �q in respectively CpDq and CpD,Rpqq respectively
(notice that we use the fact that D is bounded). Hence for a.e. ξ P Ω,

lim
nÑ�8

»
D
p∇Ω � ϕnpξ, xq �∇Dϕnpξ, xq � vpξ, xqqµpξ,dxq

�
»
D

�
�1

2 |v̄|
2pξ, xq � v̄pξ, xq � vpξ, xq



µpξ,dxq. (10.14)

It remains to integrate this limit over Ω. The natural upper bound for the l.h.s. of (10.14) is
obtained by Cauchy-Schwarz and the boundedness of D: for any n P N,�����

»
D
p∇Ω � ϕnpξ, xq �∇Dϕnpξ, xq � vpξ, xqqµpξ,dxq

�����
¤ C

�
� p̧

α�1
|B̄α

npξq|2 �
d»

D
|vpξ, xq|2µpξ,dxq

gffe p̧

α�1
|B̄α

npξq|2
�

,

where C depends only on D. The r.h.s. is not bounded uniformly w.r.t. n P N but on the other
hand it converges in L1pΩq which is enough to say that the l.h.s. is uniformly integrable. Hence,
up to extraction we can integrate (10.14) w.r.t. Ω:

lim
nÑ�8

¼
Ω�D

p∇Ω � ϕn �∇Dϕn � vqdµ �
¼

Ω�D

�
�1

2 |v̄|
2 � v̄ � v



dµ.
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Of course, the result still holds if we take pµ,vq � pµ̄, v̄q. Thus, passing in the limit in (10.13)
we get (10.12).

Until now we have not used the optimality of µ. We notice that the r.h.s. of (10.12) is
nothing else than Dirpµ̄q which coincides with Dirpµq � ´

Ω�D
1
2 |v|2dµ by optimality of µ. From

there, an algebraic manipulation leads to¼
Ω�D

1
2 |v� v̄|2dµ � 0,

which easily implies the result: recall that for a.e. ξ P Ω, the velocity field v̄ is continuous on
D.

Proposition 10.15. Let µ a solution of the Dirichlet problem with boundary conditions µl.
Then µ � µ̄.

Proof. Take µ a solution of the Dirichlet problem with boundary conditions µl and define
ν � µ � µ̄. We extend ν on RpzΩ by 0: with such a choice ν P L2pRp,MpDqq is a (signed)
measure-valued mapping defined on the whole space Rp which vanishes outside a compact set. We
also define v̄ as a function Rp�D Ñ Rpq by extending it to 0 outside Ω�D. If ϕ P C1pRp�D,Rpq
is any smooth function then¼

Rp�D

p∇Ω � ϕ�∇Dϕ � v̄q dν �
¼

Ω�D

p∇Ω � ϕ�∇Dϕ � v̄q dν

�
¼

Ω�D

p∇Ω � ϕ�∇Dϕ � v̄q dµ�
¼

Ω�D

p∇Ω � ϕ�∇Dϕ � v̄q dµ̄

� BTµlpϕq � BTµlpϕq � 0,

where we have used the fact that both pµ, v̄µq and pµ̄, v̄µ̄q satisfy the continuity equation. In
other words, pν, v̄νq satisfy the continuity equation on the whole space Rp �D.

We take an arbitrary direction in Rp: we fix α � 1. As we have seen in the proof of Proposition
8.23, the (generalized) continuity equation implies that for a.e. ξ P Rp�1 � peαqK, the curve
t P R ÞÑ νppt, ξqq satisfies the (1-dimensional) continuity equation with a velocity field given by
wpt, xq � v̄αppt, ξq, xq. Notice that for a fixed t the velocity field wpt, �q is Lipschitz and bounded
with Lipschitz constant and upper bound controlled by C1pt,ξqPΩ|B̄αppt, ξqq| where C   �8
depends only on D. Given that B̄α P L2pΩq, for a.e. ξ P Rp�1 one has that»

R
1pt,ξqPΩ|B̄αppt, ξqq|dt   �8.

Hence for a.e. ξ P Rp�1 the assumptions of [AGS08, Proposition 8.1.7] are satisfied: the curve
t P R ÞÑ νppt, ξqq is solution of a continuity equation which has at most one solution. As the
curve identically equal to 0 is a solution (recall that νppt, ξqq � 0 for |t| large enough), so must
be νpp�, ξqq. As this result holds for a.e. ξ P Rp�1, it implies that ν is identically zero, which is
the desired result.

Eventually, to prove regularity, following the theory of Schoen and Uhlenbeck [SU82, SU83],
we only need to show that there is no minimizing tangent maps, i.e. no Dirichlet minimizing
mapping which is 0-homogeneous. We start with the following result.
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Proposition 10.16. Let A P H1pΩ, S��q pRqq be a weak solution of (10.7), bounded from above
and uniformly away from singular matrices, and C P S�q pRq a semi-definite positive matrix. Then
the (real-valued) mapping

f : ξ P Ω Ñ xApξq2, Cy
is subharmonic.

Actually, this is nothing else than the Ishihara property (Theorem 9.3) for the functional
µ ÞÑ ³

D ξ � pCξqµpdξq, though in this simpler case we can show that it holds for any solution, as
we can check it by a straightforward computation.

Proof. As in Proposition 10.13, for α P t1, 2, . . . , pu, we set Bα :� LAL
�1
A2pBαAq. Thanks to the

assumptions on A, we know that Bα P L2pΩ, SqpRqq: this regularity is enough to justify the
following computations. Indeed, with this notation at hand, for any α P t1, 2, . . . , pu

Bαf � xLApBαAq, Cy � xLA2pBαq, Cy � xBα, LA2pCqy.

Hence, taking the derivative again and summing over α,

∆f �
p̧

α�1

�xBαBα, LA2pCqy � xBα, LLApBαAqpCqy
�

�
p̧

α�1

�
xBαBα, LA2pCqy � xBα, LLA2 pBαqpCqy

	

�
p̧

α�1

�xBαBα, LA2pCqy � Tr
��

2BαA2Bα � pBαq2A2 �A2pBαq2�C�� .
Now, using (10.7) which reads

°
α BαBα � �°

αpBαq2, one reaches the conclusion that

∆f � 2
p̧

α�1
Tr

�
BαA2BαC

�
.

The matrix BαA2Bα belongs to S�q pRq because A does, and so does C by assumption. As the
trace of the product of two elements of S�q pRq is non negative, we deduce ∆f ¥ 0 which was the
claim.

With this result, it is easy to see that there exists no non constant 0-homogeneous tangent maps.
Notice, by point (i) of Theorem 10.10, and as D is bounded, that any minimizing tangent map,
if it were to exist, would be bounded from above and uniformly away from singular matrices.

Proposition 10.17. Assume Ω � B the unit ball of dimension p and A P H1pΩ, S��q pRqq is a
weak solution of (10.7), bounded from above and uniformly away from singular matrices, which
is 0-homogeneous, meaning that Apλξq � Apξq for any λ ¡ 0. Then A is constant.

Proof. According to Proposition 10.16, for any C P S�q pRq, the function

f : ξ P Ω Ñ xApξq2, Cy

is subharmonic and 0-homogeneous, hence it is constant by the maximum principle. But clearly,
the scalar product between A and any given symmetric positive matrix is constant if and only if
A is itself constant.
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10.4 An (almost) explicit example

In this section we want to give a case where the solution to the Dirichlet problem can be (almost)
exactly computed and which, in the same time, exhibits interesting effects of the geometry
of the Wasserstein space. This example deals with mappings valued in the set of elliptically
contoured distributions (see the previous section), hence we will look only at the square root of
the covariance matrices.

We choose Ω :� B the unit disk of R2. We will work in polar coordinate, i.e. a generic point
of Ω will be characterize by r the distance to the origin and θ the angle made with the axis Ox.
The domain D is included R2: as explained in the previous section, we don’t really care about
the specific form of D as we will work with a family of elliptically contoured distributions.

For any θ P R and any pκ1, κ2q P R2 real numbers, we define the following 2� 2 matrices:

Rpθq :�
�

cospθq � sinpθq
sinpθq cospθq



, Dpκ1, κ2q :�

�
κ1 0
0 κ2



, Spθq :� Rp�θqDp1,�1qRpθq

Rpθq is the rotation by an angle θ, while Dpκ1, κ2q is just a diagonal matrix and Spθq is the
orthogonal symmetry w.r.t. the line making an angle θ with the horizontal axis. Now, we fix
numbers 0   κ̄1 ¤ κ̄2 and we define the matrix field

Alpθq :� Rp�θqDpκ̄1, κ̄2qRpθq

which is defined on BB (parametrized in polar coordinates). We set µl � ρAl
. The matrices

Al are uniformly bounded from below, and the mapping θ Ñ Alpθq is Lipschitz hence we can
apply Theorem 10.10 and conclude that there exists a unique solution µ to the Dirichlet problem
with boundary values ρAl

. Moreover, this solution is valued in the set of elliptically contoured
distributions. Let us denote Apr, θq :� covpµpr, θqq1{2. Then we can give an almost explicit
expression for A.

Theorem 10.18. Let A : B Ñ S��2 pRq defined by A :� covpµq1{2 where µ is the unique
solution of the Dirichlet problem with boundary conditions µl as described above. There exists
two functions κ1, κ2 : r0, 1s Ñ rκ̄1, κ̄2s such that for any pr, θq P B,

Apr, θq � Rp�θqDpκ1prq, κ2prqqRpθq. (10.15)

Moreover, the functions κ1, κ2 satisfy the following properties.

(i) The functions κ1, κ2 are smooth with κ1p0q � κ2p0q and κ1p1q � κ̄1, κ2p1q � κ̄2.

(ii) For any r ¥ 0, there holds κ1prq ¤ κ2prq.
(iii) The pair pκ1, κ2q minimizes

» 1

0

�
r

2ppκ
1
1q2 � pκ12q2q �

1
r

pκ2
1 � κ2

2q2
κ2

1 � κ2
2



(10.16)

among all pairs satisfying (i). In particular, it solves the following system$''&
''%
prκ11q1 � 1

r

�
4κ1pκ2

1 � κ2
2q

κ2
1 � κ2

2
� 2κ1pκ2

1 � κ2
2q2

pκ2
1 � κ2

2q2


,

prκ12q1 � 1
r

�
4κ2pκ2

2 � κ2
1q

κ2
1 � κ2

2
� 2κ2pκ2

1 � κ2
2q2

pκ2
1 � κ2

2q2


.

197



CHAPTER 10. SPECIAL CASES

0 0.2 0.4 0.6 0.8 10

1

2

3

4

5

Radius

Ei
ge
nv

al
ue

s

κ1
κ2

1.0 0.5 0.0 0.5 1.0

1.0

0.5

0.0

0.5

1.0

Figure 10.1: Numerical computation of the solution of the problem explored in this section with
κ̄1 � 1 and κ̄2 � 5. On the left, plot of pκ1, κ2q minimizing a finite difference version of (10.16)
with N � 100 discretization points for r. On the right, representation of the resulting harmonic
mapping: on points ξ P B the source space are displayed ellipses defined by Apξq. The matrices
Apξq were computed with (10.15) and the optimizer of the finite difference version of (10.16).

Here κ11, κ12 denote the derivatives of κ1, κ2. A plot of the solution is displayed in Figure 10.1.
The interpretation is that, along a given radius of B, all the matrices A are diagonal in the same
basis, but the eigenvalues κ1, κ2 depend on the distance to the center. On the other hand, on a
given circle around the origin, the matrices A share the same eigenvalues but the eigenvectors
depend on the angle θ.

Proof. The smoothness of A directly derives from point (iv) of Theorem 10.10. The regularity
up to the boundary holds because here both Al and BB are C8 objects. As A is uniformly non
singular, it easily implies that, valued in S��2 pRq endowed with its Euclidean structure, A is also
a C8 mapping.

To prove the specific form that A takes, we will use symmetry arguments and uniqueness of
the solution to the Dirichlet problem. For a given θ0 P R, we consider the matrix field B defined
by

Bpr, θq :� Rp�θ0qApr, θ � θ0qRpθ0q.
One can see easily that B shares the same boundary conditions as A. On the other hand,
pr, θq ÞÑ ρApr,θ�θ0q share the same Dirichlet energy as A and C ÞÑ Rp�θ0qCRpθ0q is an isometry
of pS��2 pRq, gq hence the Dirichlet energy of ρB is the same as the one of ρA. By uniqueness in
the Dirichlet problem, A � B which means in particular

Apr, θq :� Rp�θqApr, 0qRpθq

for any pr, θq P B. We still have to justify that Apr, 0q is diagonal in the canonical basis of
S��2 pRq. To this end, we now use the competitor Bpr, θq :� SpθqApr, θqSpθq. With this B, one
can check that

Bpθ, rq :� Rp�θqBpr, 0qRpθq
still holds and B shares the same boundary conditions as A. Along a radius of B, as C ÞÑ
SpθqCSpθq is an isometry of pS��2 pRq, gq, thus the contribution to the Dirichlet energy of the
radial derivatives of B is the same as the one of A. On the other hand, for each r we know that
there exists θr such that one eigenvector of Ap0, rq makes an angle θr with Ox. In particular, there
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holds Ap0, rq � Rp�2θrqBp0, rqRp2θrq � Bp2θr, rq. As a consequence Apθ, rq � Bpθ � 2θr, rq
for all θ P R. It shows that the tangential part of the Dirichlet energy on the circle of radius r is
the same for A and B. As it is the case for every r, we deduce that A and B share the same
Dirichlet energy, hence coincide. It reads Ap0, rq commutes with Sp0q, which translates in the
fact that Ap0, rq is a diagonal matrix.

Thus, we just define κ1, κ2 as the function such that Apr, 0q � Dpκ1prq, κ2prqq. Given that
A is smooth, we also know that κ1, κ2 are smooth. As A has boundary conditions Al, we easily
identify κ1p1q � κ̄1, κ2p1q � κ̄2.

Notice that the Dirichlet energy of ρA is given, as we work in polar coordinates, by

DirpρAq �
» 1

0

» 2π

0

1
2

�
rxBrA, gApBrAqy � 1

r
xBθA, gApBθAqy



dθdr.

We need to develop this expression given the specific form of A. For the radial component it is easy
as BrApr, θq � Rp�θqDpκ11prq, κ12prqqRpθq: given (10.5), we have xBrA, gApBrAqy � pκ11q2�pκ12q2.
The derivation for the tangential part is more tedious but straightforward: we compute

BθApr, θq � pκ2prq � κ1prqqRp�θq
�

0 1
1 0



Rpθq,

and then we plug in (10.5) to get

xBθA, gApBθAqy � pκ2
1 � κ2

2q2
κ2

1 � κ2
2
.

Hence, we conclude that the Dirichlet energy of A is nothing else, up to a multiplicative constant,
than (10.16).

From this information, we see that indeed (iii) is satisfied. Moreover, we infer that κ1p0q �
κ2p0q, otherwise A would not be a smooth mapping. Of course, the system of ODEs satisfied
by pκ1, κ2q is nothing else than the Euler Lagrange equations associated to the minimization of
(10.16).

Eventually, if κ2pr0q   κ1pr0q for some r0, then there exists r1 P p0, 1q such that κ1pr1q �
κ2pr1q. Then, setting κ1prq � κ2prq � κ1pr1q for all r P r0, r1s would decrease the Dirichlet
energy, hence a contradiction.

Notice that the condition κ1p0q � κ2p0q means that the measure µp0q is isotropic, in particular
that µ is continuous in 0, there is no blow up. We call this example almost explicit because we
do not have an analytical formula for pκ1, κ2q. On the other hand, we have computed a finite
difference approximation of the solution. Indeed, denoting by N � 1 the number of discretization
points, τ � 1{N the spatial step, a finite difference approximation of (10.16) is

N�1̧

k�0
τ

1
2 �

�
kτ � 1

2


��
κ1ppk � 1qτq � κ1pτq

τ


2
�
�
κ2ppk � 1qτq � κ2pτq

τ


2
�

�
Ņ

k�1
τ

�
1
kτ

pκ1pkτq2 � κ2pkτq2q2
κ1pkτq2 � κ2pkτq2

�
.

We have minimized this functional thanks to a simple gradient descent algorithm1, the result is
displayed in Figure 10.1. We have reached a critical point of this functional, and though we have

1The code is available at https://github.com/HugoLav/PhD.
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no guarantee that it is indeed a minimizer (this problem is not convex in κ1, κ2), we have found
that random initialization leads to the same output, at that this output is in accordance with
Theorem 10.18.

Moreover, with this (almost) explicit expression at hand, we want to derive two consequences.

First, we know that there is some r such that µp0q is not the barycenter of the µpr, θq for
θ P r0, 2πs. In other words, by calling Br :� Bp0, rq, we see that µ is harmonic on Br but µp0q is
not the Wasserstein barycenter of the values of µ on the boundary on BBr. It shows that there is
no hope of writing a Green formula stating that the values of µ at one point are the (weighted)
Wasserstein barycenters of the values of µ on the boundary (which is true for harmonic mappings
valued in R).

To back such a claim, it is enough to notice that the Wasserstein barycenter of the µpr, θq
for θ P r0, 2πs is ρκId with κ � pκ1prq � κ2prqq{2. Indeed, by symmetry this barycenter is of the
form ρκId and a very simple optimization problem leads to the explicit expression of κ. Indeed,
we recall that if two matrices A,B commute, then the Wasserstein distance between ρA and ρB
coincides with the euclidean distance (the one induced by the Hilbert-Schmidt norm) between A
and B. Now, if µp0q were the barycenter of the pµpr, θqqθPr0,2πs it would mean that the function
κ :� pκ1 � κ2q{2 is constant. Using the system of ODE for κ1 and κ2, it would lead to

0 �
�
r

�
κ1 � κ2

2


1
1

� κ1 � κ2
r

�
2pκ1 � κ2q2
κ2

1 � κ2
2

� pκ2
1 � κ2

2q2
pκ2

1 � κ2
2q2



� pκ1 � κ2q
rpκ2

1 � κ2
2q2

pκ1 � κ2q4.

Hence, it is straightforward that the r.h.s. does not vanish if κ1 � κ2, which happens at least
close to r � 1 if κ̄1   κ̄2. On Figure 10.1, though it is not really visually apparent, we were able
to check that pκ1 � κ2q{2 is not constant.

The second interesting consequence is that it provides an explicit example where we can show
that the commutativity relation (8.19) does not hold, hence we know that the superposition
principle should fail for this mapping. Recall that this relation is the following: for every
α, β P t1, 2u,

Bαvβi �
q̧

j�1
vαjBjvβi � Bβvαi �

q̧

j�1
vβjBjvαi. (10.17)

We claim that this relation does not hold. We have to write the tangent velocity field for
the mapping A. We know that, for a direction α, they are of the form vαpξ, xq � Bαpξqx for
x P D, where Bα is defined in Proposition 10.13. In our specific example we have, using the
computations of the proof of Theorem 10.18,

Brpr, θq � Rp�θq
�
κ11prq{κ1prq 0

0 κ12prq{κ2prq


Rpθq,

Bθpr, θq � κ2
2 � κ2

1
rpκ2

1 � κ2
2q
Rp�θq

�
0 1
1 0



Rpθq.

Now, we notice that in (10.17), the terms in Bαvβ and Bβvα would lead to terms of the form
pξ, xq ÞÑ Cpξqx where C are symmetric matrices (because the derivatives of symmetric matrices
are symmetric matrices). On the other hand, choosing as directions peα, eβq � per, eθq one can
write �

q̧

j�1
vαjBjvβi �

q̧

j�1
vβjBjvαi

�
ppr, θq, xq �

�
pBθBr �BrBθqpr, θqx

�
i
,
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in other words this part is a linear function of x, featuring a skew-symmetric matrix as a slope.
Hence it is enough for this part not to vanish in order to conclude that (10.17) does not hold.
But this part vanishes only if Br and Bθ commute. From the explicit expressions that we have,
if κ1 � κ2 they do not share the same eigenvectors hence do not commute.
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Chapter 11

Numerical illustrations

The goal of this chapter is to present the numerical method that we use to compute approximations
of the harmonic mappings valued in the Wasserstein space. The actual implementation of this
method can be found online at the following address

https://github.com/HugoLav/PhD

As we said earlier, there is no Lagrangian point of view nor static formulation for mappings valued
in the Wasserstein space. Hence, the main tool to handle numerics appears to be the so-called
Benamou Brenier formula. We underline that the content of this chapter is not really satisfactory:
we only provide a consistent discretization, but we are unable to prove the convergence of it
when one refines the discretization.

We will work with finite difference discretizations. Hence, to simplify the analysis, we restrict
ourselves to the following framework in this whole chapter.

Assumptions. The domain Ω is the unit square of R2. The domain D is the 2-dimensional
torus pR{Zq2.

We only work on spaces of dimension 2 because of scalability issues: as our unknowns will be
defined on the space Ω�D, we cannot really afford the dimension of this space to be larger than
4. On the other hand, having Ω of dimension 1 is the already known case of geodesics in the
Wasserstein space, for which several algorithms exist; and if D is of dimension 1 the problem
becomes too simple as explained in Section 10.2. Eventually, we take D to be the torus because
it helps us to avoid handling what happens at the boundaries of D. As mentioned earlier all of
the theory developed in the previous chapters can be adapted straightforwardly to this case.

We want to discretize the variational problem stated in Definition 8.30. To this end, we will
use the Benamou-Brenier formulation of the Dirichlet energy. Actually, we will rather start with
a discretization of the dual problem, see Theorem 8.36. In short, given a boundary condition
µb : BΩ Ñ PpDq, the (continuous) Dirichlet problem consist in these two formulations, that we
call respectively primal and dual:

min
µ,E

$&
%

¼
Ω�D

|E|2
2µ

: ∇Ωµ�∇D �E � 0 and µ � µb on BΩ

,.
- ,

sup
ϕ

"»
BΩ

�»
D
ϕpξ, xq � nΩpξqµbpξ,dxq



σpdξq : ∇Ω � ϕ� 1

2 |∇Dϕ|
2 ¤ 0

*
.
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Fully centered grid Gc
Ω � Gc

Ω
µ is defined on it

Fully staggered grid Gst
Ω � Gst

Ω
Nothing is defined on it

Staggered-centered grid Gst
Ω � Gc

Ω
ϕ1 is defined on it

Centered-staggered grid Gc
Ω � Gst

Ω
ϕ2 is defined on it

Figure 11.1: Example of the different grids considered on Ω for the case N � 3. We mention that
the boundary values µ are defined on the intersection of the staggered-centered and centered-
staggered with the boundary of Ω (displayed as a dashed line).

The primal unknowns µ,E belong to PpΩ �Dq and MpΩ �D,R4q, while the dual unknown
ϕ is an element of C1pΩ �D,R2q. The link between the optimizers of these two problems is
E � p∇Dϕqµ, but we do not know if an optimal ϕ exists, and even if it does, if it is not smooth
enough the knowledge of ϕ does not determine uniquely µ and E.

11.1 Discretization

Both the unit square Ω and the torus D will be discretized with uniform grids. As argued in
[PPO14], if one uses finite differences it is better to use grids which are staggered with respect to
each other.

We denote by N the number of discretization points per dimension in Ω. The grid step is
τ � 1{N . We consider two 1-dimensional grids, called respectively the centered and the staggered
grid.

Gc
Ω �

"�
i� 1

2



τ : τ � 0, 1, . . . , N � 1

*
� r0, 1s,

Gst
Ω � tiτ : τ � 0, 1, . . . , Nu � r0, 1s.

The staggered grid has N � 1 points, while the centered one has only N . We will consider the
2-dimensional grids Gc

Ω � Gc
Ω, Gst

Ω � Gc
Ω and Gc

Ω � Gst
Ω : if we were to divide Ω in N2 equal squares,

the first grid would be located on the centers of the squares, the second one the centers of the
vertical interfaces between squares, and the third one on the centers of the horizontal interfaces
between squares (see Figure 11.1).

On the other hand, we denote by M the number of discretization points in D and δ � 1{M
the grid step. We consider two 1-dimensional grids, called respectively the centered and the
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staggered grid.

Gc
D �

"�
i� 1

2



δ : i � 0, 1, . . . ,M � 1

*
� R{Z,

Gst
D � tiδ : i � 0, 1, . . . ,M � 1u � R{Z

Contrary to Ω, the grids Gc
D and Gst

D have the same cardinality: this is because of the absence of
boundary on D.

We start by explaining how we discretize the dual formulation of the Dirichlet problem. In
the continuous world, an unknown of this problem is defined on Ω�D and valued in R2. The
function ϕ has two components ϕ1, ϕ2. They will be defined over the following girds:

ϕ1 : Gst
Ω � Gc

Ω � Gc
D � Gc

D Ñ R,
ϕ2 : Gc

Ω � Gst
Ω � Gc

D � Gc
D Ñ R

More precisely, we call XN,M :� RGst
Ω�Gc

Ω�Gc
D�Gc

D � RGc
Ω�Gst

Ω�Gc
D�Gc

D � R2pN�1qNM2 the finite-
dimensional space to which such a ϕ belong. This space is endowed with the scalar product
x , yX :� τ2x , y which is the canonical scalar product on R2pN�1qNM2 multiplied by the scaling
factor τ2. For a ϕ P XN,M , it is not difficult to find a consistent discretization of the divergence
w.r.t. variables in the source space Ω, actually this space was chosen for that. Indeed, this
discretization should be, for pξ1, ξ2, x1, x2q P Gc

Ω � Gc
Ω � Gc

D � Gc
D,

p∇dsc
Ω �ϕqξ1,ξ2,x1,x2 :�

�
ϕ1
ξ1�τ{2,ξ2,x1,x2 � ϕ1

ξ1�τ{2,ξ2,x1,x2

τ

�
�
�
ϕ2
ξ1,ξ2�τ{2,x1,x2 � ϕ2

ξ1,ξ2�τ{2,x1,x2

τ

�
.

Notice that the discrete version of ∇Ω � ϕ ends up on a single grid, which is the “fully” centered
one. On the other hand, if one uses finite differences to compute the gradients ∇Dϕ, they are not
defined on the same grid. For instance, the discrete derivative of ϕ1 w.r.t. the first coordinate of
D, denoted by Bdsc

D,1ϕ
1 is naturally defined on Gst

Ω � Gc
Ω � Gst

D � Gc
D by

Bdsc
D,1ϕ

1
ξ1,ξ2,x1,x2 :�

ϕ1
ξ1,ξ2,x1�δ{2,x2 � ϕ1

ξ1,ξ2,x1�δ{2,x2

δ
,

and Bdsc
D,iϕ

α are defined similarly by permutation of the indices α, i P t1, 2u.
As they will be important later, and to compactify (a little bit) the notations, we introduce

variables A and Bαi (with α, i P t1, 2u) such that the following constraints hold

A � ∇dsc
Ω � ϕ,

Bαi � Bdsc
D,iϕ

α @α, i P t1, 2u.
In particular, A (resp. Bαi) is defined on the same grid as ∇dsc

Ω � ϕ (resp. Bdsc
D,iϕ

α). We will call
YN,M the finite-dimensional space to which pA,Bq belongs: it is the space

RGc
Ω�Gc

Ω�Gc
D�Gc

Dloooooooomoooooooon
∇dsc

Ω �ϕ

�RGst
Ω�Gc

Ω�Gst
D�Gc

Dloooooooomoooooooon
Bdsc
D,1ϕ

1

�RGst
Ω�Gc

Ω�Gc
D�Gst

Dloooooooomoooooooon
Bdsc
D,2ϕ

1

�RGc
Ω�Gst

Ω�Gst
D�Gc

Dloooooooomoooooooon
Bdsc
D,1ϕ

2

�RGc
Ω�Gst

Ω�Gc
D�Gst

Dloooooooomoooooooon
Bdsc
D,2ϕ

2

.

Similarly to XN,M , this space is endowed with the scalar product x , yY :� τ2x , y which is the
canonical scalar product on RpN2�4NpN�1qqM2 multiplied by the scaling factor τ2. The discrete
differentiation operator will be subsumed under the letter Ddsc, namely

Ddsc :�
�

∇dsc
Ω ��

Bdsc
D,iϕ

α
	
α,iPt1,2u

�
,
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which is a linear operator going from XN,M to YN,M . The relation between pA,Bq and ϕ is
simply written pA,Bq � Ddscϕ.

We need to define the constraint corresponding to the Hamilton-Jacobi equation, which would
read like A� |B|2{2, but A and the Bαi do not live on the same grid. To still get a well-defined
constraint, we use the following heuristics: compute finite differences approximations of ∇Dϕ,
then square them, and after that average them from the staggered grids onto the centered one
Gc

Ω � Gc
Ω � Gc

D � Gc
D. More specifically, let us introduce the average operators AvgΩ : RGst

Ω Ñ RGc
Ω

and AvgD : RGst
D Ñ RGc

D defined by

pAvgΩuqξ :� uξ�τ{2 � uξ�τ{2
2 , @ξ P Gc

Ω

pAvgDuqx :� ux�δ{2 � uξ�δ{2
2 , @x P Gc

D

Following the rule of thumb, we define F dscpA,Bq the function whose value is 0 if

A� 1
2

#�
AvgΩ b Id

RGc
Ω
bAvgD b Id

RGc
D

��
B1,1�2

	�

�
�
AvgΩ b Id

RGc
Ω
b Id

RGc
D
bAvgD

��
B1,2�2

	�
�
�
Id

RGc
Ω
bAvgΩ bAvgD b Id

RGc
D

��
B2,1�2

	�

�
�
Id

RGc
Ω
bAvgΩ b Id

RGc
D
bAvgD

��
B2,2�2

	�+
¤ 0 (11.1)

on Gc
Ω�Gc

Ω�GcD�GcD and �8 otherwise. Here pBαiq2 is understood component by component.
The formula can look complicated, but the idea is simple: if Bαi is not on the centered grid
in one direction, we average it in this direction. The function F dsc is a discrete analogue of
the functional F introduced in the proof of Theorem 8.36. The constraint on the discrete dual
problem will be written

F dsc
�
∇dsc

Ω � ϕ,
�
Bdsc
D,iϕ

α
	
α,iPt1,2u

�
� 0,

it is a discrete analogue of the Hamilton-Jacobi constraint.
We also need to discretize the objective functional. Recalling that µb : BΩ Ñ PpDq, by

a slight abuse of notation we denote by µbpξ1, ξ2, x1, x2q the integral of µbpξ1, ξ2,dx1,dx2q on
the square centered in px1, x2q of side length δ2. In particular the sum of µbpξ1, ξ2, x1, x2q for
px1, x2q P Gc

D � Gc
D is equal to 1. For ϕ P XN,M we define,

BTdsc
µb
pϕq :� τ

¸
ξPGc

Ω

¸
px1,y1qPGc

D�Gc
D

�
ϕ1

1,ξ,x1,x2µbp1, ξ, x1, x2q � ϕ1
0,ξ,x1,x2µbp0, ξ, x1, x2q

� ϕ2
ξ,1,x1,x2µbpξ, 1, x1, x2q � ϕ2

ξ,0,x1,x2µbpξ, 0, x1, x2q
�
,

which is just a linear form on XN,M looking like BTµb . By an abuse of notation, we denote by
BTdsc

µb
both the linear form on XN,M and the element of XN,M representing this linear form with

the help of the scalar product x , yX .
Definition 11.1. We define the discrete (i.e. finite-dimensional) dual problem as

max
ϕ,A,B

!
BTdsc

µb
pϕq � F dscpA,Bq : ϕ P XN,M , pA,Bq P YN,M and Ddscϕ � pA,Bq

)

206



11.1. DISCRETIZATION

The variables pA,Bq look superfluous for the moment but they play an important role for the
actual resolution of the problem. The discrete dual problem is a convex problem. Moreover, it
reads as a quadratically constrained linear program, more specifically as the quadratic part is
semi-definite positive, it could be rewritten as a second-order cone program.

Proposition 11.2. For any N,M ¥ 2, there exists at least one solution to the discrete dual
problem.

Proof. Once pA,Bq has been eliminated, the constraint on ϕ can be written as a intersection of
quadratic constraints, but the set of admissible ϕ is not compact. Using ϕ � 0 as a competitor,
we know that the value of the dual problem is positive.

Let pϕnqnPN a maximizing sequence with BTdsc
µb
pϕnq ¥ 0 for every n. For a fixed n, we define

ϕ̄n by
pϕ̄nqξ1,ξ2,x1,x2 :� 1

M2

¸
py1,y2qPGc

D�Gc
D

pϕnqξ2,ξ2,y1,y2 .

The function ϕ̄n is defined on the same grid as ϕn, but does not depend on variables in D. We
write ϕ̃n � ϕn� ϕ̄n. Thus, we can decompose ϕn � ϕ̃n� ϕ̄n and ϕ̃n has 0 mean in the sense that¸

px1,x2qPGc
D�Gc

D

pϕ̃nqξ1,ξ2,x1,x2 � 0. (11.2)

As ϕ̄n does not depend on the variables in D and given the normalization of µb,

τ2
¸

pξ1,ξ2,x1,x2qPGc
Ω�Gc

Ω�Gc
D�Gc

D

�
∇dsc

Ω � ϕ̄n
	
ξ1,ξ2,x1,x2

� BTdsc
µb
pϕ̄nq ¥ �BTdsc

µb
pϕ̃nq,

where the inequality comes from BTdsc
µb
pϕnq ¥ 0. Hence, summing over the grid Gc

Ω�Gc
Ω�Gc

D�Gc
D

the inequalities coming from F dscpDdscϕnq � 0, taking in account that ϕ̄n does not depend on
the variables px1, x2q,

�BTdsc
µb
pϕ̃nq � τ2

¸
pξ1,ξ2,x1,x2qPGc

Ω�Gc
Ω�Gc

D�Gc
D

�
∇dsc

Ω � ϕ̃n
	
�Qpϕ̃nq ¤ 0.

where the last term of the sum is the quadratic form Q defined by

Qpϕq :� 1
2

#�
AvgΩ b Id

RGc
Ω
bAvgD b Id

RGc
D

��
Bdsc
D,1ϕ

1
	2

�

�
�
AvgΩ b Id

RGc
Ω
b Id

RGc
D
bAvgD

��
Bdsc
D,2ϕ

1
	2

�

�
�
Id

RGc
Ω
bAvgΩ bAvgD b Id

RGc
D

��
Bdsc
D,1ϕ

2
	2

�

�
�
Id

RGc
Ω
bAvgΩ b Id

RGc
D
bAvgD

��
Bdsc
D,2ϕ

2
	2

�+

The quadratic form Q is definite positive over the set of ϕ̃n satisfying (11.2). (Note that it
explains why it was important to square the derivatives of ϕ before averaging). On the other
hand, the first two terms in the inequality above are linear in ϕ̃n. Hence, we deduce that ϕ̃n is
bounded, thus converges up to extraction.
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Then we want to say something about ϕ̄n. Thanks to the convergence of ϕ̃n and the
constraint F dscpDdscϕnq � 0, it is clear that ∇dsc

Ω � ϕ̄n is bounded from above uniformly on the
grid Gc

Ω �Gc
Ω �Gc

D �Gc
D. On the other hand, the sum of such ∇dsc

Ω � ϕ̄n on the same grid is larger
than �BTµbpϕ̃nq, hence bounded from below. Thus, up to extraction, ∇dsc

Ω � ϕ̄n converges for
every point of the grid Gc

Ω � Gc
Ω � Gc

D � Gc
D.

Let ϕ̂n be the projection of ϕ̄n on the orthogonal of the kernel of p∇dsc
Ω �q. By the previous

observation, ϕ̂n converges to some limit up to extraction. The sequence ϕ̂n � ϕ̃n satisfies

BTµbpϕ̂n � ϕ̃nq � F dscpDdscpϕ̂n � ϕ̃nqq � BTµbpϕ̄n � ϕ̃nq � F dscpDdscpϕ̃nqq
� BTµbpϕnq � F dscpDdscpϕnqq

because ∇dsc
Ω � ϕ̂n � ∇dsc

Ω � ϕ̄n, and is convergent up to extraction. Its limit is nothing else, as ϕn
is a maximizing sequence, than a solution of the dual problem.

The next step is to derive the dual of this discrete problem and observe that it looks like the
continuous primal problem. Moreover, as we will use a primal-dual algorithm to efficiently solve
this convex optimization problem, we will need an expression of the Lagrangian at some point.
The derivation of the dual is very similar to what was done with the formal inf � sup exchange
in the introductory Chapter 7.

We introduce pµ, pEαiqα,iPt1,2uq P YN,M Lagrange multipliers for the constraint A � ∇dsc
Ω � ϕ

and Bαi � Bdsc
i ϕα. The Lagrangian of the problem can be written

Lpϕ,A,B,µ,Eq :� BTdsc
µb
pϕq � F dscpA,Bq � xpµ,Eq, pA,Bq �DdscϕyY . (11.3)

The objective value of the discrete dual problem is recovered by minimizing the Lagrangian
in µ and E. To get the dual of the dual discrete problem, we first maximize in ϕ and A,B.
Maximization in the (now unconstrained) variable ϕ is straightforward as the Lagrangian is
linear in ϕ. It can be written abstractly

pDdscqJ
�

µ
E



� BTµb , (11.4)

where pDdscqJ is the adjoint of the operator Ddsc. This equation, stating the equality of two
vectors in XN,M , is nothing else than a discrete version of the (generalized) continuity equation;
but we will not try to write it explicitly. Then, for the maximization in pA,Bq, we know that we
end up by definition with pF dscq�pµ,Eq the Fenchel transform of F dsc.

Proposition 11.3. The value of the discrete dual problem is equal to

min
µ,E

"
pF dscq�pµ,Eq : pµ,Eq P YN,M and pDdscqJ

�
µ
E



� BTµb

*
.

The latter problem will be called the discrete primal problem

Proof. As the problem is finite-dimensional, standard arguments about convex duality guarantee
the existence of a solution to the discrete dual problem and the absence of duality gap, see [BV04,
Chapter 5].

Actually, Theorem 8.36 is the infinite-dimensional analogue of the proposition above. We
will not provide an explicit expression for pF dscq�pµ,Eq. It leads to some expression of the form° |E|2

2µ̃ , where µ̃ is a linear averaging of the µ defined on grids on which the components of E
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are defined, which means that the discrete primal problem really looks like the continuous one.
However, the precise expression of pF dscq�pµ,Eq is quite heavy and will not be relevant in the
sequel, but we mention that it is reminiscent of the formulas of Maas and Gigli [Maa11, GM13]
about optimal transport on graphs. In any case, µξ1,ξ2,x1,x2 can be interpreted as the mass given
by µpξ1, ξ2q to the square of center px1, x2q and side length δ2.

We do not know whether there is uniqueness in the discrete primal problem. However, in
practice, when we used the iterative algorithm described in the next section to solve these convex
problems, we have found that the solution µ does not depend on the initial guess. On the other
hand, for the discrete dual problem, as the constraint on Ddscϕ will be saturated only where µ is
strictly positive, it is highly unlikely for uniqueness to hold.

If we summarize, we have two convex finite dimensional problems in duality, which look
like the continuous ones. As discussed later in Chapter 12, we do not know if the discrete
problems converge, when N,M Ñ �8, to the continuous ones. However, we can prove these
easy properties on the solution µ of the discrete primal problem.

Proposition 11.4. Let pµ,Eq a solution of the discrete primal problem. Then µ ¥ 0 and for
all pξ1, ξ2q P Gc

Ω � Gc
Ω, ¸

px1,x2qPGc
D�Gc

D

µξ1,ξ2,x1,x2 � 1.

In other words, positivity and preservation of the mass hold.

Proof. If µξ1,ξ2,x1,x2   0 at some pξ1, ξ2, x1, x2q P Gc
Ω � Gc

Ω � Gc
D � Gc

D, then it is enough to
take Aξ1,ξ2,x1,x2 very negative and large (in absolute value) to conclude that the Lagrangian
Lpϕ,A,B,µ,Eq goes to �8, which would say that the value of the discrete primal problem is
�8, hence a contradiction.

For the preservation of mass, we use the discrete version of the continuity equation. Namely,
we fix pξ1, ξ2q P Gc

Ω�Gc
Ω and we take ϕ1

ξ1�τ{2,ξ2,x1,x2 � 1 for all px1, x2q P Gc
D�Gc

D while all other
values of ϕ1 are set to 0. All the values of ϕ2 are set to 0. Because of the discrete continuity
equation,

τ2x∇dsc
Ω � ϕ,µy � BTµbpϕq.

Developing the l.h.s. and using the exact expression for the r.h.s. (and the normalization for µb),

¸
px1,x2qPGc

D�Gc
D

�
µξ1�τ,ξ2,x1,x2 � µξ1,ξ2,x1,x2

� �
#

1 if ξ1 � τ � 1,
0 otherwise.

From this set of equations, it is not difficult to see that mass is preserved along each line parallel
to the second component of Ω, which eventually proves the claim.

Let us conclude this section by insisting that the grid on which µ is defined is not the same
than the one on which the boundary conditions are defined. Indeed, µ is defined on the grid
Gc

Ω � Gc
Ω which never actually touches the boundary BΩ of Ω, while the boundary conditions µb

live on BΩ. The meaning given to the boundary conditions is only through (11.4), namely the
values of µb on BΩ and µ close to BΩ are coupled with the momentum E, which is itself defined
up to the boundary of Ω.
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11.2 Effective resolution
In practice, the algorithm that we have implemented computes a saddle point of the Lagrangian
(11.3). The input of the algorithm is the boundary data µb, and the outputs are ϕ,A,B,µ and
E. To compute a saddle point, we first augment the Lagragian with a quadratic penalization
and then use the Alternative Direction Method of Multipliers (ADMM), see [BPC�11]. Notice
that this is very similar to what happens for computation of geodesics in the Wasserstein space,
see [BB00] or [San15, Section 6.1]. But before describing the method, let us first emphasize that
we augment the number of unknowns in the Lagrangian, with no impact on the saddle points.

Instead of storing only ∇dsc
Ω � ϕ, we store the whole four derivatives w.r.t. variables in Ω

of ϕ. More precisely, we denote by Bdsc
Ω : RGst

Ω Ñ RGc
Ω the finite difference operator Ω and

pBdsc
Ω qJ : RGc

Ω Ñ RGst
Ω its adjoint, which is almost the opposite of the previous one, except for

what happens at the boundary. By definition, in A � pAαβqα,βPt1,2u, we store$''''&
''''%

A1,1 � Bdsc
Ω,1ϕ

1,

A1,2 � �pBdsc
Ω,1qJϕ2,

A2,1 � �pBdsc
Ω,2qJϕ1,

A2,2 � Bdsc
Ω,2ϕ

2,

Notice that, given the previous definitions, ∇dsc
Ω � ϕ � A1,1 � A2,2. For A1,2 and A2,1 we use

rather the adjoint of Bdsc
Ω because of the grid on which ϕ is defined. As A has four components,

the Lagrange mutliplier µ will be a vector with four different components pµαβqα,βPt1,2u.
As far as B is concerned, we will split the variables. Indeed, each value of Bαi

ξ2,ξ2,x1,x2 appears
in four different inequalities involved in the definition of F dsc in (11.1). So each value of Bαi

will be stored four times, in such a way that each component of B is constrained to a unique
inequality, to which we of course add the equality constraints Bαi � Bdsc

D,iϕ
α. Automatically, the

number of Lagrange multipliers, i.e. the dimension of the vector E, is multiplied by 4.
We will define by Ddsc

augϕ the “augmented” differentiation operator by

Ddsc
augϕ �

�
�������

Bdsc
Ω,1ϕ

1

�pBdsc
Ω,1qJϕ2

�pBdsc
Ω,2qJϕ1

Bdsc
Ω,2ϕ

2�
Bdsc
D,iϕ

α
	
α,iPt1,2u

�
������

,

where in the last row it is tacitly assumed that each component of Bdsc
D,iϕ

α is duplicated four
times. Notice that Ddsc

augϕ just looks like a gradient of ϕ w.r.t. all the variables.
Then, the Lagrangian (11.3) can be rewritten as

Lpϕ,A,B,µ,Eq � BTdsc
µb
pϕq � F dscpA11 �A22, Bq � xpµ,Eq, pA,Bq �Ddsc

augϕyY .
Although we have increased the number of variables, it is straightforward to see that if pϕ,A,B,
µ,Eq is a saddle point of this Lagrangian then µ11 � µ22 so that we really recover a saddle
point of the previous Lagrangian. Following [BPC�11], we augment the Lagrangian by adding a
quadratic penalization. Specifically, we set, for r ¡ 0,

Laugpϕ,A,B,µ,Eq � BTdsc
µb
pϕq � F dscpA11 �A22, Bq � xpµ,Eq, pA,Bq �Ddsc

augϕyY
� r

2

���Ddsc
augϕ� pA,Bq

���2

Y
. (11.5)
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Figure 11.2: Convergence of the ADMM iterations. Left: evolution of the L2 norm of the dual
residual as a function of the number of iterations. Right: evolution of the value of the Lagrangian
as a function of the number of iterations. The dual residual, as defined in [BPC�11, Section 3.3],
corresponds roughly to rppDdsc

augqJpµ,Eq � BTdsc
µb
q. The jumps in its values are due to an update

of the augmenting parameter r. We plot these quantities for different value of the discretization
parameters N,M , but we the same boundary conditions: those corresponding to a family of
elliptically contoured distributions as in Figure 11.3.

This augmented Lagrangian has the same saddle point than the previous one.

Now, the algorithm consists in the iteration of the following steps. Given ϕ,A,B,µ,E,

1. Replace ϕ by the one that maximizes Laugp�, A,B,µ,Eq.
2. Replace pA,Bq by the ones that maximize Laugpϕ, �, �,µ,Eq.
3. Do the dual update pµ,Eq Ð pµ,Eq � r

�pA,Bq �Ddsc
augϕ

�
.

We emphasize that the step used in the dual update is precisely r the augmentation parameter.
In practice, the value of this parameter was tuned dynamically during the iterations according to
the heuristic rule of [BPC�11, Section 3.4.1]. As the problem is finite-dimensional, convergence
to a saddle point is guaranteed [BPC�11, Section 3.2]. Actually, if the scalar products are well
scaled, we noticed experimentally that the number of ADMM iterations to reach convergence
was quite independent on the sizes N,M of the grids, see Figure 11.2 (though we would agree
that this is not so apparent, but we have trouble to do computation with more than a few dozens
discretization points per dimension). At least for the case of geodesics, this feature comes from
the fact that, in the limit N,M Ñ �8, the ADMM iterations still make sense and converge
also holds in the infinite-dimensional setting [Gui03, Hug16]. Let us now detail in practice how
the different steps are handled. As the reader can see below, each step of the ADMM has a
complexity of OpN2M2 logpNMqq.

Maximization in ϕ Once the other variables are fixed, the augmented Lagrangian Laug is a
quadratic function of ϕ. Hence its maximization amounts to invert a linear system, whose matrix,
namely pDdsc

augqJDdsc
aug is the same for every iteration. Notice that this matrix pDdsc

augqJDdsc
aug has a

kernel of dimension 1, which corresponds to functions that are constant. Hence, once we impose
that ϕ has 0-mean (i.e. that ϕ lives in the space orthogonal to the kernel), inverting the linear
system is a matter of linear algebra.
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More specifically, pDdsc
augqJDdsc

aug is a finite difference discretization of the full Laplacian ∆Ω�∆D.
To invert this matrix, we leverage the fact that we work on Cartesian grids: we use a Discrete
Cosine Transform on Gc

Ω,Gst
Ω and a Fast Fourier Transform on Gc

D,Gst
D. Notice that for the grids

in Ω we work with cosine transforms because of the boundary conditions. Provided we use
efficient routines for these transforms, the overall complexity of this step is OpN2M2 logpNMqq.

Maximization in pA,Bq Once the other variables are fixed, maximizing the augmented
Lagrangian Laug in pA,Bq amounts to project a vector, namely Ddsc

augϕ� 1
r pµ,Eq, onto the set

of pA,Bq satisfying the constraint F dscpA11 � A22, Bq   �8. In particular, notice that A12

and A21 are not submitted to any constraints, hence the projection is straightforward. On the
other hand, as each component of pA11 � A22, Bq is subject to a unique inequality constraint
(hence the interest of the splitting of variables), we have to solve for each point of the grid
Gc

Ω � Gc
Ω � Gc

D � Gc
D a problem of the type

min
a,b

"
1
2 |a� a0|2 � 1

2 |b� b0|2 : pa0, b0q given and a� |b|2
2 ¤ 0

*
,

where a, a0 are scalar and b, b0 are vectors. It is well known (see for instance [PPO14, Proposition
1]) that solving this problem amounts to find the root of a third-order polynomial. The latter
search was performed using Newton’s method. Provided all the problems are solved in parallel,
the overall complexity of this step is OpN2M2q.

Dual update The dual update pµ,Eq Ð pµ,Eq� r �pA,Bq �Ddsc
augϕ

�
just amounts to subtract

some arrays, the overall complexity of this step is OpN2M2q.

11.3 Examples

We present in this section actual computations of harmonic mappings by the discretization and
algorithm described above. We insist that we have no proof of convergence if one refines the
discretization. The only hint in this direction is that the outputs are visually plausible, but
we consider our method as a way to provide illustrations rather than a solid and guaranteed
numerical discretization. Notice that it would be hard to compare the computed solution with a
theoretical one. Indeed, the only case where we have explicit formulas, namely Section 10.4, does
not fit the geometry that we can reach with our finite difference discretization: with our current
implementation, we can only handle the source space Ω being a square, not a disk. It might be
possible to propose finite difference discretizations for more complicated geometries of the source
space, but it would for sure require heavy changes in the implementation.

Our method is quite slow. Indeed, the number of ADMM iterations required to reach
convergence (setting a primal and dual residual lower than 10�4, where these residuals are defined
in [BPC�11, Section 3.3]) is of the order of 103 and the time per iteration, for instance for
N � 14 and M � 40 is 4 seconds. Hence, the total time required to reach convergence can be of
the order of several hours.

To plot the results, we have displayed N2 copies of D. Each copy of D corresponds to a
point pξ1, ξ2q P Gc

Ω�Gc
Ω, on which is represented the measure with density µξ1,ξ2 . As pointed out

earlier, the boundary conditions µb are not on the same grid as the final solution µ. However,
at least visually, there seems to be a good agreement between the boundary values µb and the
values of µ close to the boundary.
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Figure 11.3: Left: boundary conditions, inspired from the example described in Section 10.4.
Right: solution of the Dirichlet problem with N � 13, M � 30.

Constant boundary conditions If µbpξq does not depend on ξ P BΩ, then our algorithm
indeed converges to a function which is constant over Ω and takes the same value than µb. The
associated value of the Lagrangian is 0.

Family of elliptically contoured distributions We have tried to mimic the situation
described in Section 10.4. As underlined before, we cannot really do it as Ω is the unit square and
not the unit disk, and the target space is the Wasserstein space built over the torus. Nevertheless,
as the reader can see in Figure 11.3, we still observe the symmetry predicted in Section 10.4 and
the fact that, close to the center of Ω, the measures are more isotropic than at the boundary.

Interpolation between shapes Figure 11.4 is built according to the following process. For
each corner of Ω, we have selected a probability measure which is just the normalized indicator
of a shape. Then we have computed the geodesics in the Wasserstein space between each of these
shapes, and used the geodesics as boundary data µb (i.e. on each edge of the square we put a
geodesic). Eventually, we have solved the Dirichlet problem.

We have chosen this example because of the similarity with [SDGP�15, Figure 12] which
is reproduced in Figure 11.5. In the latter, for each point of Ω, one computes the barycenter
with bilinear weights of the shapes in the corners. Hence the edges of Figure 11.5 coincide with
the boundary conditions of our figure. However, as explained in Section 10.4, the value of the
solution of the Dirichlet problem at one point cannot be expressed as the (weighted) barycenter
of the values at the boundary.

Hence, though visually similar, the interpolation in Figure 11.4 and 11.5 are very likely to
differ. However, we couldn’t prove the discrepancy analytically, because of the more complicated
geometry than in Section 10.4 and the absence of a closed formula for the Wasserstein distance
when we no longer face measures valued in a family of elliptically contoured distributions.
Identifying the discrepancy numerically is likely to be challenging: as seen in Section 10.4, we
expect it to be small, hence we would not be able to distinguish between it and the errors due to
the discretization. Moreover, Figure 11.4 and Figure 11.5 are computed by different means (the
method of the present chapter for the former, entropic regularization for the latter), which would
make a precise comparison even more delicate.
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Solving the Dirichlet problem

Figure 11.4: Top: the boundary conditions are geodesics in the Wasserstein space between the
shapes displayed in the corners. The one dimensional geodesics were computed by adapting
the method described in this chapter to the simpler case where the source space is a segment.
Bottom: solution of the Dirichlet problem with N � 14, M � 40.
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Figure 11.5: Figure taken from [SDGP�15, Figure 12] with permission of the authors. On each
corner of the square there is a given shape. Then, on points of the square, the Wasserstein
barycenter with bilinear weights between the four probability distributions on the corners is
computed (with the help of entropic regularization) and displayed.

Figure 11.6: Left: boundary conditions which are supposed to look like Dirac masses. In practice,
each probability distribution on the boundary is non zero on 4 � 2�2 points of the grid Gc

D�Gc
D.

Right: solution of the Dirichlet problem with N � 13, M � 17. As one can see, the solution of
the Dirichlet problem takes values in only very peaked probability distributions.
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Dirac masses As a test case, we have put for boundary values Dirac masses, i.e. a data
µbpξ1, ξ2q is 0 for all but a few vertices of Gc

D � Gc
D. As mentioned before, the solution of the

(continuous) Dirichlet problem is a mapping valued in the set of Dirac masses. When we put
such boundary conditions in our algorithm, as one can see in Figure 11.6, we observe that µ
stays very peaked in the middle, which reproduces a feature of the continuous case. This test
case is somehow an extreme one: we use a PDE formulation of our problem but we test it on
very singular measures. Nevertheless, we recover a result which is visually satisfactory. We
mention that we have tried other discretizations which gave worse output on this kind of test,
and that the present method, which we chose in the end, was the one performing the better on
this example.
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Chapter 12

Perspectives and open questions

In this chapter, we would like to present questions that we have faced but left unanswered and
give some possible directions for future research. For most of these questions, we have tried
the standard approaches but they were not conclusive, and their resolution are likely to need
new ideas which are not present in this manuscript. In the rest of this chapter, we will be quite
sloppy with regularity issues and most of the computations will be purely formal.

12.1 Uniqueness in the primal problem, existence in the dual
problem

Even some very natural questions about the primal and dual formulation of the Dirichlet problem
are not answered.

Question 12.1. Under which assumptions can one guarantee the uniqueness of the solution µ
to the Dirichlet problem (Definition 8.30)?

Question 12.2. In which functional space, and in which sense, can one find a ϕ which realizes
the supremum in the dual formulation of the Dirichlet problem, as defined in Theorem 8.36?

Existence in the dual problem We will start with the second question. If the source space
Ω is a segment, the constraint to which ϕ is submitted is the Hamilton Jacobi equation, namely

Btϕ� 1
2 |∇ϕ|

2 ¤ 0.

Usually, one relaxes the set of admissible ϕ by admitting continuous functions as competitors,
and the Hamilton Jacobi equation is understood in the viscosity sense. The key point is that
there exists an explicit expression of ϕpt � 1, �q as a function of ϕpt � 0, �q, namely the Hopf-Lax
formula. For our vector-valued unknown ϕ, we don’t know what would be the meaning of our
constraint in the viscosity sense, and we are unaware of any explicit formula related to it. On the
other hand, when one works on Mean Field Games, as stated for instance in Definition 5.2, the
Hamilton Jacobi equation is rather understood in the distributional sense. Whatever meaning we
choose, it is important that, provided ϕ satisfies the constraint, and µ has boundary conditions
µb : BΩ Ñ PpDq,

Dirpµq ¥ BTµbpϕq.
Such a computation is usually justified with a regularization procedure, where there is an interplay
between the meaning given to the Hamilton Jacobi equation and the regularity of the measures
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µb at the boundary. Until now, we have not really studied this interplay, but we think that,
provided the µb are regular enough (with a density, maybe bounded from below), one can allow
a quite loose meaning (maybe distributional sense) to our Hamilton Jacobi constraint.

Provided we know the meaning of the Hamilton Jacobi constraint, we still need to prove
compactness of a maximizing sequence (maybe up to transformation like the double convexification
trick in the case of geodesics [Vil03, Section 2.1]). We have proved in Proposition 11.2 such
a compactness result for a discretized version of our dual problem. However, this proof really
relies on the fact that we work in a finite-dimensional setting and the constants used to get
compactness blow up when one refines the discretization. We have no idea of any estimate which
would lead us to compactness in the infinite dimensional case.

Uniqueness in the primal problem The Dirichlet energy is not strictly convex, hence
uniqueness is not automatically guaranteed. However, when Ω is a segment, we know that,
provided the values at the boundary are regular (at least one of them has a density w.r.t. LD for
instance), uniqueness holds. But the proof of such a result relies on a static formulation which is
no longer available if the dimension of Ω is larger than 1.

We want to highlight, as already observed and used in the proof of Theorem 10.10 that all
solutions should share the same velocity field. Indeed, let µ, ϕ be admissible competitors for the
primal and dual problems respectively, and v the tangent velocity field to µ. The dual gap can
be written

Dirpµq � BTµbpϕq �
¼

Ω�D

1
2 |v|

2dµ�
¼

Ω�D

p∇Ω � ϕ�∇Dϕ � vq dµ

�
¼

Ω�D

1
2 |v�∇Dϕ|

2dµ�
¼

Ω�D

�
∇Ω � ϕ� 1

2 |∇Dϕ|
2



looooooooooooomooooooooooooon
¤0

dµ

¥
¼

Ω�D

1
2 |v�∇Dϕ|

2dµ.

Hence, the dual gap controls how much ∇Dϕ and v are close to each other. Now, provided that
there exists a solution ϕ (which is, as we have seen above, not guaranteed), that this solution ϕ
is C1 (which is likely to be false), then all solutions of the Dirichlet problem must have ∇Dϕ as
their tangent velocity field. On the other hand, on the set of mappings in H1pΩ,PpDqq sharing
the same velocity field, the Dirichlet energy is linear. In other words: concerning uniqueness, the
convexity of Dir can only tell us that all solutions share the same velocity field.

The question becomes: from the knowledge of the velocity field, can one recover the mapping
µ? The usual answer involves Lipschitz continuity assumptions on this velocity field [AGS08,
Proposition 8.1.7], which translates in the control of the second derivatives (w.r.t. variables in D)
of an hypothetical ϕ solution of the dual problem. In the case of mappings valued in a family of
elliptically contoured distribution, we were able to have this control because of available explicit
expressions, but in the general case it seems out of reach. We mention that Hug [Hug16, Section
IV.2], in the case of geodesics in the Wasserstein space, showed how one can recover uniqueness
of the mapping µ once one can prove uniqueness of the tangent velocity field. However, his proof
relies on the explicit expression of the velocity field once the Kantorovich potentials are known,
and he only proves uniqueness in the class of µ such that µ P L2pΩ�Dq: he needs to assume
some a priori regularity of µ w.r.t. variables in D. We are aware of the Ambrosio-DiPerna-Lions
theory [DL89, Amb04], but this theory still requires higher regularity on the velocity fields than
the one we have, and only proves uniqueness among mappings which have some regularity w.r.t.
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variables in D (the typical assumption would be that all µpξq have a density w.r.t. to LD and
that this density is uniformly bounded from above).

If for instance all boundary measures µbpξq belong to some space LmpDq with a uniform
bound on the LmpDq norm, then by Theorem 9.3 we know that µpξq also belong to LmpDq for
a.e. ξ P Ω. (However, we know it that it holds for only one solution of the Dirichlet problem).
Provided that we manage to prove that it is the case for all solutions of the Dirichlet problem
(at least for the entropy one could adapt the proof of Baradat and Monsaigeon [BM18]), then it
would be one step in the direction of using the result of Hug or Ambrosio-DiPerna-Lions: we
would know that the measures have some regularity w.r.t. variables in D. Even with this wishful
thinking, we are not over because we need to provide regularity on the velocity field, and we
have no idea how.

12.2 Regularity of harmonic mappings

A general feature of harmonic mappings valued in Riemannian manifolds is that they exhibit a
lot of regularity, maybe except on a singular set of small dimension. Notice that it is not possible
for harmonic mappings valued in the Wasserstein space to gain regularity w.r.t. variables in D.
Indeed, if the boundary conditions are very irregular, for instance if µbpξq is a Dirac mass for
all ξ P BΩ, then µpξq is also a Dirac mass for all ξ P Ω where µ is the solution of the Dirichlet
problem (Proposition 10.1). Hence, seen as objects living on D, the measures µpξq are no more
regular than the boundary conditions. In the first part of this manuscript, we were able to
provide more regularity on our solutions because of congestion effects: the problem of Chapter 4
is of the form

min
µ

"
Dirpµq �

»
Ω
Epµpξqqdξ

*
,

for some E : PpDq Ñ R (and with the source space Ω being a segment), and all regularity was
related to E. On the other hand, seen as mappings Ω Ñ pPpDq,W2q, one can expect harmonic
mappings to be more regular. Actually, we think that the answer to the following question is
positive.

Question 12.3. If µ P H1pΩ,PpDqq is an harmonic mapping, can one show that, at least locally
in the interior of Ω, the mapping µ is Hölder continuous, in the sense that for all ξ, η away from
the boundary BΩ,

W2pµpξq,µpηqq ¤ C|ξ � η|γ

for some C, γ ¡ 0.

Of course, if the source space Ω is a segment, this answer is positive as geodesics are Lipschitz.
We underline, as explained below, that we conjecture that there is no singular set, whatever the
dimension of the source space is. However, because of the absence of a bootstrapping argument,
we don’t know if one could reach Lipschitz regularity. Notice, in the case of mappings valued in
a family of elliptically contoured distributions (Section 10.3), that this conjecture is actually true
as proved in Theorem 10.10. As we will explain below, the proof for this special case indicates
why this result should be true in full generality.

Regularity theory for harmonic mappings valued in Riemannian manifolds Let
pN , gq be a (compact) Riemannian manifold. We want first to give a very quick overview
of the proof for the regularity theory of Dirichlet minimizing mappings f : Ω Ñ pN , gq. We
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refer to the articles by Schoen and Uhlenbeck [SU82, SU83] for the original investigation of the
question and [HW08, Section 4] for a survey on the topic. We introduce the notation

Eξ,rpfq :� 1
2rp�2

»
Bpξ,rq

|∇fpηq|2gdη

which denotes the amounts of energy present in the ball of center ξ and radius r, rescaled in
such a way that this quantity becomes invariant under dilatation (recall that p is the dimension
of Ω). The general strategy is the following.

1. Show that, if f is harmonic, then for a given ξ the quantity r Ñ Eξ,rpfq is non increasing. To
prove this result, one usually uses “interior” perturbation, i.e. one takes Φ a diffeomorphism
of Ω close to identity and compare the Dirichlet energy of f � Φ with the one of f . Once
the monotonicity is established, the idea is to look at the limit, when r Ñ 0, of Eξ,rpfq
and to distinguish between two cases: either the limit is 0, either it is not.

2. Show that if Eξ,rpfq is smaller than a constant ε ¡ 0 (which does not depend on r), then
f is Hölder in the ball of center ξ and radius r{2. This result, known as a ε-regularity
result, usually relies on an iterative argument whose key estimate is that, if Eξ,rpfq ¤ ε
than Eξ,δrpfq ¤ 1

2Eξ,rpfq for some δ P p0, 1q. This key estimate is proved thanks to a
linearization of the manifold, estimates for harmonic mappings valued in a Euclidean space,
and a fine control of the error made by linearization. It is valid for any compact manifold
N , seen as a submanifold of some Euclidean space thanks to the Nash embedding theorem.
Then, with this key estimate at hand, one can control the precise speed at which Eξ,rpfq
tends to 0 when r Ñ 0 and prove Hölder continuity thanks to Morrey-Campanato inclusions.
Once Hölder continuity is proved, provided pN , gq is smooth enough, the usual theory for
elliptic equations comes into play and, by bootstrapping, one gets f P C8pBpξ, r{2q,N q.

3. The previous paragraph handled the case where the limit of Eξ,rpfq is 0. On the other
hand, if this limit is strictly positive, then one can consider a rescaling of f , namely
fr � fpp� � ξq{rq. This is sometimes called a blow up argument. The scaling on Eξ,r
was chosen in such a way that Eξ,rpfq � E0,1pfrq. By some compactness arguments, one
can extract from fr a subsequence converging to some f̄ : Bp0, 1q Ñ N . This function
f̄ is 0-homogeneous (constant along the radii issued from 0) and, by minimality of f , it
is harmonic, in the sense that it satisfies the Euler Lagrange equations coming from the
minimization of the Dirichlet energy.
Then one studies the 0-homogenous harmonic mappings valued in N . By the Ishihara
property [Ish78, Jos08], if F : N Ñ R is a convex function, F � f̄ is real-valued, convex
and 0-homogeneous, hence constant. If N has negative curvature, there are enough convex
functions (namely, the distance square to a given point of N ) to conclude that f̄ is constant.
But this implies that E0,1pf̄q � 0, which contradicts the assumption that Eξ,rpfq does not
tend to 0 when r Ñ 0. On the other hand, if N has positive curvature, there may exist
such 0-homogeneous harmonic mappings: the typical example is ξ Ñ ξ{|ξ|, defined on the
unit ball of R3 and valued in the unit sphere of R3.
A point ξ for which the limit of Eξ,rpfq is not 0 will correspond to a singular point, because
f is not continuous around that point. Indeed, close to that point, f will behave like a
0-homogeneous harmonic mapping valued in N . What was said just above is that there
are no singular points for harmonic mappings valued in negatively curved manifolds, but
there may be in positively curved ones: although the ε-regularity theory is generic, the
study of 0-homogeneous harmonic mappings strongly depends on the geometry of N .
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Putting all the pieces together, the regularity result reads as follows. A mapping f : Ω Ñ pN , gq
which is Dirichlet minimizing is smooth, except on a singular set Σ � Ω. Moreover, the Hausdorff
dimension of the singular set can be bounded by p� p̂, where p̂ is the smallest integer for which
there exists non constant 0-homogeneous harmonic mappings defined on Rp̂ valued in N .

The set Σ is defined as the set of ξ such that Eξ,rpfq does not tend to 0 when r Ñ 0. The
estimation on the Hausdorff dimension of Σ comes from techniques originating from the work of
Federer [Fed70]. In particular, if N is negatively curved then p̂ � �8 and Dirichlet minizing
mappings are always smooth. Notice also, by definition of Eξ,rpfq, that, if Ω is of dimension 2,
then Eξ,rpfq always tends to 0 as r Ñ 0. Hence, the codimension of the singular set is always
larger than 2, and all Dirichlet minizing mappings defined over a space of dimension 2 are smooth.

We finish this brief overview by mentioning two regularity results for mappings valued in
metric spaces.

For harmonic mappings valued in metric spaces negatively curved in the sense of Alexandrov,
as already proved in the original article by Korevaar and Schoen, harmonic mappings are Lipschitz
in the interior of Ω [KS93, Theorem 2.4.6] and Hölder continuous up to the boundary [Ser94]. The
proof of such a result does not rely on the general strategy described above, the authors directly
showed that the metric counterpart of |∇f |2g (the local density of energy) is a subharmonic
function (provided f is Dirichlet minimizing), hence bounded in the interior of Ω. However, the
subharmonicity of such a quantity is really a feature of negatively curved space, and it is false
for harmonic mappings valued in positively curved (finite-dimensional) Riemannian manifolds.

As far as Q-functions are concerned (see Page 125), which is an example of mappings valued in
a metric space of positive curvature, Almgren [AJ00] proved that Dirichlet minimizing Q-fonctions
are Hölder continuous. De Lellis and Spadaro [DLS11] later proposed a simpler proof of this
result. The latter proof relies on an estimate, for a Dirichlet minimizing mapping f , between
the Dirichlet energy on a ball and the Dirichlet energy on the boundary of the ball, i.e. the
sphere. This estimate leads to an ODE enabling to control the speed at which Eξ,rpfq tends to 0
when r Ñ 0. The main tool is comparison with clever explicit constructions. However, all the
constants depend on Q, and there is no hope to take the limit QÑ �8.

What about harmonic mappings valued in the Wasserstein space? Let us try to
explain what can adapted from the general strategy to prove regularity of harmonic mappings.
Let µ P H1pΩ,PpDqq an harmonic mapping and let v be its tangent velocity field, we denote by

Eξ,rpµq � 1
2rp�2

»
Bpξ,rq

»
D
|v|2dµ

the rescaled energy over Bpξ, rq � Ω.

1. The monotonicity formula, i.e. the fact that r ÞÑ Eξ,rpµq is non increasing for µ harmonic,
is very likely to stay true. Indeed the proof of it in the Riemannian case uses “interior”
perturbation which are also available here. Actually, a formal computation from the
(expected) optimality conditions (7.3) leads to a divergence free stress-energy tensor [HW08,
equation (29)] which is known to imply the monotonicity formula [HW08, Section 4.3].

2. We do not know how to prove an ε-regularity result, i.e. to prove that µ is Hölder on
Bpξ, r{2q provided Eξ,rpµq is small enough. This is at this point that we face the infinite-
dimensionality of the Wasserstein space and its positive curvature. Arguments of the
Riemannian case completely fail as there is no embedding in a Euclidean space. Moreover,
the metric tensor of the Wasserstein space does not depend smoothly on the point at which
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it is computed. Eventually, comparisons with well-chosen competitors have not lead to
any result yet, the main issue being the difficulty to control the energy of these other
competitors, due to the positive curvature of the Wasserstein space. Although we think
that this ε-regularity result holds, our attempts to prove it have failed.

3. On the other hand we think we can exclude blow up configurations, in the sense that there
are no non constant 0-homogeneous harmonic mappings valued in the Wasserstein space.
Indeed, we will rely on the Ishihara property, see Theorem 9.3. For a given V P CpDq, we
denote by FV : PpDq Ñ R the functional defined by

FV pµq :�
»
D
V dµ. (12.1)

As already mentioned before, if V is convex then FV is convex along generalized geodesics.
Thus, if µ is harmonic and 0-homogeneous, then FV �µ is subharmonic and 0-homogeneous
provided V is convex. (Actually, our result holds for only one minimizer of the Dirichlet
energy, but we think that, at least in the case of potential energies, one can prove that it
actually holds for all harmonic mappings). As a consequence, FV �µ is constant. It implies
that the integral of µpξq against any convex potential does not depend on ξ. As the linear
span of convex functions include all functions, we deduce that µpξq does not depend on ξ.
We emphasize that in the case of mappings valued in a family of elliptically contoured
distributions, we used exactly this argument in Propositions 10.16 and 10.17. Actually, in
this case, as our mappings were valued in a finite-dimensional Riemannian manifold, the
ε-regularity derived from the general theory of [SU82], and we are able to give a positive
answer to the question of regularity.
As we see the key point is that, even though the Wasserstein space is positively curved,
there exists a lot of geodesically convex functions defined over it, and it is enough to exclude
blow up. This argument is, for the moment, mainly heuristic but we really think that it
could be implemented rigorously.

If we summarize, provided we can come up one day with a proof of an ε-regularity result, and
provided that we write a rigorous proof of the absence of non constant 0-homogeneous mappings
valued in the Wasserstein space, we would be able to provide a positive answer to the question
raised at the beginning of this section.

12.3 Convergence of the numerical method
The numerical method that we proposed has no guarantee of convergence if we refine the
discretization. We could have chosen a finite element discretization of the problem. It would
have implied to choose finite element spaces in which µ and E live, give a variational meaning to
the (generalized) continuity equation, and, for the Dirichlet energy, to compute exactly or choose
an approximation of the integral ¼

Ω�D

|E|2
2µ

for µ,E which belong to the finite element spaces. Notice, as soon as µ is not piecewise constant,
that analytical integration of the formula above promises to be very tedious. We have not followed
this strategy, mostly for contingent reasons: we have originally worked on finite differences to
be able to use FFT to run fast ADMM iterations, and we did not dare to implement another
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version. Moreover, as we will explain below, the obstructions in the proof of convergence are also
present with finite element methods.

Recall that the setting of Chapter 11 is that, from the continuous primal and dual (Dirichlet)
problems, which are two convex optimization problems in duality, we derive two discrete (i.e. finite-
dimensional) problems, the two of them being in duality, and which are consistent approximations
of the primal and dual continuous problems. As we do not work with finite elements, it would
be hard to prove convergence of the solutions of the discrete problems: we do not know how to
see a discrete µ as a continuous one. However, we will indicate that, even trying to prove the
convergence of the (numerical) values of the discrete problems to the continuous ones, we run
into issues.

Before going into details, we indicate some related work about the computation of geodesics
in the Wasserstein space, which would amount to take for Ω a segment of R. Starting from the
work of Maas [Maa11], some people have started to be interested in Wasserstein spaces over finite
spaces using a formulation mimicing the Benamou-Brenier one. From a numerical point of view
(though this was not the aim of such an article), it would be like solving the geodesic problem in
the Wasserstein space with a continuous time but a discrete space. In this setting, convergence if
one refines the spatial discretization has been obtained, first for a uniform cartesian mesh on
the torus [GM13], and then in the more general framework of finite volumes [GKM18]. These
proofs rely on careful regularization procedures with the help of heat flows and a fine study
of the metric tensor of the discrete Wasserstein space. On the other hand, for a fixed discrete
Wasserstein space, a proof of the convergence of a time discretization was obtained in [ERSS17]
but all the constants of this proof blow up when one refines the space discretization. We also
mention [BC15, Section 3] which gives a proof of convergence for some static problem related to
optimal transport, and then asserts that the dynamical case (which corresponds to computing
geodesics in the Wasserstein space) is likely to be more involved. To the best of our knowledge,
there is no proof of convergence of algorithms computing geodesics in the Wasserstein space,
defined from Benamou-Brenier formulations, when one refines both the temporal and the spatial
grid.

Now we go to the framework of Chapter 11, where Ω is the unit square discretized with
N points and D is the 2-dimensional torus discretized with M points. We fix some boundary
conditions µb : BΩ Ñ PpDq which we assume Lipschitz w.r.t. variables in BΩ. We want to show
convergence of the values of the problem. Let us call VN,M the value of the discrete dual problem
(see Definition 11.1) and V the value of the continuous problem (see Definition 8.30).

We claim that, quite easily, one should get

V ¤ lim inf
N,MÑ�8

VN,M .

If we were working with finite elements, this identity would be automatic. Indeed, from solutions
pµN,M ,EN,M q of the discrete primal problem, we would extract a converging subsequence to
pµ,Eq. The continuity equation is a linear constraint, hence should pass to the limit. On the
other hand, the Dirichlet energy is l.s.c. hence

V ¤ Dirpµ,Eq ¤ lim inf
N,MÑ�8

DirpµN,M ,EN,M q � lim inf
N,MÑ�8

VN,M

In our finite difference setting, what we can do instead is to sample the continuous dual problem.
Indeed, take ϕ a solution of the continuous dual problem. It is not difficult to smooth it a little
bit while still respecting the differential constraint to which it is submitted and not changing
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too much BTµbpϕq. Then, it is enough to take for ϕN,M the sampled values of ϕ on the relevant
grid. By consistency of our discrete formulation, this discrete ϕN,M will satisfy the discrete
constraint. Moreover, BTdsc

µb
pϕN,M q � BTµbpϕq at least if N,M are large enough. Using ϕN,M

as a competitor in the discrete dual problem, we get a lower bound on VN,M by something close
to V , which was our claim. We see that the key point is that the constraint in the dual problem
is one-sided, which leaves us some room for regularization techniques.

On the other hand, the reverse inequality, namely

V ¥ lim sup
N,MÑ�8

VN,M .

is currently out of reach. The natural idea would be to take µ,E solution of the continuous primal
problem and to sample them on a grid to get µN,M ,EN,M discrete competitors. Provided there
is a clean discretization, we could expect pµN,M ,EN,M q to solve exactly the discrete continuity
equation. However, the function

pµ,Eq ÞÑ |E|2
2µ

is not uniformly continuous: its derivative has a singularity in 0. Hence, if the density µ vanishes
at some point, we could make a large error in the Dirichlet energy with this sampling process.
To counter this effect, we would like to regularize µ a little bit, for instance with a convolution or
a heat flow. But we have to take care of the boundary conditions on BΩ! One option would be to
do a regularization which preserves the boundary conditions. This is what is done for instance
in [ERSS17], but in a simpler setting: as they work on geodesics (corresponding to Ω � r0, 1s),
there are only two boundary points t � 0 and t � 1. It is not clear how to adapt their proof
when Ω is no longer a segment. Another option would be to act that we loose the boundary
conditions, but it naturally leads to the following question.

Question 12.4. Is the mapping which sends µb : BΩ Ñ PpDq onto the (numerical) value of the
Dirichlet problem with boundary conditions µb continuous? If the answer is positive, for which
topology on the set of boundary conditions?

If Ω is a segment (which is the framework of [ERSS17, GKM18]), then the value of the Dirichlet
problem is the squared Wasserstein distance, which is of course a continuous functions of its
inputs. In the case of harmonic mappings, from the dual formulation (Theorem 8.36) we know
that the mapping is l.s.c. as a supremum of continuous mappings µb ÞÑ BTµbpϕq. On the
other hand, showing an upper semi-continuity would amount to prove a stability result for the
optimal ϕ in the dual formulation. Such a feature is not known yet, and probably related to the
question of the existence of a solution to the dual problem. Moreover, these continuity properties
should rather hold for the discrete problem (uniformly in N,M), which means the proofs should
be adaptable to the discrete setting. In any case, a tentative proof for the regularization of
the primal problem, followed by a sampling procedure, has failed. In the primal problem the
constraint is an equality (namely the generalized continuity equation together with the boundary
conditions), hence there is much less room for regularization. We emphasize that this whole
discussion could be applied to a finite element discretization.

Another idea would be to interpolate a solution of the dual discrete problem. If ϕN,M is a
solution of the discrete dual problem, one could try to interpolate it to produce a competitor on
the continuous dual problem, hence giving a lower bound on V which is close to VN,M . With our
current discretization, to show that from ϕN,M one can indeed build an admissible competitor
at the continuous level, we would need estimates on the (discrete) second derivatives of ϕN,M ,
uniformly on N,M . We don’t even know yet how to get these estimates at the continuous level.
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Appendix A

Résumé des résultats de la thèse

Ce chapitre contient un résumé des problèmes abordés dans cette thèse et des résultats auxquels
nous sommes parvenus. Il a été écrit pour se lire indépendamment du reste de ce travail. Pour
le garder concis, nous avons fait le choix de n’évoquer que très brièvement les modèles dont
les problèmes abordés proviennent : l’unité de notre travail se trouve plus dans la structure
mathématique commune aux différents problèmes variationnels étudiés qu’aux phénomènes qu’ils
prétendent décrire. Signalons aussi que, dans un souci de clarté, les énoncés des résultats donnés
dans ce chapitre sont parfois peu rigoureux et ne décrivent pas le cadre le plus général traité
dans le cœur de ce manuscrit.

A.1 Cadre de la thèse

Fixons nous Ω un domaine convexe et borné de l’espace euclidien Rd. L’espace de Wasserstein
n’est autre que l’ensemble des mesures de probabilité sur Ω, que l’on munit de la distance
(quadratique) de Wasserstein dont la définition est rappelée ci-dessous, cf. (A.1). Un élément de
l’espace de Wasserstein est pensé comme une distribution de masse dans le domaine Ω, et tous les
éléments de cet espace partagent la même masse totale, à savoir 1. La distance de Wasserstein
entre deux distributions µ et ν représente alors le coût minimal nécessaire pour déplacer la masse
de la configuration µ vers la configuration ν. Au vu de cette définition, l’espace de Wasserstein
est souvent un cadre naturel lorsque l’on cherche à modéliser des phénomènes comme l’évolution
d’une configuration de masse lorsque la masse totale est conservée. Dans ce travail, nous nous
intéressons à des problèmes variationnels dans lesquels les inconnues sont soit des courbes, soit
des applications, prenant leurs valeurs dans l’espace de Wasserstein.

Une courbe à valeurs dans l’espace de Wasserstein est pensée comme l’évolution temporelle
d’une configuration de masse : une foule, un troupeau de moutons, un ensemble de particules
(depuis les molécules jusqu’aux étoiles), etc. Nous nous intéresserons à des problèmes aux limites,
c’est-à-dire lorsque les valeurs de la courbe à l’instant initial et l’instant final sont données (ou
du moins pénalisées), et pour lesquels la courbe minimise une certaine énergie faisant intervenir
sa vitesse, mesurée dans l’espace de Wasserstein.

Une extension naturelle des courbes consiste en les applications, c’est-à-dire que nous nous
intéressons aussi aux situations où l’espace de départ n’est plus seulement uni-dimensionnel (la
variable correspondant dans ce cas au temps), mais est un domaine de l’espace euclidien. Nous
considérons alors des problèmes variationnels pour des applications à valeurs dans l’espace de
Wasserstein prenant des valeurs fixées sur le bord du domaine (c’est-à-dire que nous regardons
toujours des problèmes aux limites), et qui minimisent leur énergie de Dirichlet, à savoir l’intégrale
du carré de la norme de leur gradient, où la norme du gradient est mesurée à l’aide de la distance
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de Wasserstein. Les solutions de ces problèmes variationnel sont naturellement appelées les
applications harmoniques (à valeurs dans l’espace de Wasserstein).

Plus précisément, commençons par quelques rappels à propos de la théorie du transport
optimal [Vil03, Vil08, AGS08, San15]. Si µ, ν P PpΩq, sont deux mesures de probabilité (i.e.
deux éléments de l’espace de Wasserstein), la distance entre les deux est définie par

W2pµ, νq :�

gfffemin
γ

$&
%

¼
Ω�Ω

|x� y|2γpdx,dyq : γ P PpΩ� Ωq et π0#γ � µ, π1#γ � ν

,.
-. (A.1)

Dans cette formule, π0 et π1 : Ω� Ω Ñ Ω sont les projections sur respectivement la première
et la deuxième composante de Ω � Ω. Une mesure γ P PpΩ � Ωq qui satisfait les contraintes
π0#γ � µ et π1#ν � γ est appelé un plan de transport entre µ et ν, et il est dit optimal s’il
réalise le minimum du membre de droite de (A.1).

Un plan de transport γ décrit une manière de transporter la masse de la configuration µpxqdx
vers νpyqdy : la quantité de masse qui est transportée de x à y n’est autre que γpx, yqdxdy. Le
coût pour un tel transport est |x� y|2, et le carré de la distance de Wasserstein correspond au
coût le minimal parmi tous les transports possibles.

L’applicationW2 : PpΩq�PpΩq Ñ R� définit une distance sur l’ensemble PpΩq, et elle métrise
la convergence en mesure. L’espace métrique pPpΩq,W2q est appelé l’espace de Wasserstein. Nous
soulignons ici que Ω est supposé compact : dans cette thèse, nous travaillons sous cette hypothèse
qui simplifie certains aspects techniques tout en conservant les caractéristiques typiques de
l’espace de Wasserstein. Pour travailler dans un cadre non compact, il faudrait aussi s’intéresser
aux moments d’ordre 2 des mesures de probabilité considérées.

Nous mentionnons le théorème de Brenier [Bre87], qui montre que les plans de transport
optimaux ont une structure bien particulière : sous réserve que µ a une densité par rapport à
la mesure de Lebesgue (en fait cette hypothèse peut être affaiblie), il existe un unique plan de
transport optimal γ P PpΩ� Ωq entre µ et ν, et il est concentré sur le graphe du gradient d’une
fonction convexe, c’est-à-dire qu’il existe T : Ω Ñ Ω, gradient d’une fonction convexe, tel que
γ � pId, T q#µ. Ce résultat montre que le couplage entre mesures de probabilité donné par la
théorie du transport optimal est en fait un objet avec une structure très rigide.

Nous nous intéressons principalement au point de vue différentiel sur l’espace de Wasserstein.
Si ρ : r0, 1s Ñ PpΩq est une courbe à valeurs dans l’espace de Wasserstein, par exemple Lipschitz
par rapport à la distance de Wasserstein, on peut lui associer une vitesse, qui est la quantité
scalaire définie par, à t fixé,

| 9ρt| � lim
hÑ0

W2pρt�h, ρtq
|h| .

Sous réserve que la courbe soit Lipschitz (en fait on peut affaiblir cette hypothèse), cette quantité
est bien définie et finie pour presque tout temps. La quantité centrale est l’action de la courbe,
définie par

Apρq :�
» 1

0

1
2 | 9ρt|

2dt, (A.2)

et qui se comporte comme une norme H1 (mise au carré). Cette quantité a un lien avec des
considérations de mécanique de fluide. Comme cela a été compris par Benamou et Brenier
[BB00], l’action Apρq d’une courbe coïncide avec

min
v

"» 1

0

�»
Ω

1
2 |v|

2dρ



dt : v : r0, 1s � Ω Ñ Rd et Btρ�∇ � pvρq � 0
*
. (A.3)
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µ ν

x
y

x1
y1

γpdx,dyq

Figure A.1: En haut : vue schématique de la formulation (A.1) du transport optimal entre
µ, à gauche, et ν, à droite. La quantité γpx, yqdxdy représente la quantité de masse qui est
transportée de x à y. Le couplage γ est ensuite choisi de manière à minimiser le coût total de
transport. En bas : géodésique dans l’espace de Wasserstein entre les mêmes mesures. Une
fois que le γ optimal est choisi, une proportion γpx, yqdxdy se déplace en ligne droite à vitesse
constante entre x et y. Le résultat macroscopique de tous ces mouvements microscopiques est
une mesure de probabilité évoluant dans le temps, dont des instantanés sont affichés.

Plus précisément, l’équation de continuité Btρ � ∇ � pvρq � 0 dit que le champ de vitesse v
(dépendant du temps) représente le mouvement de particules composant ρ, dans le sens où si
une assemblée de particules a une vitesse en un point x et un instant t donnée par vtpxq, alors le
mouvement collectif est décrit par une densité ρ évoluant en temps selon l’équation de continuité.
Dès lors, parmi tous les champs de vitesse v qui représentent le mouvement de masse décrit par
ρ, on choisit celui qui minimise l’intégrale en temps de l’énergie cinétique (l’intégrale temporelle
d’un Lagrangien, c’est-à-dire une action), et la valeur minimale n’est autre que l’action de la
courbe Apρq, qui avait été définie de manière purement métrique.

Il existe une classe particulière de courbes à valeurs dans l’espace de Wasserstein, à savoir
les géodésiques parcourues à vitesse constante. On peut en donner une définition purement
métrique : une courbe ρ : r0, 1s Ñ PpΩq est une géodésique (parcourue à vitesse constante) si et
seulement si, pour tous les instants s et t,

W2pρt, ρsq � |t� s|W2pρ0, ρ1q.

Étant données deux mesures de probabilité µ, ν, il existe toujours une géodésique telle que ρ0 � µ
et ρ1 � ν. D’ailleurs, cette géodésique est une courbe solution du problème variationnel

min
ρ
tApρq : ρ0 � µ and ρ1 � νu .

De plus, la structure des géodésiques a un lien fort avec le problème de transport optimal. En
effet, si γ P PpΩ� Ωq est un plan de transport optimal entre µ et ν, alors la courbe définie par
ρt � pp1� tqπ0 � tπ1q#γ est une géodésique entre µ et ν, et réciproquement toute géodésique est
de cette forme. Un exemple de géodésique dans l’espace de Wasserstein est affiché dans la Figure
A.1.
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Mesures de probabilité

µ ν

Interpolation linéaire

Interpolation métrique

Figure A.2: À propos des différentes manières d’interpoler entre deux mesures de probabilité.
En haut : deux mesures de probabilité µ et ν sur l’axe réel. Au milieu : interpolation linéaire
pµ� νq{2 des deux mesures. En bas : interpolation métrique entre les deux mesures, c’est-à-dire
le point milieu de la géodésique dans l’espace de Wasserstein joignant µ à ν.

L’espace de Wasserstein est un sous-ensemble convexe de l’ensemble des mesures sur Ω. En
termes moins savants, si µ et ν sont deux mesures de probabilité sur Ω, la mesure pµ� νq{2, c’est-
à-dire la moyenne (linéaire) des deux, est encore une mesure de probabilité. Une fonctionnelle
F : PpΩq Ñ R sera dite convexe si F ppµ� νq{2q ¤ pF pµq � F pνqq{2. D’un autre côté, il existe
un autre moyen de faire la moyenne de µ et ν : il s’agit de prendre ρ1{2, où t Ñ ρt est une
géodésique à vitesse constante joignant µ à ν. Pour peu que l’une des mesures ait une densité
par rapport à la mesure de Lebesgue, la géodésique joignant les deux est unique, de sorte que
ρ1{2, que l’on appellera moyenne métrique est bien définie, cf. Figure A.2. Si F : PpΩq Ñ R
est une fonctionnelle semi-continue inférieurement, on dira que F est géodésiquement convexe
si t ÞÑ F pρtq P R est convexe pour toute géodésique ρ. En fait, on aura besoin de la propriété
légèrement différente de convexité le long de géodésiques généralisées, nous renvoyons le lecteur
ou la lectrice au corps de ce manuscrit pour une explication de la différence, qui est peu pertinente
pour la suite.

L’exemple type de fonction géodésiquement convexe est l’(opposé de l’) entropie de Boltzmann,
définie par

F pµq �
$&
%
»

Ω
µpxq lnpµpxqqdx si µ a une densité par rapport à Lebesgue,

�8 sinon.
(A.4)

Plus généralement, toute fonction définie par F pµq � ³
Ω fpµq (dans le cas où µ est absolu-

ment continu par rapport à Lebesgue) avec f convexe, superlinéaire, et s ÞÑ sdfps�dq convexe
décroissante, est convexe le long des géodésiques (généralisées).

Une fois que l’on se donne une fonctionnelle F convexe le long des géodésiques (généralisées),
il est possible de considérer un problème d’évolution dans l’espace de Wasserstein, appelé flot
gradient de F qui s’écrit heuristiquement

dρt
dt � �∇F pρq.
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Bien sûr, ni la dérivée temporelle, ni le gradient n’ont de sens dans l’espace de Wasserstein, mais
il est possible de donner un sens à cette équation à l’aide de quantités ne faisant intervenir que
la distance de Wasserstein. Ainsi, une caractérisation métrique des flots gradient, appelée (EVI)
pour Evolution variational inequality, se lui comme suit : une courbe t ÞÑ ρt est un flot gradient
pour la fonctionnelle F si et seulement si, pour tout ν P PpΩq fixé et tout t ¥ 0,

lim
hÑ0,h¡0

W2pρt�h, νq �W2pρt, νq
h

¤ F pνq � F pρtq. (A.5)

Nous soulignons qu’il est crucial de supposer que F soit convexe le long des géodésiques généralisées
(en fait on pourrait étendre cette définition au cas où F est λ-convexe). Un des résultats majeurs
de [AGS08] est que, pour toute donnée initiale µ telle que F pµq   �8, il existe une unique
courbe ρ : r0,�8q Ñ PpΩq, qui vérifie (A.5), et telle que ρ0 � µ. Dans le cas où F est l’entropie
de Boltzmann, c.f. (A.4), cette courbe est la solution de l’équation d’évolution

Btρ � ∆ρ

avec condition de Neumann sur le bord, c’est-à-dire que le flot gradient de l’entropie dans l’espace
de Wasserstein n’est autre que le flot de la chaleur. Cette remarquable propriété, observée dans
[JKO98], est notamment ce qui a motivé l’étude des flots gradients dans l’espace de Wasserstein.

A.2 Courbes optimales à valeurs dans l’espace de Wasserstein
Nous nous sommes intéressés à des problèmes variationnels dans lesquels l’inconnue est une
courbe à valeurs dans l’espace de Wasserstein. Plus précisément, nous désignerons dans la suite
par Γ � Cpr0, 1s,PpΩqq l’ensemble des courbes continues à valeurs dans l’espace de Wasserstein
pPpΩq,W2q. Nous rappelons que Apρq, pour ρ P Γ, désigne l’action d’une courbe et est définie
dans (A.2), on lui attribue éventuellement la valeur �8 si ρ n’est pas assez régulière pour que
l’intégrale ait un sens.

A.2.1 Géodésiques parcourues à vitesse constante

Le problème le plus simple (et bien compris) pour de telles courbes s’écrit

min
ρ
tApρq : ρ P Γ, ρ0, ρ1 donnéesu . (A.6)

Les solutions de ce problème sont les géodésiques joignant ρ0 à ρ1, parcourues à vitesse constante,
dont on peut trouver une illustration Figure A.1.

Une variante de ce problème consiste, par exemple, à pénaliser la valeur finale au lieu de la
fixer. Si l’on considère Ψ : PpΩq Ñ R une fonction convexe et semi-continue inférieurement, on
peut considérer le problème

min
ρ
tApρq �Ψpρ1q : ρ P Γ, ρ0 donnéeu .

Ce problème apparaît d’ailleurs quand on regarde le minimizing movement scheme pour les flots
gradients dans l’espace de Wasserstein (parfois appelé schéma JKO d’après [JKO98] dans ce
contexte). Nous soulignons qu’une fois ρ1 connue (elle ne dépend que de ρ0 et Ψ), la solution
aux instants intermédiaires reste une géodésique dans l’espace de Wasserstein. Ainsi, dans ce qui
nous intéressera par la suite, à savoir de la régularité locale en temps, que la valeur au temps
final soit imposée ou juste pénalisée ne changera pas grand chose.
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Initial Évolution de la densité Final

Figure A.3: Illustration du problème de l’évolution optimale de la densité avec de la congestion
considéré dans le Théorème A.1 dans le cas où Ω est le tore de dimension 2. À gauche et à
droite se trouvent des mesures de probabilité correspondant à la valeur initiale et la valeur finale
de la courbe à valeurs dans l’espace de Wasserstein. La première ligne est la géodésique dans
l’espace de Wasserstein entre les deux mesures : pas d’effets de congestion. Pour la deuxième
ligne, nous avons ajouté un potentiel prenant des valeurs élevées au centre du domaine, forçant
ainsi la densité à éviter cette région. Pour la dernière ligne, le potentiel pénalisant la présence de
masse au centre est toujours présent, mais nous pénalisons aussi les densités congestionnées par
le carré de la norme L2 de la densité. En conséquence, la masse a tendance à s’étaler.

Terminons par une remarque tautologique, mais qui sera utile dans des cadres plus compliqués.
Si F : PpΩq Ñ R est une fonctionnelle définie sur l’espace de Wasserstein et ρ une solution de
notre problème variationnel, on peut regarder l’évolution temporelle de t ÞÑ F pρtq. Dans le cas
où F est convexe le long des géodésiques, alors t ÞÑ F pρtq est bien entendu une fonction convexe
du temps. Dans des problèmes variationnels plus élaborés, la majeure partie de notre analyse
consistera justement à choisir une fonctionnelle F est pertinente et à décrire son évolution le
long de la solution.

A.2.2 Évolution optimale de densité avec de la congestion

Inspiré par une modélisation issue des jeux à champ moyen [LL06a, LL06b, HMC06, Car10],
nous nous intéressons à des problèmes où une courbe à valeurs dans l’espace de Wasserstein ne
minimise pas seulement son action, mais aussi une énergie E qui pénalise certaines configurations
où la densité est trop élevée. Le problème type est de la forme

min
"
Apρq �

» 1

0
Epρtqdt : ρ P Γ

*

où Epρq est par exemple l’intégrale (spatiale) du carré de la densité, ou l’entropie de Boltzmann.
La valeur initiale et la valeur finale de la courbe peuvent être imposées, ou pénalisées. Une
alternative est de dire que Epρq vaut �8 si la valeur de la densité dépasse un certain seuil
critique et (par exemple) l’intégrale de ρ contre un potentiel sinon. Cela revient à mettre la
contrainte que la densité de ρ ne dépasse pas un seuil, et mène à l’apparition de forces de pression
concentrées sur l’endroit où la contrainte est saturée. Nous signalons que pour la structure
linéaire sur l’espace des mesures probabilité, ce problème est convexe (pour peu que E le soit),
ainsi l’existence d’une solution est assez standard une fois les espaces fonctionnels appropriés
choisis.
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D’un point de vue de la modélisation, ρ représente une densité d’individus (ou plutôt d’agents)
qui cherchent à se rendre à un endroit (d’où par exemple la pénalisation de la valeur finale)
mais qui tentent d’anticiper le comportement des autres agents de façon à éviter les zones
congestionnées (d’où la pénalisation des configurations où la densité est trop élevée). Nous
insistons qu’il est indispensable de prendre en compte l’anticipation des agents pour se retrouver
avec un problème variationnel avec des conditions aux bords temporels données et pas une
équation d’évolution.

La question qui nous intéresse est celle de la régularité des solutions : naturellement la courbe
optimale ρ sera telle que Epρtq soit intégrable, mais en réalité la régularité spatiale pourra être
plus forte : nous montrons des résultats de régularité elliptique, c’est-à-dire que la solution de
certains problèmes variationnels convexes est plus régulière que ce que l’on pouvait penser a
priori.

Congestion douce Nous nous intéressons au cas où l’énergie de pénalisation de la congestion
E prend la forme

Epρq :�
»

Ω
fpρpxqqdx�

»
Ω
V pxqρpxqdx,

où f est une fonction convexe et bornée par en dessous, tandis que V : Ω Ñ R est un potentiel
au moins continu. Une approximation numérique du problème résultant est montrée dans la
Figure A.3. Nous arrivons alors à montrer de la régularité L8 sur ρ.

Théorème A.1. On considère le problème

min
ρ

"
Apρq �

» 1

0

�»
Ω
fpρtpxqqdx�

»
Ω
V pxqρtpxqdx



dt�Ψpρ1q : ρ P Γ, ρ0 donnée

*
,

où l’inconnue ρ est une courbe continue à valeurs dans l’espace de Wasserstein pPpΩq,W2q.
On suppose que le domaine Ω est convexe, que le potentiel V : Ω Ñ R est Lipschitz et que

Ψ : PpΩq Ñ R est convexe et semi-continue inférieurement. Enfin, on suppose que la fonction f
est convexe et qu’il existe Cf ¡ 0, α ¥ �1 tels que f2psq ¥ Cfs

α pour s ¡ 0.
Alors, pour peu qu’il existe un compétiteur d’énergie finie1, le problème admet une unique

solution ρ et pour tout 0   T1   T2   1, la restriction de ρ à rT1, T2s � Ω appartient à
L8prT1, T2s � Ωq.
Ce résultat, obtenu initialement dans l’article [LS18] écrit en collaboration avec F. Santambrogio,
se trouve dans le Chapitre 4. Nous soulignons qu’en réalité dans ce chapitre de nombreuses
variations autour de ce résultat sont étudiées. Pour peu que l’on spécifie la forme précise de Ψ, la
régularité peut être étendue jusqu’à l’instant final (i.e. on peut prendre T2 � 1), mais l’étendre
jusqu’à l’instant initial reste une question ouverte. De plus, l’estimation sur f peut être affaiblie,
quitte à supposer de la régularité supplémentaire sur le potentiel : par exemple on peut imposer
f2psq ¥ Cfs

α seulement pour s ¥ s0 pour un certain s0 (mais alors il faut supposer V P C1,1),
et l’on peut même regarder α   �1 sous des hypothèses supplémentaires assez lourdes.

Ce résultat apporte réellement une information supplémentaire : l’hypothèse sur f autorise
toutes les fonctions puissances fpsq � sq avec q ¡ 1, et même l’entropie fpsq � s logpsq. Avec une
telle pénalisation, automatiquement un ρ d’énergie finie appartient à Lqpr0, 1s�Ωq, notre résultat
nous apprend qu’en plus le ρ optimal appartient à L8 localement en temps et globalement en
espace. Et ce sans aucune hypothèse de régularité sur la donnée initiale ρ0, ni sur la pénalisation
finale Ψ. Du moins la seule hypothèse à vérifier est l’existence d’un compétiteur d’énergie finie,

1Par abus de notation, l’énergie désigne la quantité que l’on cherche à minimiser
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et cela est par exemple garanti automatiquement si f croît au plus comme sq avec q   1� 1{d,
où d est la dimension de l’espace.

Avant de donner une idée de la démonstration, nous mentionnons qu’un résultat de régularité
L8 avait déjà été obtenu pour un problème similaire de jeux à champ moyen par P.-L. Lions
(dans la deuxième heure de la vidéo du cours au Collège de France du 27 Novembre 2009 [Lio12]).
Ce résultat repose sur un principe du maximum pour les équation elliptiques dégénérées : pour
ce faire, il est nécessaire que les mesures ρ0 et ρ1 soit fixées et dans L8 (ainsi que bornées par
en dessous), et qu’il n’y ait pas de potentiel V , contrairement à notre résultat. En revanche,
P.-L. Lions peut traiter des Lagrangiens généraux (c’est-à-dire remplacer l’action A par une
fonctionnelle plus générale), tandis que nous devons nous restreindre au cas quadratique.

Donnons très brièvement une idée de la démonstration : elle repose sur une idée similaire à
la démonstration d’une borne L8 pour les solutions d’équations elliptiques par Moser [Mos60].
Pour simplifier, regardons seulement le cas où V � 0, notons ρ P Γ la solution de notre problème
variationnel et introduisons les fonctionnelles Um : PpΩq Ñ R définies par

Umpρq :� 1
mpm� 1q

»
Ω
ρpxqmdx,

(ou �8 si la mesure ρ n’a pas de densité par rapport à Lebesgue)avec U1 qui serait l’entropie de
Boltzmann. Ces fonctionnelles sont convexes le long des géodésiques, en particulier t ÞÑ Umpρtq
est une fonction convexe du temps lorsque f � 0. Dans le cas f � 0, un calcul formel nous mène
à

d2

dt2Umpρtq ¥
»

Ω
|∇ρt|2ρm�1

t f2pρtq,

c’est-à-dire que l’on peut quantifier la convexité de Umpρq. À partir de là, en utilisant l’hypothèse
f2psq ¥ Cfs

α et des injections de Sobolev, on tombe sur

Cpm,Cf q d2

dt2Umpρtq ¥
�»

Ω
ρ
βpm�1�αq
t


1{β

où β ¡ 1 est lié à la dimension de l’espace d. En bref, nous pouvons contrôler une puissance
βpm � 1 � αq ¡ m de ρ par une puissance m de ρ (tout cela intégré en espace). Certes il
y a une dérivée seconde en temps qui apparaît, mais avec un certain travail (très similaire à
[Mos60]) l’itération de l’estimée ci-dessus suffit à borner uniformément les normes Lm de ρ, et
ainsi conclure à une borne L8. En pratique les calculs ci-dessus sont formels, et il faut introduire
une discrétisation en temps pour les rendre rigoureux.

Congestion dure Nous nous intéressons maintenant au cas où les configurations pour les-
quelles la densité dépasse un certain seuil sont tout simplement interdites. Cela correspond à
une contrainte de capacité maximale, l’environnement ne peut pas accueillir plus qu’une certaine
densité d’agents. Mathématiquement, l’énergie E prend la forme

Epρq :�
$&
%
»

Ω
V pxqρpxqdx si ρpxq ¤ 1 pour presque tout x P Ω,

�8 sinon,

où V : Ω Ñ R est un potentiel fixé. Par convention, la seuil maximal pour la densité a été fixé
à 1. Dans ce cas la densité ρ est automatiquement dans L8, la problématique se déplace vers
la régularité de la pression qui est le multiplicateur de Lagrange associé à la contrainte sur la
densité. Plus précisément, la pression P donne lieu à la force forçant la contrainte à être respectée
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et vérifie P ¥ 0 (c’est une mesure positive) ainsi que P � 0 si ρ   1 (elle n’est active que si la
contrainte est saturée). L’enjeu est de prouver un résultat de régularité L8 sur la pression, cette
question étant liée à des problématiques d’interprétation lagrangienne en jeux à champ moyen
[CMS16].
Théorème A.2. On considère le problème

min
ρ

"
Apρq �

» 1

0

�»
Ω
V pxqρtpxqdx



dt�

»
Ω

Ψpxqρ1pxqdx : ρ P Γ, ρ0 donnée
*
,

où l’inconnue ρ P Γ satisfait la contrainte ρt ¤ 1 pour tout instant t P r0, 1s. On suppose que Ω
est convexe et que les potentiels V,Ψ : Ω Ñ R appartiennent à W 1,qpΩq avec q ¡ d, où d est la
dimension de l’espace ambiant.

Alors il existe p P L8pr0, 1s � Ωq et P1 P L8pΩq tels que

P � ppx, tqpdxb dtq � P1pxqpdxb δt�1q
soit le multiplicateur de Lagrange associé à la contrainte ρ ¤ 1.
Ce résultat, obtenu initialement dans l’article [LS19] écrit en collaboration avec F. Santambrogio,
se trouve dans le Chapitre 5. Comme déjà remarqué dans [CMS16], même si la pression est
régulière (avec une densité L8 par rapport à Lebesgue) sur r0, 1q � Ω, il n’est pas possible
d’exclure une singularité temporelle de la pression pour l’instant final t � 1.

La seule étude précédente concernant la régularité de la pression dans les jeux à champ
moyen avec contrainte de densité dont nous soyons au courant est celle de [CMS16], où les
auteurs obtiennent P P L2

t,locBVx. Grâce à l’injection BV ãÑ Ld{pd�1q, cela permet de de dire
que P P Lm avec m ¡ 1 (localement en temps, globalement en espace). Une telle régularité
avait été obtenue en adaptant la preuve de la régularité de la pression dans le cas des équations
d’Euler incompressible, d’abord étudiée par [Bre99], et par la suite raffinée dans [AF08]. La
stratégie générale, appelée par la suite régularité par dualité [San18] permet d’obtenir de la
régularité Sobolev pour des équations elliptiques très dégénérées. Dans notre cas nous adoptons
une stratégie complètement différente, qui nous conduit à une information sur le laplacien de la
pression, mais qui ne marche que pour des lagrangiens quadratiques (alors que [CMS16] permet
de traiter des quantités plus générales que l’action A). D’un autre côté, nous avons besoin de
moins de régularité sur le potentiel (V doit avoir une régularité Sobolev au lieu de V P C1,1 dans
[CMS16]) et notre stratégie marche sur des domaines convexes, pas seulement sur le tore comme
pour [CMS16].

Plus précisément, soit ρ une solution du problème qui nous intéresse. On note v son champ de
vitesse tangent, c’est-à-dire le v optimal dans la formule de Benamou-Brenier (A.3). La dérivée
convective associée à v, c’est-à-dire Bt � v �∇ est notée Dt. À partir des conditions d’optimalité,
un calcul formel conduit à

�Dtt lnpρq ¤ ∆pP � V q.
Or, si P ¡ 0, ce qui ne peut arriver que si ρ � 1 (la contrainte est saturée), alors lnpρq atteint un
maximum de sorte que �Dtt lnpρq ¥ 0. En bref, on arrive à la conclusion que

∆pP � V q ¥ sur tP ¡ 0u.
C’est une sorte de problème de l’obstacle pour P . Des résultats de régularité elliptique plutôt
standards, couplés à de bonnes conditions au bord (car Ω est supposé convexe) permettent de
conclure, à t fixé, que P P H1pΩq si V P H1pΩq et P P L8pΩq si V P W 1,qpΩq avec q ¡ d. Un
argument similaire permet de conclure pour la régularité de la pression lorsque t � 1. De manière
analogue au paragraphe précédent, les calculs présentés ici sont formels et une approximation
par discrétisation temporelle est nécessaire pour les rendre rigoureux.
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A.2.3 Formulation variationnelle des équations d’Euler

Une autre variation autour du problème (A.6) apparaît dans la formulation variationnelle des
équations d’Euler incompressible [Bre89, Bre99, AF09, DF12]. Nous énonçons ici le problème sous
une forme qui le rend similaire à (A.6), même si ce n’est pas sous celle-ci qu’il est originellement
apparu dans [Bre89].

Plus précisément, rappelons que Γ � Cpr0, 1s,PpΩqq désigne l’ensemble des courbes continues
à valeurs dans l’espace de Wasserstein. Notre inconnue ne sera pas un élément de Γ, mais Q
une mesure de probabilité sur Γ. En d’autres termes, notre inconnue est la loi d’une courbe
aléatoire. La quantité que nous cherchons à minimiser est l’espérance de l’action EQ rApρqs sous
deux contraintes : celle que la loi jointe de Q aux instants t � 0 et t � 1 soit fixée et surtout celle
que pour tout t, EQrρts � L la mesure de Lebesgue sur Ω. Cette deuxième contrainte exprime
l’incompressibilité et force la masse à se répartir uniformément sur Ω.

D’un point de vue de la modélisation, il faut imaginer Q comme décrivant la cinématique
d’un fluide composé d’une infinité de phases : Qpρqdρ donne la proportion de phases suivant la
trajectoire ρ. Les configurations des différentes phases sont fixées à l’instant initial et l’instant
final, et comme le fluide est incompressible, au niveau global la somme des toutes les phases
se répartit uniformément sur le domaine. Enfin, en suivant le principe de moindre action, la
quantité à minimiser n’est autre que l’action totale, c’est-à-dire l’intégrale en temps de l’énergie
cinétique.

Ce modèle a été étudié sous l’angle de l’existence des solutions [Bre89], de la description du
défaut d’unicité [BFS09] et surtout de l’existence et la régularité du multiplicateur de Lagrange
correspondant à la contrainte d’incompressibilité, à savoir la pression [Bre99, AF08, AF09]. Pour
notre part, nous nous sommes intéressés à une conjecture laissée ouverte par Brenier [Bre03,
Section 4], à savoir le comportement en temps de l’entropie moyenne définie par

HQptq � EQ
�»

Ω
ρtpxq lnpρtpxqqdx

�
. (A.7)

En effet, un calcul formel indique que la fonction HQ, pour Q solution du problème, devrait
être une fonction convexe du temps, mais ce problème est resté ouvert. Nous y apportons une
réponse positive.

Théorème A.3. Soient Ω un domaine convexe, de mesure de Lebesgue unité, et γ P PpPpΩq �
PpΩqq une mesure de probabilité sur le produit PpΩq �PpΩq (satisfaisant une condition d’incom-
pressibilité). On considère le problème

min
Q

tEQ rApρqs : Q P PpΓq, pe0, e1q#Q � γ et @t,EQrρts � Lu ,

où pe0, e1q : Γ Ñ PpΩq � PpΩq désigne l’évaluation aux instants t � 0 et t � 1.
Supposons qu’il existe une solution du problème pour laquelle HQ (définie dans (A.7)) soit

dans L1pr0, 1sq, et considérons alors la solution Q telle que la norme L1pr0, 1sq de HQ est
minimale. Alors HQ est une fonction convexe du temps.

Ce résultat, obtenu initialement dans l’article [Lav17], se trouve dans le Chapitre 6. Il peut être
vu comme décevant car nous pouvons garantir la convexité de l’entropie moyenne seulement pour
une solution des équations d’Euler incompressible. Après la publication de notre article, Baradat
et Monsaingeon [BM18] ont prouvé, par une approche différente, au moins quand le domaine Ω
est un tore, qu’en fait toute solution des équation d’Euler sous forme variationnelle possède une
entropie moyenne temporellement convexe.
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Figure A.4: Exemple d’application harmonique à valeurs dans l’espace de Wasserstein. Chaque
petit carré correspond à la valeur de l’application en un point, qui est une mesure de probabilité
(représentée par sa densité). Cette application est harmonique, c’est-à-dire qu’elle minimise
l’énergie de Dirichlet parmi toutes les applications partageant les mêmes conditions aux bords.

Formellement la convexité de HQ est vraie, c’est d’ailleurs au vu d’un calcul formel que Brenier
avait formulé sa conjecture. Pour la démontrer rigoureusement, nous utilisons des arguments de
discrétisation en temps similaires au deux chapitres précédents. C’est d’ailleurs parce que nous
raisonnons par approximation que nous ne pouvons obtenir le résultat pour toutes les solutions
du problème considéré, mais seulement pour une.

A.3 Applications harmoniques à valeurs dans l’espace deWasser-
stein

Dans la deuxième partie de ce manuscrit, issue en majorité de l’article [Lav19], nous nous
intéressons à des applications, et non plus seulement des courbes, à valeurs dans l’espace de
Wasserstein. C’est-à-dire que nous considérons des applications µ : D Ñ PpΩq définies sur un
domaine D � Rp prenant leurs valeurs dans PpΩq. Le cas où D est un segment de R nous ramène
aux problématiques précédentes. Dans le cas général, l’enjeu est la définition de l’équivalent de
l’action A, que l’on appelle plutôt l’énergie de Dirichlet et qui sera notée Dir. Heuristiquement,
Dirpµq � 1

2
³
D |∇µ|2, où |∇µ| est mesuré à l’aide de la distance de Wasserstein. Une Dir définie,

prenons D un domaine borné avec un bord BD Lipschitz. Pour peu que µb : BD Ñ PpΩq soit
une application fixée définie sur le bord de D, on peut s’intéresser au problème de Dirichlet

min
µ
tDirpµq : µ : D Ñ PpΩq et µ � µb sur BDu . (A.8)

Par analogie avec le cas des applications à valeurs réelles, les solutions du problème de Dirichlet
sont naturellement appelées les application harmoniques à valeurs dans l’espace de Wasserstein.
Cette appellation rentre parfaitement dans le cadre du calcul d’Otto [Ott01], qui montre que
formellement l’espace de Wasserstein est une variété Riemannienne de dimension infinie. Notons
que si D est un segment, comme Dir coïncide alors avec A, (A.8) est identique à (A.6) et les
applications harmoniques coïncident avec les géodésiques à vitesse constante.
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Le premier enjeu est la définition de l’énergie de Dirichlet. Une définition, fondée sur une
extension de la formule de Benamou-Brenier (A.3) a été proposée par Brenier dans [Bre03,
Section 3]. D’un autre côté, l’énergie de Dirichlet et les applications harmoniques à valeurs dans
les espaces métriques ont été étudiées dans les années 90 dans les travaux de Korevaar, Schoen
et Jost [KS93, Jos94]. En plus de proposer une définition valable dans un cadre très général, ces
auteurs ont montré qu’une étude approfondie est possible si l’espace cible possède une courbure
négative au sens de Alexandrov. Or l’espace de Wasserstein a une courbure positive au sens
de Alexandrov [AGS08, Section 7.3], de sorte que la définition de Korevaar, Schoen et Jost a
toujours un sens, mais la plupart de leur théorie est inutilisable.

Notre première contribution est de montrer que ces deux définitions, celle se fondant sur une
extension de la formulation de Benamou-Brenier et celle issue de la théorie des applications à
valeurs dans les espaces métriques, coïncident : c’est l’objet de la Section 8.1. Plus précisément
L’énergie de Dirichlet telle que proposée par Brenier prend la forme suivante.

Définition A.4. Soit µ : D Ñ PpΩq. On définit son énergie de Dirichlet par la formule

Dirpµq � min
v

$&
%

¼
D�Ω

1
2 |v|

2dµ : v : D � Ω Ñ Rpd et ∇Dµ�∇Ω � pµvq � 0

,.
- ,

avec la convention que le minimum de l’ensemble vide est �8.

On pourra noter la ressemblance avec (A.3). Pour introduire la formulation métrique, commençons
par définir l’énergie de Dirichlet au niveau ε, à savoir

Dirεpµq � Cp

¼
D�D

W 2
2 pµpxq,µpyqq

2εp�2 1|x�y|¤εdxdy, (A.9)

où Cp est une constante de normalisation qui dépend de p la dimension du domaine D. Il est
facile de vérifier que si l’espace de Wasserstein est remplacé par la droite réelle, l’énergie de
Dirichlet au niveau ε converge simplement vers l’énergie de Dirichlet au sens usuel, à savoir
l’intégrale du carré du gradient. Dans notre situation, nous arrivons au résultat suivant.

Théorème A.5. On a
lim
εÑ0

Dirε � Dir,

simplement et au sens de la Γ-convergence (le long de la suite pεnqnPN � p2�nqnPN).

Le membre de gauche correspond à l’énergie de Dirichlet au sens de Korevaar, Schoen et Jost,
tandis que le membre de droite est celui de la Définition A.4. L’équivalence de ces définitions est
assez facile au niveau formel (et donc dans le cas où tous les objets sont réguliers), la preuve de
ce résultat repose sur des procédures d’approximation pour se ramener au cas régulier.

Nous signalons, sans le détailler ici, que si Dirpµq   �8 alors il est possible de donner un
sens aux valeurs de µ sur le bord de D, pour peu que ce dernier soit Lipschitz.

À partir de là, il est facile de montrer que le problème de Dirichlet (A.8) est bien posé si les
données aux bords ont une certaine régularité, c’est l’objet de la Section 8.2.

Théorème A.6. Soit µb : BD Ñ pPpΩq,W2q une application Lipschitz. Alors il existe au moins
une solution au problème (A.8).
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L’hypothèse sur µb permet de construire au moins un compétiteur d’énergie de Dirichlet finie
grâce à une extension Lipschitz de µb sur tout le domaine D. Nous soulignons que, puisque
l’espace de Wasserstein a une courbure positive, l’existence d’une extension Lipschitz n’est
pas automatique [Oht09] et repose sur des arguments ad hoc adaptés seulement à l’espace de
Wasserstein. L’unicité de la solution reste une question ouverte : elle ne peut pas être vraie
en toute généralité (c’est déjà faux si D est un segment), mais même avec des hypothèses de
régularité supplémentaires sur µb nous ne savons pas si nous pouvons conclure à l’unicité.

Du point de vue de la structure linéaire sur PpΩq, le problème de Dirichlet est un problème
convexe. En particulier, il lui est associé un problème dual qui s’écrit de la façon suivante. La
lettre σ désigne la mesure de surface sur BD.

Théorème A.7. Soit µb : BD Ñ pPpΩq,W2q une application Lipschitz. Alors on peut écrire

sup
ϕPC1pD�Ω,Rpq

#»
BD

�»
Ω
ϕpx, �qdµbpxq



σpdxq : ∇D � ϕ� |∇Ωϕ|2

2 ¤ 0 sur D � Ω
+

� min
µ
tDirpµq : µ : D Ñ PpΩq et µ � µb sur BDu .

Dans ce problème dual apparaît une équation d’Hamilton-Jacobi dans laquelle l’inconnue est
ϕ une fonction à valeurs vectorielles, tandis qu’il ne porte sur elle qu’une contrainte scalaire.
Nous ne savons pas si le supremum dans le membre de gauche est atteint, pas même le sens
dans lequel il pourrait être atteint : déjà dans le cas où D est un segment, il faut par exemple
autoriser des solutions de viscosité.

Étant un problème convexe, le problème de Dirichlet se prête bien à une approximation
numérique. Plus précisément, nous proposons dans le Chapitre 11 un problème convexe de
dimension finie qui, formellement, est une discrétisation du problème de Dirichlet. La preuve de la
convergence des minimiseurs de ce problème de dimension finie vers les applications harmoniques
reste néanmoins une question ouverte. Grâce à des méthodes de “splitting proximal”, plus
précisément l’Alternating Direction Method of Multipliers (ADMM), nous pouvons résoudre
algorithmiquement le problème de dimension finie en un temps long (mais raisonnable) et nous
nous en sommes servis pour produire les illustrations qui parsèment ce manuscrit. Nous soulignons
qu’une telle méthode n’est en rien nouvelle, elle a déjà utilisé pour approcher numériquement
des géodésiques dans l’espace de Wasserstein : c’est même pour cette raison que Benamou et
Brenier ont introduit la formulation (A.3) pour l’action d’une courbe [BB00].

Le principe de superposition [AGS08, Section 8.2] est un outil très pratique pour étudier
les courbes à valeurs dans l’espace de Wasserstein. Lorsque D cesse d’être un segment (et que
Ω n’est pas de dimension 1), alors il est mis en échec, comme décrit dans la Section 8.3, et
cela répond d’ailleurs à une question soulevée par Brenier [Bre03, Problem 3.1]. En bref, il
n’existe pas de point de vue Lagrangien pour les applications harmoniques à valeurs dans l’espace
de Wasserstein, seule la formulation eulérienne est disponible. Cela explique que l’étude des
applications soit substantiellement plus difficile que celle des courbes.

Le résultat théorique principal auquel nous arrivons, pour les applications harmoniques, est
qu’un principe du maximum reste valide : c’est l’objet du Chapitre 9. Bien sûr il n’y a pas
d’ordre canonique sur l’ensemble des mesures de probabilité. Pour donner un sens au principe
du maximum, il faut prendre une application harmonique µ : D Ñ PpΩq et la composer avec
F : PpΩq Ñ R convexe le long des géodésiques (généralisées). Si D est un segment (donc µ
est une géodésique), on obtient une fonction convexe par définition. Dans le cas général, on
obtient une fonction sous-harmonique, c’est-à-dire ∆pF � µq ¥ 0. Cette propriété n’est pas si
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surprenante : dans le cadre lisse, à savoir si l’on prend une application harmonique à valeurs dans
une variété Riemannienne, et qu’on la compose avec une application convexe à valeurs réelles, on
obtient une application sous-harmonique, comme remarqué par Ishihara [Ish78]. Dans le cas où
la variété Riemannienne est l’espace de Wasserstein (c’est-à-dire celui que nous étudions), nous
arrivons à prouver le résultat suivant.

Théorème A.8. Soit F : PpΩq Ñ R une fonctionnelle convexe le long des géodésiques général-
isées (ainsi que quelques propriétés de régularité supplémentaires que l’on ne détaille pas). Soit
µb : BD Ñ pPpΩq,W2q une application Lipschitz telle que supBDpF � µbq   �8.

Alors il existe au moins une solution µ : D Ñ PpΩq du problème de Dirichlet avec conditions
au bord µb telle que pF � µq : D Ñ R est sous-harmonique au sens des distributions dans D̊ et

ess sup
D

pF � µq ¤ sup
BD
pF � µbq. (A.10)

L’équation (A.10) n’est autre que le principe du maximum, il ne découle pas directement de
l’équation vérifiée par F � µ à l’intérieur de D à cause de l’éventuelle discontinuité de F � µ au
bord de D. Ce résultat est bien sûr décevant car nous pouvons affirmer quelque chose seulement
pour une solution du problème de Dirichlet, pas pour toutes : la raison est que nous procédons
par approximation et que nous ne savons pas garantir l’unicité dans le problème de Dirichlet.

Comme c’est l’objet principal de cette partie, nous présentons la stratégie de notre démon-
stration. L’idée consiste à minimiser Dirε l’énergie de Dirichlet au niveau ε définie dans (A.9),
grâce au Théorème A.5 nous savons que si µε est un minimiseur de Dirε (avec des conditions
aux bords appropriées) alors µε va converger vers une solution du problème de Dirichlet lorsque
εÑ 0. Par optimalité de µε, on arrive à la conclusion que pour presque tout x dans D, la mesure
µεpxq est un barycentre des µεpyq pour y P Bpx, εq : cette mesure minimise la fonctionnelle

µ ÞÑ
»
Bpy,εq

W 2
2 pµ,µεpyqqdy. (A.11)

On en tire un lien entre barycentre et applications harmoniques (vrai dans un cadre très général,
voir par exemple [Jos94]) : la mesure µpxq est le barycentre de ses voisins sur une boule de taille
ε, du moins dans la limite εÑ 0. Comme F est convexe le long des géodésiques généralisées, on
peut utiliser l’inégalité de Jensen pour dire que

F pµεpxqq ¤
»
Bpy,εq

F pµεpyqqdy. (A.12)

Plus précisément, pour établir cette inégalité de Jensen, on part de la caractérisation du barycentre
par (A.11) et on perturbe le barycentre en lui faisant suivre le flot gradient de la fonctionnelle
F . L’utilisation de l’inégalité EVI, rappelée dans (A.5), donne exactement l’inégalité de Jensen.
Il reste alors à passer à la limite ε Ñ 0 dans (A.12) pour obtenir ∆pF � µq ¥ 0 au sens des
distributions ainsi que (A.10). C’est à ce moment que des considérations techniques, que nous
ne détaillons pas ici, entrent en jeu.

Terminons ce résumé en expliquant ce que l’on peut dire de plus dans certains cas particuliers,
qui sont développés dans le Chapitre 10.

L’espace Ω s’injecte de façon isométrique dans pPpΩq,W2q : il suffit d’associer à x P Ω la
mesure δx, à savoir la masse de Dirac concentrée en x. En particulier, si f : D Ñ Ω, on peut
naturellement la voir comme une application µf : x P D ÞÑ δfpxq P PpΩq à valeurs dans l’espace
de Wasserstein. En un sens, une application à valeurs dans l’espace de Wasserstein peut être vue
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comme la relaxation d’une application à valeurs dans Ω [SGB13]. Une question que l’on peut se
poser est de savoir si cette relaxation apporte de meilleurs compétiteurs pour le problème de
Dirichlet. Brenier [Bre03, Theorem 3.1] a déjà apporté une réponse négative.

Proposition A.9. Soit µb : x P BD ÞÑ δfbpxq P pPpΩq,W2q une application Lipschitz à valeurs
dans l’ensemble des masses de Dirac. Alors il existe une unique solution µ au problème de
Dirichlet avec conditions au bord µb et elle s’écrit µpxq � δfpxq, où f est l’unique extension
harmonique de fb.

La preuve de Brenier repose sur l’exhibition de la solution du problème dual dans ce cas. Nous
ne l’avions pas encore signalé mais si µ : x ÞÑ δfpxq pour un certain f : D Ñ Ω alors

Dirpµq �
»
D

1
2 |∇f |

2.

En d’autres termes, l’énergie de Dirichlet pour les applications à valeurs dans l’espace de
Wasserstein étend bien la définition usuelle de l’énergie de Dirichlet pour les fonctions.

Un autre exemple révèle plus de la géométrie de l’espace de Wasserstein : il s’agit des
applications qui sont à valeurs dans l’ensemble des mesures gaussiennes. Comme nous travaillons
avec l’hypothèse que Ω est borné, nous ne pouvons pas vraiment considérer des mesures gaussiennes.
À la place, prenons ρ P PpRdq une mesure radiale, à support compact, et dont la matrice de
covariance est l’identité. Pour des raisons techniques, nous supposons aussi que son entropie est
finie. On note SdpRq l’ensemble des matrices d� d symétriques, ainsi que S�d pRq l’ensemble des
matrices symétrique semi-définies positives.

Définition A.10. Pour A P S�d pRq, on note ρA P PpRdq la mesure image de ρ par l’application
x ÞÑ Ax.

L’ensemble des ρA, pour A P S�d pRq est noté par PecpRdq et appelé une famille de distributions
aux contours elliptiques. On utilisera aussi la notation PecpΩq � PpΩq X PecpRdq
Par exemple, si ρ est l’indicatrice (renormalisée) d’un disque en dimension 2, alors les ρA sont
des indicatrices (renormalisées) d’ellipses. Plus généralement, le paramétrage A ÞÑ ρA est injectif
puisque A peut se retrouver en prenant la racine carré de covpρAq la matrice de covariance de ρA.
Le cas gaussien s’obtiendrait en prenant pour ρ la mesure gaussienne centrée réduite. L’ensemble
des matrices symétriques définies positives muni de la distance pA,Bq ÞÑW2pρA, ρBq forme une
variété Riemannienne de dimension finie. Elle n’est cependant pas complète car les matrices
singulières (au voisinage desquelles la métrique dégénère) sont à distance finie des matrices
inversibles. Notre résultat principal est le suivant.

Théorème A.11. Soit µb : BD Ñ PecpΩq une application Lipschitz (vérifiant certaines conditions
de compatibilité entre leur support et Ω non spécifiées) telle que det pcovpµbpxqqq ¡ 0 pour tout
x P BD and définissons Abpxq � covpµbpxqq1{2 pour tout x P BD.

Alors il existe une unique solution µ : D Ñ PpΩq au problème de Dirichlet avec valeurs
au bord µb et µ prend ses valeurs dans PecpΩq. De plus si A : D Ñ S�d pRq est défini par
Apxq :� covpµpxqq1{2 pour x P D alors on a :

(i) ess inf
xPD

detpApxqq ¡ 0.

(ii) L’application A est régulière (spécifiquement C8) dans l’intérieur de D et la régularité
jusqu’au bord est vraie si Ab et BD sont assez réguliers.

(iii) L’application A vérifie une équation aux dérivées partielles explicite (mais que l’on ne
reproduit pas ici).
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La preuve de ce résultat repose sur deux idées simples. La première est l’existence d’une rétraction
sur l’ensemble PecpΩq (i.e. une application 1-Lipschitz valant l’identité sur PecpΩq) de sorte qu’en
prenant n’importe quel compétiteur et en le composant avec cette rétraction on diminue son
énergie de Dirichlet tout en laissant les conditions au bord inchangées : cela garantit l’existence
d’au moins une solution au problème de Dirichlet à valeurs dans PecpΩq. Puis on utilise le
principe du maximum (Théorème A.8) en prenant pour F l’entropie de Boltzmann (A.4). En
effet, pour un tel choix de F ,

F pρAq � � lnpdetAq � C,

où la constante C dépend seulement de ρ. Ainsi, le principe du maximum pour l’entropie se
transforme en principe du minimum pour le déterminant de A : le point (i) est prouvé. Une
fois ces deux arguments utilisés, on sait en fait que A est une application harmonique à valeurs
dans une variété Riemannienne de dimension finie, et des arguments standards permettent d’en
déduire l’équation aux dérivées partielles qu’elle satisfait ainsi que d’en inférer sa régularité.
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Titre : Courbes et applications optimales à valeurs dans l’espace de Wasserstein

Mots Clefs : Calcul des variations, Transport optimal, Régularité elliptique, Analyse dans les espaces
métriques.

Résumé : L’espace de Wasserstein est l’ensemble des mesures de probabilité définies sur un domaine
fixé et muni de la distance de Wasserstein quadratique. Dans ce travail, nous étudions des problèmes
variationnels dans lesquels les inconnues sont des applications à valeurs dans l’espace de Wasserstein.

Quand l’espace de départ est un segment, c’est-à-dire quand les inconnues sont des courbes à valeurs
dans l’espace de Wasserstein, nous nous intéressons à des modèles où, en plus de l’action des courbes,
des termes pénalisant les configurations de congestion sont présents. Nous développons des techniques
permettant d’extraire de la régularité à partir de l’interaction entre l’évolution optimale de la densité
(minimisation de l’action) et la pénalisation de la congestion, et nous les appliquons à l’étude des jeux à
champ moyen et de la formulation variationnelle des équations d’Euler.

Quand l’espace de départ n’est plus seulement un segment mais un domaine de l’espace euclidien, nous
considérons seulement le problème de Dirichlet, c’est-à-dire la minimisation de l’action (qui peut être
appelée l’énergie de Dirichlet) parmi toutes les applications dont les valeurs sur le bord du domaine de
départ sont fixées. Les solutions sont appelées les applications harmoniques à valeurs dans l’espace de
Wasserstein. Nous montrons que les différentes définitions de l’énergie de Dirichlet présentes dans la
littérature sont en fait équivalentes ; que le problème de Dirichlet est bien posé sous des hypothèses assez
faibles ; que le principe de superposition est mis en échec lorsque l’espace de départ n’est pas un segment ;
que l’on peut formuler une sorte de principe du maximum ; et nous proposons une méthode numérique
pour calculer ces applications harmoniques.

Title: Optimal curves and mappings valued in the Wasserstein space

Keys words: Calculus of variations, Optimal Transport, Elliptic regularity, Analysis in metric spaces.

Abstract: The Wasserstein space is the space of probability measures over a given domain endowed with
the quadratic Wasserstein distance. In this work, we study variational problems where the unknowns are
mappings valued in the Wasserstein space.

When the source space is a segment, i.e. when the unknowns are curves valued in the Wasserstein
space, we are interested in models where, in addition to the action of the curves, there are some terms
which penalize congested configurations. We develop techniques to extract regularity from the minimizers
thanks to the interplay between optimal density evolution (minimization of the action) and penalization
of congestion, and we apply them to the study of Mean Field Games and the variational formulation of
the Euler equations.

When the source space is no longer a segment but a domain of a Euclidean space, we consider only the
Dirichlet problem, i.e. the minimization of the action (which can be called the Dirichlet energy) among
mappings sharing a fixed value on the boundary of the source space. The solutions are called harmonic
mappings valued in the Wasserstein space. We prove that the different definitions of the Dirichlet energy in
the literature turn out to be equivalent; that the Dirichlet problem is well-posed under mild assumptions;
that the superposition principle fails if the source space is no longer a segment; that a sort of maximum
principle holds; and we provide a numerical method to compute these harmonic mappings.
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