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Résumé

Le but de cette these a été de construire un modele haute résolution de la vitesse
des ondes S au sein la croute et du manteau supérieur de 'arc alpin et de I’Europe, a
partir de corrélations de bruit. Dans ce cadre, nous avons construit plusieurs modeles
tomographiques a partir d'un jeu de donnée composé de quatre années de bruit ambiant
enregistré par 1293 stations réparties a travers I’Europe. Nous avons tout d’abord réalisé
une tomographie par corrélation de bruit "classique”. Des mesures de vitesse de groupe des
ondes de Rayleigh entre 5 et 150s de période ont été inversées pour construire des cartes
de vitesse de groupe. Elles ont été inversées avec une approche bayésienne afin d’établir
un modele probabiliste de la vitesse des onde S et d’évaluer la probabilité d’avoir une
interface en chaque point du modele. Ceci a permis d’établir un modele tomographique
haute résolution de I'ensemble de I’Europe en bon accord avec des études antérieures
ciblées sur des zones spécifiques.

La forte densité de station au niveau de I’arc alpin nous a permis d’établir des cartes
de vitesse de phase avec la méthode Eikonal entre 7 et 25s de période. Celles-ci sont en
accord avec les cartes de vitesse de groupe précédemment établies. De plus nous avons
pu avec cette méthode étudier 'anisotropie de la croute a 1’échelle des Alpes.

Nous avons continué a affiner notre modele de la lithosphere alpine en réalisant une to-
mographie basée sur I’équation d’onde ("wave equation tomography”, WET) s’appuyant
sur des simulations numériques de la propagation des ondes elastiques en 3D. Nous
avons ainsi itérativement amélioré le modele en minimisant la différence de vitesse de
phase des ondes de Rayleigh mesurée sur des corrélations observées et simulées numé-
riquement entre 10 et 55s de période. Le modele final a été obtenu apres 15 itérations
avec une réduction de la fonction cott de ~65%. Au sein de la crotlte et a l'interface
croute/manteau, ce modele présente de nouvelles structures et des contrastes de vitesse
plus importants. Ceci illustre que cette approche permet d’améliorer significativement
les modeles tomographiques obtenus par corrélations de bruit.






Abstract

The primary goal of the thesis is to build high-resolution shear-wave velocity models
of the Alpine crust and uppermost mantle using ambient noise based tomography. In
this framework, we performed a series of tomographic applications using a large cross-
correlation dataset computed from 4 years of noise recorded at 1293 broadband seismic
stations across Europe.

We first applied a ’classical’ ambient noise group velocity tomography. Rayleigh wave
group velocity measurements in the period band 5-150 s were inverted to construct group
velocity maps. With a Bayesian 1-D depth inversion approach, we determined both the
shear-wave velocity and probability of interfaces at each cell of the model. This has
allowed to finally establish a high-resolution model of the European crust and uppermost
mantle in good agreement with previous localized geophysical studies.

Taking advantage of the dense seismic array in the Alpine region, we performed
ambient noise Eikonal tomography using Rayleigh wave phase velocity measurements in
the period band 7-25 s. With this method, we were able to study the anisotropy of the
Alpine crust.

We refined the shear wave velocity model of the Alpine crust and uppermost mantle
using wave-equation tomography (WET) based on the numerical simulation of 3-D elastic
wave propagation. We iteratively improved the initial model by minimizing the phase
traveltime differences between the observed and synthetic Rayleigh waves in the period
band 10-55 s. We obtained the final model after 15 iterations with a reduction of total
misfit ~65%. At crustal and Moho depths, the final model displays several new features
and much stronger velocity contrasts, which indicate that this approach can significantly
improve the model obtained by classical ambient noise tomography.
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Chapitre 1

Introduction

Sommaire
(I.1 Thesis objectives| . . . . . . . . . . i i i e 11
1.2 Thesis structurel . . . . . . . . . . i i i i, 13

1.1 Thesis objectives

The Alps, formed by the interaction of the Adriatic and European plates, is the fo-
remost region in geological and geophysical research. Unlike large mountain belts such
as the Himalayas or the Andes, the lithospheric structure of the Alps and the adjacent
Apennines display strong and quick changes both across and along strike, and the in-
terpretation of underlying geodynamic processes remains under debate. In particular,
tomographic studies about the upper mantle lead to considerable controversy over the
geometry and origin of slabs (Lippitsch), 2003} Piromallo and Faccennal 2004; Spakman
and Wortel, 2004; Zhao et al., 2016)).

The first step towards a better understanding of the geodynamic processes of the
Alps is to build an accurate crustal and uppermost mantle model, as well as the Moho
interface. The crustal structure of the Alpine belt has mainly been probed along seismic
transects using either controlled sources (EGT, ECORS-CROP, NFP-20, Transalp) or
earthquake data (Transalp, Cifalps, EASI). The gaps between these transects were filled
using potential field data such as Bouguer anomaly modeling in 3-D, albeit at a much
lower vertical resolution.

Ambient noise tomography has proved to be a robust imaging tool (at local scale :
e.g. [Brenguier et al.| (2007)); [Picozzi et al.| (2009), at regional scale : e.g. [Bensen et al.
(2009); Stehly et al| (2009), at global scale : e.g. Nishida et al. (2009); Haned et al.
(2016)). It is based on the retrieval of the Green’s function from the cross-correlation
of ambient seismic noise, overcoming the limitation of the availability of earthquake
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observations in traditional earthquake-based tomography. Since cross-correlations are
rich in high frequency content (<20 s), the ambient noise tomography is in particular
appropriate for crustal imaging. The most typical ambient noise tomography makes use
of the vertical component of Rayleigh waves reconstructed from cross-correlations. The
measured Rayleigh wave group or phase velocities are inverted to constrain shear-wave
velocity model using the two-step surface wave inversion approach. Using this approach,
Stehly et al.| (2009) and Molinari et al.| (2015)) obtained 3-D shear wave velocity models
and Moho depth maps of the Alpine region.

The increase of the number of seismic stations in recent years enables to image the Al-
pine region with unprecedented high-resolution. The AlpArray Seismic Network (AASN),
that started on 1st January 2016, is one of the largest temporary seismological network
in the academic field. Combined with the permanent seismic stations, we obtain a dense
coverage of the Alpine region with station spacing around 50 km. The number of avai-
lable seismic stations is 3-5 times of those in the studies by [Stehly et al. (2009) and
Molinari et al.| (2015) . The amount of seismic stations not only improves the resolution
of tomographic results, but also enables some specific tomographic methods based on
dense arrays, such as Eikonal tomography (Lin et al. 2009; Lin and Ritzwoller, |2011al).

Wave-equation-based tomography using numerical modeling of wave propagation in
3-D heterogeneous medium becomes feasible with advances in numerical techniques and
computational facilities (at regional and continental scales : e.g. Tape et al.| (2009)); Ficht-
ner et al.| (2009); [Zhu et al. (2012)); Yuan et al|(2014); Fichtner and Villasenor| (2015)).
This naturally leads to the methodological improvement of ambient noise tomography by
combining it with wave-equation-based tomographic methods, leading to ambient noise
wave-equation tomography (Chen et al., 2014; Gao and Shen, 2014; Shen and Ritzwoller,
2014; |Liu et al.; 2017)). The new method, benefiting from accurate 3-D wavefield simula-
tion and sensitivity kernels computation, is believed to improve the final 3-D Vs model
as compared to the two-step inversion approach.

The primary goal of this thesis is to build a new generation of high-resolution shear-
wave velocity models of the Alpine crust and uppermost mantle using ambient noise
based tomographic methods. To that end, we compile a cross-correlation dataset using
four years of seismic noise recorded at 1293 broadband seismic stations across Europe.
The tomography proceeds in three steps using different methods :

e In the first step, we perform ambient noise group velocity tomography for the
European crust and uppermost mantle. We invert Rayleigh wave group velocity
measurements in the period range 5-150 s using the well-established two-step in-
version approach.

e In the second step, we perform ambient noise phase velocity tomography. Rayleigh
wave phase velocity measurements are first inverted in the same manner as in
step 1 for the European crust and uppermost mantle. The obtained results are
used to confirm the model built in step 1. Then, Rayleigh wave phase velocity
measurements in the period range 7-25 s are inverted using Eikonal tomography to
obtain azimuthal anisotropy for the Alpine crust.

12
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e In the third step, we perform ambient noise wave-equation tomography to refine
the shear-wave velocity model for the Alpine crust and uppermost mantle. We
iteratively improve the model built in step 1 by minimizing the phase traveltime
difference between observed and synthetic waveforms in the period band 10-55 s.
The inversion is performed with a WET workflow using the SEM46 code package
developed within the SEISCOPE consortium (https ://seiscope2.osug.fr).

1.2 Thesis structure

This thesis contains six chapters.
In Chapter 1 (this chapter), we present the motivation and objectives of the thesis.

In Chapter 2, we review the ambient noise cross-correlation technique. We show
mathematical demonstrations and numerical illustrations of the reconstruction of the
Green’s function from noise cross-correlations. With numerical tests, we analyze the
influences of the anisotropic noise source distribution and medium heterogeneity in our
specific case.

In Chapters 3-5, we present our ambient noise tomographic applications, correspon-
ding to the three steps mentioned above. In Chapter 3, published as |Lu et al.| (2018),
we apply the ambient noise group velocity tomography to determine a shear-wave velo-
city model and a probability model of interfaces for the European crust and uppermost
mantle. In Chapter 4, we present two ambient noise tomographic applications based on
phase velocity measurements, with a focus on the use of Eikonal tomography to study
the azimuthal anisotropy of the Alpine crust. In Chapter 5, we present our application
of ambient noise wave-equation tomography for the Alpine crust and uppermost mantle.
We show how this new method improves the results obtained from the traditional 2-step
inversion approach.

In the last chapter, we conclude on the results of the thesis and discuss the potential
improvements.

13
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2.1 Introduction

It has been demonstrated experimentally and theoretically that, in the case of random
or isotropic wavefields, the Green’s function can be reconstructed by cross-correlating the
signals recorded at two passive receivers, seeing one of them as source and another as
receiver. This has opened up new horizons for the seismologists to extract information
about Earth’s structure from the cross-correlations of ambient seismic noise.

The goal of this thesis is to image the European crust and uppermost mantle using the
cross-correlations of ambient seismic noise. Thus, it is necessary to first give an overview
of the cross-correlation technique and analyze possible discrepancy between the true and
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reconstructed Green’s function due to non-ideal conditions, such as the anisotropic source
energy distribution and medium heterogeneity.

In this section, we briefly review the development of cross-correlation technique. In
section 2.2, we introduce its principles using mathematical demonstrations and numerical
illustrations. In section 2.3, we quantitatively analyze the discrepancy between the true
and reconstructed Green’s function due to an anisotropic source energy distribution and
medium heterogeneities. In the numerical experiments in section 2.2 and 2.3, we focus
on our specific case. We analyze the vertical component Rayleigh waves. The anisotropic
source energy distribution is estimated from our cross-correlation dataset of Europe, and
the medium heterogeneities are induced using an European seismic velocity model.

2.1.1 Context

The earlier studies of cross-correlation technique can be traced back to those of [Aki
(1957) and Claerbout, (1968)). Aki (1957) derived the original formulation of spectral
correlation in homogeneous medium with 2-D plane waves. This initialized the SPatial
AutoCorrelation method (SPAC), which is widely used for measuring dispersive pro-
perties of surface waves in the near-surface imaging. (Claerbout| (1968) showed that the
reflection response at a surface receiver can be retrieved by the auto-correlation of passive
recordings of the transmission responses in a horizontally layered medium. A conjecture
was proposed later by Claerbout for the case of two receivers, generally stating that the
cross-correlation of passive recordings at two surface locations can reconstruct the reflec-
tion response at one of the locations if there was a source at the other. This provided
the basis for the 'daylight imaging’ technique in the exploration seismology.

More recently, successful retrieval of Green’s function from cross-correlations was
obtained in the field of ultrasonics (Weaver and Lobkis, [2001)). They proved that the
cross-correlation of a diffuse noise field in a closed system provided the complete Green’s
function. The results were further generalized by inducing scattering to approximate
the "diffuse noise field” environment (Lobkis and Weaver, 2001). |Derode et al.| (2003ayb)
showed that the exact Green’s function can be retrieved in an open system from the
cross-correlation of multiply scattered waves based on a time-reversal experiment. Snie-
der| (2004) used the stationary phase theorem to show the convergence of the noise
correlation function towards the Green’s function. They stated that the Green’s func-
tion are obtained by a process of constructive interference of the scattered waves aligned
with the station—station azimuth, and the equipartition of normal modes is not a neces-
sary condition. Wapenaar| (2004 derived a relation between the Green’s function and
the cross-correlation based on reciprocity theorem, which holds in any inhomogeneous
medium.

In seismology, the first attempt was made by (Campillo and Paul| (2003), who success-
fully reconstructed the Green’s function between seismic stations in the central Mexico
by cross-correlating coda waves generated by 30 earthquakes along the west coast of
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Mexico. Later, Shapiro and Campillo| (2004) demonstrated that the fundamental mode
Rayleigh wave can be extracted from the correlations of the ambient seismic noise. Body
waves retrieval is reported by [Roux et al| (2005)), who identified the presence of direct
P-waves in the noise cross-correlations using a small seismic array of Parkfield network,
California.

For more details about the context of cross-correlation technique, readers can also
refer to some published reviews (Campillo, 2006; Larose et al., 2006; Wapenaar et al.,
2010bjaj; |Cupillard et all 2012; |[Snieder and Larose, |2013; |Campillo and Roux, 2015]).

2.1.2 Applications

The successful retrieval of the Green’s function from the cross-correlation of ambient
seismic noise has great perspectives in seismology, because the traditional earthquake-
based seismology is often limited by the spatial and temporal availability of earthquakes.
Using the cross-correlation of ambient seismic noise overcomes these limitations, for the
reason that each station pair becomes a virtual source-receiver pair with continuous
recordings. Since N stations results into N - (N — 1)/2 source-receiver pairs, it espe-
cially favors regions with dense seismic network. Shapiro et al.| (2005) first applied the
cross-correlations to surface wave tomography. Since then, it has experienced a rapid
evolution involving many areas in seismology, including surface wave tomography, body
wave imaging, monitoring of seismic velocity changes, etc. Now, it becomes an important
component of seismology, referred to as noise-based seismology.

2.1.2.1 Surface wave tomography

Surface waves travel directly beneath the surface of the Earth with highest amplitude
in seismograms. It is a natural resource to image Earth’s crust and uppermost mantle.
Traditional surface wave tomography infer medium properties using group or phase ve-
locities of surface waves based on earthquakes observations, which plays an important
role in geophysical imaging in both regional and global scales. However, the method is
limited in several aspects by the use of earthquake observations : (1) data coverage is
sparse in regions of seismic silence; (2) data coverage is often heterogeneous, as earth-
quakes mainly occur along the active plate boundaries; (3) high-frequency component
data (<20 s) is deficient due to the attenuation of long distance earthquake waves; (4)
precise earthquake source information is required.

In seismology, the cross-correlations of ambient seismic noise have first been applied in
surface wave tomography, as the surface waves are the most easily retrieved component.
This is because most noise sources are generated by near-surface activities, for instance
human activities for high-frequency (>1 Hz) and 'miscroseisms’ for low-frequency (<1
Hz). As a consequence, the prime component in the recorded ambient seismic noise is
surface waves, in particular Rayleigh waves (Toksoz and Lacoss, [1968). Accordingly, the

17
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cross-correlation of ambient seismic noise is also dominated by surface waves, especially
Rayleigh waves.

The contribution of the cross-correlations of ambient seismic noise to the traditional
surface wave tomography is evident : (1) the coverage of cross-correlation data is station-
dependent. Thus, it overcomes the data availability in the regions of seismic silence, and it
obviously increases the amount and spatial distribution uniformity of data in the regions
of dense seismic network. (2) for the reason that the dominant periods of microseisms
are less than 20 s, the cross-correlations are rich in high-frequency components (<20 s),
which is crucial for crustal imaging; (3) the cross-correlation directly infers the Green’s
function between two stations, so that no extra source information is required.

The first application of cross-correlations to surface wave tomography was conducted
by Shapiro et al. (2005), who constructed Rayleigh waves group velocity tomographic
images of California using cross-correlations of 1 month of ambient seismic noise. From
then on, the cross-correlations have been extensively applied to surface wave tomography
from local to global scales, prospecting the depth range from the shallow subsurface to
mantle transition zone (at local scale : e.g. Brenguier et al.| (2007)); Picozzi et al. (2009),
at regional scale : e.g. |[Yao et al| (2008); |Stehly et al|(2009), at continental scale : e.g.
Yang et al| (2007); [Bensen et al.| (2009), and at global scale : e.g. Nishida et al. (2009));
Haned et al. (2016)). It is nowadays a promising domain, giving rise to a new class of
methods referred to as ambient noise tomography’.

Since the ambient noise tomographic method is the core part of the thesis, we extend
the discussion in each of the following chapters.

2.1.2.2 Body wave imaging

B A S B A
. A A— @U

FIGURE 2.1 — Schematic illustration of the sensitivity kernel for the cross-correlation
function (from Snieder and Larose (2013)). Left : for surface waves, all sources along the
receiver station line contribute to the final cross-correlation function; right : for body
waves, only sources located in a specific area contribute to the final cross-correlation
function.

Although surface waves are often dominant components, the cross-correlation of am-
bient seismic noise can potentially reconstruct the full Green’s function, including also
body waves. Unlike surface waves propagating along the surface, body waves travel
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through the interior of the Earth and have a stronger sensitivity to medium interfaces.
Thus, body waves are of great use to image deeper structure and interfaces. However,
the extraction of body waves is more difficult than that of surface waves. That is due to
the 3-D propagation of body waves, so that only sources located in a specific small area
along the receiver-station line provide the constructive interference of cross-correlations
(Fig. right). Since the ambient noise sources are spatially and temporally unstable,
the convergence towards the Green’s function of body waves is slow. On the contrary,
the propagation of surface waves follows a 2-D regime, therefore sources from a larger
area along receiver station line can contribute to the cross-correlation. (Fig. left).

Due to the difficulties of extraction and their relative low amplitudes, the body waves
are still less prominent than surface waves in term of applications in noise-based seis-
mology. At global scale, body waves are mainly used to retrieve deep seismic phases
(Nishidal 2013} [Lin et al.| [2013}; Boué et al 2013, 2014a), and image inner core (Huang
et al., [2015; Wang et al., 2015)). At regional scale, body waves applications mainly fo-
cus on detecting major discontinuities of the earth, for instance the Moho (Zhan et al.
2010; Tibuleac and von Seggern),|2012), the mantle transition zone (Poli et al.; 2012) and
the D” reflector (Poli et al., 2015)). Some applications at local scale for tomography and
reflection imaging are reported (Draganov et al, 2009; [Nakata et al., 2015).

2.1.2.3 Monitoring of seismic velocity changes

The cross-correlation of ambient seismic noise also provides us the unique chance to
reconstruct continuous Greens’s functions with daily or monthly temporal resolution.
Benefiting from continuous Green’s functions, one can measure the relative seismic ve-
locity changes, so called noise-based monitoring. As seismic velocity changes have long
been proved to be related to the subsurface stress field (O’Connell and Budiansky), |1974;
Birch| 1961; Reasenberg and Aki| |1974), following the seismic velocity changes can be
used to reveal the variations of physical properties in the crust.

The two basic methods for monitoring are stretching (Lobkis and Weaver, [2003) and
doublet (called also Moving Window Cross Spectral method) (Poupinet et al., [1984).
The former one is a time domain measurement by stretching the original waveform with
a series of coefficients €. The € that provides the best fitting waveform is defined as the
seismic velocity changes. The later one is a frequency domain measurement, which usually
measures the phase shift in each sliding window between two cross-correlations and find
the velocity changes through two linear regressions. The measurements are applied on
both surface and coda wave parts, as time difference increases with increasing lapse time.

Seismic velocity changes are usually coincident with earthquakes with a quick velocity
drop followed by a relatively slow recovery procedure (Brenguier et al., [2008a; [Froment
et all 2013) and some volcanic activities (Wegler and Sens-Schonfelder] | 2007; Brenguier
et al., |2008b)). The changes can also find its origin in some environmental factors related
stress changes, such as rainfall induced pore pressure changes (Sens-Schonfelder and We-
gler, |2006; [Wang et al., 2017), atmospheric temperature generated thermoelastic effect
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(Hillers et al., [2015a)), tidal effects (Yamamura et al., 2003; Hillers et al., 2015b) and
some loading effects from snow (Wang et al., [2017), etc. Therefore, noise-based moni-
toring can not only help to understand the variation of stress field before and after an
earthquake, but also be a supplementary method to geodesy to study the climate-related
stress changes in the crust.

2.2 Theory

In this section, we provide mathematical demonstrations and numerical illustrations
of the reconstruction of the Green’s function using cross-correlations. For mathematical
demonstrations, we consider both homogeneous and heterogeneous medium. For simpli-
city, we consider scalar waves in both cases, but the conclusions made are also valid for
vector (elastic) waves.

However, the mathematical demonstrations are often based on strong assumptions,
which can be rarely met in reality. Thus, we further show numerical illustrations on
the reconstruction of the Green’s function under more realistic conditions. We consider
two situations : (1) homogeneous medium with isotropic source energy distribution and
(2) heterogeneous medium with anisotropic source energy distribution. In particular, we
focus on our specific application for the European region. The anisotropic source energy
distribution is approximated by the azimuthal signal-to-noise ratio patterns of our cross-
correlation dataset of Europe (see section 3.2.8), and the heterogeneous medium is built
using European model EPcrust (Molinari and Morelli, 2011).

2.2.1 Mathematical demonstrations
2.2.1.1 Homogeneous medium
Following the concept of |Aki| (1957), we show a mathematical demonstration on

the reconstruction of the Green’s function from the cross-correlation in 3-D free-space
homogeneous medium. We assume an isotropic illumination of uncorrelated plane waves.

The scalar (acoustic) wave equation is a second order partial differential equation :

2 =2
Au(rt) ~ LTUED _ i) 21)

where A is the Laplace operator, u(r;t) is the displacement at location 7 and time ¢,
c is the velocity of medium, and f(7;t) is the source term that describes the effect of
the source on the medium. The Green’s function G(7, i t) is a particular solution of the
wave equation to an impulse source :
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— 1 2 P _; —
AG(7, 775 t) — ?% = §5(F— )8t —t), (2.2)

where ¢ is the Dirac delta function, and §(7 — 17)8(t — ') denotes the impulse source
at position 7’ and time ¢. In homogeneous medium, we have the solution of the Green’s
function in form of

- 1 r
G(rr't) = —0o(t — - 2.3
(mr54) d7r ( c) (2:3)
in the time domain, and
G(7, 1" w) = Leﬂcp(—ik:?") (2.4)
4dmr
in the frequency domain, where k = w/c is the wavenumber and r = |7 — 7| is the

distance to the impulse source. Seeing that the Green’s function is the record of response
at one point to an impulse source at another point, it carries information about the
medium.

We consider two receivers positions 7} and 75 in the medium. According to (Cox,
1973)), in case of isotropic illumination of uncorrelated plane waves, the normalized cross
spectrum C/(7, 75, w) of records at the two receivers can be expressed as

C(ry, Ty w) = Jo(kr). (2.5)

where Jy denotes a Bessel function of first kind and order 0, and r = |} — 73| is the
distance between the two receivers. Equation , shown by Aki (1957) for 2-D case,
is the essential theory of the SPatial AutoCorrelation method. It states that the phase
information between two receivers can be extracted from the cross-correlation of records
at the two receiver locations. Equation can be further expressed as

C(7r, o w) = . (26)

From equation [2.6] we can obtain the cross-correlation function in the time domain by
its inverse Fourier transform :
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1 inf _: k
C(ry, 7o t) = o / fsmkfrr)exp(iwt)dw,

1 /mf exp[iw(t-H”/C)]dw 1 /inf exp[iw(t—T/C)]dw'

AT | s tkr AT | s tkr

(2.7)

Taking the time derivative of this time domain cross-correlation function, we have

2. inf inf
O(Tlcaitr% t) _ 4;7" /inf exp[@'w(t + r/c)]dw — ﬁ L exp[iw(t — T/C)]dw, (28)
C

= [t - 7—6") Lot + E)].

Regarding the solution of the Green’s function given in equation [2.3] we obtain the
following relation :

dC(r, st L o
(Tzlth ) — 4;T[_G(T1,r2,t) + G(T17r27—t)]7 (2.9)

which means that the Green’s function can be retrieved from the derivative of the cross-
correlation function. The two terms in the parentheses in the right-hand side correspond
to the forward and backward propagated Green’s functions between the two receivers.
The two terms are also known as the causal and acausal sides of the Green’s function.
Since the causal and acausal sides do not interfere with each other, for each side, we can
have the following expression :

dC(Fl th) &
2 = 7T 2.10
dt 47TTG(T17T271:)' ( )

2.2.1.2 Heterogeneous medium
Here, we generalize the demonstration to heterogeneous medium. To that end, we
follow the approaches of Wapenaar| (2004)) and (Campillo and Roux] (2015)) using recipro-

city theorem. The scalar wave equation [2.2] can be expressed as Helmholtz equation in
the frequency domain :

AG(F, 5 w) + K2G(F, ' w) = 6(F — 1), (2.11)
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where G(7,1";w) is the frequency domain Green’s function for position 7 to an impulse
source located at position 7.

We consider two positions 77 and 75 in a locally heterogeneous and far-field homo-
geneous medium. For an arbitrarily closed surface S in the far-field, we define the flux
through the surface as :

/{G 7, 7 w)VG(7y, Tiw)" — VG(7y, T w)G (7, 7iw) } dS, (2.12)

where G(77, i w) and G(75, " w) are the Green’s functions for the two positions 7 and
75 to a source located at position 7 on the surface, V denotes the divergence operator,
and the asterisk * indicates the complex conjugate. In an energy lossless medium, we
can apply the divergence theorem :

I—/V{G 7“1, X )VG(’I“Q, Ty )*—VG(Fl,F;w)G(rz, )}dV
(2.13)
/{G WAG(F, 7 w)" — AG(F, 7 w)G(F, 7 w)*} V.

Equations [2.12] and [2.13] give the correlation-type reciprocity theorem for scalar waves.
From equation [2.11] we have

AG(Fy, 7 w) = 0(F, — ) — K*G(7, 7 w), (214)
AG(7y, 7 w) = 8(Fy — 1) — K*G(Fy, 7 w) '
By substituting equations [2.14] into we obtain
1= G(Fl,FQ,U)> —G(Fg,fi;w)*, (215)

where G(71,T; w) and G(7s,71;w) refer to the causal and acausal sides of the Green’s
function between the two positions 7} and 75. Then, we combine equations and
to get the following relation :

G(Fl, 77‘2, U)) — G(FQ, Fl, ’lU)* =

/S{G(h, w)VG (7, 7 w)* — VG(Fy, 7 w)G(7, 7 w)*} dS. (2.16)
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Since we assume the surface is far from the locally heterogeneous medium, G(7, 7 W)
and G(7%,r’; w) can be approximated by equation |2.4] :

1
~ —_—
47T|7_"—7?1|

1
~N —_—
47T|7?—7?2|

exp(—ik|r — 7)),
(2.17)
exp(—ik|r — r3)),

and therefore :

(2.18)

By substituting equation into we have

G(F1,F2;w) - G(Fz,ﬂ;w)* = —Qik/ {G(Fl,F;w)G(FZ,F;w)*}dS. (2-19)
S

In equation 2.19] the left hand side refers to the causal and acausal sides of the Green’s
function between the two positions, while the right hand side is related to the spatial
integral of the cross-correlations of wavefields to sources on an arbitrary far-field clo-
sed surface. If we further assume the sources on the surface are mutually uncorrelated,
equation [2.19] can be expressed in a more general way :

G(7y, To;w) — G, T w)* = —2ik[u (71, w)u® (7y, w)], (2.20)
where u® (7, w) and u®(7, w) are the frequency-domain wavefields observed at the

two receiver positions. In the time domain , equation [2.20] can be expressed as

" 2dC(ry, T, t
G(F17F2;t) - G(F%Fl; —t) = _E%’ (2'21)

where C'(77,75,t) is the cross-correlation of wavefields recorded at the two receiver posi-
tions. We notice that equation [2.21] is equivalent to equation [2.9] except for the ampli-
tude. Thus, as in homogeneous medium, the Green’s function can be retrieved from the
derivative of the cross-correlation of wavefields in a heterogeneous medium.

24



2.2 Theory

z-axis (100 km)

&
&
S
N
3
S
2 Vs (km/s)
3.1 36 41 46

F1GURE 2.2 — Numerical setting for heterogeneous medium. Dashed line frame in the
upper left figure shows the scope of the model. Color shows the shear-wave velocity values
taken from the European model EPcrust. White dots are the schematic representation
of sources along a circle, 0 refers to the azimuth of a source measured from the center of
model, and black triangles show the locations of the receiver station pair A-B.

2.2.2 Numerical illustrations

Using mathematical demonstrations, we show that the Green’s function can be re-
trieved from the derivative of the cross-correlation of wavefields in both homogeneous
and heterogeneous medium. In the demonstration of homogeneous medium, we assume
isotropic illumination of uncorrelated plane waves in free space. In the demonstration
of heterogeneous medium, we assume an energy lossless free space, that sources located
on a far-field surface are mutually uncorrelated, and receivers are enclosed in a locally
heterogeneous domain. In view of the strong assumptions made in the mathematical
demonstrations, we further perform numerical experiments on the reconstruction of the
Green’s function. We analyze the vertical component of Rayleigh waves, which are used
for our tomographic applications. We consider two situations : (1) homogeneous medium
with isotropic source energy distribution and (2) heterogeneous medium with anisotropic
source energy distribution.

The numerical simulations are performed using spectral element method in a 3-D
elastic model of size 1000 kmx 1000 kmx 100 km (see Fig. for numerical setting). In
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(b) 14 s

180 180

FIGURE 2.3 — Anisotropic source energy distributions at 7, 14, 25 and 50 s. We estimate
the anisotropic source energy distribution using the azimuthal signal-to-noise distribution
pattern measured in our cross-correlation dataset of Europe at each period (see section
3.2.8 for the azimuthal signal-to-noise distribution patterns).

situation (1), the model has a constant shear-wave velocity of 3.5 km/s, Vp and medium
density are computed from the shear-wave velocity through empirical relations (Ludwig
et al., [1970; |[Brocher;, 2005). In situation (2), the values of shear-wave velocity, pressure-
wave velocity and medium density are taken from the European model EPcrust (Moli-
nari and Morelli, 2011)). The anisotropic source energy distribution is approximated by
the azimuthal signal-to-noise pattern computed from our cross-correlation dataset of Eu-
rope at 14 s (Fig. , and see section 3.2.8 for the azimuthal signal-to-noise distribution
patterns). We analyze a receiver station pair A-B located in the center of computational
domain with inter-station distance of 400 km, while 3600 sources lie uniformly along a
circle with radius of 400 km. We apply a vertical force at each source location, and a fil-
tered dirac function is used as the source time function. Since both sources and receivers
are on the free surface, by applying a vertical force, only Rayleigh waves are recorded
as surface waves in the seismograms in a homogeneous medium, and Rayleigh waves are
dominant components in the seismograms in a heterogeneous medium.

For each source along the circle, we cross-correlate vertical-component waveforms
recorded at the two receiver locations. The obtained cross-correlations are tapered to +
3 center periods around the envelope maximum, so that we can remove a part of body
waves and some spurious arrivals caused by reflections from the absorbing boundaries. In
situation (2) of anisotropic noise source distribution, the cross-correlation for each source
is further modulated by the source energy in that azimuth. These cross-correlations for
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FIGURE 2.4 — Numerical illustration on the reconstruction of the Green’s function at
14 s for situation (1) homogeneous medium with isotropic source energy distribution.
The numerical setting is shown in Fig. [2.2] except that we use an homogenous model.
We cross-correlate records at the two receiver locations A and B for sources located
along the circle. The cross-correlations are plotted in (a) according to the azimuths of
their corresponding sources. These cross-correlations are stacked to form the final cross-
correlation function. In (b), we show the comparison of the final cross-correlation function
(blue line), the derivative of final cross-correlation function (dashed green line) and the
true Green’s function (red line). (c¢) shows the isotropic source energy pattern.

individual sources are stacked to form the final cross-correlation (blue lines in Fig. 2.4b

and Fig. [2.5b).

As shown in Fig. and Fig. 2.5k, we clearly see the contributions from sources
located in different azimuths to the final cross-correlation. It exists a constructive inter-
ference for cross-correlations to sources located in the receivers line direction (around
90° for B->A and around 270° for A->B). On the contrary, the cross-correlations for
sources located out of the receivers line direction canceled out. This can be explained by
the stationary phase theorem, that the cross-correlations with slowly varying phases add
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FIGURE 2.5 — Same type of plot as in Fig. for situation (2) heterogeneous medium
with anisotropic source energy distribution. The numerical setting is shown in Fig.
The amplitudes of cross-correlation for each source is modulated by the source energy in
that azimuth. As a consequence, (a) is dominated by the cross-correlations for sources in
the energetic directions (around 0°-30° and 280°-360°). (c) shows the anisotropic source
energy pattern.

constructively, while those with rapidly varying phases add incoherently.

In our numerical experiments, the true Green’s function between the two receivers
is obtained from the direct records at one receiver when applying a source at the other.
Fig. and Fig. show the comparison of the final cross-correlation (blue line), the
derivative of final cross-correlation (green dashed line) and the true Green’s function (red
line). In Fig. 2.4b, the final cross-correlation has a 7/2 phase shift to the true Green’s
function, while the derivative of final cross-correlation and the true Green’s function
are almost identical. Therefore, the conclusions made in section 2.2.1 are still valid in
a homogeneous medium with isotropic source energy distribution. In Fig. [2.5b, we have
observed good phase agreement between the derivative of final cross-correlation and
the true Green’s function in both causal and acausal sides, and an obvious amplitude
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discrepancy in the acausal side. Thus, in a heterogeneous medium with anisotropic source
energy distribution, we can obtain reliable phase estimations of the Green’s function from
the derivative of final cross-correlation, but poor retrieval of the true amplitude.

2.3 Influences of anisotropic source energy distribu-
tion and medium heterogeneity

In this section, we quantitatively analyze the influences of anisotropic source energy
distribution and medium heterogeneity on the reconstruction of the Green’s function
from cross-correlations. Even though the numerical experiments in section 2.2.2 show
good phase agreement between the true and reconstructed Green’s function (the deriva-
tive of cross-correlation), we find it necessary to quantitatively estimate possible minor
discrepancies as the seismic tomography often looks for a few percent of velocity varia-
tion.

X X

FIGURE 2.6 — Numerical setting used in the study of [Froment et al. (2010). In both (a)
and (b), black triangles show locations of the receiver station pair, dashed gray lines
show the positions of sources located along the circle, and thick grey lines show source
energy distributions. They measure the travel time errors estimated from the true and
reconstructed Green’s function due to the anisotropic source energy distribution shown
in (b). The reconstructed Green’s function obtained from the isotropic source energy
distribution shown in (a) is assumed to be the true Green’s function.

Weaver et al.| (2009) investigated the influences of smooth anisotropic source energy
distribution on traveltime (phase) estimates in a homogeneous medium, resulting in the
theoretical expression of traveltime error 6t ~ B()"/(2tw?B(f)), where ” refers to the
second order derivative of the azimuthal-dependent source energy distribution function
B(#), t is the total travel time and w is the angular frequency. |Froment et al.| (2010)
confirmed the theoretical expression using real measurements from seismic prospecting
data. Using the source energy distribution B(#) =1 — 0.6 x cos(f) shown in Fig. 2.6p,
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they obtained up to 2 percent of traveltime estimate error. They further extended the
theoretical expression to case with a local homogeneity of the medium in the vicinity of
the paths between the receivers, leading to the relation 0t = dt,, + dts, where 6t, and 0t
are respectively the error induced by the anisotropic source energy distribution and the
medium heterogeneity.

Using synthetic data, [Tsai (2009) and |[Yao and van der Hilst| (2009)) have also studied
the influences of anisotropic source energy distribution and medium heterogeneity on the
reconstruction of the Green’s function. In case of anisotropic source energy distribution in
homogeneous medium, large traveltime estimate errors occur at long periods for station
pairs with short inter-station distance, and located in the azimuths of quick source energy
variation. These observations agree with the theoretical expression of traveltime error of
Weaver et al.| (2009)). Besides, they showed that the effects of medium heterogeneity are
nonnegligible.

However, the anisotropic source energy distribution and medium heterogeneity are
site-dependent, so it is hard to generalize the results obtained in previous studies to all
other cases. Here, we perform the same numerical experiments as in section 2.2.2, but for
station pairs in all azimuths. We quantitatively estimate the discrepancies between the
true and reconstructed Green’s function in terms of amplitude, group and phase velocity
measurements. We analyze three situations : (1) heterogeneous medium with anisotropic
source energy distribution; (2) homogeneous medium with anisotropic source energy
distribution and (3) heterogeneous medium with isotropic source energy distribution.
The three situations respectively give the total discrepancy, the discrepancy induced by
the anisotropic source energy distribution and the discrepancy induced by the medium
heterogeneity. As in section 2.2.2, we focus on our specific application. The anisotropic
source energy distribution is approximated by the azimuthal signal-to-noise ratio patterns
computed from our cross-correlation dataset of Europe (Fig. [2.3 and see section 3.2.8 for
the azimuthal signal-to-noise distribution patterns), and the heterogeneous medium is
built using the European model EPcrust (Molinari and Morelli, 2011). We consider the
four representative periods 7, 14 , 25 and 50 s in the short and intermediate period ranges.
The analyses do not concern longer periods, because the seismic noise at long periods
follows a global propagation regime (global hum), that differs from our numerical setting.
At each period, we cut the Rayleigh wave components of the true and reconstructed
Green’s function by tapering the seismograms to & 3 center periods around their envelope
maxima.

2.3.1 Amplitude distortion

The reconstructed Green’s function from the cross-correlation is supposed to be pro-
portional to the true Green’s function, which means an amplitude coefficient is needed
to recover the absolute amplitudes of the true Green’s function. For simplicity, we do
not consider the absolute amplitudes in our analysis. Instead, we use the amplitude ratio
of envelope maximum of causal to acausal side of the reconstructed Green’s function
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F1GURE 2.7 — Amplitude ratio of causal to acausal side of the reconstructed Green’s
function plotted according to the azimuth of receiver station pair at 7, 14, 25 and 50
s (see Fig. for numerical settings). We consider three situations : (1) heterogeneous
medium with anisotropic source energy distribution (red line) ; (2) homogeneous medium
with anisotropic source energy distribution (blue line) and (3) heterogeneous medium
with isotropic source energy distribution (green line). We show the source energy pattern
using gray dashed line at each period.

as an indicator of influences of the anisotropic source energy distribution and medium
heterogeneity on the amplitude.

Fig. clearly shows that the amplitude ratio of causal to acausal side of the recons-
tructed Green’s function is very sensitive to the anisotropic source energy distribution.
At each period, the azimuthal pattern of the amplitude ratio due to the anisotropic
source energy distribution is highly related to its source energy pattern. Large amplitude
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ratios occur in the directions of strong source energy (for instance, around azimuth 300°
at 7 s). The maximum amplitude ratio reaches 19.9, 9.7, 2.3, 2.5 at 7, 14, 25 and 50 s,
respectively.

The influence of medium heterogeneity itself is very limited. However, when both the
anisotropic source energy distribution and the medium heterogeneity are present, the
amplitude ratios are much smaller than the case with only anisotropic source energy dis-
tribution in certain azimuths (for instance, around azimuth 300° at 7 s). The presence of
medium heterogeneity has reduced the amplitude difference between the causal and acau-
sal sides of the reconstructed Green’s function, because the diffraction in heterogeneous
medium results in more scattered wavefields.

Indeed, the strong influence of the anisotropic source energy distribution and me-
dium heterogeneity on the amplitude of the reconstructed Green’s function is the most
important obstacle towards full waveform ambient noise tomography. As far as we know,
all ambient noise tomographic applications use only phase information up to now. We
extend the discussion in chapter 5.

2.3.2 Measurement errors of group and phase velocities

At each period, we measure the group and phase velocities for the true and recons-
tructed Green’s function. The energy arrival time is obtained by picking the envelop
maximum of the seismogram, and the phase arrival time is converted from the phase
given by 6 + 2mn, with 6 the phase angle and n the number of cycles. We consider
straight-ray theory for the velocity measurements, so that the group and phase velocities
are simply obtained by the ratio of inter station distance (400km) to the energy arrival
time and the phase arrival time, respectively.

Fig. and Fig. show the measurement errors of group and phase velocities, as
the differences between measurements from the true and reconstructed Green’s function.
Unlike the amplitude ratio, group and phase velocities are much weakly influenced by
the anisotropic source energy distribution and medium heterogeneity. For both group
and phase velocities, the measurement errors basically increase with period. The group
velocity measurement errors reach 0.07%, 0.13%, 0.45% and 1.47% respectively at 7, 14,
25 and 50 s, considering an average velocity of 3.0, 3.5, 3.8 and 4.3 km/s at the four
periods. Accordingly, the phase velocity measurement errors reach 0.07%, 0.22%, 1.82%
and 1.69%. At each period, large errors often occur in the azimuths of rapid source energy
variation (for instance, azimuth 240-360° at 7 s). In general, the azimuthal patterns of
both group and phase velocity are more chaotic than those of amplitude ratio. As a
consequence, in tomographic studies, using measurements from different azimuths can
partly cancel out the errors.

We have also noticed that the group and phase velocity measurement errors for si-
tuation (1) can be estimated by the sum of situations (2) and (3). To some extent, this

32



2.3 Influences of anisotropic source energy distribution and medium heterogeneity

‘ — total — source — hete source+hete ‘
0.0039 - LN +20.0
@)7s
In Y
0 N7 Y4
B o 1Y 00 1o IR P ———
0 90 180

r 1.0

r 3.0

source energy amplitude

group velocity measurement error (km/s)

e o N
-0.0631 - — treanenee |10

0 90 180
azimuth (deg)

— T T

FI1GURE 2.8 — Group velocity measurement errors of the reconstructed Green’s function
plotted according to the azimuth of receiver station pair at 7, 14, 25 and 50 s (see Fig. [2.2
for numerical settings). We consider three situations : (1) heterogeneous medium with
anisotropic source energy distribution (red line); (2) homogeneous medium with aniso-
tropic source energy distribution (blue line) and (3) heterogeneous medium with isotropic
source energy distribution (green line). Orange line refers to the sum of situations (2)
and (3). We show the source energy pattern using gray dashed line at each period.

confirms the extended theoretical expression of time estimate errors proposed by
ment et al.| (2010), that the total time estimate error induced by the anisotropic source
ditribution and the medium heterogeneity is the sum of those due to each of the two
factors.
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FIGURE 2.9 — Same type of plot as in Fig. , but for phase velocity measurement errors.

2.4 Conclusions

In this Chapter, we have briefly reviewed the cross-correlation technique and ana-
lyzed possible discrepancies between the true and reconstructed Green’s function from
the cross-correlation of ambient seismic noise. Using mathematical demonstrations, we
showed that the Green’s function can be reconstructed from the derivative of cross-
correlation in 3-D. This conclusion is confirmed by numerical experiments for the verti-
cal component of Rayleigh wave in homogeneous medium with isotropic source energy
distribution. We further quantitatively analyzed discrepancies between the true and re-
constructed Green’s function when the anisotropic noise source distribution and medium
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heterogeneity present. The analysis shows strong sensitivity of the amplitude of the re-
constructed Green’ function to the anisotropic source energy distribution. Group and
phase velocity measurements are more reliable. In particular at short periods (<20 s),
both group and phase velocity measurement errors are negligible. The errors basically
increase with period, reaching 1.47% for group velocity measurements at 50 s and 1.82%
for phase velocity measurements at 25 s. The total velocity measurement errors due to
the anisotropic source energy distribution and medium heterogenerity can be estima-
ted by the sum of the individual contribution from each of the two factors, verifying
the extended theoretical expression of time estimate errors proposed by |[Froment et al.
(2010)).

In the numerical experiments, we focused on our specific case. The heterogeneous
medium is built using a European model, and the anisotropic source energy pattern is
estimated from our cross-correlation dataset. As a consequence, the work above gives us
an good estimate of possible errors in our cross-correlation data. The reliability of group
and phase velocity measurements provides a solid basis for the following ambient noise
based Rayleigh wave tomographic applications.
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3.1 Context

3.1.1 AlpArray Seismic Network

The AlpArray project (http://www.alparray.ethz.ch/en/home/) is a European
multinational consortium towards better understanding of orogenesis and its relationship
to mantle dynamics, plate reorganizations, surface processes and seismic hazard in the
greater Alpine orogenic system (Hetényi et al., |2018). The project, which is a joined
effort of 36 institutions from 11 countries, has officially started on 1st January 2016.
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FIGURE 3.1 — Geometry of the AlpArray Seismic Network, from Hetényi et al.| (2018).
The permanent (red triangles) and temporary (orange circles) broadband stations cover
the area within 250 km of the smoothed 800-m altitude line of the Alps (outer and inner
thick white lines).

The primary focus of the project is developing the AlpArray Seismic Network (AASN),
which consists in deployment of over 600 broadband seismic stations covering the greater
Alpine region for 2 years, including ocean-bottom seismometers in the Ligurian Sea
(Fig. [3.1). The AASN temporary seismic network, combined with permanent seismic
stations, results in a dense coverage of the greater Alpine region with average station
spacing less than 52 km. The available seismic data have sufficient aperture and resolution
required by multiple seismological methodologies, providing a unique chance to have a
self-consistent comprehensive seismic imaging of this region.

Since we use continuous seismic data in the period range of July 2012 - June 2016 in
our tomographic applications, we use only half a year data from 116 AlpArray seismic
stations deployed in the early stage of the project. However, as shown in Fig. these
AlpArray stations are crucial to fill the large gaps of permanent stations in the greater
Alpine region.

3.1.2 Available seismic velocity models of European crust

Seismic velocity models of the Earth crust have drawn intensive research attention ,
because they are essential for several geophysical applications, such as mantle tomogra-
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phy, location of earthquakes, seismic waveform modelling and geodynamic simulation.

(a) Crust1.0 Moho depth Vs depth slice (10km)
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FIGURE 3.2 — Moho depth maps and Vs depth slices at 10 km from CRUST1.0 (a) and
EPcrust (b).

Within Europe, CRUST1.0 (Laske et al.| (2013))) and EPcrust (Molinari and Morelli,
are often used as reference crustal seismic velocity models. The model CRUST1.0,
derived from a compilation of seismic tomography, controlled source seismic data and
geological information, is a widely used crustal seismic velocity model at global scale.
The model is specified on a 1 x 1 degree grid and described by 8-layers, while each
layer is defined by its isotropic P- and S-wave velocities and density. The model EPcrust
(Molinari and Morelli, 2011)) is the most up-to-date seismic velocity model at European
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continental scale. It is built from a comprehensive analysis of existing geophysical results,
including global, local seismic models, active and passive seismic experiments. The model
is composed of 3-layers including sedimentary layer, upper crust and lower crust, while
each layer is also defined by its isotropic P- and S-wave velocities and density. The
released version of the model EPcrust is specified on a 0.5 x 0.5 degree grid.

In spite of their extensive applications, the CRUST1.0 and EPcrust are layered models
specified on coarse grids with low spatial resolution. As a consequence, the two models are
not appropriate for direct geological or tectonic studies, and other studies (for instance,
mantle tomography) based on the two models might generate non-negligible errors. As
shown in Fig. [3.2] the Moho depth maps derived from the two models are laterally
smooth, and the Vs depth slices do not show good correspondence with well-recognized
near-surface geological units.

Seismic ambient noise is rich in the short period band, so that it is an appropriate
source of data for crustal imaging, especially in areas of low to moderate seismic activity
like most of Europe. The increasing number of seismic stations in the European region
further favors the ambient noise based tomographic method, which treats each seismic
station pair as a source-receiver pair. Moreover, the new 1-D depth inversion algorithm
that we developed in this thesis provides not only reliable seismic velocity profiles, but
also valuable additional information on medium discontinuities. For these reasons, there
is a strong need to derive a new generation of high-resolution continuous seismic velocity
model for the European crust using ambient noise tomography. In the following section,
we present our ambient noise tomography of the European crust and uppermost mantle.

3.2 High-resolution surface wave tomography of the
European crust and uppermost mantle from am-
bient seismic noise

Article published on Geophysical Journal International. Citation : Lu, Y., Stehly, L.,
Paul, A., and AlpArray Working Group, 2018. High-resolution surface wave tomography
of the Furopean crust and uppermost mantle from ambient seismic noise, Geophys. J.
Int., 214 (2), 1136-1150, doi :10.1093/gji/ggy188.

Summary : Taking advantage of the large number of seismic stations installed in Eu-
rope, in particular in the greater Alpine region with the AlpArray experiment, we derive a
new high-resolution 3-D shear-wave velocity model of the European crust and uppermost
mantle from ambient noise tomography. The correlation of up to four years of continuous
vertical-component seismic recordings from 1293 broadband stations (10° W-35° E; 30°
N-75° N) provides Rayleigh wave group velocity dispersion data in the period band 5-
150 s at more than 0.8 million virtual source-receiver pairs. Two-dimensional Rayleigh
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wave group velocity maps are estimated using adaptive parameterization to accommo-
date the strong heterogeneity of path coverage. A probabilistic 3-D shear-wave velocity
model, including probability densities for the depth of layer boundaries and S-wave ve-
locity values, is obtained by non-linear Bayesian inversion. A weighted average of the
probabilistic model is then used as starting model for the linear inversion step, providing
the final Vs model. The resulting S-wave velocity model and Moho depth are validated
by comparison with previous geophysical studies. Although surface-wave tomography is
weakly sensitive to layer boundaries, vertical cross-sections through our Vs model and
the associated probability of presence of interfaces display striking similarities with refe-
rence controlled-source (CSS) and receiver-function sections across the Alpine belt. Our
model even provides new structural information such as a ~8 km Moho jump along the
CSS ECORS-CROP profile that was not imaged by reflection data due to poor penetra-
tion across a heterogeneous upper crust. Our probabilistic and final shear wave velocity
models have the potential to become new reference models of the European crust, both
for crustal structure probing and geophysical studies including waveform modeling or
full waveform inversion.

Key words : Ambient noise, Tomography, Europe, Alps, Shear-wave velocity model

3.2.1 Introduction

The European lithosphere is characterized by strong heterogeneity at a scale of a few
tens to a few hundreds of km, in particular along its southern margin due to the long
history of Tethyan subductions and collisions with Africa and the Mediterranean micro-
plates. Until recently, reference seismic models of the European crust have been built by
combining results of active and passive seismic experiments carried out at regional scale
(EuCRUST-07 (Tesauro et al., 2008), Crust1.0 (Laske et al., 2013) and EPcrust (Moli-
nari and Morelli, 2011))). Seismic models of the European mantle are derived separately
using these crustal velocity models as a priori information(Boschi et al.; [2009; Schivardi
and Morelli, 2011; Molinari et al.l 2015; |Legendre et al., 2012; Zhu et al.| 2015)). Probing
the entirety of such a heterogeneous lithosphere at a suitable resolution, for instance of
a few tens of km in the upper crust and with a single method remains a challenge. In
the heart of Europe, the Alps have been intensely studied by geologists for more than
a century, and they provide a unique natural laboratory to advance our understanding
of orogenesis and its relationship to present and past mantle dynamics. While many
concepts that underlie current studies of mountain belts and convergence dynamics were
born in the Alps, the dynamics of this complex belt is not yet understood due to a
lack of high-quality geophysical data. A first step in the re-evaluation of deep structures
and processes that occur beneath the Alps is high-resolution imaging of the crust and
uppermost mantle.

In the last decades, the structure of the Alpine crust has been probed at regional
scale by controlled-source seismic profiles (from west to east : ECORS-CROP, [Nicolas
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FIGURE 3.3 — Top : map of the 1293 broadband seismic stations (red triangles) used in
this study. Bottom : main geological units discussed in the paper. ECRIS : European
Cenozoic Rift System (modified from [Dezes et al| (2004)); EEC : Eastern European
Craton; TESZ : Trans-European Suture Zone (modified from Pharaoh| (1999)). The
black line outlines the Alpine Front, and the red line the boundary between the Eurasian

and African plates (modified from (2007)).

(1990) ; NFP-20, [Pfiffner et al] (1997) ; TRANSALP, Liischen et al] (2004)), local
earthquake tomography studies (e.g. (Paul et all [2001), [Diehl et al| (2009)) and receiver
function studies (e.g. [ Kummerow et al. (2004) ; [Spada et al|(2013) ; Zhao et al. (2015))).

Since the pioneering work by |Shapiro and Campillo (2004), ambient-noise tomography
has proven to be particulary efficient to image the crust and uppermost mantle at the
scale of continents provided that continuous noise records are available at dense arrays
of seismic stations. Indeed, experimental, theoretical and laboratory studies have shown
that the Rayleigh wave between two seismic stations can be reconstructed from the
cross-correlation of seismic noise records at the stations, basically turning each station
to a source of seimic waves (Weaver and Lobkis| 2001}, [2002; |Campillo and Paul, 2003}
‘Wapenaar], 2004; Roux et al., 2005} [Larose et al/,2006; [Sdnchez-Sesma et all, 2006). In the
Alpine region, [Stehly et al. (2009); [Li et al. (2010); [Verbeke et al| (2012); Molinari et al.]
, used noise correlations to compute Rayleigh wave phase and group velocity, and
to derive isotropic shear-wave velocity models. Fry et al| (2010]) studied the azimuthal
anisotropy of Rayleigh wave phase velocities in the crust of the Western Alps.

Since the first ambient-noise tomography at European scale conducted by
(2007), numerous new permanent broadband seismic stations have been instal-
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led in Europe and their data are being distributed by the EIDA facility (https://
www.orfeus-eu.org/data/eida/)). Moreover, seismologists from ten European coun-
tries have joined their effort in the AlpArray seismic network that covers the broader
Alpine region with a dense (average spacing 50 km) and homogeneous array of more than
600 seismic stations, filling the gaps between permanent stations with temporary stations
(http://www.alparray.ethz.ch/en/home/, Hetényi et al. (2018)). These data provide
a unique opportunity to image the crust and uppermost mantle beneath the greater Alps
at an unprecedented resolution. In addition, the use of records from permanent stations
surrounding the broader Alpine region together with stations in the Alps not only allows
probing the Alpine mantle to larger depth, but it also provides the opportunity to com-
pute a velocity model of the crust and uppermost mantle beneath most of Europe. This

is the main goal of the present work, which uses up to four years of data from the 1293
stations shown in Fig. 3.3

Through the processing of noise records at these stations, we measured Rayleigh wave
velocities at several hundreds of thousands of station pairs (depending on the considered
frequency), from which we derived 2-D group velocity maps in the 5-150 s period band.
We finally obtained a 3-D Vs model of the crust and uppermost mantle beneath Europe
by inverting for a local 1-D Vs profile in each cell.

Since the solution of this inverse problem is non-unique, we further developed the
grid search approach by |Stehly et al.| (2009) and Macquet et al| (2014) to obtain a
probabilistic 3-D Vs model. The probabilistic model gives at each location (longitude,
latitude, depth) a probabilistic distribution of Vs, and the probability to have a layer
boundary. This is done using a Bayesian approach that consists in exploring the whole
model space assuming a three layer crust above a mantle half-space. Starting from this
probabilistic 3-D Vs model, we then derived a final 3-D Vs model by linear inversion.

Imaging sharp discontinuities with surface waves such as the Rayleigh waves recons-
tructed from ambient-noise correlations is an issue because their velocities are not stron-
gly sensitive to the depth of layer boundaries. We show that our model, which includes
probabilistic information on the depth estimates of layer boundaries, provides reliable
information on Moho depth or thickness of sedimentary basins.

In summary, the originality of our work compared to previous ambient-noise tomo-
graphy studies of the Alpine region (Stehly et al., 2009; Li et al., 2010; [Verbeke et al.
2012; Molinari et al., 2015) is three folds : (1) We performed ambient noise tomography
at a broader scale covering a large part of Europe with a particular emphasis on the
Alpine region using unprecedented density of data; (2) Ambient noise tomography is
usually restricted to the 5-50 s period band that is suitable for probing the crust. Here,
we were able to measure Rayleigh wave velocity to 150 s, making it possible to get a
reliable Vs model for both the crust and the uppermost mantle; (3) We derived a 3-D
Vs probabilistic model of the Alps, including the depth of layer boundaries.

This paper is organized as follows : we first present how data have been processed
and the correlations computed. We then present group velocity maps obtained accross
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Europe in the 5-150 s period band. In section 3.2.4, we present the 3-D shear wave velocity
model obtained from the inversion of group velocity maps using a two-step data-driven

inversion algorithm. Finally, we discuss some geological implications of our model for the
Alpine region.

3.2.2 Data processing
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FIGURE 3.4 — Selected cross-correlations computed between DAVOX and the other sta-
tions as a function of the inter-station distance, filtered in the period bands 10-20 s (top)

and 40-80 s (bottom). Fig. in supplementary material shows cross-correlations in
period bands 20-40 s and 80-150 s.

We used up to 4 years (July 2012 - June 2016) of continuous seismic noise recorded
by 1293 broadband stations (Fig. [3.3)), located in the area [10°W-35°E, 30°N-70°N] (see
chapter origin of data). The data were obtained through the European Integrated Data
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Archive (EIDA). As shown by Fig.[3.3] the best station coverage is achieved in the Alpine
and Apennine regions, where the average inter-station distance is ~ 50 km.

Before computing the correlations for each receiver pair, we pre-processed the noise
recorded by each station in two main steps. Firstly, each daily record was detrended,
band-pass filtered (0.005 - 2 Hz), corrected from the instrument response and decimated
to 5 Hz. Secondly, we followed the processing scheme proposed by Boué et al.| (2014b)
to remove earthquakes and other transient events, and to decrease the contribution of
dominant noise sources. Each daily record was split into 4 hours segments. Within each
4-hr segment, we iteratively removed energetic signals with amplitude four times greater
than the standard deviation. Within each day, we removed 4-hr segment when its energy
distribution is uneven and its energy is 1.5 times greater than the daily average. The
remaining segments were whitened in the frequency domain.

For each of the 0.8 million station pairs, we computed the cross-correlation of up
to four years of continuous noise records by segment of four hours. The resulting cross-
correlations were then stacked. Fig. (Supplementary material) shows the histogram
of the number of months used to compute the stacked correlations. Fig. shows the
cross-correlations computed between station DAVOX in Switzerland and the other 1292
stations, sorted by inter-station distance in the 10-20 s and 40-80 s period bands. The
cross-correlations are plotted in such a way that the causal (positive time) and acausal
parts (negative time) correspond to seismic waves propagating eastwards and westwards
respectively. In the 10-20 s period band, the Rayleigh wave emerges clearly with an
average velocity ~2.9 km.s™! in both the causal and acausal parts. We note that the
amplitude of the Rayleigh wave is larger in the causal than in the acausal part. This is
consistent with a dominant noise source located in the northern Atlantic Ocean (Stehly
et all [2006; Pedersen and Kriiger, 2007; [Yang and Ritzwoller, 2008)). In the period
band 40-80 s, the Rayleigh wave has a velocity ~3.9 km.s~!. The correlations are more
symmetric in this period band, because the propagation of surface waves is global, and
the same noise source contributes simultaneously to both sides of the correlations.

3.2.3 Group velocity tomography
3.2.3.1 Group velocity measurement and selection

We used multiple filter analysis (Dziewonski et al., [1969; [Herrmannl [1973) to com-
pute the Rayleigh wave group velocity dispersion curves in the 5-150 s period band.
We adapted the filter width to the inter-station distance to accommodate the trade-off
between time and frequency domain resolution (Levshin et al., |1989). Group velocity
measurements were performed separately on the causal and acausal parts for each sta-
tion pair. We selected the most reliable group velocity measurements for each period
by applying three criteria : (1) We considered only station pairs separated by 3 to 50
wavelengths. The lower limit aims at avoiding interference of Rayleigh waves between
the causal and acausal parts, while the higher limit eliminates long paths that bring
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F1GURE 3.5 — Group velocity dispersion curves measured for station pair DAVOX-SLIT.
(a) Location map; (b) Noise correlation waveform; (c-d) Results of multiple-filter ana-
lysis for the causal and acausal parts. The shaded background displays energy in the
time-frequency domain. The group velocity curve is plotted as blue dots, and the final
dispersion curve (average of the causal and acausal parts) is shown as a red dotted line.

Period (s) 8 15 25 40 125

Distance 395,206 593,555 654,319 628,433 330,814
SNR 222,071 366,315 370,312 175,846 22,483
Symmetry 100,852 232,314 189,369 118,548 15,294

Error (km.s™)  0.066 0.057 0.083 0.080 0.083

TABLE 3.1 — Number of group velocity measurements kept after each step of the selection
procedure. Error refers to the average uncertainty at that period.

less information on the medium. (2) we evaluated the signal-to-noise ratio (SNR) of the
causal and acausal Rayleigh waves in the period band of interest. The SNR is defined
as the ratio of the peak amplitude of the Rayleigh waves to the standard deviation of
the coda waves (Stehly et al., 2009). We kept only station pairs with SNR greater than
5 for both the causal and acausal parts. (3) We discarded all station pairs with group
velocities measured on the causal and acausal parts of the correlations differing by more
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than 0.2 km.s~!. This criterion rejects measurements strongly biased by a heterogeneous
distribution of noise sources.

Table presents the statistics of the selection procedure at representative periods.
After selection, we kept 2% to 30% of the station pairs depending on the period. The
uncertainty on the group velocity is defined as the difference between the causal and
acausal measurements. This uncertainty mainly arises from : (1) the non-homogeneous
noise source distribution that results in asymmetric cross-correlations; (2) the compro-
mise between resolution in the time domain and resolution in the frequency domain in
the time-frequency analysis. As a whole, group velocity measurements have an average

uncertainty in the range 0.05-0.09 km.s™!.

Finally, we averaged the causal and acausal Rayleigh wave group velocities of the
selected station pairs to obtain the final measurements. As an example, Fig. [3.5] shows
the dispersion curve measured between DAVOX and SLIT.

3.2.3.2 Inversion for 2-D group velocity maps : method
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FIGURE 3.6 — Example of adaptive parameterization at period of 8 s. (a) Number of
paths crossing each 0.15° x 0.15° cell ; (b) Meshing resulting from the three level adaptive
parameterization in a selected region (red frame in a).

At target periods, selected Rayleigh wave group velocities were inverted to 2-D tomo-
graphic maps using a linearized inversion algorithm based on the ray theory. Following
Boschi and Dziewonski| (1999), the inverse problem is defined as :
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][

where A x x = d is the ’standard’ ill-conditioned forward problem and uG % x = 0 is the
regularization term.

In the first relation, the matrix A contains for each path the path length of Rayleigh
waves within each cell. Vector d contains the difference between the observed travel time
and the computed travel time derived from a homogenous initial velocity model. We
chose the mean of all measurements as the initial velocity at a given period. Vector x
contains the desired slowness perturbations.

The second relation defines the roughness regularization, which stabilizes the system
by minimizing a first-order solution roughness for neighbouring cells. The construction of
the damping operator G is discussed into detail by [Schaefer et al.| (2011).The roughness
regularization coefficient p was determined near the maximum curvature of the "L-curve”
to compromise the trade-off between data fitting and regularization (Hansen, 2001)). The
linear problem was solved in a least square sense. Its solution was approximated via an
iterative LSQR algorithm (Paige and Saunders, |1982).

In view of the strong heterogeneity of the data coverage, we implemented an adaptive
parameterization using cell sizes of 0.6°, 0.3° and 0.15° depending on the path density. To
that end, we first meshed our region of interest with 0.6° cells. Areas with more than 100
paths per cell were then discretized using 0.3° cells. We further refined the mesh to 0.15°
in areas with more than 100 paths per 0.3° cell. Fig. shows the parameterization
used to compute the 8 s group velocity map. Using this adaptive parameterization,
we optimized local resolution while reducing the complexity of the problem and the
computational cost (Spakman and Wortel, 2004; Schaefer et al., [2011]).

The resolution of 2-D tomographic result is evaluated by multi-scale checkerboard
tests (see Fig. in supplementary material). For the upper crust, the resolution reaches
0.3° in the Alpine region. At Moho depth, the resolution reaches 0.9° in the Alpine region
and it is better than 1.8° in most of the area.

The uncertainty of the inversion is evaluated using Jackknifing tests (see Fig. in
supplementary material).

3.2.3.3 Group velocity maps

The depth sensitivity of Rayleigh waves depends on their dominant period. Between
5 and 150 s, Rayleigh waves are mostly sensitive to depths ranging from 4 to 200 km,
which almost correspond to the whole lithosphere.

At 8 s (Fig. B.7h), Rayleigh waves are mostly sensitive to the upper crust (5-8 km).
Thus, we observe low velocity anomalies associated with sedimentary basins such as

48



3.2 High-resolution surface wave tomography of the European crust and uppermost
mantle from ambient seismic noise

(c) 125 s

o 10°E 20E
! : I s
3.45 3.60 3.75 3.90 4.05

F1GURE 3.7 — Group velocity maps at representative periods 8, 40 and 125 s. We plot only
cells crossed by more than 10 paths. The black dashed lines enclose the well-resolved area
as defined in Fig. from the checkerboard tests. Fig. [3.16] in supplementary material
shows group velocity maps at periods 5, 15, 25 and 75 s.

the North Sea basin, the northwest Mediterranean sea, the Po plain, the Pannonian
basin and and the Moesian platform. The northwest Mediterranean sea and the Po
plain exhibit velocities as low as 1.5 km.s™*. On the other hand, high velocity anomalies
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are mainly related to orogenic belts including the Alps, as well as Variscan massifs
such as the Bohemian Massif. A strong high velocity anomaly characterizes the Eastern
Europe Craton (EEC, including the Baltic shield, the Russian platform and the Ukrainian
platform). At 40 s (Fig. 3.7p), we image low velocity anomalies along the Alps, the
Apennines, the Dinarides and the Hellenides, which are due to the deep crustal roots of
these mountain ranges. At 125 s period (Fig. [3.7c), Rayleigh waves probe upper mantle
structures, in particular the Trans-European Suture Zone (TESZ), which is the boundary
between the high velocity lithosphere of the EEC and the low velocity lithosphere of the
West-European platform.

3.2.4 3-D shear-wave velocity model
3.2.4.1 Inversion for shear-wave velocity

Our aim is to derive two 3-D Vs models of Europe : (1) A probabilistic model resulting
from an exhaustive grid search which gives at each location the probability distribution of
Vs and the probability of presence of a layer boundary. We shall show that this model is
suitable for structural interpretation. (2) A final model computed from the probabilistic
model that provides at each location and depth a unique value of Vs. This model may be
used as starting point of further geophysical studies such as full waveform tomography.

To that end, we extract the local Rayleigh wave group velocity dispersion curve at
each cell of our model from the group velocity maps presented in the previous section.
Each dispersion curve is inverted to get a local 1-D Vs model. All 1-D Vs models are
finally assembled in a quasi-3-D final Vs model. However, the 1-D inversion is still chal-
lenging since the solution of the inverse problem is non-unique. We choose to use a
two-step data-driven inversion algorithm.

Firstly, we build a probabilistic model using a Bayesian approach : at each cell of
the model, assuming a 4-layer structure, we search the whole model space by comparing
the local Rayleigh wave dispersion curve with the dispersion curves associated with a
library of 8 million of 1-D Vs models. This comparison is done in the 5-70 s period
band. It provides a probabilistic model that includes at each cell/depth the probability
distribution of the S-wave velocity and the probability of presence of a layer boundary.

Secondly, we further derive a unique Vs model at each cell by performing an additional
linear inversion that uses the whole Rayleigh wave dispersion curve (5-150 s). This second
step is mainly used to constrain the velocity in the uppermost mantle. The inversion
method is presented in details in the following sections.

3.2.4.2 Computation of a probablistic Vs crustal model using a Bayesian
algorithm

Our Bayesian algorithm is derived from the approach used by Bodin et al.| (2012b);
Shen et al.| (2013)) for joint inversion of surface wave dispersion and receiver functions.
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FI1GURE 3.8 — Computation scheme and results of the two-step inversion of dispersion
data for shear wave velocity at a cell located in the Molasse basin (8.5°E, 47.5°N). Left :
non-linear Bayesian inversion step (to 70 s maximum period) ; Right : linear inversion step
(to 150 s period). (a) Observed (black triangles) and predicted (red curve) Rayleigh wave
dispersion curves using the Bayesian inversion. (b) Resulting Vs model displayed as a
posteriori probability distribution of the S-wave velocity at each depth (gray background)
obtained from the Bayesian inversion. The weighted average of the Vs models is shown
as red curve. (c) Probability for a layer boundary to be located at a given depth (gray
shaded curve), and estimate of Moho depth with uncertainty (continuous and dotted
red lines). (d) Observed and predicted dispersion curves after the linear inversion (black
triangles and blue solid line respectively). (e) Vs model predicted by the weighted average
of the probabilistic model (red solid line) and final result of the linear inversion (blue
solid line). The two models are similar in the crust and differ in the mantle. (f) Depth
gradient of the final Vs model (shaded curve) and estimated Moho depth (blue solid
line) defined as the central position of the transition zone from crustal velocity to mantle
velocity.

Since our observations only contain local Rayleigh wave group velocity dispersion, we
simplify the original approach in two main aspects. Firstly, we simplify the inversion
parameterization assuming that at each cell the model can be described by a four-layers
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Thickness (km) Vs (km.s™1)

1st layer (sediment) 0-16 1.7-2.7
2nd layer (upper crust) 0-24 2.7-3.5
3rd layer (lower crust) 2-42 3.5-4.1
4th layer (mantle) inf 4.1-4.7
increment 1.0 0.2
Uncertainty (o) 0.01 - 0.20 km.s™*

TABLE 3.2 — A priori parameter settings of the Bayesian inversion.

model (see Table [3.2)). Secondly, we simplify the likelihood function assuming that the
local Rayleigh wave velocities at different periods are independent from each other and
have equal uncertainties.

In view of the relative simple parameterization, we can directly search over the full
model space without using sophisticated optimization techniques. To that end, we com-
pute a library of 8.10° synthetic 4-layers 1-D Vs models and their corresponding Rayleigh
wave group velocity dispersion curves. Each model includes a sedimentary layer, an upper
crust, a lower crust and a half-space representing the uppermost mantle. Each layer is
parameterized by its thickness and S-wave velocity. We restrict the range of thicknesses
and velocities to plausible values following the reference models Crust1.0 (Laske et al.
2013) and EPcrust (Molinari and Morelli, 2011). Table presents the ranges of explo-
red parameters. P-wave velocities and densities are converted from Vs using empirical
formulas (Ludwig et al., [1970; Brocher, |2005).

At each cell, we evaluate the misfit between the local dispersion curve d,,, and each
of the synthetic dispersion curve g(m) of our library using the following misfit function :

®(m) = (g(m) — dobS)TCejl(g(m) — dobs), (3.2)

where C, is the covariance matrix. Similar to [Shen et al. (2013), we ignore off-diagonal
elements of the covariance matrix by assuming local Rayleigh wave velocities at different
periods are independent. Hence, C. is only defined by diagonal elements, which are the
square of uncertainties of the observational dispersion curve at the corresponding period.
This is further simplified by using a unique uncertainty o for all periods,

o O

(3.3)

o
=l
Q

[\

Following (Bodin et al., 2012b), we compute the probability that each synthetic model
explains the observed dispersion curve by assuming a Gaussian-type likelihood function :
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p(dops|m) = 5 exp(———=). (3.4)

By substituting equations [3.2] and [3.3] into [3.4] we obtain

p(dobs|m) _ O-LNexp (_ (g(m>2;2dobs) ) 7 (35)

where N is the number of measured periods. The difficulty lies in the quantitative estimate
of uncertainty o. To address this question, we use a ‘hierarchical approach’” and treat o
as an additional parameter (Bodin et al., 2012b). In this way, the inversion procedure
performs a grid search for ¢ and gives a probability value for each possible o. This self-
determined uncertainty not only represents the observational error, but it also takes into
account the misfit of the synthetic model.

This procedure gives us the probability that each of the synthetic models explains
the local dispersion curve for each cell of the model. By analyzing this information,
we can derive the probability to have an interface and a given S-wave velocity at each
location/depth as documented by Fig. E

3.2.4.3 Linear inversion for the final Vs model

From the probabilistic model, we build an initial Vs model by averaging at each cell
the 8.10° synthetic models weighted by their probability of occurrence. As a consequence,
the obtained initial Vs model exhibits velocity gradients instead of sharp discontinuities.
Due to our 4-layer model initial assumption, the initial Vs models have a constant velocity
in the mantle, which may lead to unrealistic results after linear inversion. Thus, we
assume that Vs gradually increases in the mantle from the obtained value below Moho
to 4.77 km.s™! at 400 km in agreement with the global model PREM (Dziewonski and
Anderson, 1981)). The crustal and mantle parts of the initial model are discretized with
intervals of 1 and 10 km respectively. At each cell, we then perform a linear inversion of
the observed local Rayleigh wave dispersion curve in the 5-150 s period band (Herrmann,
2013). The linear inversion mainly updates the upper mantle velocities.

The robustness of the final Vs model is assessed quantitatively by calculating at each
cell the misfit between the observed dispersion curve and the one associated with the Vs
model in different period bands (see Fig. in supplementary material). In most of the
studied region, the rms error is less than 0.04 km.s™!.
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3.2.4.4 Example of Vs models obtained in the Molasse basin

Fig. shows an example of 1-D shear velocity inversion in the Molasse basin (8.5°E,
47.5°N) to illustrate our inversion procedure. Fig. presents the probabilistic crustal
model at this location. The probability distribution of Vs (shaded gray area) illustrates
the non-uniqueness of the inversion of Rayleigh wave dispersion data. However, we note
that at each depth, the range of plausible Vs extends over less than 0.2 km.s™!. Fig.
presents the probability for a layer boundary to exist at the given depth. The probability
function has two local maxima at ~32.5 and ~37.5 km that might be interpreted as Moho
depth. This ambiguity illustrates the difficulty of mapping interfaces using ambient noise
tomography due to : (1) the stronger sensitivity of Rayleigh waves to layer velocities
than to velocity contrasts across interfaces, (2) our assumption that structure can be
described locally by a 4-layer model while the medium has a complex structure, and
(3) the intrinsic non-uniqueness of the solution of the inverse problem. In the example
of Fig. 3.8, we define the Moho depth from the probabilistic Vs model as the weighted
mean position rather than that of maximum probability. The resulting Moho depth is
36.543.5 km while the uncertainty is defined by the standard deviation.

Fig. shows the final Vs model obtained from the probabilistic model after the
linear inversion. As outlined in the previous section, the final Vs model (blue line) and
the weighted average of the probabilistic Vs models (red line) are similar in the crust, and
quite different at mantle depth. Fig. displays the gradient of the final shear velocity
profile as a function of depth. A strong gradient is indicative of a sharp transition zone
at a layer boundary. We approximate the boundary depth as the central position of
the transition zone, and its thickness gives the uncertainty on the depth estimate. The
obtained Moho depth is 3545 km.

3.2.4.5 Results : 3-D shear wave velocity model

Fig. presents 3 depth slices at 10, 30 and 150 km in the final 3-D Vs model. The
thick black dashed lines outline the well-resolved area at each depth according to the
criteria discussed in section 3.2.3.3.

In the upper crust (10 km), the areas of lowest velocities (2.5 to 2.9 km.s™1) corres-

pond to thick sedimentary basins such as the North Sea basin, the North German basin,
the Po plain, the Adriatic basin and the Moesian platform (Fig. B.9).

The 30-km depth slice (Fig. [3.9p) underlines variations in crustal thickness, with low
velocities ( 3.5 km.s™!) in the mountain belts (Pyrenees, Alps, Apennines, Dinarides
and Hellenides) and high velocities (>4.1 km.s™") in the areas of stretched continental
crust that crosses Western Europe from the northwesternmost Mediterranean Sea to the
western Baltic Sea and North Sea Rift System including the European Cenozoic Rift
System.

The 150-km depth slice (Fig.[3.9k) displays striking similarities with published mantle
velocity models obtained from earthquake records (Boschi et al. 2009; [Schivardi and
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(a) 10 km

(b) 30 km

FIGURE 3.9 — Depth slices in the final Vs model at 10 km (a), 30 km (b) and 150 km (c).
We only display cells with more than 10 crossing ray paths at 8 s period. Moreover, we
discard cells with rms error greater than 0.06 km.s™1 in the short, intermediate and long
period range respectively for depth slices at 10, 30 and 150 km (Fig. . As in Fig.
the black dashed lines enclose the well-resolved area as defined from the checkerboard
tests (Fig. [3.14)). Fig. in supplementary material displays depth slices at 5, 20, 40
and 75 km.

Morelli, 2011; Legendre et al., [2012} |Zhu et al., 2015). The high velocities (>4.4 km.s™1)
of the East European Craton strongly contrast with the lower velocities (<4.3 km.s™") of
Western Europe across the Trans-European Suture Zone (TESZ). Low S-wave velocities
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(~4.2 km.s™!) characterize the upper mantle of the Western Mediterranean Sea, a roughly
south-north stripe beneath the European Cenozoic Rift System and another stripe from
the Pannonian basin to Northwestern Anatolia. Conversely, the upper mantle of the
Anglo-Paris basin and the North Sea grabens have high Vs (4.4 - 4.5 km.s™!), as well as
the deep roots of orogens such as the Apennines, the central-eastern Alps and the Dinaric-
Hellenic system. Our Vs model is well resolved to such unusual depths for ambient-noise
tomography thanks to a good coverage by long raypaths and long duration of observation
to enhance the S/N ratio at long periods. The vertical resolution is however poorer than
in the crust because long-period Rayleigh waves are sensitive to a broader range of depth
than short-period waves used to probe the crust.

3.2.5 Discussion : a focus on the alpine region

The result of this work is a new, high-resolution Vs model of the crust and uppermost
mantle for most of the European region. It is however out of the scope of this paper to
discuss its results at such a large scale. Therefore, we focus the discussion on the Alpine
region which, thanks to the dense station coverage by permanent seismic networks and
temporary arrays such as the AlpArray seismic network is the best-resolved area of our
study region. The resolution of the area is 0.3° at 8 s (most sensitive to upper crust) and
0.9° at 40 s (most sensitive to structure at Moho depth).

3.2.5.1 Moho depth map

The Moho discontinuity is a first-order parameter in geophysical and geodynamic
models of mountain belts, which draws attention in seismic tomography studies of the
lithosphere. Moreover, the depth to the crust-mantle boundary in the Alpine region
has been measured by numerous seismic methods including controlled source seismology
(CSS), receiver function analyses and ambient noise tomographies that lead to a large
set of published Moho map models at European scale (Grad and Tiiral 2009; Molinari
and Morelli, 2011)) or in the Alpine region (Waldhauser® et al., 1998; [Stehly et al., 2009;
Spada et al| [2013; Molinari et al), 2015)). In Fig. [3.10, we compare our Moho depth
maps (Fig. [3.10d-f) with two reference models for the European plate (Fig. :|Grad
and Tiira (2009) ; Fig. : [Molinari et al. (2015)) and the most up-to-date regional
Moho depth map derived from CSS and receiver function data in the greater Alpine
region (Fig. : Spada et al.| (2013))). There is no single definition of the seismic
crust-mantle boundary. We therefore show 3 different maps that consider the Moho as a
first-order velocity change in Fig. (see section 3.2.4.2, and Fig. ), a transition
zone in Fig. (see section 3.2.4.2, and Fig. 3.8f) and the top of upper-mantle velocities

(isovelocity of 4.1 km.s™!) in Fig. |3.10.

The main features of our three Moho maps (Fig. [3.10d-f) are similar, except in the
region of the Ivrea body (IB in Fig. [3.10p) which is a high-density, high-velocity body
located at crustal depth and interpreted as a slice of serpentinized Adriatic upper mantle
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(a) Grad etal., 2008 (b) EPcrust (c) Spada et al., 2013

FIGURE 3.10 — Moho depth maps from previous works (a : Grad and Tiiral (2009); b :
model EPcrust, Molinari and Morelli (2011) ; ¢ : |Spada et al.| (2013))) and derived from
this study (d : using the probability for a boundary to be located at the given depth;
e : using the depth gradient of Vs; f : using the isovelocity 4.2 km.s™!). In each map
d-f, the black dashed line encloses the well-resolved area defined at 40 s period (see
Fig. [3.14). Besides, we also discard areas with rms error greater than 0.06 km.s~! in the
intermediate period band (see Fig. [3.17). IB : Ivrea body; OT : Ossola-Tessin region.
Supplementary Fig. [3.19 shows two 3-D views of the Bayesian Moho depth map that
emphasize its strong and rapid lateral changes.

(Closs and Labrouste, [1963; Nicolas et al., [1990)). The shallow Moho on top of the Ivrea
body shows up well in Fig. [3.10p (transitional Moho) because it is characterized by
a strong velocity gradient, albeit with anomalously low Vs in the mantle slice due to
serpentinization.
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FIGURE 3.11 (previous page) — Depth-sections along three representative profiles across
the Alpine mountain range : Cifalps (AA’, b-d), ECORS-CROP (BB’, e-f) and Transalp
(CC’, g-1). (a) : Location map. For each section, we display the Vs structure (b, e, g),
the a posteriori probability density of interfaces derived from the Bayesian inversion (c,
f, h) and their comparison with other geophysical studies (c : from Zhao et al.| (2015)) ; d :
from [Solarino et al.|(2018) ; f : from Sénéchal and Thouvenot, (1991)) ; i : from |Kummerow
et al. (2004)). In (c), the black dashed lines indicate the European Moho, the bottom of
the Ivrea body and the Adriatic Moho estimated from receiver function analysis along
the Cifalps transect. (d) : Vp model obtained from local earthquake tomography along
Cifalps. (f) : migrated line-drawing of the vertical seismic reflection data (black dots)
and wide-angle seismic reflection data (black dashed lines) for ECORS-CROP transect
(inside the black frame). (i) : migrated receiver function data (blue-to-red colors) and
line-drawing of the controlled source seismic experiment Transalp. The thick black dashed
line indicates the Sub-Tauern ramp.

The comparison with three reference models shows that our Moho maps include more
details thanks to our much denser dataset and hence higher resolution. For example, the
narrow and very shallow Moho of the Ivrea body shows up in Fig. [3.10k, and to a lesser
extent in Fig. while it is only visible in Fig. [3.10f. Similarly, the model by [Spadal
et al| (2013)) is the only one that displays the thick crust of the Northern Apennines
as well as in our Moho models. As Molinari et al.| (2015) obtained a similar result with
ambient-noise tomography, we confirm again the large Moho depth values estimated in
the northern Apennines by Piana Agostinetti and Amato| (2009) from receiver function
data (~52 km maximum crustal thickness). The division of the Alpine arc into two
regions of thick crust separated by a narrow zone of thinner crust in the central Alps
(namely beneath the Ossola-Tessin region, see Fig. ) is more visible in our Moho
maps than in any of the three reference models, in particular in (Fig. by Spada
et al. (2013). To the west and the north of the Alpine arc, the shallow Moho of the
European Cenozoic Rift System is also more visible in our model.

3.2.5.2 Cross-sections along reference profiles (Cifalps, ECORS-CROP, Trans-
alp)

In this section, we compare our results to CSS and receiver function results along three
reference cross-sections of the southwestern (Cifalps), northwestern (ECORS-CROP) and
eastern Alps (Transalp). The locations of the cross-sections are shown in Fig. [3.11j.

3.2.5.2.1 Cifalps receiver function profile (AA’ in Fig. [3.11p-d) The Cifalps
experiment is a roughly linear profile of broadband seismic stations installed for 14
months from the Rhone valley (southern France) to the Po plain (northern Italy) across
the southwestern Alps. Fig. [3.11]b-d compare our results to those of the receiver function
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analysis by [Zhao et al. (2015) and the local earthquake tomography (LET) by Sola-
rino et al.| (2018). They show that the depth to the European Moho estimated from
ambient-noise tomography (ANT) is in good agreement with the Moho depth estimated
from receiver functions (RF, thick black dotted line) beneath the Frontal Penninic thrust
(FPT) and its surroundings (150-210 km). Further to the east, the northeastward dipping
European Moho imaged as a weak P-to-S converted phase on the RF profile at depths
>45 km shows up with ambient-noise tomography. At the western end of the profile, the
RF Moho is deeper than the ANT Moho by 5-8 km beneath the Southeast Basin. The
use of an inappropriate velocity model in the migration of the RF data may explain this
difference. The Moho structure estimated from ANT beneath the Po plain and on top of
the Ivrea body (abscissae > 270 km) correlates well with the RF Moho. The Vs anomaly
of the Ivrea body in Fig. has a similar shape as the high Vp anomaly imaged from
LET in Fig. [3.11d, with a vertical western boundary.

3.2.5.2.2 CSS profile ECORS-CROP (BB’ in Fig. [3.11f-f) Fig.[3.11p-f display
a comparison between our results and the migrated line-drawing of the ECORS-CROP
CSS experiments in the northwestern Alps (Thouvenot et al., [1990; Sénéchal and Thou-
venot, [1991)). In the European side west of the Frontal Penninic Thrust, the agreement
between the ANT Moho and the ECORS-CROP Moho imaged as the base of the reflec-
tive lower crust is striking. Further east, the ANT also delineates the European Moho at
larger depths (45-55 km) beneath the internal zones, in the part of the section where it
was detected by wide-angle profiling but not by near-vertical reflection data. The ANT
detects a step of 8 km in the European Moho a few km to the west of the FPT. A similar
step can be observed between the Moho of the ECORS-CROP near-vertical reflection
section beneath the Belledonne Massif at 38 km depth and the wide-angle Moho reflec-
tions at 48-50 km a few km further east (thick dashed lines in Fig. [3.11f). A mid-crustal
boundary is detected by the ANT at 25 km depth at the same location as the base of the
thick band of reflections in the upper crust of the internal zones. Further east, our ANT
also detects the top of the Ivrea body at ~10 km beneath the westernmost Po plan, and
a step-by-step increase of the Adriatic Moho depth that is similar to the results of the
ECORS-CROP wide-angle experiment reported by [Thouvenot et al.| (1990)). The shape
of the Ivrea body as depicted by the Vs section in Fig. is similar to the Cifalps
section (Fig. [3.11p) with a vertical western boundary.

3.2.5.2.3 Receiver function and CSS profile Transalp (CC’ in Fig. [3.11js-i)
The third reference cross-section is the Transalp profile in the eastern Alps (Transalp
Working Group 2002). The experiment combined active (near-vertical seismic profiling,
wide-angle profiles, cross-line refraction profiles; (Liischen et al., 2004)) and passive (re-
ceiver function analysis ; (Kummerow et all,[2004)) seismic imaging. Fig. [3.11j-i compare
our Vs model (Fig. B.11}g) and probability of occurrence of interfaces (Fig. [3.11h) with
the results of the near-vertical reflection profile (migrated line-drawing) and receiver
function section (Fig. [3.11}). In the northern half of the profile, our Moho fits very well
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the European Moho imaged by near-vertical reflection profiling. This is not the case in
the Adriatic side of the section, south of the suture (the so-called “Sub-Tauern ramp”
of |Liischen et al.| (2004))). The northernmost Adriatic Moho is well delineated by ANT,
but 10-15 km deeper than the reflection Moho. Further south, the ANT does not give
a well-defined Moho because a large set of crustal models with different Moho depths
fit equally well the observed Rayleigh wave dispersion data. Among the three reference
cross-sections, the Adriatic side of the Transalp profile is the only example of a clear
misfit between our ANT crustal structure and the results of active or passive seismic
imaging. Nevertheless, Fig. shows that the reflection profile and the receiver func-
tion analysis also disagree on the depth of the Adriatic Moho, in particular close to the
suture. Our results may even suggest that the European crust underthrusts the Adriatic
crust, if we assume that the clear interface at ~60 km depth in the Adriatic side is the
continuation of the European Moho. This hypothesis was not favored by the Transalp
team in spite of some clues of overlapping Adriatic and European Mohos in the RF
sections (Fig. 2 in [Kummerow et al.| (2004)).

3.2.6 Conclusions

Taking advantage of the rapidly increasing number of broadband seismic stations
in Europe in the last ten years, including the AlpArray temporary seismic network in
the greater Alpine region, we compiled a large dataset including up to four years of
vertical-component continuous seismic records from 1293 stations. Daily records were
cross-correlated and stacked for ~0.8 million station pairs. For each station pair, we
measured Rayleigh wave group velocity from the cross-correlation function in the period
band 5-150 s and we made a careful selection of measurements according to inter-station
distance, signal-to-noise ratio, similarity of measurements in the causal and acausal sides.
Two-dimensional group velocity maps were computed using adaptive parameterization
taking into account local path density. In a final step, we inverted local group velocity
dispersion curves extracted at each cell for a set of 1-D Vs models. The 1-D inversion
follows a two-step data-driven inversion algorithm, with a non-linear Bayesian inversion
followed by a linear least-square inversion.

Our main methodological improvement is this two-step data-driven inversion algo-
rithm that results in two reliable velocity models without a priori information. The first
step is a Bayesian inversion that yields a probabilistic model, which result from an ex-
haustive grid search in a large solution space. It is based on the assumption that at
each location, the crust and upper mantle can be described by a four layer model. It
provides the probability distribution of Vs and interface depths. In the second step of
the inversion, we extract a final Vs model from the probabilistic model using a linear
inversion.

Our final Vs model is so far the highest resolution shear-wave velocity model of the
European crust derived from ambient noise tomography (0.3° in the upper crust and
0.9° at Moho depth in the Alpine region). Our probabilistic model displays striking
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similarities with published seismic profiles along three reference cross-sections across the
Alpine mountain range, Cifalps, ECORS-CROP and Transalp. It even provides additional
information on the crustal structure, for example in the internal zone of the Alpine orogen
where the ECORS-CROP CSS profile failed to probe the deep crust due to the strong
reflectivity of the upper crust. A comparison of vertical cross-sections in our two models
along the CIFALPS (southwestern Alps) and ECORS-CROP (northwestern Alps) points
out unexpected strong differences in the image of the European Moho that deepens
continuously towards the northeast along CIFALPS while it displays a ~8 km Moho
jump beneath the inner boarder of the Belledonne Massif along the ECORS-CROP
profile. This illustrates that with a dense networks of broadband stations and using
our inversion scheme, ambient noise tomography can image crustal discontinuities with a
similar resolution to that of controlled-source tomography and receiver function analysis.

Moreover, we probe depths as large as 200 km covering almost the whole lithosphere
thanks to long raypaths (> 1500 km) and long-duration noise records for most of the
long raypaths. The resulting uppermost mantle structure is in good agreement with
earthquake-based tomographic results.

We propose to consider our two models as new reference models of the European
crust and uppermost mantle. Our probabilistic model provides probability estimates for
layer boundary depths that are potentially of great use in crustal structure studies and
geological interpretations, including Moho depth investigations in regions with insuffi-
cient station coverage for receiver function analysis. Our final model, which provides a
single S-wave velocity at each location is suitable for further geophysical studies inclu-
ding waveform modeling and full-waveform inversion. Both models will be distributed
on the authors’ website https://sites.google.com/view/seismology-yanglu.

3.2.7 Supplementary material
3.2.7.1 Cross-correlation functions

Fig. shows the histogram of the number of months used to obtain the stacked
cross-correlation functions. A large part of the cross-correlation dataset is obtained by
stacking over less than 16 months. This results mainly from stations not operated simul-
taneously, in particular for pairs including temporary stations.

Fig. shows cross-correlation functions computed for station CH.DAVOX in the
10-20 s and 40-80 s period bands. In addition, Fig. shows cross-correlation functions
in the 20-40 s and 80-150 s period bands. Fig. documents the clear emergence of
Rayleigh wave signals in the 80-150 s period band, therefore showing that we can extend
our time-frequency analysis and subsequent tomographic study to such long periods.
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FI1GURE 3.12 — Histogram of the number of months used to compute the stacked corre-
lations.

20-40's

2500

2000

-
u
=3
o

Distance (km)

-
o
o
o

2500 L 1 L 1 L ! s L

Distance (km)

10°W

——
—-800  —400 0 400 800
Time (s)

FI1GURE 3.13 — Stacked cross-correlation functions for station pairs including station
CH.DAVOX in the period bands 20-40 s (top) and 80-150 s (bottom).
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(1a) checkerboard: 0.6 deg (1b) checkerboard: 1.8 deg (1c) checkerboard: 5.4 deg
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FIGURE 3.14 (previous page) — Resolution assessment of group velocity maps using multi-
scale checkerboard tests. (la-c) input models with velocity anomalies of size 0.6°, 1.8°
and 5.4°; (2a-c) outputs for period 8 s; (3a-c) outputs for period 40 s; (4a-c) outputs
for period 125 s. The black dashed lines in Figs. 2a, 3b, 4c¢ enclose areas with resolution
better than 0.6°, 1.8° and 5.4° at 8, 40 and 125 s respectively.
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FIGURE 3.15 — Uncertainty assessments of inversion for group velocity maps using Ja-
ckknifing tests at periods 8, 40 and 125 s. Arbitrarily selected 80 % of the original data
are used to invert for group velocity maps. This procedure is iterated 30 times. Standard
deviations of the ensemble of results are plotted to document the inversion uncertainty.
The analysis of results should be limited to the area well sampled by data, which means
simultaneously good data coverage and good data azimuthal distribution.

3.2.7.2 Resolution evaluation : Checkerboard tests

We evaluate the resolution of the 2-D group velocity maps using checkerboard tests
(Boschi and Dziewonski, [1999; [Spakman and Wortel, 2004)). For each period, we use
multi-scale checkerboard models that include alternating velocity anomalies with am-
plitudes of +10% of the background velocity. Synthetic Rayleigh wave travel times are
computed assuming they travel along the great circle path connecting each pair of sta-
tion. To simulate measurement errors, we add gaussian noise with standard deviation
of 5 percent of the synthetic Rayleigh wave travel times. The synthetic travel times are
inverted using the same parameterization and regularization as for the observational
data.

Fig. [3.14] shows the results of the checkerboard tests for group velocity maps at
periods 8, 40 and 125 s using anomalies of size 0.6°, 1.8° and 5.4°. At each period, the
best resolution is achieved in the Alpine region. Towards peripheral areas, the resolution
degrades and the smearing increases due to lower path density and uneven azimuthal

65



AMBIENT NOISE GROUP VELOCITY TOMOGRAPHY

distribution. The resolution depends on the period : at 125 s, velocity anomalies of 5.4°
are recovered, whereas velocity anomalies of 0.6° can be reconstructed in the Alpine and
Apennines regions at 8 s. To interpret our 2-D group velocity maps, we define the areas
with a resolution of at most 0.6°, 1.8° and 5.4° as the well-resolved areas for period 8,
40 and 125 s respectively. However, the resolution estimate using these three anomaly
sizes is rather conservative. Checkerboard tests using smaller anomaly sizes show that
the resolution of group velocity maps in the Alpine region reaches 0.3° at 8 s, 0.9° at 40
s, and 2.7° at 125 s.

FIGURE 3.16 — Group velocity maps at periods 5, 15, 25 and 75 s. We plot only cells
crossed by more than 10 paths.
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3.2.7.3 Uncertainty assessment : Jackknifing tests

We evaluate the uncertainty of the 2-D group velocity maps using Jackknifing tests.
The Jackknifing tests repeat inversions using arbitrary subsets of real data and analyze
statistics of the ensemble of results (Gung and Romanowicz, [2004; Rawlinson et al.
2014). The standard deviation of the ensemble is often used to estimate the inversion
uncertainty. Fig. presents the results of Jackknifing tests for inversions at represen-
tative periods of 8, 40 and 125 s. Large areas of the study region display good stability
with standard deviations smaller than 0.03 km.s™!.

3.2.7.4 Group velocity maps

Fig. [3.7 shows group velocity maps at representative periods 8, 40 and 125 s. Fig. [3.16|
shows additional group velocity maps at periods 5, 15, 25 and 75 s.

3.2.7.5 Inversion misfit

km/s

km/s

km/s

FIGURE 3.17 — Rms errors of inversion results for period bands 5-15 s (a), 15-55 s (b)
and 55-150 s (c). We plot only cells with more than 10 crossing paths at 8 s.

For each cell, we calculate the rms error between the observed local dispersion curve
and the dispersion curve predicted from the final Vs model. The rms error in a given
period band provides a rough estimate of the reliability of the inversion in the depth
range with the strongest sensitivity to that period band. Fig. shows rms errors
in period bands 5-15 s, 15-55 s and 55-150 s. Large errors are mainly observed in areas
with poor path coverage, hence low-quality local dispersion curves. Accordingly, we avoid
interpreting our results in areas with large errors at depths 10 km (5-15 s), 30 km (15-55
s), and 150 km (55-150 s) (see section 3.2.4.5, and Fig. [3.9). Besides, we ignore areas
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with large errors in the period band 15-55 s for Moho depth estimate (see section 3.2.5.1,
and Fig. 3.10)).

3.2.7.6 Depth slices in the final Vs model

(b) 20 km

km/s km/s

33 37 4.1 45 49 4.0 4.2 4.4 46 48

FI1GURE 3.18 — Depth slices in the final Vs model at 5, 20, 40 and 75 km. We plot only
cells crossed by more than 10 paths at 8 s period. Moreover, we discard cells with rms
error greater than 0.06 km.s™! (see Fig. [3.17)).

Fig. [3.9 shows depth slices in the final Vs model at representative depths 10, 30 and
150 km. In Fig. we provide additional slices at 5, 20, 40 and 75 km depth.

3.2.7.7 3-D view of the Bayesian Moho depth map

In Fig. we provide 3-D views of the Bayesian Moho depth map (shown in
Fig.[3.10d) that emphasize its strong and rapid lateral changes.
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FIGURE 3.19 — 3-D views of the Bayesian Moho depth map in the greater Alpine region (map view in Fig. 3.10{)
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3.2.8 Additional figures on the cross-correlation dataset

3.2.8.1 Body waves

distance (deg)

0 10 20 30 40 50 60
time (min)

F1GURE 3.20 — Plot of binned cross-correlation functions sorted by inter-station distances.
The binned cross-correlation functions refer to the causal and time-reversed acausal sides
of cross-correlation functions stacked over bins of 2 km and filtered between 5-150 s.

We showed cross-correlation functions using station pairs including station DAVOX in
Fig. and Fig. A clear emergence of Rayleigh waves can be observed in different
period bands from 10 s to 150 s. In addition, we give a global view of all the cross-
correlation functions in Fig. [3.20f We plot the causal and time-reversed acausal sides
of all the cross-correlation functions filtered between 5 s - 150 s, stacked over bins of 2
km and sorted by inter-station distance. Still, we observe very clear dispersive Rayleigh
waves, traveling with velocities between 2.0 and 5.0 km/s (red dashed lines in Fig. [3.20)).

Besides, body waves can be observed as well. In Fig. [3.2I] we muted the dominant
Rayleigh waves to enhance other less energetic phases. We can see P-waves arriving
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F1GURE 3.21 — Plot of binned cross-correlation functions sorted by inter-station distances.
The binned cross-correlation functions refer to the causal and time-reversed acausal sides
of cross-correlation functions stacked over bins of 2 km and filtered between 5-150 s. The
surface waves are muted (between the two red dashed lines). White arrows indicate
P-waves, and black arrows indicate deep reflection phases.

before the Rayleigh waves with velocities around 7 km.s™! (indicated by white arrows).
The later arriving phases can be deep reflected body waves (indicated by black arrows).
For instance, the phases arrived around 17 min might be the shear-waves reflected on
the outer core (ScS). Thus, our cross-correlation dataset is also of potential use of body
wave and deep earth imaging.

3.2.8.2 Azimuthal SNR distribution

Fig.[3.22[shows the azimuthal distribution of signal-to-noise ratio (SNR) for our cross-
correlation dataset. The signal-to-noise ratios for the causal and acausal sides of all the
cross-correlation functions are sorted by their azimuths, and averaged over bins of 15° at
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FI1GURE 3.22 — Azimuthal distribution of signal-to-noise ratio at representative periods.
We plot signal-to-noise ratios averaged over bins of 15° for the causal and time-reversed
acausal sides of all the cross-correlation functions. 7 s and 14 s correspond to the secon-
dary and primary microseism.

representative periods. At each period, the obtained azimuthal distribution of signal-to
noise ratio roughly depicts the distribution of noise source energy at that period.

Noise sources at 7 s and 14 s (secondary and primary microseisms peak) are the most
energetic. At these periods, noise sources are dominated by microseisms related to the
oceanic activities (Longuet-Higgins, |1950; Hasselmann|, [1963). The secondary microseism
is produced by the nonlinear interference of wave trains propagating in opposing direc-
tions at nearby coastlines, while the primary microseism is generated by the interaction
of ocean waves with sea bottom topography in deep waters (Stehly et al., 2006; Tian and|
Ritzwoller, 2015). At 7 s, we observe a very strong directivity of incoming noise energy
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from the North-West, corresponding to the strong noise source of the North Atlantic
ocean (Kedar et al., 2008} |Hillers et al., 2012). At 14 s, strong energy comes from the
North-West and also from other directions of coastal areas, such as the North (North Sea
and Baltic Sea), the South (Mediterranean Sea), and the South-West (Iberian peninsula).
On the contrary, very weak energy is detected at both periods from the East, which is
the direction of continental area. At 25 s and 50 s, we observe two dominant energy
arrival directions, the West and the North-East. Compared with shorter periods, the
directivity of noise source energy distribution is less strong. At 75 s and 100 s, the noise
source energy distribution becomes isotropic. This can be explained by the global hum
as the dominant noise source at these periods, and the global propagation contributes
to both the causal and acausal sides of the cross-correlation functions. In summary, the
noise sources are energetic and anisotropic at short periods, while they are less energetic
and more isotropic at longer periods. The observations are in agreements with those of
Pedersen and Kriiger (2007); Yang and Ritzwoller| (2008)) for Europe.
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4.1 Introduction

In this chapter, we present two ambient noise tomographic studies based on Rayleigh
waves phase velocity measurements. We use the same cross-correlation dataset as in the
ambient noise group velocity tomography in chapter 3. Following Ekstrom et al.| (2009)),
we measure Rayleigh waves phase velocities from the spectral domain cross-correlations
in the period range 5-150 s.

The measured phase velocities are first inverted in the same manner as in the group
velocity tomography. We obtain a series of 2-D Rayleigh waves phase velocity maps and
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a final 3-D shear-wave velocity model of the European crust and uppermost mantle.
Besides, benefiting from the dense seismic station array in the Alpine region, we also
perform the Eikonal tomography adopting the approach proposed by [Lin et al.| (2009).
We construct Rayleigh waves phase velocity isotropic maps and azimuthal anisotropy
maps at discrete periods between 7 and 25 s for the Alpine region.

Although the Rayleigh wave group and phase velocities provide coherent information,
we perform these additional phase velocity tomographic studies for the following reasons :
(1) we measure the group and phase velocities using two independent methods. Thus, the
tomographic results obtained from the group and phase velocity measurements can be
used to confirm each other; (2) the Eikonal tomography provides useful supplementary
information on the phase velocity azimuthal anisotropy.

4.2 Phase velocity measurement

In ambient noise tomography, surface wave phase velocities are often estimated from
the time domain cross-correlations. Phase velocities can be estimated using the two-
station method (Bloch and Hales|, |1968; Landisman et al., 1969)), which is the most
classical way in the earthquake-based surface wave tomography. |Bensen et al. (2007)
proposed to derive the phase velocities from the integral of the group velocity dispersion
curve.

Nonetheless, we notice that the two methods are limited in the following aspects.
The two-station method requires that the source and two receiver stations roughly locate
along a great circle. Using the method of Bensen et al.| (2007)), the derived phase velocities
are not independent measurements from the group velocities. Moreover, the two methods
measuring phase velocities from the time domain cross-correlations should obey the far-
field approximation of surface waves. Thus, the phase velocities can only be measured
for station pairs with inter-station distance larger than 3 wavelengths as suggested by
Bensen et al.| (2007)).

In our study, we measure phase velocities from the frequency domain cross-correlations
following the approach proposed by Ekstrom et al. (2009). The approach is based on
Aki’s original formulation for the cross-correlation of stochastic wavefields. We remind
the formulation shown in equation :

Ciry,mw) = R {C’(Fl,Fg;w)} = Jo(k(w)r) = Jo(

c(w>r), (4.1)

where R {} refers to the real part of the normalized cross spectrum C(7,75; w) for two
receivers located at positions 77 and 75, Jy denotes a Bessel function of first kind and order
0, k(w) is the wavenumber, w is the angular frequency, c(w) is the frequency-dependent
phase velocity of the medium and r = |7 — 75| is the distance between the two receivers.
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FIGURE 4.1 — Phase velocity measurements for station pair DAVOX-SOP. (a) Location
map ; (b-c) Real parts of the acausal and causal sides of the cross spectrum ; (d-e) Colored
triangles indicate the calculated possible phase velocities at each zero-crossing frequency
in (b) according to equation , where colors blue, green, red, cyan, purple correspond
respectively to m = —2,—1,0,1,2. Two dashed grey lines refer to the minimum and
maximum limits of phase velocity selection. Black lines show the selected phase velocities
for the acausal and causal sides of cross-correlation.

The formulation states that, in the case of stochastic wavefields, the imaginary part of
the frequency domain cross-correlation diminished and its real part can be expressed as
a Bessel function related to the phase velocity. In other words, the phase velocity can be
directly derived from the real part of the frequency domain cross-correlation.

The formulation is derived assuming stochastic wavefields generated by isotropic illu-
mination of uncorrelated plane waves. Such strong assumptions made are far from real
environments in the Earth. However, the anisotropic illumination of noise sources mainly
influence the amplitude of cross-correlation spectrum, rather than the locations of zero-
crossing frequencies (Ekstrom et al., 2009). Thus, we choose to derive phase velocities
only at these zero-crossing frequencies of the cross-correlation spectrum. For the nth
zero-crossing frequency w,,, the phase velocity is given by

77



AMBIENT NOISE PHASE VELOCITY TOMOGRAPHY

c(wy) = : (4.2)

where z,.,, is the (n + m)th zero-crossing value of the Bessel function Jy, and m =
0,+£1,+£2, ... account for the missed or extra zero-crossings in the real observations.

The phase velocity measurements, performed between station pairs, have no strict
requirements of seismic station geometry. The measured phase velocities are independent
measurements from the group velocities. By using the frequency domain cross-correlation,
the approach avoids the limitation of far-field approximation of the time domain methods.
To provide reliable phase velocity measurement, only one wavelength is required for the
inter-station distance. Boschi et al.| (2013) confirm the approach by comparing more than
1,000 phase velocity measurements with those estimated by the two-station approach.

In practice, we measure the phase velocities on both causal and acausal sides of the
cross-correlation. For each side, we first compute the real part of cross spectrum. At each
zero-crossing frequency of the cross spectrum, we calculate a series of possible phase
velocities according to equation for different choices of m. At the low frequency end,
we determine the choice of phase velocities using the minimum and maximum limits
of plausible phase velocities. The limits are given by the upper and lower boundaries
of synthetic phase velocity dispersion curves computed using all the 1-D models derived
from our ambient noise group velocity tomography. Towards higher frequencies, we select
phase velocities by checking the continuity of the phase velocity dispersion curve. As an
example, Fig. shows the phase velocities measured on the causal and acausal sides of
the cross-correlation between DAVOX and SOP.

Period (s) 7 25 75 150
Measurements 28,603 59,532 27,246 4,598

TABLE 4.1 — Number of phase velocity measurements.

In each side of the cross-correlation, the measured phase velocities are interpolated at
regularly spaced periods. The interpolated phase velocity measurements on the two sides
are further selected. At each period, the phase velocity measurements are kept only if : (1)
signal-to-noise ratios of both sides are larger than 3 ; (2) phase velocity difference between
the two sides are smaller than 0.2 km/s. Finally, the kept phase velocity measurements
are averaged over the two sides to obtain the final measurements. Table presents the
number of phase velocity measurements at representative periods, which is approximately
1/4-1/3 of that of group velocity measurements.
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4.3 Phase velocity tomography of the European crust
and uppermost mantle

4.3.1 Method

The goal of this section is to derive a 3-D shear-wave velocity model for the European
crust and uppermost mantle, using Rayleigh waves phase velocities measured from cross-
correlations of ambient seismic noise in the period range 5-150 s. To that end, we apply
the two-step surface wave inversion approach as in the group velocity tomography in
chapter 3.

In the first step, period-dependent Rayleigh waves phase velocity maps are estimated
following a linearized inversion algorithm proposed by |Boschi and Dziewonski (1999)
using the great-circle assumption of ray path. The phase velocity measurements are
inverted on an adaptive grid using square cells of sizes 0.6°, 0.3°, 0.15° depending on
the data density. The inversion is stabilized using roughness regularization, and the
regularization coefficient is determined by the 'L-curve’ analysis (Hansen, 2001).

In the second step, we extract a local phase velocity dispersion curve in each cell from
the phase velocity maps derived in the first step. Each local phase dispersion curve is in-
verted to obtain a 1-D shear-wave velocity model, which together form a 3-D shear-wave
velocity model. To invert for the 1-D model, we use a two-step data-driven inversion
algorithm : a probabilistic model is first built using a Bayesian inversion approach, fol-
lowed by a linearized inversion to better constrain the velocity in the uppermost mantle
(Lu et al., 2018).

4.3.2 Phase velocity maps

In Fig. f.2] we chose to show Rayleigh waves phase velocity maps at representative
periods 7, 25, and 75 s. As shown in Fig. [1.2d, the Rayleigh waves phase velocity is
sensitive to larger depth than the group velocity at the same period. Rayleigh waves
phase velocities at 7, 25, and 75 s are sensitive to similar depths as group velocities at
8, 40 and 125 s, accordingly, phase velocity maps provide similar information as group
velocity maps at corresponding periods (see Fig. for group velocity maps in section
3.2.3.3).

At 7 s, Rayleigh wave phase velocities are mostly sensitive to structure of upper crust
(~7 km). The low velocity anomalies are related to sedimentary basins such as the North
Sea basin, the Po plain, the Pannonian basin and the Moesian platform, where the Po
plain is the most striking feature with phase velocity as low as 2 km/s. The high velocity
anomalies characterize orogenic mountain belts like the Alps, and Variscan massifs like
the Bohemian Massif. At 25 s, Rayleigh wave phase velocities are mostly sensitive to
depth ~ 28 km. Thus, we observe low velocity anomalies along the mountain belts such
as the Alps, the Apennines and the Hellenides, as a result of their deep crustal roots. At
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FIGURE 4.2 — Phase velocity maps at representative periods 7, 25, and 75 s. We plot only
cells crossed by more than 10 paths. In (d), we show the normalized depth sensitivity
kernels to Vs for Rayleigh wave group and phase velocities at the three periods, which
are computed using the average Vs model in LSP_Fucrust1.0 (Lu et al} 2018).

75 s, Rayleigh wave phase velocities have their dominant sensitivities at a depth ~ 150
km. We image the Trans-European Suture Zone (TESZ), marking the transition from
the low-velocity West-European platform to the high-velocity lithosphere of the Eastern
Europe Craton (EEC).
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4.3.3 3-D shear-wave velocity model
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FIGURE 4.3 — Depth slices at 30 km (a) and 150 km (c) in the final 3-D Vs model, and
their differences from results derived by group velocity tomography (b,d).

In Fig.[£.3h,c, we present 2 depth slices at 30 and 150 km in the final 3-D Vs model. In
general, the depth slices derived by the phase and group velocity tomography underline
similar features (see Fig. for depth slices derived from the group velocity tomography
in section 3.2.4.5). The 30-km depth slice reflects the variation of crustal thickness.
In the mountain belts of large crustal thickness, such as the Alps, the Apennines, the
Dinarides and the Hellenides, we observe low velocities (<4.0 km/s) of the crust. In
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the areas of stretched continental crust, such as the European Cenozoic Rift System
and the Pannonian basin, we observe high velocities (>4.2 km/s) of the mantle. In
the 150-km depth slice, high velocities are mainly associated to the Eastern Europe
Craton and the subducted slabs surrounding the Adriatic plate, as well as the Anglo-Paris
basin. Meanwhile, low velocities characterize a stripe beneath the European Cenozoic Rift
System and another stripe from the Pannonian basin to Northwestern Anatolia.

However, as shown in Fig. [4.3p,d, we observe non-negligible differences of absolute Vs
values between the the depth slices derived by the phase and group velocity tomography.
In the 30-km depth slice, the maximum differences reach 0.5 km/s in some areas. In
the 150-km depth slice, there exists a systematic shift of Vs value ~0.2 km/s. These
differences have several possible origins, such as : (1) the group and phase velocities
are measured using two independent methods; (2) the number of data in the phase
velocity tomography is only 1/4-1/3 of that in the group velocity tomography, so that
the parameterization and regularization in the 2-D velocity map inversions are different.

4.4 Eikonal tomography of the Alpine crust

4.4.1 Method

Surface wave tomography usually estimates group or phase velocity maps through
linearized inversion of travel time measurements. It is often based on the great-circle as-
sumption of ray path, and the regularization is applied to stabilize the inversion. Surface
wave tomography can be performed in a different way, referred to as 'Eikonal tomo-
graphy’. The method is initially proposed by [Lin et al. (2009), and later generalized to
"Helmholtz tomography’ by Lin and Ritzwoller| (2011a)). The basic idea of the method is
to track the wavefronts of surface waves, and the local directional phase velocity is given
by the gradient of traveltime fields, sampled by a dense seismic array.

In a lateral homogeneous medium, frequency-dependent surface wave propagation
obeys the 2-D Helmholtz equation (Friederich et al. 2000)) :

o AA(w,T)
o |V7(w,7)| — 1

(w, ) w?’
where c(w,7) is the phase velocity of surface waves at position 7 and frequency w,
V= 5%4—8% refers to the local gradient of phase travel time 7(w, 7¥), and A = aa—;—i-g—; de-
notes the Laplacian of the spectral amplitude of surface waves A(w, 7). The equation
reduces to the Eikonal equation by neglecting the second term under the high-frequency
approximation :

(4.3)

——— = |V7(w,7)|. (4.4)
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The Eikonal equation implies that the phase velocities and directions of wave propagation
can be directly derived from the gradient of phase traveltime fields, and this equation
is the essential theory of Eikonal tomography. Here, we choose to neglect the second
term because : (1) the amplitude of surface waves measured from the cross-correlation of
ambient seismic noise is poorly reliable because of its high sensitivity to the anisotropic
noise source distribution and medium heterogeneity; (2) in the Eikonal tomographic
study of the western USA conducted by Lin et al.|(2009) and Lin and Ritzwoller| (2011b)),
they showed that the influence of the second term is limited. For instance, the difference in
the Rayleigh wave isotropic phase velocity maps at 60 s derived from Eikonal tomography
(equation and Helmholtz tomography (equation is less than 20 m/s in most areas
in their studied region.

Eikonal tomography shows its advantages to traditional surface wave tomography
in several aspects. It is a simple method to implement without inversion procedure,
and there is no explicit regularization applied. The method accounts for bending rays,
rather than assuming the great-circle of ray path. The misfit of phase velocity estimate
can be easily calculated from the statistics of the ensemble of phase velocity estimates
in each cell, while the misfit estimate in traditional methods is always complicated. It
naturally provides the direction of phase velocity estimate, that can be used to analyze
the azimuthal anisotropy.

However, Eikonal tomography requires large-aperture dense seismic array, so that
the phase traveltime fields can be well constructed. Indeed, this strong requirement is
the main obstacle limiting its applications. The quick increase of the number of seismic
stations in the Alpine region, in particular with the AlpArray Seismic Network (AASN),
provides us a unique chance to perform the Eikonal tomography in this region.

In this study, we apply Eikonal tomography using cross-correlations of ambient seis-
mic noise from 483 stations in the alpine region. It mainly consists of three steps. In the
first step, we compute the phase traveltime map for a given station selected as source
station. Following [Mordret et al|(2013]), we interpolate phase traveltime measurements
associated to the source station using a spline-in-tension interpolation scheme on a regu-
lar grid made of cells of 0.15°. We notice that these phase traveltime measurements are
already selected by applying criteria like SNR and symmetry (see section 4.2). In the se-
cond step, we calculate the gradient of phase traveltime map. In each cell, the local phase
velocity is approximated by the inverse of gradient, and the direction of phase velocity
estimate (propagation direction of Rayleigh waves) is given by the direction of gradient.
We discard cells with distances shorter than 4 wavelengths to the source station, as well
as areas out of the convex of receiver station distribution, because of poor data coverage.
As an example, Fig. shows the first two steps performed for station FIESA. Step 1
and step 2 are iterated for each station, so we finally obtain an ensemble of directional
phase velocity estimates for each cell. In the third step, we reject phase velocity estimates
deviating more than two standard deviations from the mean value in each cell. The kept
phase velocity estimates are averaged to form the final isotropic phase velocity map. The
kept phase velocity estimates, combined with the corresponding directions, are used to
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FI1GURE 4.4 — Eikonal tomography method, example for a given source station FIESA at 7
s. (a) Location map for the source station FIESA (star) and 482 receiver stations (circles) ;
(b) Available phase travel time measurements of Rayleigh waves between FIESA and
receiver stations; (c¢) Interpolated phase traveltime map ; (d) Phase velocities estimated
as the inverse of the gradient of phase traveltime map. We discard cells with distances
shorter than 4 wavelengths to the source station, as well as areas out of the convex of
receiver station distribution. We observe low velocity anomalies in the Po plain and high
velocity anomalies in the Alps.

derive the phase velocity azimuthal anisotropy maps.

4.4.2 Isotropic phase velocity maps

In Fig. 4.5, we show the final isotropic phase velocity maps derived from the Eikonal
tomography at representative periods 7, 12, 18 and 25 s. We only display cells with more
than 100 individual phase velocity estimates. The phase velocities at the four periods
are mostly sensitive to depths ~7, 13, 20 and 28 km, respectively. At 7 s, we observe
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FI1GURE 4.5 — Isotropic phase velocity at representative periods 7, 12, 18 and 25 s. We
only plot cells with more than 100 individual phase velocity estimates on land. The black
lines correspond to the geological and tectonic boundaries in the generalized tectonic map

of the Alps shown in Fig. [1.8p.

high velocity anomalies induced by the Alps, and low velocity anomalies induced by the
Po plain and the French South-East basin. At 12 s, we still see strong influence of the
two deep sedimentary basins. At 18 and 25 s, the most striking features are low velocity
anomalies associated with the thick crust of the Alps and the Apennines.

At each period, we evaluate the uncertainties of each final isotropic phase velocity
map by the standard deviations of individual phase velocity estimates in each cell. The
phase velocity maps at 7, 12, 18 and 25 s have uncertainties between 0.1-0.2 km /s in most
areas (Fig. . At 7 and 12 s, large uncertainties are observed in the Western Alps and
along the boundary of Po plain. A possible reason is that available phase traveltime mea-
surements for interpolating individual phase traveltime maps are not sufficient dense and
uniform to sample the areas of strong lateral velocity variation (see example in Fig. |4.4p).
At all four periods, we also observe relativly large uncertainties in the Italian Peninsula,
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FIGURE 4.6 — Uncertainties of isotropic phase velocity maps at representative periods
7, 12, 18 and 25 s. We plot only cells with more than 100 individual phase velocity
estimates on land. The black lines correspond to the geological and tectonic boundaries
in the generalized tectonic map of the Alps shown in Fig. @a

which are due to the gaps of station distribution at sea. We limit our analysis to 25 s
due to the increase of uncertainties compared to 18 s. This increase happens because
we discard phase traveltime measurements and cells within 4 wavelengths to the source
station in the first and second steps of Eikonal tomography (see example in Fig. [1.4b,d).
As a consequence, we discard large areas at long periods, and the uncertainties increase
accordingly.

In Fig. .7, we compare the isotropic phase velocity maps obtained from Eikonal
tomography with the results of our phase velocity tomography of the European crust
and uppermost mantle in section 4.3. At both periods 7 and 25 s, the isotropic phase
velocity maps derived from the two tomographic methods show similar features, and
differ in details with absolute velocity differences mostly between £0.2 km/s. The Eikonal
tomography results in more patchy phase velocity maps, while those derived from the
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FIGURE 4.7 — Comparison of isotropic phase velocity maps obtained from Eikonal tomo-
graphy (al, bl) and our phase velocity tomography of the European crust and uppermost
mantle in section 4.3 (a2, b2) at 7 and 25 s. (a3) and (b3) show the absolute differences
of phase velocity at the two periods.

traditional phase velocity tomography are more smooth.

4.4.3 Phase velocity azimuthal anisotropy maps

The directions of phase velocity estimates are naturally obtained in Eikonal tomogra-
phy, so it is convenient to derive maps of phase velocity azimuthal anisotropy. However,
it is necessary to first stack our results of neighboring cells for the following reasons :
(1) the directional phase velocity estimates have non-negligible uncertainties (Fig. ;
(2) the directional phase velocity estimates do not have a sufficient azimuthal coverage
in each cell. To deal with that, we stack results of all neighboring cells within a distance
of 75 km. As a consequence, the resulting phase velocity azimuthal anisotropy maps are
more stable and interpretable, but the resolutions of resulting maps are reduced.

To ensure the quality of azimuthal anisotropy analysis, we discard cells with less than
1,000 directional phase velocity estimates. In each cell, the directional phase velocity
estimates are averaged over bins of 10°. A binned phase velocity estimation is valid only
if there are more than 10 phase velocity estimates in that 10° azimuthal bin. We further
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discard cells with azimuthal coverage <270°.
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FIGURE 4.8 — Phase velocity azimuthal anisotropy analysis at 18 s. (a) Location map
of the four cells and the generalized tectonic map of the Alps (Handy et al. 2010,
provided by E. Kéestle (http ://www.spp-mountainbuilding.de) ; (b-e) Blue dots display
the observed Rayleigh waves phase velocity azimuthal anisotropy, obtained by averaging
the directional phase velocity estimates over bins of 10°. Red lines display the fitting
curves to the observed phase velocity azimuthal anisotropy using equation A; and
Ajy are the amplitudes of the 2¢ and 4¢ components of the fitting curves, while ¢o and

¢4 are the fast-velocity directions.

According to [Smith and Dahlen (1973)), in a slightly anisotropic medium, the azimu-

Tectonic units

|

Adriatic plate

European plate

continental

7 flexural foredeep and graben fill

B accreted continental units
autochthonous foreland

[ accreted continental units

oceanic

{ . Alpine Tethys

Bl autochthonous foreland I Neotethys
6 I | L
1 (c) position 2 e o observed anisotropy
4 — fit to anisotropy
2 L
O*M*
4 O
-2 L
| 4=036 ¢=21.5
—4 |
| 4,=024 ¢,=25.4
-6 . | |
0 90 180 270 360
6 . \ L
R (e) position 4 e e observed anisotropy
4 — fit to anisotropy L
4,=026 ¢=-56.2
-4 L
4,=0.66  $,=9.7
-6 I I ‘
0 90 180 270 360

azimuth (deg)

thal anisotropic phase velocity of Rayleigh waves ¢(w, ¢) has the form :
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c(w, ) =c(w, p)o + Ascos[2 x (¢ — Pa)] + Ascos[d x (¢ — d4)], (4.5)

where w is the angular frequency, ¢ is the azimuth of phase velocity measurement,
c(w, p)g refers to the average phase velocity (isotropic phase velocity), Ay and Ay are the
amplitudes of the 2¢ and 4¢ components of the azimuthal anisotropy, while ¢ and ¢4
denote the fast-velocity (fast axes) directions for the two components of the azimuthal
anisotropy. However, we also find obvious 1¢ components in our observations, so we
decide to fit the observed azimuthal anisotropy using the following equation :

c(w, ) =c(w, )o + Arcos[l * (¢ — ¢1)] + Azcos[2 % (p — P2)] + Agcos[4d x (p — ¢4)]. (4.6)

In Fig. [4.8] we show four examples of the fit at 18 s. We observe non-negligible 1¢ com-
ponents of the azimuthal anisotropy. |Chen and Tromp| (2007) pointed out that there is
no physical meaning for the 1¢ component of the azimuthal anisotropy for surface waves.
The 1¢ component means high velocity in one direction and low velocity in the oppo-
site direction, which is contrary to the reciprocity theorem. Lin and Ritzwoller| (2011a)
consider the 1¢ components as isotropic bias in the azimuthal anisotropy measurements,
due to neglecting finite frequency effects in Eikonal tomography. We do not discuss the
4¢ components due to their relatively small amplitudes compared to the 1¢ and 2¢
components.

In Fig. 4.9, we display the amplitudes and fast-velocity directions of the 2¢ compo-
nents of azimuthal anisotropy at 7, 12, 18 and 25 s. We discard cells with error larger than
0.5% of its average phase velocity (isotropic phase velocity), while the error in each cell
is evaluated as the root-mean-square of misfits to the theoretical expression [4.6] Period-
dependent azimuthal anisotropy reflects anisotropy property at different depths of the
crust. The results at 7 s are mostly related to the anisotropy in the upper crust, those
at 12 and 18 s are mostly related to the middle crust, and those at 25 s mainly probe
anisotropy in the lower crust. Note that due to strong changes in crustal thickness in the
Alpine region, these correspondences are only approximate and valid for an average 35
km crustal thickness.

In general, the azimuthal anisotropy patterns are consistent at the four periods. In
the Western Alps, the fast axes directions basically follo<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>