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Résumé

Un défi à court terme pour les industriels de l’aéronautique est de concevoir des produits sûrs, fiables,
compactes, basse consommation et à faible impact environnemental due à la forte concurrence et à
l’augmentation des attentes des clients et des autorités de certification. Un défi à plus long terme
pour ces organisations est de pérenniser leur savoir-faire et leur expertise qui sont menacés par le
départ en retraite de générations d’experts, ingénieurs et techniciens. Relever ces défis n’est pas une
tâche facile lorsque les produits concernés sont des systèmes mécatroniques embarqués tel que les
systèmes d’actionnement électromécaniques. La conception de ces systèmes complexes nécessite
l’intégration de savoirs très hétérogènes dû aux interactions entre de nombreux métiers de l’ingénierie,
ainsi qu’entre les différentes lois de la physique qui caractérisent leur comportement. De plus, les
systèmes mécatroniques embarqués sont constitués de nombreux composants interdépendants. Gérer
les dépendances entre composants reste une tâche non-triviale et fondamentale du métier d’ingénieur.
Ceci conduit à des itérations coûteuses durant le cycle de conception et des solutions non-optimisées.
Les techniques d’optimisation multidisciplinaire fournissent des fondements théoriques et des outils
de calculs permettant l’optimisation de systèmes comportant un grand nombre de variables et des
couplages multidisciplinaires. Dans le but d’utiliser ces techniques pour un dimensionnement rapide
des produits mécatroniques, des tâches doivent être effectuées : représentation du savoir de conception,
décomposition et coordination des modèles pour l’évaluation et l’optimisation des performances
du système. Les modèles algébriques ont été choisis pour représenter les différents modèles de
conception. Une nouvelle formulation d’optimisation multidisciplinaire est proposée. Elle permet
des convergences rapides et s’avère robuste au changement d’échelle. Une approche basée sur la
théorie des graphes et le calcul symbolique est proposée pour aider les ingénieurs à la mise en
place de problèmes à grand nombre de variables et comportant des couplages multidisciplinaires.
Une méthodologie de conception et dimensionnement est présentée ainsi que l’outil logiciel associé.
L’objectif principal est de permettre un dimensionnement global des systèmes mécatroniques en
insistant sur réutilisation du savoir et la prise de décision rapide. La méthodologie est illustrée sur
un cas simple de système d’actionnement aéronautique. Ensuite, des systèmes plus complexes sont
abordés. Tout d’abord, la conception d’un système d’actionnement électromécanique de commandes
de vol primaire est étudié. Enfin, la méthodologie est appliquée à un système d’actionnement
d’inverseur de poussée électrique.





Abstract

The critical short term challenge for contemporary aerospace industrial companies is to design safe,
reliable, compact, low power consumption and low environmental impact products, forces driven
by economic competition and the increasing expectations of customers and certification authorities.
A long-term challenge for these organizations is to manage their knowledge and expertise heritage,
which is jeopardized due to forthcoming retirement of the current generation of experts, engineers and
technicians. Undertaking these challenges is particularly intricate when it comes to embedded mecha-
tronic systems used in electro-mechanical actuation systems. The design of these complex systems
involves heterogeneous knowledge due to the interface of multiple engineering specializations and the
interacting physical laws that govern their behaviour. Additionally, embedded mechatronic systems
are composed of several interdependent components and sub-systems. Dealing with interdependencies
remains a non-trivial and fundamental aspect of modern engineering practice. This can result in costly
iterations during the design process and final non-optimal solutions. Multidisciplinary System Design
Optimization techniques provide theoretical foundations and computational tools for optimizing large
and multidisciplinary systems. Tasks must be performed to apply such techniques for rapid initial
sizing of mechatronic products: modelling the design knowledge, partitioning and coordinating the
models for system performances analysis and optimization. Algebraic analysis functions are chosen
to represent the design models. A new Multidisciplinary System Design Optimization formulation
for fast and robust analysis is proposed. A theoretic graph approach using symbolic manipulation to
assist designers in formulating large and multidisciplinary problems is outlined. A specific design
methodology and its associated framework developed are presented. The general objective is to allow
holistic sizing of mechatronic engineering systems with emphasis placed on model reusability and
rapid decision making. The methodology is illustrated using a simple aerospace actuation system ex-
ample. More complex actuation systems are then addressed. First, the design of an electro-mechanical
primary flight control actuation system is examined, subsequently; the design methodology is applied
to an electrical thrust reverser actuation system.
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Chapter 1

Context

1.1 The More Electrical Aircraft

Over the last century, aerospace engineering has evolved increasingly complex aircraft architectures.
Today’s aircraft are complex systems that can be decomposed into different layers as shown in Figure
1.1.
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Fig. 1.1 Decomposition of a fixed wing aircraft (Non-exhaustive)

Environmental protection is a key driver for next generation aircraft as one of the goals of
Flightpath 2050 are asked by ACARE European Council [121]. In order to drastically reduce fuel
burn, emissions and noise, new aircraft concepts have been proposed. They investigated innovative
propulsion systems [184], airframes, propulsion-airframe integration for boundary layer ingestion
(BLI), and system and equipment architectures. New carbon alloys for structural components have
helped reduce aircraft structural weight (the Airbus A350 and Boeing 787) while the use of winglets
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has enabled a decrease in fuel consumption. The hybrid electric propulsion system and aft-mounted
BLI concept of NASA’s Starc-ABL aircraft [91], illustrated in Figure 1.2, and Safran’s open-rotor
engine architecture [39] illustrate such research trends .

Fig. 1.2 NASA’s Starc-ABL aircraft concept [242]

One research direction consists of electrifying propulsion and associated systems equipment by
leveraging the advantages of electrical technologies in terms of integration, maintenance and power
efficiency. Increasingly, this "more electrical aircraft" course of action is driving both the research
and technological focus of the aeronautical industry and academica. The research on non-propulsive
systems can be separated in two main themes as illustrated in Figure 1.3. The first theme investigates
the replacement of pneumatic systems by electrical systems. The goals are the increase of the
overall gas turbine efficiency, easier physical integration and simplified maintenance. The second
theme investigates the concept of hydraulics-free aircraft which consists of replacing hydraulics
with electrical systems. Particularly for large aircraft, the main goal is to reduce the overall weight
while being easier to integrate and maintain. Furthermore, electrical systems are considered more
environmentally friendly than hydraulic systems due to the removal of Skydrol fluid.

Fig. 1.3 The two axis of More Electrical Aircraft [87]

To date, non-propulsive electrical systems applications cover the complete range of Technical
Readiness Levels (TRLs). For improving gas turbine efficiency, bleed valves have been replaced by
an electrically driven compressor on the Boeing 787 aircraft [175]. This same aircraft also integrates
electrical resistance elements that generate heat under the leading edge surface of the wing which
promises lower power consumption than other de-icing technologies that bleed hot air from the engine.
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Other major non-propulsive systems are actuation systems. Commercial aircraft need different
actuation systems to fulfill their needs as illustrated in Figure 1.4.

Fig. 1.4 Actuation needs on a commercial aircraft [150]

They are used to deploy and retract the landing gear or to actuate flight control surfaces. Such
systems also tend towards electrification. Electrical Thrust Reverser Actuation Systems (ETRAS) are
composed of an electro-mechanical power chain and have been introduced on Airbus A380, Airbus
A350 and COMAC C919 nacelles. The electrification of aircraft systems and equipment has also
impacted flight controls. Fly-by-wire concepts introduced Signal-by-Wire (SbW) actuators using
Servo Hydraulic Actuators (SHA) [152]. The hydraulic power used by SHA is generated by engine
driven pumps and distributed by hydraulic networks. Power-by-Wire (PbW) actuators such as Electro
Back-up Hydrostatic Actuators (EBHAs) and Electro Hydrostatic Actuators (EHAs), shown in Figure
1.5, were introduced in the back line of primary flight control surfaces on the Airbus A380 which
enabled to reduce the aircraft overall weight by removing the tertiary hydraulic network [234].

Fig. 1.5 Description of an EHA [240]

The next step was to introduce PbW Electro Mechanical Actuators (EMAs) which enabled the
removal of hydraulic fluid of actuators such as those described in Figure 1.6. This technology is
currently in front line of two spoilers control surface of the Boeing 787 and Airbus A350-1000.
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Fig. 1.6 Description of an EMA [240]

Furthermore, new electrical distribution systems are currently investigated to supply these non-
propulsive electrical loads [87].

The integration of these new technologies can increase risks of unexpected behaviours of these
critical systems leading to costly re-designs. In some investigated concepts, practical electrical
technologies do not yet meet performances requirements and integration constraints. Despite being
more efficient, these electrical technologies still generate losses. This heat excess has to be managed
locally or else it could result in non-acceptable life time degradation or outright failures of boundary
equipment and components. Additionally, these new electrical systems have to prove that they meet
the stringent reliability and availability requirements of contemporary commercial aircraft. Therefore,
one of the challenges for developing a more electrical aircraft is to master the design and integration
of the next-generation mechatronic systems for actuation and other needs. For this purpose, several
European and French research projects have investigated design methodologies and the development
of physical prototypes.

1.2 Previous Research Projects and Previous Theses

Several research projects around the More Electrical Aircraft concept have driven research teams at
both Institut Clément Ader in Toulouse and the Safran company.

The first were Electrically Powered Integrated Control Actuators – EPICA 1 (1993-1997) and
Electrical Innovative Surface Actuation – ELISA1 (1999-2001) which concerned alternative power
architectures for actuation systems. In the beginning of the 21st century, Power Optimized Aircraft
– POA1 : 2002-2006 seeked ways to optimize the aircraft power architecture. Then projects like
More Open Electrical Technologies – MOET1 (2006-2009) focused on developing methodologies
and technologies to enable better flexibility and use of electrical equipments. "Concept Innovant de
Systémes d’Actionnement de Commandes de vols secondaires et de Servitudes" – CISACS1 (2008 -
2012)1,2 and DRESS on the other hand concerned the electrification of landing gear actuation systems.

1Institut Clément Ader projects
2Safran projects
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COVADIS2 (2008-2011) was a project between Airbus and Safran which resulted in flight tests of
electro-mechanical primary flight control actuators for ailerons [58]. SYRENA1,2 (2010 - 2013)
was a research project that involved industrial partners such as Safran and research laboratories.
FRACASS2 (2011-2014) investigated the concept of control surface splitting with rotary on-hinge
electro-mechanical actuators. It also investigated new architectures for regulation functions of gas
turbines. Actuation 20151,2 (2012-2016) involve a larger number of industrial and academic partners
and focused on the standardization of aerospace actuators and power electronics from landing gears
to flight control. CORAC Genome2 (2013-2018) funded by French research funds, had for objective
to develop future electrical equipment and systems. SYRENA II1,2 (2014 - 2018), the successor of
this first project is currently under development.

In parallel of the previous research projects, many PhD thesis were involved. Some took place in
the Actuation System team of Institut Clément Ader and greatly contributed to the work done in this
thesis.

Liscouet-Hanke investigated aircraft power architectures and proposed a design methodology
to better size them and enable aircraft level trade-offs [143]. Liscouet was the first PhD student in
the laboratory to use scaling laws for the preliminary sizing of actuators [141]. Hospital focused
on developing sizing models based on inverse simulation [109]. Giraud developed a methodology
for the sizing of aircraft electrical networks [86]. Reysset developed preliminary design tools such
as specification generation based on mission profile analysis [194]. Coic proposed a bond-graph
based modelling approach to support the design of high dynamic hydraulic servo-actuators [43].
Sanchez proposed a methodology to generate algebraic analysis functions based on Finite Element
Method simulations in order to utilize them during the preliminary sizing of actuation systems [207].
Monsimer investigated methods for enabling radical innovation during early preliminary design phases
of fuel regulation systems [170]. Thauvin used design exploration of regional hybrid electrical aircraft
concepts using multidisciplinary design and optimization methods [229].

On the other side of the atlantic, alternatives for more electrical systems and actuators have
early been identified early [139]. Investigations of these alternatives were supported by US research
programs such as Electrically Powered Actuator Design (EPAD) which leaded to the development
of a primary flight control electro-mechanical actuator [130]. The final outcome was flight tests of
the prototype on the F-22 [117]. Significant US military programs have provided the introduction of
new technologies such as the F-22 [16] and the F-35 [197]. On the civil program side, the Boeing 787
more electric subsystems introduced the need for higher electrical power generation [19] as well as
new electric drive technologies [34].

1.3 Scope of the Thesis

The eco-system and context where this thesis has emerged were previously outlined. They have
greatly influenced the investigations in this thesis as well as other research work discovered over three
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years. This part describes the scope of this thesis in terms of the studied systems, components and
objectives.

1.3.1 Typical Systems

The systems studied in this thesis are in most cases actuation systems of Safran’s portfolio. Nev-
ertheless, the methods and approaches developed in this thesis can be applied to other kinds of
embedded mechatronic systems but will be here applied to aerospace actuation systems. An example
of functional actuation chain is given in Figure 1.7.

Transf.
Rectifier

Motor
DC Bus
Filter

Inverter

Digital electronics

Multiplication
Transmission

Reduction
Limitation

Ball screw
On-board
Network

Motion

Functional electrical chain Functional mechanical chain

Functional actuation chain

Fig. 1.7 A typical actuation system functional chain

An actuation system functional chain can be decomposed into functional electrical and mechanical
chains. The purpose of such systems are to move specific mobile structures such as control surfaces
or, for example, a thrust reverser transcowl. The interfaces of such electrical systems are an electrical
interface, generally an electric power supply, and mechanical interfaces which generally support
where the system is integrated to the mobile structure. The electrical chain is used to transform the
aircraft 3-phase electrical network into a local Direct Current (DC) electrical network. It is also in
charge of distributing and controlling the required motion. The mechanical chain is there to adapt and
distribute the power so that it is capable of the required motion. The electrical motor permits linking
the electrical and the mechanical chain by transforming electrical power into rotational mechanical
power.

Flight Controls Applications

The purpose of primary flight control systems is to control the aircraft trajectory by acting on movable
surfaces. Ailerons are the primary flight control surfaces that act for roll control. They can be actuated
by a linear electro-mechanical actuator like Figure 1.8 [58].

Other electro-mechanical topologies have been developed such as rotary electro-mechanical
actuators like Figure 1.9.

Secondary flight controls are used to change the aerodynamic configuration of the aircraft during
a particular flight phase. For example, the Horizontal Stabilizer Trim electro-mechanical Actuator
(HSTA), illustrated in Figure 1.10, ensure the overall equilibrium of the aircraft during the given flight
phases (e.g. climb, cruise or approach) [150].
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Fig. 1.8 Linear Aileron Electro-Mechanical Actuator (Safran)

Fig. 1.9 Rotary electro-mechanical Actuator (Safran)

Fig. 1.10 Horizontal Stabilizer Trim electro-mechanical Actuator (Safran)
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Thrust Reverser Application

Thrust Reversers are used to reverse the engine thrust just after touchdown during the landing phase in
order to enhance wheel brakes sustainability, and land on shorter, wet or icy runways. Electrical thrust
reverser actuation systems are one technology for actuation nacelle thrust reversers (Figure 1.11).

Fig. 1.11 Engine, nacelle and actuation system (CFM/Nexcelle/Safran)

The challenges linked to the design of these system examples are given and studied in this thesis.

1.3.2 Typical Components

These typical electro-mechanical systems are composed of mechatronic components required to fulfil
the specified functions. The main design drivers (system level) of these components are outlined.

Power Electronics

Power electronics are one main component of electrical actuation systems. The autotransformer is an
electrical component that transforms an alternative electrical network into two alternative electrical
networks with different voltage and current but the wave form and frequencies remain the same. The
3-phase autotransformer is widely used in aeronautics because of its compactness and is low Total
Harmonic Distorsion (THD). They are often associated to rectifier that transform the two 3-phase
electrical network into one DC network. In some case, interphase inductors are added to smoothen
current pulses on the DC network. Inverters composed of semi-conductors are then used to transform
the DC voltage into 1-phase or 3-phase voltage sources depending on the load they have to drive.
Figure 1.12 shows pictures of common power electronic components.

The main design drivers of autotransformers and interphase inductors are the magnetic saturation
of the core and the maximum temperature of the windings. For inverters, the main design drivers
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(a) Example of autotransformer unit (Thales) (b) Example of Silicon Carbide (SiC) power core mod-
ule (Microsemi)

Fig. 1.12 Two main electrical components of aerospace actuation systems

are the switching frequency and the maximum temperatures of diodes and transistors. Generally as
the main design drivers include the thermal behaviour of components, the power electronic design
includes the cooling system (heat sink, liquid...).

Another power electronics component used in regenerative energy devices is the braking resistor.
Whereas as in some systems like electrical vehicles the regenerative energy is stored, some system use
this device to transform the energy into heat that must be dissipate. One topology of this component
is the planar resistance illustrated in Figure 1.13.

Fig. 1.13 Example of planar braking resistor

The main design drivers of this component are its resistance value and its maximum temperature
capability.

Electrical Machines

The function of an electrical motor is to transform electrical power into mechanical power. Most types
can operate reversibly as generators and transform mechanical power into electrical power. The most
common technology used for embedded actuation systems is the permanent magnet brushless motor
because of their reliability and high torque density obtainable [120]. For the power range (100 W -
50 kW) of aerospace actuation systems, the armature is the stator and the inductor is the rotor with
its permanent magnets. Applying an alternative voltage to the stator winding terminals produces an
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electromagnetic field that interacts with the rotor magnet field which produces an electromagnetic
torque that leads to the rotation of the non-fixed part (generally the rotor). Two motor typologies exist
for the power range of aerospace actuation systems:

• High torque motor – They generally are capable of generating high torque at low speed. Their
ratio factor (Length/Diameter) is low (0.25-1) and the number of pole pairs is large (> 10). They
are well suited for direct-drive architectures.

• High speed motor – They are used for high speed applications with high reduction ratios to the
load. Their ratio factor (length/diameter) is high (1-3) and the number of pole pairs is small to
medium (2 - 10).

(a) Example of high torque motor (Kollmorgen) (b) Example of high speed motor (Parker)

Fig. 1.14 Two main motor typologies for aerospace actuators

The main design drivers of brushless motors are maximum torque, torque ripple, maximum
winding temperature, inertia, maximum speed and flux weakening strategy.

Mechanical Transmission

Mechanical gears or reducers sets adapt the mechanical power from one shaft to another. Multiple
technologies of gears are available in aerospace applications with some examples shown in Figure
1.15.

Spur gears are the most common gears with both shafts in parallel. Bevel gears on the other side
the two shafts are not parallel but form an angle which is in most cases is equal to 90◦ as shown in
Figure 1.15a. More complex gear such as planetary gears are used for high torque application as it
is transmitted through different planet gears but also to have the same input and output shaft axis.
Their main design drivers are tooth bending stress and contact stress which respectively lead to tooth
breakage and pitting. Contact stress has an effect on the pinion size whereas tooth bending stress has
an effect on the tooth shape and size. Other selection parameters such as maximum/fatigue torque and
reduction ratio are also design drivers. Harmonic Drives, represented in Figure 1.15c, have advantages
such as lack of backlash, compactness and high reduction ratio (30 – 150) compared to classical gears
(2.5 – 8).
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(a) Example of straight bevel gear (b) Example of planetary gear (c) Example of Harmonic Drive
gear

Fig. 1.15 Three examples of gear technologies used for aerospace actuators

Compound gears were first developed for aircraft flap systems and can take really high torques
due to the fact that the torque is shared between two large teeth. Despite their better torque capacity
compared to planetary gears, they have lower direct efficiency. Magnetic gears are also investigated
because of their torque limitation function but are not yet flying [111].

Fig. 1.16 Compound planetary gear [230]

In order to transform a rotational power into a translational power, nut screw devices can be used
(Figure 1.17). These devices have four degrees of freedom [123]. Two parts of the device have to be
fixed in order to provide the function, either the nut translation or rotation combined with the screw
rotation or translation. Roller screws are one main technology of nut screw and have the particularity
to handle high torques but with small pitches. On the contrary, ball screws handle smaller torques but
can be designed for higher pitches and at lower cost.

(a) Example of roller screw (SKF) (b) Example of ball screw (Umbra)

Fig. 1.17 Two main nut screw technologies for aerospace actuators
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The main design drivers of nut screws are the maximum/fatigue axial load and buckling load.
Pitch is also a design driver and often leads to the technological choice between roller screw and ball
screw.

Flexible shafts transmit rotary motion through their high rotational stiffness whilst allowing
misalignment between input and outputs shafts, as shown in Figure 1.18.

Fig. 1.18 Flexshaft are similar to gimbals (S. S. White)

Their main designs drivers are maximum speed, stiffness, fatigue and peak torque.

1.3.3 Objectives

The design of actuation systems at Safran is a collaborative process between different teams of the
design office: embedded software, digital electronics, power electronics, electrical machine, control,
mechanics, system architecture and modelling.

This thesis mainly focuses on the sizing aspects of actuation systems which has implications for
the power electronics, electrical machine, control, mechanics, system architecture and modelling
teams.

Different design process approaches can be used for teams to interact during the development of
actuation systems. The sequential design process illustrated in Figure 1.19 relies on strong hypothesis
on subsystems interactions generally based on project post-mortem and designer experience. Such
process does not guarantee system performances optimality and has no degree of freedom along the
design process.

System specifications

Mechanical 
transmission

Electrical 
machine

Power 
electronics

Fig. 1.19 Sequential design process of actuation system

The sequential iterative design process, given in Figure 1.20, enables interactions between
subsystem design teams. This process is more efficient that the sequential process but often results in
costly human iterations. Additionally, it does not offer enough degree of freedom to obtain system
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performances optimality as design decisions are still made without seeing the global effect on the
system.

System specifications

Mechanical 
transmission

Electrical 
machine

Power 
electronics

Fig. 1.20 Sequential iterative design process of actuation system

The sequential iterative process is similar to the approaches used in Safran’s design office. This
process is not optimal for system performance and development costs. There is an industrial need to
change this process in order to be more competitive and sustain the design office know-how. Hence,
the industrial objectives of this thesis have be explicitly defined:

IO1. Develop a holistic sizing methodology and an associated software tool.

IO2. The methodology shall enable knowledge capitalization and collaboration.

IO3. The software tool shall handle analysis and optimization of coupled systems.

IO4. The software tool shall provide reasonable analysis and optimization times.

IO5. The methodology and software tool shall be tested on a realistic industrial product.

Therefore, these can be summarize in one main objective which is to propose a practical and more
integrated design approach for electro-mechanical actuation systems supported by a software tool
which can be deployed in an industrial design office. However, these objectives raise some important
research questions:

RQ1. How should this sizing methodology be incorporated in the overall design process?

RQ2. Who will be the users of such software tool?

RQ3. How to capitalize knowledge and collaborate in a multidisciplinary design office?

RQ4. How to interface different engineering specialization design tools?

RQ5. Can Multidisciplinary Design Optimization techniques be made available to unexperienced
users?

RQ6. What is a reasonable computation time in a design office? What are the potential solutions to
reach it?

RQ7. Is there a limit in terms of system complexity for using such sizing methodology?
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1.3.4 Applications

The work achieved during this thesis has contributed to different applications and publications that
are not all mentioned in this manuscript. Table 1.1 gives a synthesis of these contributions.

Table 1.1 Applications achieved during the thesis and their references.

System Key topics References
Fuel Metering Pump Thermal/Hydraulic [170]

DC/DC Buck Converter Thermal/Electric [208, 207]
Aileron linear EMA Thermal/Co-simulation [54]

Thrust Vector Control EMA High dynamic/Vibrations Chapter 4
Aileron Rotary EMA with lever arm Control [51]

Aileron Rotary EMA Thermal [210]
Primary Flight Control Actuation System Structure Chapter 5 and [53]

ETRAS Power chain/Mission profile Chapter 6 and [52]

1.4 Dissertation Overview

Chapter 1 introduced the context of this thesis in terms of working environment, previous work, typical
systems and components. It also outlined the needs which led to the creation of this collaboration
between Safran and Institut Clément Ader and the objectives that were defined.

Chapter 2 is a state of the art of engineering design approaches which is then used to determine the
methods that can be used during sizing activities. First, intrinsic challenges of mechatronic systems
are outlined. The methods and tools used in Model-based Design are studied. Systemic approaches
used in engineering design are then presented. Finally, different design optimization methods are
investigated.

Chapter 3 proposes a new multidisciplinary system design optimization formulation adapted to
sizing optimization problems, and compares it to existing formulations. Graphs and algorithms which
help designers in the formulation of design optimization problems are described.

The core of this thesis is the development of a sizing methodology and its associated framework.
A detailed description is provided in Chapter 4.

Chapter 5 is a flight control case study. The design of a primary flight control actuation system
is achieved. The actuation system is composed of rotary electro-mechanical actuators and control
surface structure. The concept of control splitting is investigated.

Chapter 6 is a design case study that concerns an electrical thrust reverser actuation system. First,
a conceptual design is achieved. Finally, a more detailed design is performed for mission profile and
motor control strategy optimization.

Results and lessons learned are summarized in Chapter 7. Conclusions are made and perspectives
are outlined.



Chapter 2

The State of the Art for Engineering
Design Approaches

2.1 Introduction

The field of aerospace covers a large variety of products, disciplines and domains. Consequently,
aircraft engineering activities cover many design problems. It is proposed to outline four categories of
problems, their associated problem indicators and an associated example. The nature of the interfaces
between disciplines is considered. The considered nature of disciplinary models throughout the thesis
are:

• 3D models correspond to detailed geometry analysis using Finite Element Method (FEM),
Computer Aide Design (CAD)

• 1D models represent transient time domain simulations

• 0D models correspond to algebraic modelling

The objective of aircraft conceptual design is to define a specification of aircraft sub-systems and
equipment. This requires the participation of four fundamental disciplines: aerodynamics, flight
dynamics, propulsion and structures. Furthermore, it must consider a sizable number of specialist dis-
ciplines like sizing scenarios (maneuvers, mission profiles, ...) or analysis (aerodynamics, propulsion,
...). It involves high number of empirical models representing the inputs from different disciplines,
with a relatively low fidelity based on, previous designed and manufactured aircraft. The nature of
the couplings are typically 0D/0D between fundamental discipline analyses and 0D/1D for mission
profiles.

Sub-system design has an objective to deliver equipment and component level specifications.
For example, the aircraft electrical network design involves a very large number of sizing scenarios
(thousands [87]) due to many failure cases (short circuit, fire, ...) and many components (static
converters, commuters ...). The nature of couplings is mostly 0D/0D.
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The purpose of equipment design is to generate an accurate specification of components. For
example, electro-mechanical flight control actuator design requires a relatively high number of
disciplines. Sizing scenarios come from operational and failure modes (continuous torque, wind gust,
...) and design drivers at the components level (mechanical stress, maximum temperature capability,
...). They can be represented using differential algebraic equations (0D-1D) or algebraic equations
(0D). They require also estimation of component characteristics (inertia, thermal resistance, ...) which
can be evaluated using estimation models like scaling laws or surrogate models of FEM simulations
(0D) or directly detailed simulations (3D). The nature of couplings range from 0D/0D, 0D/1D, 1D/1D
to 0D/3D.

The objective of component design is to justify detail component needs. For example, high fidelity
wing design involves some twenty design drivers (wing span, twist, rib thickness, ...) which are
represented by the two fundamental disciplines of aerodynamics and structural mechanics. They are
evaluated using complex structural mechanics FEM models and aerodynamic Computational Fluid
Dynamics (CFD) models [126]. Here the coupling is achieved through commonly held boundary
conditions of the FEM and CFD simulations and therefore represents a 3D/3D coupling. Figure 2.1
classifies a non-exhaustive list of problems in terms of number of disciplines, model fidelity and
nature of couplings.
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Fig. 2.1 Classification of Aircraft Engineering Design Problems (Non-Exhaustive)

This introduction has outlined that aircraft design introduces a large variety of potential couplings
at many levels. Hence, there is a need for design methodologies to deal such multidisciplinary
problems.

2.2 Challenges of Embedded Mechatronic System Design

Mechatronics are the synergic and systemic regroupment of mechanical engineering, electronics,
control, computer science and systems engineering as illustrated in Figure 2.2. A mechatronic system
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is a device composed of elements of these domains which exchange information and energy flows in
order to deliver a set of functions.
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Fig. 2.2 Mechatronics [27]

Mechatronic systems are involved in many industry domains such as automotive, heavy industry
and in aerospace. When these systems operate in the automotive or aerospace industry they are
considered as embedded because they are supplied and controlled by mobile devices. Aerospace
actuation systems are an example of an embedded mechatronic system. The criticality of such systems
requires consideration for reliability in their design [150]. Furthermore, they are exposed to harsh
environments in terms of thermal management and vibration [110]. Designing these complex systems
demands the mastering of different engineering specializations and a multi-level approach to manage
the resultant complexity. Hence, technical standards such as Aerospace Recommended Practice (ARP)
4754 [12] provide information to conduct complex system design with certification as a goal. The
design of mechatronic components involves multiple physics and has to take care of the multi-scale
aspects of component size and physical time constants [27]. Many mechatronic systems are coupled
systems. Coupled system raise numerical difficulties during design computational processes [177].
An other challenge of mechatronic system design is knowledge management. As they require different
engineering specializations, different engineers contribute to the resultant design. Thus, the knowledge
required for their design is heterogeneous and physically distributed among individuals in a design
office.

2.2.1 Reliability

The embedded characteristic of embedded mechatronic systems constrains their design to achieve
required failure rates. Reliability indicators and assessments for aerospace systems are addressed in a
thorough manner in the document ARP4761 [11]. The probability of failure requirements depend
on the function critically that the system has to ensure. Aerospace actuation systems are mainly
involved in critical applications such as flight controls or landing gears. For primary flight controls,
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one catastrophic event is tolerated per one billion flight hours in commercial aeronautics [150]. This
requirement strongly impacts the architecture design.

Some systems may be designed to resist failure. This means that then are designed to never
fail during their operational life. It is possible to achieve this by over-sizing components with the
introduction of important safety factors during the fatigue design for instance, but at the cost of a
weight penalty.

When over-sizing is not advisable or not possible, the system can be designed to be fault tolerant.
This means that a failure of a system element does not lead to a system failure. Redundancy enables
tolerance to failure and is widely used in aerospace systems. Redundancy can be introduced by adding
different load path and components [141]. Figure 2.3 gives a few examples of redundant flight control
actuators and their application.

Fig. 2.3 Examples of Aerospace Actuators with Redundancy [150]

Redundancy can also be applied to power electronics design such as a 3-phase inverter by adding
an additional arm and passive components which is activated once the short circuit of the faulty arm
occurs [196]. Redundancy is also found in sensing and monitoring approaches where additional
sensors are added with majority voting to ensure that the correct value is processed [143].

Therefore, the reliability of a system is a targeted requirement and is fulfilled in practical designs
when the architecture choice is made either by over-sizing or using redundancy.

2.2.2 Multi-Level and Multi-Engineering Specializations

A challenge in mechatronic system engineering design is its multi-level facets. The design process
has to consider all point of views of the stakeholders. A mechatronic system can be decomposed
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in system level and component level [195]. An additional level can be the physical level composed
of the different physics that rule the behaviour of components. Figure 2.4 shows how two typical
mechatronic systems can be represented at system level, component level and physical level.
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Fig. 2.4 Multi-level aspects of mechatronics systems

This multi-level characteristic has to be managed during the engineering design process especially
during the process of information exchange and modelling activities.

In addition to the multi-level complexity of mechatronic systems, the multi-engineering special-
ization property of such systems increases the complexity of their design. They are composed of
several components that require the utilization of different engineering specializations to design them.
In a design office engineering specializations correspond to different engineering teams. The digital
electronics team is responsible for the controller hardware and software. The power electronics team
design the power modules. Machine designers size the electrical drive. The mechanical engineering
team is charge of the design of mechanical transmission components. System architects specify the
system, lead the system design and make sure that integration is successful.

This situation leads to different difficulties. The engineering teams are sometimes in different
locations and interact through e-mails, specification/justification documents or collaborative work
environments. To achieve a coherent system design, several human iterations are necessary between
the different teams. The knowledge of the different engineering teams is implemented is specific
design tools which most of the time do not connect to each other. Therefore, it is difficult to automate
these iterations.

Iterations get more important as the needs and constraints of engineering specializations become
more numerous. Needs can be the inputs required to design a given part. Constraints can be
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technological limits of components, the available materials, manufacturing tools or the supply chain.
The system architect has to deal with the coordination of the system design while taking into account
needs and constraints of the different teams.

The challenge resulting from multi-level and the multi-engineering specialization aspects is thus
to intelligently decompose the system and make heterogeneous engineering teams work together
efficiently to deliver on time and compliant products.

2.2.3 Multi-Physical and Multi-Scale

As seen in the previous part, mechatronic systems are composed of several different components that
are designed thanks to different engineering specializations. The performance of these components
are ruled by the laws of physics. A multi-physical approach is then necessary to design them.

Power electronics design requires electrical, electromagnetic and heat transfer simulations. Ma-
chine design requires the same physical simulation but also mechanical considerations for vibrations
and manufacturing. The mechanical transmission behaviour is driven by the laws of structural me-
chanics whereas the material property are temperature dependent. These multi-physical aspects of
components lead to numerous and complex evaluation of design drivers during the design process of
mechatronic systems. In addition, the integration of the different components in a same system leads
to multi-physical coupling as the system can heat (Figure 2.5) or vibrate a whole. The evaluation of
the physical behaviour leads to the utilization of sophisticated simulation tools.

Fig. 2.5 Actuator housing heat transfer and fluid mechanics simulation using COMSOL [207]

As illustrated in Figure 2.6, mechatronic systems obey to multi-physical laws but are also subject
the intricate aspects of multi-scale.

The size of component varies from the chip to a large ball screw. When integrating these
component together the scale change is a difficulty. Despite the size, the time constant of the physical
laws are different. For instance, vibrations can go up to the kHz (ms) whereas time constant of the
thermal behaviour are from the minutes to the hours. This leads to different simulation time steps and
the decomposition of simulation tasks.
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Fig. 2.6 Multi-physical and multi-scale aspects of mechatronics systems

2.2.4 Multidisciplinary Couplings

Numerical models that evaluate engineering systems and components performances are at this date
very effective in many engineering areas. From chip design to structural design, all domains have
sophisticated free and commercial software. Nevertheless, analysis of coupled systems is intricate.
Coupled analysis lead to the handling of loops in the computation data process.

The presence of these multidisciplinary couplings increases the engineering design problem
complexity because the performance of the system depends on the interaction performances of the
coupled disciplines [216]. The origin of multidisciplinary design analysis and optimization (MDAO)
is in aircraft wing design. Wing design includes three coupled disciplines: controls, aerodynamics
and structures [94, 126]. MDAO techniques were then extended to aircraft design [132] and other
engineering systems like helicopters [40], spacecraft [23] or automobiles [129].

Examples of coupled systems are control-design problem in mechatronic systems [147]. Other
examples are couplings through system sizing scenarios. An example of the design of an electro-
mechanical drive is given in Figure 3.3. The mechanical components are selected on the maximum
torque they have to transmit. The maximum mechanical stress corresponds to the torque generated by
the shock on an end-stop due to a position sensor failure. The computation of the equivalent torque
generated by the shock requires detailed knowledge of the stiffness and kinetic energy (inertia) stored
in each device of the electro-mechanical drive. Hence, the components have to be already selected.

Different strategies exist to deal with multidisciplinary coupling analysis [158]. This is also
referred to as Multidisciplinary Design Analysis (MDA). The first possibility is for numerical solvers
to converge the residual of state variables to zero for implicit forms or the value of the coupled
variables for explicit forms [112]. Another possibility is the use of constrained optimization solvers
[216]. Discussions around the resolution of multidisciplinary couplings are the discussed in Section
2.5.5. Therefore, the analysis of multidisciplinary couplings generated by the formulation of the
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Fig. 2.7 Example of multidisciplinary coupling for electro-mechanical drive component selection

mechatronic system design problem is an additional challenge in the related engineering design
context.

2.2.5 Knowledge Management

Knowledge management is a concern for high technology industrial companies as well as organizations
in general [61]. They design and manufacture high performance, critical and high quality technological
products. This is possible due to decades of problem solving, experience feedback, research and
continuous improvement. To capitalize on know-how, each organization has their own methods [4].
Furthermore, knowledge management methods and tools specific to the field of engineering design
are present in the literature [164].

Designing mechatronic systems involves several stakeholders whom have different types of
engineering specialization knowledge. Hence, knowledge management is a significant challenge.
Knowledge is available in different engineering specialization teams of the design office as shown
in Figure 2.8. The most challenging difficulty is that in many enterprises these team are in different
geographic locations [164].

During system design the design drivers of the system are well known by the system architect
which enables him to manage the other engineering specializations (electronics, machine design,
machine design, software...) design tasks. The other engineering specialization experts are well aware
of technological limits of their components and therefore assess rapidly their performances.

Experienced system architects are able to make system design trade-offs without interacting with
other engineering specialization experts. The more expertise there is in a product development the
less there will be design iterations [164]. The main focus for organizations is to capture and distribute
this expertise.

Formating this technical knowledge is generally done in the form of technical notes that are
available for all the design office. Nevertheless, it is difficult to conciliate product development and
knowledge capitalization as time is always missing. Therefore, the introduction of non-intrusive and
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non-time consuming knowledge capitalization methods during the design process remains a challenge
for todays high technology organizations.

2.3 Model-Based Design

A model is a physical, mathematical, or logical representation of a system, phenomena, or a process.
Simulation numerically implements these models in order to determine the behavior of a system or a
process [122]. Thus, it enables us to test or analyze systems or concepts of the real world if a model
can represent them. Indeed, modelling and simulation permits the creation of a virtual duplicate of
systems and process and characterize their behavior in a given environment for a given operational
mode. Due to such capabilities, the use of modelling and simulation offers cost and risk reduction
during the life cycle of a product [73, 103]. Modelling and simulation offers significant advantages
during the development of a product as shown in Figure 2.9.

The increase of computational capabilities and numerical tools sophistication has allowed compa-
nies to spread the approach among different engineering teams. During design activities models can
represent links between functional requirements and a physical architecture [238], achieve system pre-
liminary sizing [31], determine performances of components [47], and verify component integration
and system performances [181].

In the engineering design context, modelling and simulation coupled with rigorous documentation
are an excellent opportunity for knowledge capitalization. In the test and integration context, such
activity is an alternative to costly test bench campaigns which are historically necessary for validation
and verification of some requirements.
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Fig. 2.9 Advantages of modelling and simulations [138]

2.3.1 Requirements Engineering, System Architecture and Reliability

Requirement engineering consists of the definition, documentation and maintenance of requirements
throughout the design process. Systems engineering methods are needed to make this critical step
successful [73]. The development standards like ISO 26702 and IEEE standard 1220-2005 has proven
their usefulness in complex system development [65, 71]. As the number of requirements keeps
increasing in aircraft development, requirements analysis can help reduce such number by tracking
redundant or conflicting requirements. Once requirements are well defined, functions that enable
them have to be determined.

A function can be defined as the act of transforming matter, energy or data in time, shape or
space [165, 150]. System preliminary design begins with the search for functional architecture and
the physical architectures that enable them. Some criteria of choice can be the use of off the shelf
components or existing intellectual property but the main process evaluation is preliminary sizing in
order to make assessment about mass, size and cost.

To represent these types of architecture, different methods and tools exist. For system design, the
most common one is SysML. Nevertheless, depending on what phase of the development process
diverse tools are available [181]: needs analysis and specifications level (APTE method, SysML, Arca-
dia...), functional level (SADT, SART, SysML, CATIA Systems level F, Arcadia...) and logic/organic
level (FAST: Sequential decomposition of the architecture and component allocation, Arcadia...).

The first step in architecture definition is to outline the interfaces of the system with its environment.
Another step is to link the functional requirements to the architecture to verify that all the requirements
are covered. Many Model-based Systems Engineering (MBSE) tool provide such features [101].
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Frameworks to automate system performances simulations and validation with respect to requirements
have been developed [174].

Emphasis must be placed on formalization when representing a physical architecture. For example,
when the system is multi-physical, the power flows can be represented using different colors to outline
the different natures of the flow (electrical, thermal, mechanical, hydraulic, ...) as shown in Figure
2.10. This is fundamental because subsequent design stages will rely on the information developed at
the architecture definition stage.

Fig. 2.10 Secondary power flows for an Airbus A230 type single-aisle aircraft [143, 150]

Embedded system preliminary design is the step where reliability analysis of the system is
achieved. Equipment and system manufacturers must provide systems which have a probability
of failure less than 10−9 (in the case of primary flight controls). Such requirements have bear-
ing on the architecture choice. The probability of failure is computed using Fault Tree Analysis
(FTA) and the Mean Time Between Failure (MTBF) of components [142]. Todeschi compared
standards MIL-HDBK- 217 Plus and FIDES 2009 for predicting the reliability of power electronics in
aerospace applications [231]. He underlined the necessity for these tools to improve and enable better
considerations of the system’s environment like ambient temperature.

Architecture generation is a research topic that provides different architectures based on functional
architecture and component data [3]. This topic is also investigated for aircraft level trade-offs
[119, 118]. Architecture evaluation can be achieved using reliability techniques. This allows us to
eliminate architectures which do not meet reliability requirements. The next step in architecture
evaluation is system sizing. It offers the possibility to compare architecture in terms of mass and
performance. Nevertheless, the automation of architecture generation and evaluation has still to be
investigated as actual software can provide such features but with a low fidelity.
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2.3.2 System Sizing

A fundamental difference between system design and system sizing is considered in this work. System
design determines what should be the components (architecture) and what should be their performance
and the characteristics of sub-systems and components to meet overall system requirements. System
sizing is a step of system design that determines what should be a sub-systems and components
preliminary geometry so that their performance enable the overall system to meet its requirements.
Thus, system sizing is a process that provides component specifications with respect to system
specifications, as illustrated in Figure 2.11.

System 
sizing

System 
specifications

Component 
specifications

Fig. 2.11 System sizing principle

The core purpose of sizing is to determine the physical characteristics of the system. This
particular phase of preliminary design is generally done using analytic models [6]. Two approaches
can be chosen. An intuitive approach is only achievable by an expert who masters the disparate
links between the physical characteristics. The expert can through a few manual iterations on the
inputs make system level trade-offs and provide a solution that meets the requirements. This approach
requires a significant learning curve and is similar to trial and error method for problem solving.
The other approach is to use model-based methods. Model-based methods for system sizing can
be decomposed in three topics: sizing models construction, design procedure definition and design
optimization [27].

The establishment of sizing models is a compromise between accuracy and complexity [47].
Estimation models are one type of sizing models used to simplify the system sizing problem. They
enable us to determine component geometries with respect to component selection parameters.
Budinger proposed to distinguish three categories of sizing parameters at the system level [27]:

• Integration parameters: used to evaluate mass and global dimensions (e.g. length, width,
diameter) of components

• Simulation parameters: used to perform analysis of a sizing scenario (e.g. total inertia, thermal
resistance and capacity)

• Operating domain parameters: used to verify the usage of components respect their endurance
(e.g. mean winding temperature) or peak performances (e.g. maximum torque)

At the component level three other catagories are considered:

• Strutural parameters: used to define the topology
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• Material parameters: used to define the material properties

• Geometry parameters: used to define the shape and geometry (e.g. length, angle, ratios)

Scaling laws are widely used estimation models that rely on reference components [30, 124]. The
simplification method they use considers three main assumptions [30]: identical physical and material
properties, geometric similarity, an the dominance of one design driver.

If a ball bearing like in Figure 2.12 is considered, and that the static load Fre f for which the left
ball bearing as been sized and its diameter Dre f are known, then it is possible using a scaling law to
compute the diameter D of the new ball bearing with respect to the required static load F .

Fig. 2.12 Scaling laws example on ball bearing

The mechanical stress σ is a function of load F and area S,

σ
∗ =

F∗

S∗
(2.1)

where F∗ = F
Fre f

. As scaling laws assume same material properties and the main design driver of
mechanical component is stress, the stress of both bearing must the same σ∗ = 1. Hence,

F∗ = S∗ (2.2)

as scaling laws assume geometric similarity S∗ = D∗2. Hence,

D∗ = F∗ 1
2 (2.3)

or

D = Dre f

(
F

Fre f

)∗ 1
2

(2.4)

This simplification enables us to use a constant aspect ratio instead of several geometrical
quantities, and thus reduce the number of variables in the problem. Additionally, such approach
reduces the risk of side effects due to unconsidered physical phenomena as the design remains close
to the existing. Other sizing approaches define detailed component geometry as variables in order to
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guarantee the uniqueness of the design solution [171]. Recent investigations in surrogate modelling
of Finite Element Method simulations showed that such models can be used during system sizing
[209, 207].

The use of analytic models is very interesting in terms of fidelity but often requires a lot of work
effort to be established. In addition, they use many degrees of freedom which is not the purpose at a
preliminary level. Other models representing sizing scenarios are necessary for system sizing. They
enable to assess system performances (e.g. torque, time response) or technological limits (maximum
temperature, maximum stress) by using the parameter of components and system requirements.

The establishment of a design procedure corresponds to the definition of a calculation sequence
corresponding to the assembly of the different elementary models representing the system computa-
tional model. This is straightforward for experts or devices similar to existing systems but remains
an art for new system concepts or additional system requirements. Some graphical tools have been
developed in order to assist engineering in the construction of sizing procedure for concurrent en-
gineering [195]. They usually take the form of spreadsheets like Microsoft Excel [166], MITCalc
[168] or computer algebra environments. Design graphs are interesting methods for the formulation
of sizing procedures [27].

It is possible to consider design problems as an optimization problem [177, 147]. Some of the
variables and parameters can be considered as design variables or constraints. This way engineering
can rely on powerful optimization algorithms to enable the generation of feasible and optimal design
alternatives. Such design optimization approach enables to decrease decision making time and allow
engineers to undertake the design of more complex systems. Design by shopping approaches can
also be used during system sizing [223]. Some engineers will prefer this approach when compared to
optimization as they can better visualize the effect of design variables on the system design alternatives
whereas in optimization the final results is the only design alternative. Furthermore, when the sizing
model is missing some design drivers the optimization can converged towards strange aspect ratios
for instance. A solution, which is often used in that particular case, is to impose a constraint aspect
ratio like for a rib in structural optimization.

2.3.3 Engineering Specialization Analysis

Engineering specialization analysis corresponds to the evaluation of component performances. The
evaluation of performances requires detailed knowledge of the component. This knowledge leads
to the use of numerical models that use detailed geometry components and sophisticated solvers to
represent the physical phenomena. The models can be complex analytic models built by hand and
tuned using test bench results. They can be also numerical models based on empirical data. Some
engineer specialization analysis models are based on Finite Element Method which rely on partial
differential equations (PDE).

The engineering specialization analysis is required to assess physical quantities that can not be
evaluated at preliminary design stage like the thermal behavior of a capacitor [82], the effect of



2.3 Model-Based Design 29

magnets on torque ripple of synchronous reluctance motors [189]. The design of EMI filters for
instance requires detailed harmonic models [233]. The verification of load distribution in nut/screws
devices is often based on Finite Element Methods as illustrated in Figure 2.13 [1, 64].

Fig. 2.13 Detailed load distribution in nut screw device [64]

There are a large number of engineering specialization tools either commercial or non-commercial.
Some rely on analytical models such as KISSsoft [128] for gear design or MITCalc [168] for buckling
computation. Engineers also build their design spreadsheets in Mathcad [161] or Microsoft Excel
[166] where they implement algebraic models taken from AGMA standards [14] for instance. For
complex physical phenomena like heat transfer or structural mechanics detailed design tools like
ANSYS [10], Abaqus [225], Patran [217] or COMSOL [44] are used. This way design drivers such
as maximum temperatures or, resonance frequencies can be assessed.

Detailed design or sizing of complete components is also possible using automated simulation
workflow environments such as ModelCenter [148]. Indeed, Figure 2.14 shows how different design
tools can be integrated in a computation and optimization environment for rotorcraft drive system
sizing [13].

Fig. 2.14 Integration of different design tools in ModelCenter [13]
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2.3.4 System Virtual Prototyping and Integration

System virtual prototyping provides the possibility to verify the integration of components and check
if the system meets the performance as defined in the requirements [181]. This specific step in the
design process uses modelling and simulation to assess the system behaviour. Test bench campaigns
are needed to verify integration and performance but virtual prototyping is a first step to quickly and
for less cost outline potential design non-conformities.

System virtual prototyping, in opposition to engineering specialization analysis, manipulates
lumped parameter simulation models. Lumped parameter models simplify the description of the
behaviour of spatially distributed physical systems into a topology consisting of discrete entities [27].
These simulations models are also referred to as 0D-1D model as their computational models use
algebraic equations (AE), ordinary differential equations (ODE) or differential algebraic equations
(DAE) where the state variables are a function of time. These models allow us to evaluate in a high-
level way the functional and physical couplings inside a system. Different implementation of lumped
parameters exists in the design context. Each lumped parameter modelling and simulation tools have
been developed for specific disciplinary needs (hydraulics, power electronics ...). Nevertheless, many
multi-physical simulation tools combine different physics such as AMESim [218], OpenModelica
[78], Dymola [226] or Simscape [162]. Such tools combine a graphical approach and procedural
approach [178].

Lumped parameter models can be represented using distinct formalism like a block diagram, state
space, bond graph (Figure 2.15) or nodal networks [27]. All have a common core: implement the
differential algebraic equations that represent the system behaviour, then link them to each other and
solve them.

Fig. 2.15 Example of bond graph to model contact in nut screw devices [151]

Bond graph theory supposes causality of models whereas nodal networks like Modelica program-
ming language [79] enable acausal modelling. Acausal modelling permits faster implementation of
models and increases reusability of models as both inputs and outputs are flexible.

The use of lumped parameter simulation tools is mainly for evaluating physical characteristics of
the system with respect to time. They are also used for evaluating system performances with respect to
frequency or pulsation. Frequency solvers for power electronics such as Electromagnetic Interference
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(EMI) filter design [56, 171] enable rapid frequency domain simulations that can then be used in
optimization processes. Such approach is also used to assess control laws design during the sizing of
mechatronic products [147].

The co-simulation between different lumped parameters simulation tools is required for global
modelling. Indeed, to interact between discipline specializations such as hydraulics and control or to
interact between system integrators and suppliers different simulation tools have to be connected. This
need was first expressed by the automotive industry and is at this date well underway. For instance, it
is possible to simulate the system behaviour in Simulink [163] using Simulink model for the controller
and Dymola [226] for modelling the system and the load.

A solution for co-simulation is to convert models into FMUs (Functional Mock-up Units). FMUs
are the implementation of the FMI (Functional Mock-up Interface) standard [219] that allows the
exchange and the co-simulation of models created in different simulation environments. FMUs can be
exported as a model exchange or co-simulation. Model exchange includes only the computational
model, whereas co-simulation also includes a dedicated solver. The Python package pyFMI [9]
enables to manipulate an FMU through a python program to modify inputs and parameters, simulate
the model and access the simulation results.

2.3.5 Surrogate Modelling

Surrogate models, metamodels or substitution models are simplified models of more complex models.
The complexity of models is often due to mathematical form or prerequisite numerical solvers. The
surrogate models can take the form of algebraic expression or more complex numerical models.
Surrogate modelling approaches are widely used in different engineering specializations. Such
models are often used when the quantity of interest cannot be computed easily and accuratly with
analytic approaches [27]. Additionally, they are also used to replace simulation models that have high
computational cost in order to use them for optimization or Design of Experiments purposes [22].
Indeed, the complexity of development systems keeps increasing and lead to more and more complex
mathematical models to represent them. Simulations involving these models generate high simulation
run times which justify the usage of surrogate models [239, 75].

Three important criteria can characterize the type of surrogate modelling technique as shown in
Figure 2.16 : Design of Experiment choice, model choice to represent the phenomena and the fitting
model that lead to different mathematical forms.

Many computational tools enable the usage with high-level interfaces and a large choice of
regression model such as the Python library Scikit-learn [180].

For engineering specialization analysis, surrogate models of Finite Element Method simulations
have been proposed for structural mechanics [22], aerostructural [140] or electromagnetics [211] and
heat transfer [209] . This allows lite-weight models can be directly used in more complex engineering
systems design [205]. Surrogate models of lumped parameter transient simulations for design and
control co-design are also investigated [59]. Surrogate models for system analysis and integration are
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Fig. 2.16 Techniques for surrogate modelling [215]

also under investigation. For instance, non-linear dynamical systems transient simulations have been
reduced through surrogate modelling [106]. Multi-body dynamic simulations have been transformed
into surrogate models using Response Surface Methodology (RSM) [194]. The mean current passing
through a DC bus capacitor surrogate model has been obtained using RSM of transient electrical
simulations [87].

2.4 Systemic Approaches in Engineering Design

A system can be defined as a device composed of several interacting sub-systems which fulfills a set
of functions in a given environment. A system as a product has a life cycle that involves development,
production, usage and disposal [102]. A systemic design approach should then include the needs and
requirements of each phase of the product’s life cycle. Applying such approach to complex systems
like aerospace systems is not straightforward, it requires a set of methods to make it efficient and
reachable. The simplest way to represent a system in the block diagram as shown in Figure 2.17.

System 
function

Input Output

Fig. 2.17 Block diagram of one system function

When it comes to more complex systems that involve multiple functions that are chaotically linked
between each other the representation of system is intricate. Thus, the engineering design process is
as well. A systemic approach is then mandatory in order to deal with design activities decomposition
and coordination.

Many interrogations can appear when trying to achieve a systemic design approach of a product:



2.4 Systemic Approaches in Engineering Design 33

• How do I represent my engineering system design problem?

• How should I decompose my design problem?

• How should I coordinate the design process?

• How do I achieve a global system analysis?

• How do I visualize my design alternatives?

This section seeks to present existing methods that answer these questions.

2.4.1 Design Representation

To understand the interactions in engineering design activities, different representation methods are
possible.

The Structural Matrix was proposed by Steward for representing the interactions between equations
and variables in system of equations [222]. He then extended it to engineering design using what he
called Design Structure Matrix (DSM) as illustrated in Figure 2.18. It consists of replacing equations
by system elements and variables by element interrelationships.

Fig. 2.18 Example of Design Structure Matrix [25]

Another alternative for representing interactions in engineering design process is the Directed
Graph [7]. A more specific graph used to represent system of equations is the bipartite graph [63].

N2 diagram or N2 chart, given in Figure 2.19, is a diagram that represents in the shape of a matrix
the functional or physical interfaces between system elements. It gives a visualization of how system
elements interact in terms of inputs and outputs. It is well suited for data flow representation like in
Model-based Design or more generally Modelling and Simulation.

System elements are placed on the diagonal of the matrix. Inputs can enter the element from
the top or the bottom where as outputs come out from the left or the right of the element. The data
flows in clockwise direction through forward and feedback loops. With this diagram multidisciplinary
couplings can easily be highlighted [20].

The Extended Design Structure Matrix (XDSM) is interesting for representing optimization
problems in a global and standard manner [136]. In is particularly interesting for problems containing
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Fig. 2.19 N2 diagram principle [122]

multidisciplinary couplings. It is similar to the N2 chart and the DSM diagram in the sense that
components are placed in a grid. Lambe and Martins [136] proposed to distinguish the components
that evaluate disciplines (rectangle) and those which which handle an iterative procedure (rounded
rectangle). External inputs and outputs can be represented as well as the data connections between
components using parallelograms containing the variable name and a thick gray line the connection.
In addition, a specific numbering of components enables to highlight the execution sequence of the
problem. Furthermore, a thin black line highlights the process flow of the problem. An example of
XDSM diagram is given in Figure 2.20.

x(0) yt,(0)
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Optimization
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y∗2 5 : y2
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Analysis 2
4 : y2 6 : y2

y∗3 5 : y3
4:

Analysis 3
6 : y3

7 : f, c
6:

Functions

Fig. 2.20 XDSM diagram for the MultiDisciplinary Feasible architecture [158]

In the next chapters, the XDSM is simplified by removing the numbering of components and the
thin black line to streamline the diagrams. Nevertheless, for the considered problems the execution
order and the process flow are deduced from the order of components in XDSM structure as in the N2
chart.
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Gross proposed an interactive chart, illustrated in Figure 2.21, to edit and visualize sub-systems
and components interdependencies [93]. The model implementation enables efficient design space
exploration and sensitivity analysis between the system variables.

Fig. 2.21 Spacecraft representation using an interactive chart [93]

2.4.2 Design Decomposition

Many engineering systems are heterogeneous, large and multidisciplinary. Determining the possible
interactions among the participating sub-systems and their components can require significant time
and money. System engineering processes help reduce these costly iterations by decomposing the
system design into smaller more manageable design tasks [122]. A good system decomposition can
be proven if the design of each sub-system remains independent. In system engineering the design
decomposition of a system is often done by analyzing its organic architecture [73]. The system is
therefore partitioned into sub-systems themselves split into multiple components and components
into parts.

Knowledge-based engineering approaches for mechatronic system design tend to achieve design
decomposition by defining two layers of knowledge: system layer and component layer [185]. An
example of such approach has been illustrated for mechatronic system design with a domain specific
layer which involves multiple engineering specializations and a system layer that represents component
interactions as shown in Figure 2.22 [195].

The knowledge-based approaches enable better considerations for design drivers such as techno-
logical limits of components whilst assessing system performance.

Rogers underlined the difficulty to decompose an engineering design problem for novel concepts
such as spacecraft [198]. Thus, he proposed the utilization of Artificial Intelligence for decomposition
by assimilating a design process to an optimization problem composed of analysis functions, design
variables and design constraints.
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Fig. 2.22 Knowledge-based decomposition of mechatronic systems [195]

Decomposition methods for Design Optimization problems have been investigated for distributed
optimization where the design is driven by multiple optimizers like Collaborative Subspace Opti-
mization (CSO) [216]. Other methods like evolutionary algorithms have been proposed to solve
decomposition problems [7].

2.4.3 Design Coordination

The challenge of design coordination is to determine the successful ordering of information flows in
the design process. If a previous system has had a successful development then the design process
can be reused and no decomposition or coordination efforts is necessary. Nevertheless, non-optimal
coordination can results in a significant number of iterations between stakeholders or models. Despite
that numerical optimization techniques enable to deal with such iterations, the computational cost can
be reduced by determining a smarter coordination strategy.

The coordination can be achieved by the order of use of the computational models. If models are
acausal it is an additional degrees of freedom for design coordination because models have flexible
inputs and outputs [79, 6]

The determination of efficient coordination can be assisted by using graphical tools such as
an adjacency matrix [182] or bipartite graphs [33]. Graph tearing methods [68] and DSM matrix
triangulation algorithms enable to determine the most effective computational sequence for the system
model. Reysset developed a tool that mixes symbolic computation and graph algorithms to determine
efficient coordination in the definition of sizing procedure [195]. A usage example is given in Figure
2.23

In engineering design, common coordination issues are the presence of a singularity in the
computational model. The computational model can be over-constrained, under-constrained or
contain algebraic loops [195]. Dealing with these singularities requires the usage of specific solvers
or a reformulation of the computational model.



2.4 Systemic Approaches in Engineering Design 37

Fig. 2.23 Coordination of a hydraulic actuator design problem [195]

Other techniques that enhance coordination efficiency have been investigated. Bloebaum pre-
sented a method based on sensitivity analysis of coupling variables to coordinate multidisciplinary
problems [20]. Allison proposed a methodology to simultaneously partition and coordinate complex
multidisciplinary systems using heuristic algorithms [7].

2.4.4 System Analysis and Design

System analysis consists of assessing the system performances for a given configuration whilst system
design consists of finding the good configuration for the desired performance level. System analysis
resides in the capability to determine how elementary analysis models based on engineering science
such as structural analysis, heat transfer or electromagnetics are used for component analysis related
to each other and how they impact system performance.

Generally, for complex engineering systems determining the interactions between elementary
analysis models requires a strong knowledge and expertise of the system. For designs based on
existing concepts, sub-systems and their interactions are well established [198] and the designers
expertise is usually sufficient. For novel concepts or junior designers system analysis and design is
not straightforward but remains an vital task.

Two approaches are possible to achieve a system analysis. Assembling analytic models obtained by
fitting empirical or simulation data using surrogate modelling [177, 209] or existing analytical models
to form a complete system analysis model is the first. This approach permits faster analysis and enables
non-experts of legacy analysis tools to assess performances using relatively simple mathematical
models. The second approach consists of connecting different analysis tools together to achieve a
global computational workflow [148, 36]. This is often referred to as distributed engineering and is
managed by a design environment as shown in Figure 2.24. It generally requires high computational
cost for system analysis and often licenses of legacy analysis tools on the same computer.

System analysis of multidisciplinary systems solves the different couplings between variables
by utilizing different numerical methods. More details about multidisciplinary systems are given in
Section 2.5.5.
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Fig. 2.24 Example of a ModelCenter workflow for mars vehicle design [199]

Numerical tools that predict performances of engineering system are at this date mature and
widely used. The challenge now is to determine which design endows optimal performances of the
system. This is the purpose of design optimization techniques discussed in Section 2.5.

2.4.5 Design Visualization

Design is a decision making process. It is important to have efficient visualization tools to support
such process. In a wider scope than design, data visualization is a concern in many disciplines
[125]. Data sciences have accelerated the development of data visualization tools especially using
front-end web technologies [21]. Data visualization tools specific to engineering design have also
been development such as LIVE [243] and Trade Space Visualizer [223] which is now part of the
ModelCenter [148] commercial software.

The most relevant visualization tools for engineering design are: scatter plots, scatter matrices,
the correlation matrix and parallel coordinates.

The scatter plot is equivalent to a 2D y = f (x) plot where the behaviour of y with respect to x
can be visualized. This plot can be extended by plotting the Pareto frontier of these variables [47].
Furthermore, the effect of x and y on a third variable z can be visualized by introducing different sizes
of dots as shown in Figure 2.25. This figure also shows that the effect on a fourth variable u can be
visualized by introducing a gradient of colors corresponding to the values of u with respect to the
values of x and y.

The scatter matrix is composed of elementary scatter plots that correspond to different combi-
nations of the selected variables. If the two variables have a low correlation then the corresponding
scatter plot will have a chaotic or random distribution. Whereas if the scatter plot corresponds to
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Fig. 2.25 Scatter plot using Trade Space Visualizer

a well shaped curve then the two variables are strongly correlated. Scatter matrix can also use the
previous features of scatter plots such as Pareto frontier, dot size and dot color.

Parallel coordinates are widely used for large datasets visualization [115]. Columns corresponds
to the variables and each line correspond to a dataset, and in our case of engineering design, a design
alternative. Filters and brush can be used to clean the datasets to include only design alternatives that
the user finds interesting. Examples of these plots in Trade Space Visualizer [223] are given in Figure
2.26.

Fig. 2.26 a) Glyph plot, b) Histogram plot, c) Parallel Coordinates, d) Scatter Matrix [223]
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Correlation matrix (Figure 2.27) enable to determine the correlation between different design vari-
ables by analyzing a dataset. In engineering design they can be used to see the effect of requirements
on system or component parameters or to determine which variables in a design problem have to
be taken into account. Sensitivity matricies have a similar purpose and are also used in engineering
design [133].
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Fig. 2.27 Correlation Matrix in Excel

2.5 Optimal Design

Numerical optimization tools have significantly improved in sophistication and helped the industrial-
ization of Optimal Design [177]. Due to increasing competition within the industry, simply meeting
the minimum project requirements for a new design does not ensure a contract win. In order to increase
competitiveness, emphasis must be placed on optimization of system performance [36]. Optimization
enables designers to use mathematical decision-making methods for engineering design activities.
Complex systems lead to significant numbers of design variables and design constraints. Design
spaces can be so large that all the design alternatives cannot be assessed easily. Using numerical
optimization to assist decision-making process such as engineering design empowers designers to
undertake large and coupled systems. A large number of numerical optimization methods exist and
all have their own pros and cons. The purpose here is to outline the different possibilities that offer
optimal design and determine which approaches are interesting for rapid mechatronic system sizing.

2.5.1 Design Optimization

Optimization is commonly used in engineering systems design in order to find the best possible design
in terms of performances. Before that, it was widely used to minimize manufacturing costs, obtaining
maximum profit or curve fitting [18].

An engineering design optimization problem is a problem in which certain parameters (design
variables i.e x) need to be determined to achieve the best measurable performance (objective function
i.e f (x)) subject to technological limits and requirements (design constraints i.e ci(x) and g j(x)) as
shown in 2.5.
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minimize f (x)

with respect to x ∈ Rn

subject to ci(x) = 0, i = 1, . . . ,m.

g j(x)≤ 0, j = 1, . . . ,k.

(2.5)

Engineering design problems are for most products constrained optimization problems as the
system has to respect performance, integration, manufacturing and material property constraints.
Nevertheless, the convexity and the differentiability of engineering design problems vary depending
on the studied product [177].

A wide range of numerical optimization techniques enable to tackle most of engineering system
design problems. Different characteristics can define a optimization problem:

• Type of design variables

– continuous variables

– integer programming (discrete variables)

– mixed variables

• Relations among design variables

– linear programming

– non-linear programming

• Type of optimization problems

– unconstrained optimization

– constrained optimization

• Differentiability

– Gradient-free optimization

– Gradient-based optimization

Engineering design problems show a wide range of types as the number of analysis functions or
number of design variables varies. Design variables can be continuous or discrete or both in some
problems. The relations among design variables can vary due to the mathematical functions used
in the design problem and how they are connected in the system design model. This can result in a
linear or non-linear programming problem to model the relationship between design variables and the
objective function and design constraints in the case of constrained optimization.

Gradient-free optimization, also referred to as black-box optimization, is used when practical
design problems do not offer derivatives of model functions. This is the case when design variables take
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discrete or integer values, for example the number of teeth in gear design, that lead to discontinuous
model functions. If model functions have discontinuities in their slope then they are not derivable at
some points. Gradient-free optimization is also interesting when facing design problem composed of
several local minima (multi-modal) such as the Eggholder illustrated in Figure 2.28.
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Fig. 2.28 Non-convex optimization problem example: Eggholder function

Gradient-based optimization is very effective for optimization problems composed of a large
number of design variables. The number of iterations increase linearly with the number of design
variables where as for gradient-free algorithms (Non Sorting Genetic Algorithm II (NSGA2), Particle
Swarm Optimization (PSO) it tends to increase quadratically as shown in Figure 2.30. Gradient-based
methods are not very robust for multi-modal problems as they tend to terminate on a local minima.
Figure 2.29 shows the gradient descent iterations for two different starting point , x = −0.5 and
x = 0.5, when minimizing:

f (x) = 0.5x4 −16x2 +5x (2.6)

The two optimization render two different local minima even if the function is less multi-modal
than Figure 2.28.

Combining gradient-based optimizers and multi-start capabilities increases chances to find the
global optimum by keeping the best feasible sample. The biggest challenge for gradient-based
optimization remains the computation of total system derivatives.

Assessing which of optimization methods is the best remains the domain of mathematicians. For
engineers the fundamental task in engineering system design optimization is to determine which
method is best suited for the actual problem. The principle questions of engineers when facing design
optimization problems are:
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Fig. 2.29 Gradient descent for two different starting points

Fig. 2.30 Effect of number of design variables on number of function evaluations for different
optimizers [112] (AN: Analytic, FD: Finite Difference)

• Computational cost

• Finding the global optimum

• Continuous, discrete, mixed variable?

• Are my functions differentiable?

2.5.2 Common Gradient-Free Methods

The idea behind gradient-free optimization is to use only function values. The defining characteristic
of gradient-free optimizers is that they do not need to compute derivatives of the objective function
nor constraints with respect to the design variables. This makes them suitable for problems with a
non-smooth or noisy objective functions. The termination of gradient-free optimization, which is a
pseudo optimality condition since there are no optimality condition in such methods, is generally the
lack of improvement or reaching the maximum number of iterations [177]. Gradient-free optimizers
can be subdivided into local, “hill-climbing” methods and global, evolutionary or statistical, methods
[45].

Direct search methods consist of ordering relationships in the design space like x1 is better than
x2 if f (x1)< f (x2) in the case of a minimization problem [107, 177]. The coordinate search method
evaluates the current design variable value in all the directions of the design space with respect to the
step size of the search. It then chooses the best direction and increases the design variable value of one
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step size. If a step in each direction does not give a better objective function value then the step size is
reduced and the process continues until objective function variation are smaller than the tolerance.

Nelder-Mead is similar to direct search methods as it reduces the search space through the
iterations. It is in some cases referred to as downhill simplex method. It relies on the modification at
each iteration of a simplex composed of n+1 points for n design variables using six main operations:
order, reflection, expansion, contraction and shrink [172]. It permits the optimization of non-smooth
and derivative-free objective functions as it is a gradient-free method. It has shown limitations for
problems with a large number of design variables and is not adapted for constrained optimization.
Constrained optimization by linear approximation (COBYLA) is an iterative method for derivative-
free constrained optimization [188]. The method maintains and updates linear approximations to both
the objective function and to each constraint. The approximations are based on values computed at
the vertices of a well-formed simplex. Each iteration solves a linear programming problem where
the step size decreases as the method progresses toward a constrained optimum and stops when it is
sufficiently small.

Bayesian optimization is a gradient-free optimization approach that finds its application in the
optimization of costly and noisy objective functions [169]. It is based on the construction of a
surrogate model of the costly objective function while quantifying its uncertainty using a Bayesian
learning technique [169]. However, its utilization is often limited to problems that contains a limited
number of design variables (typically below 20) [24]. The acquisition function of the surrogate model
enables to determine where to sample by evaluating the expected improvement, which represents
a trade-off between promising and uncertain areas [8]. The interest of such global optimization
approach has been outlined for high-dimensional constrained problems such as wing aerodynamic
optimization based on both Kriging and Mixture of Experts surrogate models [17].

Metaheuristics are another type of gradient-free methods and are often inspired by natural
phenomena [244], for example, simulated annealing optimization. Furthermore, it contributed to the
development of evolutionary algorithms. Biological evolution influenced greatly the development of
genetic algorithms. Genetic algorithms are much more efficient than random methods like Monte-
Carlo but they also result in a large number of function evaluations. Some genetic algorithms offer
the possibility to consider multiple objectives and mixed variables [48]. The ethology domain is very
similar to particle swarm algorithms. Evolutionary strategies such as Covariance Matrix Adaptation
Evolution Strategy (CMA-ES) [99] are used for non-linear continuous problems. In opposition to
simplex methods, they are stochastic methods which avoid combinatorial explosion for finding the
global optimum. Figure 2.31 shows the evolution of objective function value when solving the
Rosenbrock function [202] with different gradient-free optimizers. It enables to assess first how many
iterations each optimizer requires and also compare how the search covers the design space. However,
the search path cannot be clearly outlined as it would require two many paths but could be achieved if
a single optimizer was plotted.
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Fig. 2.31 Search evolution when minimizing the Rosenbrock function for different gradient-free
methods

Figure 2.31 shows that the Neldear-Mead requires less design space exploration and has a faster
convergence for this problem. However, the particle swarm and CMA-ES methods have a more
efficient search than the random search.

Despite that metaheuristics methods offer the possibility to not worry about derivatives, dealing
with constraints can be quite tricky. Constraint handling can be implemented using different techniques
such as the penalty function [177]. In addition, they lead to a large number of function evaluations
and thus important computational cost.

2.5.3 Common Gradient-Based Methods

For problem composed of a large numbers of variables, gradient-based methods are generally the
most efficient. The idea behind gradient-based optimization is that it used gradient of objective (and
constraints) with respect to design variables. The gradient of an objective function corresponds to a
n-rows vector composed of each partial derivative of the objective function with respect to each of the
n design variables.

∇ f (x) =


∂ f
∂x1
∂ f
∂x2
...

∂ f
∂xn

 (2.7)
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If the partial derivatives that are part of the gradient are continuous then it is possible to express
the Hessian matrix:

H(x) =


∂ 2 f
∂ 2x1

. . . ∂ 2 f
∂ 2xn

∂ 2 f
∂x2∂x1

. . . ∂ 2 f
∂x2∂xn

...
∂ 2 f

∂xn∂x1
. . . ∂ 2 f

∂ 2x2
n

 (2.8)

The necessary conditions for local minimum x∗ when employing gradient-based methods are
[145]:

• ∥∇ f (x)∥= 0

• H (x∗) is positive semi-definite

Different gradient-based methods for solving unconstrained optimization problems have been
proposed during the last century [156]. The steepest descent method is the most simple method that
uses the gradient of the objective function with respect to the vector of design variables. In the case
of smooth quadratic function it guarantees a convergence but it will generally take a large number
of iterations. Newton’s method uses the second-order Taylor series expansion which enhances its
convergence rate. Quasi-Newton methods like Broyden-Fletcher-Goldfarb-Shanno (BFGS) use only
first-order derivative information but estimates numerically the Hessian through the iterations [173].
Figure 2.32 shows benchmark results of different unconstrained gradient-based methods.

Fig. 2.32 Comparison of convergence rates for the Rosenbrock function [156]

The use of gradient-based methods also exist for constrained optimization problems. Karush-Kuhn-
Tucker (KKT) are first-order optimality conditions for constrained problems that use the Lagrangian
multiplier method [145, 134]. Research investigations in gradient-based optimization have led to the
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implementation of efficient numerical methods for gradient-based constrained optimization such as
Sequential Least Square Quadratic Programming (SLSQP) [131] or Sparse Nonlinear OPTimizer
(SNOPT) [85].

2.5.4 Derivatives Computation

As described previously, gradient-based methods require the computation of function derivatives.
Different methods for obtaining derivatives can be used depending on the properties of the given
function.

Partial Derivatives

Partial derivatives are used to express derivatives of system model elements with respect to design
variable. The most common method to obtain partial derivatives in a numerical computation environ-
ment is Finite Difference (FD) as its implementation is easy. Besides, its accuracy can in some cases
be limiting and requires smooth functions to be efficient. Their implementation uses in most case
forward difference as in Equation 2.9.

f ′(x) =
f (x+h)− f (x)

h
+O(h) (2.9)

This is a first order approximation of Taylor series expansion which leads to a truncation error O(h).
Decreasing the step size enables to minimize truncation error until the step size becomes so small that
the substraction error becomes the main source of error [159]. Furthermore, decreasing the step size,
as it remains fixed and is not adaptative, results in higher computational cost. The substraction error is
directly linked to the precision of floating numbers of the computational environment. If the step size
becomes really small with regard to digit precision the substraction f (x+h)− f (x) becomes equal to
zero.

Complex step (CS) derivative approximation is another option to compute derivatives of a multi-
disciplinary system [159]. It utilizes complex variables to compute the real function derivatives. It is
a very accurate method with a reasonable computational cost [155]. Nevertheless, in many numerical
computational environments some mathematical functions do not allow to pass them complex number
as parameters. Additionally, as it requires the source code of the function it is not applicable to black
box functions. Equation 2.10 shows how to complex step derivative approximation is computed.

f ′(x) =
Im[ f (x+ ih)])

h
+O

(
h2) (2.10)

The main difference between Equation 2.9 and 2.10, despite the use of complex numbers, is
that the complex step does not use substraction. This means that the complex step method has no
substraction error. Hence, the only error is truncation which can be decreased by reducing step size to
a reasonable computational cost. It is the fundamental advantage of complex step in comparison to
finite difference. Figure 2.33 shows some benchmarking results that compare both methods.
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Fig. 2.33 Relative error in the sensitivity estimates given by the finite-difference and the complex step
methods using the analytic result [159]

Symbolic Differentiation (SD) can be applied for explicit functions and can be obtained manually
or using symbolic computation softwares such as Maple, Matlab, Mathematica and Python (Sympy).

Figure 2.30 shows that analytical derivatives (Automatic differentiation (AD), SD) are more
effective than numerical methods like FD especially for problems composed of a large number of
design variables.

Once that the individual function or discipline derivatives are obtained the challenge is to determine
the total system derivative in order to have the gradient of objective and constraints with respect to
system design variables.

Total System Derivatives

The total system derivatives correspond to what the optimizer requires that is the gradient of the
functions (contraints and objective) with respect to the design variables. The challenge is that in
between the design variables and the functions there are multiple model components. Thus, total
derivatives cannot be determined straight away. Total system derivatives can be obtained by analyzing
design code described by successive algebraic analysis functions, with the help of a symbolic solver
compute the derivative of a given variable with respect to another. The attempts to use such approach
are inefficient when the algebraic analysis function are hard to differentiate or when the system is
composed of a large number of analysis functions. The chain rule is also an option to compute total
derivatives [112].

The Unifying Chain Rule is a matrix equation formulation for expressing the relationship between
partial derivatives and total system derivatives using linearization [157]. Such formulation enables to
express the Unified Derivatives Equations. They enable to compute the total derivatives of a system
of non-linear equations by solving a linear system of equations in the forward (direct) (Equation 2.11)
or reverse (adjoint) (Equation 2.12) form.
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[
∂C

∂v

][
dv
dc

]
= I (2.11)

[
∂C

∂v

]T [dv
dc

]T

= I (2.12)

Where v is the vector of all the outputs of each component, c is the vector of the component
residual values, C is the vector of the component residual functions,

[
∂C
∂v

]
is a matrix composed of

all partial derivatives (known) and
[dv

dc

]
the total system derivatives of v with respect to c (unknown)

as shown in Figure 2.34. Since the partial derivatives are known, thus
[

∂C
∂v

]
, then the both forms of

the Unified Derivatives Equation can be solved linearly. The computational cost of solving of the
Unified Derivatives Equations is proportional to the number of design variables in the forward form
and proportional to the number of objectives and constraints in the reverse form. Thus, if you have
less design variables than objectives and constraints then the most efficient form is the forward form.
When there are more design variables than objectives and constraints, the selected form should be the
reverse form.

Fig. 2.34 Equations for computing total derivatives in a general system of equations [157]

Monolithic differentiation methods assume the system to be a black box where partial derivatives
of components are not available. Both Finite Difference and Complex Step are examples of such
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methods which compute the derivatives of functions (objectives and constraints) with respect to design
variables.

Automatic Differentiation (AD) has to have access the source code to analyze each line and
compute the partial derivatives using symbolic differentiation. It uses forward or back substitution
to compute total derivatives [92]. Open-source frameworks enable to implement easily AD and use
them for gradient-based optimization problems [146]. Despite the effortless implementation of AD,
features like array indexing remain still uncovered.

Analytic differentiation methods are the most efficient but require detailed knowledge of the
model. Discrete methods allow coupled analytic methods such as direct or adjoint form [157]. In an
implicit form both can be derived as described in Figure 2.35.

Fig. 2.35 Derivation of the analytic methods for direct and adjoint froms [157]

Unified Derivatives Equations (UDE) is an efficient method to obtain total system derivatives while
mixing the different differentiation methods [157]. Such method is used in the modular analysis and
unified derivatives (MAUD) computational architecture developped by Hwang and Martins [112, 113].
This computational architecture provides the computational core algorithms to the open-source MDAO
framework openMDAO [89].
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2.5.5 Multidisciplinary System Design Optimization

Many mechatronic systems are multidisciplinary. They are also referred to as coupled systems. Many
other engineering systems use multidisciplinary design optimization (MDO) methods in order to
achieve sucessful system designs [186, 80]. If the multidisciplinary couplings are ignored, then
the resulting designs will be inconsistent. Therefore, the system analysis has to be achieved in a
tightly coupled manner. Numerical methods are able to achieve multidisciplinary system analysis and
optimization but the first step is to decompose and coordinate the problem in the most efficient way
[7]. As shown in Figure 2.36, the way the system model is implemented can have a significant effect
on the number of couplings. In design and sizing activities emphasis is placed on rapid computational
results. Thus, it is prefered to avoid a high number of couplings in the system model.
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1
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5

Fig. 2.36 Sub-systems modules with minimized feedback (left) and random (right) ordering (adapted
from [20])

Different strategies can be chosen to deal with multidisciplinary couplings during system analysis
and optimization. Two main approaches are used: solver based or optimizer based. The first uses
numerical solvers in order to solve the multidisciplinary couplings. The second relies on the optimizer
by reformulating the design optimization problem to solve multidisciplinary couplings. Sequential
optimization does not achieve multidisciplinary analysis and results in not finding to the true optimum
of the system.

The most common monolithic architectures used in MDO are All At Once (AAO), also referred to
as Simultaneous Analysis and Design (SAND), Individual Discipline Feasible (IDF) and MultiDisci-
plinary Feasible (MDF) [158]. Monolithic formulations are described in more details in the following
chapter.

Distributed architectures enable to use simultaneously different optimizers for multidisciplinary
optimization. These can be used when disciplines are heterogeneous and their analysis difficult.
Martins and Lambe provided a survey of MDO architectures where the distributed formulations
were Concurrent Subspace Optimization (CSO), Collaborative Optimization (CO) illustrated in
Figure 2.37, Bilevel Integrated System Synthesis (BLISS) and Analytical Target Cascading (ATC).
Differences between them come from differences in the implementation of optimizers, discipline
analysis, consistency design variables and constraints.
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Fig. 2.37 XDSM diagram for the CO architecture [158]

In engineering design optimization, emphasis is placed on obtaining quickly feasible and close to
optimal solutions. Comparisons in terms of computational cost were made for different type of MDO
formulations as shown in Table 2.1 [90]. The tests were ran for solving the Sellar Problem which is
an analytic coupled problem due to the interdependency of disciplines computing respectively y1 and
y2 [212]:

minimize x2
1 + z2 + y1 + e−y2

with respect to z1,z2,x1

subject to
y1

3.16
−1 ≥ 0 1− y2

24
≥ 0 −10 ≥ z1 ≤ 10 0 ≥ z2 ≤ 10 0 ≥ x1 ≤ 10

(2.13)
Where y1 = z2

1 + x1 + z2 −0.2y2 and y2 =
√
(y1 + z1 + z2.

Table 2.1 Function evaluation counts for all architectures solving the Sellar Problem [90]

Discipline 1 Discipline 2
IDF 60 50

MDF 222 216
CO 5647 8252

BLISS 3344 3130
BLISS-2000 818 108

These results show clearly the advantage of using monolithic architectures (when possible).
Indeed, the total function evaluations are much greater for BLISS or CO than for IDF and MDF. As
mechatronic systems remain reasonably complex, the rest of the thesis will include only monolithic
formulations.
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The development of frameworks for multidisciplinary system design optimization of engineering
systems [56, 89, 147, 205] have been achieved in different engineering design domains. The estab-
lishment of holistic approaches for the design of complex engineering systems is a real need for today
companies as development time, cost and quality objectives become more and more challenging.

2.6 Conclusion

Embedded mechatronic system design is core part of the aerospace engineering problem solving.
It has medium number of disciplines and requires all types of model fidelity. Multidisciplinary
couplings are done in the mechatronic layer which leads to different nature of couplings. The design
of mechatronics systems have many challenges. Reliability expectations of embedded applications
constrain significantly the design of these critical systems. The multi-level and multi-engineering
specializations aspects lead to the challenging management of heterogeneous engineering teams and
design tools. In addition, these complex systems involve multiple physics and show a large range
of scale in their components size and the time constants of involved physical phenomenas. Many
mechatronic systems are a coupled system, and thus they require specific design approaches. Their
design is also a challenge in terms of knowledge management since their design involves different
fields of expertise and engineering teams.

Model-based Design techniques are a promising answer to these engineering design challenges.
Existing tools provide efficient methods for requirements engineering, functional and organic archi-
tecture definition. Different standards define mathematical fundation to conduct system reliability
analysis. System sizing is generally achieved by one expert who masters system trade-off with
respect to engineering specializations. Some co-simulation or distributed engineering tools provide
computational workflows that can achieve sizing analysis and optimization but they induce high
computational cost. Engineering specializations for model-based design tools are numerous and cover
all the fields of engineering. They can drive high fidelity simulations of component performances.
System virtual prototyping softwares are a great alternative to assess rapidly system performances and
support the validation process. Functional Mock-up Units offer the possiblity to be used in different
simulation tools or scientific computing environments such as Python. Surrogate modelling methods
are an interesting alternative to reduce models and use them in applications requesting a high number
of function evaluations such as numerical Design of Experiments or optimization.

The complexity of embedded mechatronic systems makes a systemic approach mandatory. Many
different system representations are possible, the N2 chart is very pertinent for multidisciplinary
systems. The decomposition of a system is intricate, it depends strongly on the type of application.
Mechatronic system are commonly decomposed in two main layers: system and component. None-
the-less, design is an iterative process between both of these layers. The coordination of engineering
design can be achieved by using graph and tearing algorithms. System analysis can be performed
in environments that enable the connection of dataflows between different engineering legacy tools.
Algebraic computation environments are sufficient when elementary models have been reduced to
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algebraic expressions. Once system analysis is performed many visualization tools are interesting for
engineering design. Scatter plot, scatter matrix and parallel coordinates enable the visualization of
large data sets and design by shopping techniques.

What this introduction reveals about design optimization is that the most effective optimization
is achieved by combining gradient-based optimizers with monolithic formulations. Nevertheless,
this combination requires the availability of partial derivatives and the computation of system total
derivatives. For that analytical derivatives such as symbolic differentiation and the MAUD architecture
for total derivative computation are interesting alternatives. To handle multi-modal functions gradient-
based methods can be combined with multi-start features. Uncertainty and robust optimization [183]
have not been investigated in this state of the art but are important topics in engineering design.

In this thesis, emphasis is placed on computational time as the main objective is to permit rapid
decision making during preliminary sizing process. The biggest challenge remains to better utilize
different engineering specialization knowledge during system design. The development and utilization
of engineering design tools have been outlined for the different steps of the design process. System
design optimization tools can bring significant outcomes for system performance and collaborative
engineering design [205]. The objective of this thesis is to develop a similar tool for rapid sizing and
design of actuation system in the Safran company context. The positioning of this sizing tool among
other design tools is given Figure 2.38.

Applicability 
for system 
description

Overall System 
Level

Subsystem
Level

Component
Level

Single discipline Multiple disciplines

Applicability 
for multi-

disciplinary 
design

3d-CAD-Systems

PDM-Software

Multi discipline 
simulation

Computer 
Algebra 
Systems

Electrical 
Simulation

Mechanical
FEM-Systems

CFD 
Systems

CAM-Systems

NC-Program 
Simulation

Sizing tool Objective

High Number of Tools

Medium Number of Tools

Low Number of Tools

Fig. 2.38 Existing design tools classification and objective sizing tool location (adapted from [101])
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The following sections of this manuscript aim to describe a methodology that would include such
sizing tool and its application to aerospace actuation systems.





Chapter 3

The Normalized Variable Hybrid
Formulation and Graph-Based
Approach for Efficient MSDO

3.1 Introduction

Many engineering systems involve multiple disciplines and sub-systems. Similar to other products and
domains, mechatronic systems are composed of interdependent sub-systems and components. Dealing
with the interdependencies is a fundamental and intricate aspect of engineering. These interdepen-
dencies have to be solved in a tightly coupled manner during system design to avoid non-compliant
designs. The multi-physical, multi-level and multi-scale aspects of mechatronic systems increase the
sophistication of these interdependencies and therefore overall system design. It involves multiple
engineering specializations such as systems engineering, electrical engineering, machine design
engineering, control engineering and mechanical engineering. Furthermore, when these systems are
embedded and integrated in harsh environments, requirements in terms of reliability, mass objective,
geometric integration and thermal management become even more challenging. A rigorously coordi-
nated effort is needed during the design process in order to deal with heterogeneous numerical design
tools and human aspects of the engineering teams. To handle component interdependencies, system
design requires iterations, commonly achieved through human interactions. The overall result is a
significant amount of costly iterations that does not necessary achieve an optimum.

The main objective of methods developed in this thesis is to achieve complex system optimization.
In order to handle high complexity of design optimization problems, Multidisciplinary Design
Optimization formulations are used to define the optimization problem. It is sought to develop a
formulation that suits our needs within the following bounds:

• Integrate various types of models that include multidisciplinary couplings

• Enhance analysis and optimization computation time

• Enhance reusability
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This chapter examines the fulfilment of these three main needs.
The formulation of complex system design optimization problems leads to typical issues for

designers to handle:

• Orientation and ordering of models

• Over-constrained and under-constrained singularities

• Multidisciplinary couplings

Orientation of models is problem dependant but model generally have fixed causality. The ordering
of models corresponds to determining a computational sequence that provide output values with
respect to given inputs. This is achieved graphically using standard representation like N2 diagram
[122] or the Extended Design Structure Matrix (XDSM) notation proposed by Lambe and Martins
[135]. Ordering can also be automatically determined using graph-based methods [179].

Over-constrained and under-constrained singularities can appear due to human errors during the
model implementation. As the model get more and more complex, the risk of singularity apparitions
increases. These singularities are in some cases intrinsic to the design problem and have to be solved
numerically by reformulating the design problem by choosing alternative design variables and/or
constraints [195].

In this chapter, these two issues are considered but emphasis is placed on the third issue: multidis-
ciplinary couplings. Multidisciplinary couplings that commonly occur in the engineering systems
design process. They are handled using numerical techniques that use either solvers or optimizers.
Here, we focus on the detection and resolution through problem reformulation.

The resolution of these three typical issues common to MDO applications will be integrated in a
design and sizing methodology presented in the next chapter.

3.2 MSDO Formulations Definition

3.2.1 An Electro-Mechanical Actuator Design Problem

The case study presented here is a simplified optimization problem that illustrates the multidisciplinary
design of a mechatronic device. The low number of analysis functions required to represent the
problem enables to present concisely and test the resolution of it using different MSDO formulations.
Examples with a larger number of analysis functions will be described in the following chapters.
MSDO formulations are also referred to as Multidisciplinary Design Analysis and Optimization
(MDAO) or Multidisciplinary Design Optimization (MDO) architectures. The system is an electro-
mechanical actuator designed for dynamic applications such as an Individual Blade Control (IBC)
[127] or Thrust Vector Control (TVC) [35]. Despite the simplicity in terms of number of analysis
functions, the design of an electro-mechanical actuator for TVC aerospace application is still a
challenging topic. Figure 3.1 shows that for launchers electro-hydraulic actuators are preferred
because of the high dynamic and high loading conditions.
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Fig. 3.1 Spectrum of Servoactuation Aerospace Applications in 1978 [160]
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Nevertheless, the use of electro-mechanical actuators (EMAs) has been a success on small
launchers [221]. However, such applications are on the technological limit frontier of such systems.
For some requirements there might be no existing solution because of these technological constraints.
Hence, the numerical resolution of the sizing problem for TVC electro-mechanical actuators is
challenging.

The EMA is composed of a ball screw, a spur gear set and a brushless motor as shown in
Figure 3.2. The maximum external load acting on the actuator and the maximum acceleration and
speed of the actuator have been extracted from the mission profile. Since the application is high
dynamic, the effect of motor inertial acceleration has to be considered when choosing the motor
torque performances. The sizing problem is expressed using only algebraic analysis functions. For
more complex design problems where numerical simulations are necessary it is possible to reduce
them to algebraic functions using surrogate modelling of lumped parameter (0D-1D) models [31] or
Finite Element Method (3D) models [209].

Ball screw

Motor

Spur
gear

Fig. 3.2 High dynamic EMA architecture

The EMA sizing problem is represented by the following equations:

Tem = Jmot ·Amax
Nred

p
+Fema

p
Nred

(3.1)

Jmot = Jmotre f ·
(

Tem

Temre f

) 5
3.5

(3.2)

Ωmot = Ωmotre f ·
(

Tem

Temre f

)− 1
3.5

(3.3)

Ωmot ≥Vmax ·
Nred

p
(3.4)

Mmot = Mmotre f ·
(

Tem

Temre f

) 3
3.5

(3.5)

Where Tem is the motor electromagnetic torque, Jmot is the motor inertia, Amax is the maximum
actuator acceleration, Nred is the reducer reduction ratio, p is the screw pitch, Vmax is the maximum
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velocity of the actuator, Ωmot the maximum mechanical speed of the motor and Mmot its mass. The
motor sizing scaling laws are based on a reference motor where Tre f , Jre f , Wre f , Mre f are respectively
its electromagnetic torque, inertia, maximal mechanical rotational speed and mass [31]. Motor torque
Equation (3.1), motor inertia Equation (3.2) are two coupled disciplines of the sizing problem whereas
motor speed Equation (3.3), motor speed constraint Equation (3.4) and motor mass objective Equation
(3.5) are ordinary analysis functions. The motor torque (3.1) and motor inertia Equation (3.2) are
coupled through motor electromagnetic torque Tem and motor inertia Jmot . The high-level design
problem consists of minimizing the motor mass Mmot , with respect to reduction ratio Nred , subject to
motor speed constraint Equation (3.4).

The optimization problem formulation is the following:

minimize Mmot

with respect to Nred

subject to Vmax ·
Nred

p
−Ωmot ≤ 0

(3.6)

The optimization problem, and the multidisciplinary coupling, are represented in Figure 3.3 using
the XDSM diagram formalism.

N
(0)
red

Optimizer Nred Nred

Motor torque Tem Tem Tem

Jmot Motor inertia

Motor speed Ωmot

g Motor speed
constraint

f : Mmot
Motor mass
objective

Fig. 3.3 XDSM diagram for the EMA design problem

Additionally, the consistency of the coupling variables Tem and Jmot between disciplines Equation
(3.1) and Equation (3.2) must be verified. For that, the optimization problem can be solved using
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different MDO strategies. Each of the strategies are described and represented using the XDSM
notation where the mathematical notation is given in 3.1.

Table 3.1 Mathematical notation for MDO problem data (adapted from [136]).

Symbol Definition
x Vector of design variables

x(0) Vector of design variables initial values
yt Vector of coupling variable targets

yt,(0) Vector of coupling variable targets initial values
y Vector of coupling variable responses
f Objective
g Vector of design constraints
gc Vector of consistency constraints

The benchmark of the different System Design Optimization formulations is achieved using open-
MDAO. This can be used as a standard a platform for benchmarking MDAO formulations developed
by NASA [90]. Analysis functions are implemented using an explicit form. The benchmarking
purpose is to evaluate the performance of each formulation to allow design optimization and for
design exploration.

3.2.2 The MultiDisciplinary Feasible (MDF) Formulation

The representation of the MDF strategy for the EMA design problem is given in Figure 3.4. It consists
of a single design variable, the gear reduction ratio, and a single constraint, the maximum motor speed.
The consistency of the coupling between motor torque Equation (3.1) and motor inertia Equation
(3.2) disciplines is achieved by using a system analyzer. The system analyzer determines the values of
coupling variables that match their respective analysis result. Since system analysis is performed for
every optimization iteration, couplings variables remain consistent and independent of the optimizer’s
behaviour. Here the first computed discipline is the motor torque that requires an estimation of
the motor inertia computed by the subsequent discipline. In such architecture the decomposition
of circular dependencies can be achieved by using Gauss-Seidel or Jacobi iterative methods [158].
Gauss-Seidel uses a decomposition into lower and strictly upper triangular elements, whereas the
Jacobi method decomposes the linear system into a diagonal element and a corresponding remainder.

The coupling can also be solved by gradient-based solvers like Newton-Raphson. In that case,
a linear solver is required to compute coupled derivatives. Gauss-Seidel or Jacobi methods can be
used to obtain coupled derivatives. Another option is to use a non-iterative direct linear solver. It
uses the system Jacobian to compute the coupled derivatives using lower-upper (LU) decomposition,
which is possible for any non-singular square matrix [32]. The coupled derivatives are also required
to compute total system derivatives when using gradient-based optimizers. All these solvers are
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implemented within the openMDAO framework. Here, a Direct linear solver and a Newton non-linear
solver performs the multidisciplinary analysis.

The MDF formulation enables us to use no additional design variables or consistency constraints
and delivers a consistent design even if the optimizer fails to find a feasible solution and reaches the
maximum iteration limit. In addition, MDF eases the incorporation of legacy analysis tools which
are often very effective to converge within a particular type of physical discipline. The advantages
of system analysis have to be kept in perspective since such approaches rely on the system analyzer
effectiveness. Indeed, the non-convergence of the analyzer results in non-consistent designs despite
that in some cases convergence is achieved. Furthermore, strongly coupled disciplines lead to
important number of analyzer iterations and hence a costly system analyses.
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Fig. 3.4 XDSM diagram for MDF formulation of the EMA design problem

3.2.3 The Individual Disciplinary Feasible (IDF) Formulation

As for MDF, IDF uses a single optimizer but an analyzer for each individual discipline is employed.
As shown in Figure 3.5, in this formulation it is the optimizer that coordinates the interactions between
the disciplines analyses. The optimizer chooses values for both design and coupling variables. In
order to ensure consistency between coupling variables, additional design variables Tem, Jmot and
auxiliary equality constraints are added. Here, the optimizer chooses a value for the motor inertia of
(3.1) and verifies that it is equal to the motor inertia obtained by Equation (3.2). Similarly, it chooses
a value for the motor torque of Equation (3.2) and then verifies that it is equal to the motor torque
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obtained by Equation (3.1). The IDF approach enables us to put aside the intricate concerns of system
analyzer effectiveness, but has notable shortcomings. Equality constraints can introduce numerical
solutions difficulties [228] and provide feasibility only at solution, rather than at each iteration [5].
Furthermore, setting bounds on the couplings variables is in some cases not straightforward and can
introduce a large dimension of the coupling variables. Large dimension of design variables has a
significant effect on the efficiency of the optimization. If the optimization process is interrupted, the
design corresponding to the last iteration may be not consistent or feasible whereas MDF guarantees
the consistency between coupling variables if the system analyzer is effective.
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Fig. 3.5 XDSM diagram for IDF formulation of the EMA design problem

3.2.4 The Hybrid Formulation

Balling and Sobieski proposed a hybrid formulation to handle coupled variables consistency [15].
This architecture is similar to IDF except that, as illustrated in Figure 3.6, the feedforward consistency
relationship is achieved by computing analysis functions in a sequence, and the feedback consistency
relationship remains achieved by an auxiliary equality constraint and an additional design variable
Jt

mot . This approach has the same advantages and drawbacks as the IDF approach but it enables to
remove for the case study one equality constraint and one design variable.

3.2.5 The Normalized Variable Hybrid (NVH) Formulation

The success of attempts to use numerical optimization for design depends strongly on how well
the design problem has been formulated. Reysset and Budinger [195] propose to reformulate a
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Fig. 3.6 XDSM diagram for Hybrid formulation of the EMA design problem

multidisciplinary design problem with a view in order to get the best from numerical optimization.
This formulation was underlined through a case study but was never benchmarked and compared to
other formulations. The NVH formulation, represented in Figure 3.7, similarly proposes a Hybrid
approach to consider feed-forward consistency relationship by computing analysis functions in a set
sequence. In addition, the feedback consistency relationship is achieved by introducing a normalized
design variable and a single inequality constraint. Removing the equality constraint reduces the risk
of numerical solutions difficulties. Furthermore, the reduction of the new design variable dimension
([1.0-10.0] for most design problems) improves the numerical solution accuracy and the ability to
achieve convergence. The difficulty is that this approach requires a reformulation effort. The process
is described in Section 3.4.4. Discipline Equation (3.1) is reformulated as in Equation (3.7), where the
normalized design variable is introduced in order to (in this case) oversize the chosen electromagnetic
torque. Furthermore, the additional consistency inequality Equation (3.8) is added to the design
problem to verify (in this case) that the chosen electromagnetic torque is sufficient to face the inertial
acceleration and the equivalent EMA external load.

Tem = kos ·Fema ·
p

Nred
(3.7)

Tem ≥ Jmot ·Amax
Nred

p
+Fema

p
Nred

(3.8)
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The optimization problem becomes:

minimize Mmot

with respect to Nred ,kos

subject to Vmax ·
Nred

p
−Ωmot ≤ 0

Jmot ·Amax
Nred

p
+Fema

p
Nred

−Tem ≤ 0

(3.9)
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Fig. 3.7 XDSM diagram for NVH formulation of the EMA design problem

Table 3.2 summarizes the different formulations characteristics.

Table 3.2 Formulations characteristics for the EMA design problem.

Formulation Solver type
Number of

design
variables

Number of
equality

constraints

Number of
inequality
constraints

MDF Solver 1 0 1
IDF Optimizer 3 2 1

Hybrid Optimizer 2 1 1
NVH Optimizer 2 0 2

The NVH formulation does not use any equality constraint and only one inequality constraint. It
uses one consistency design variables that has a smaller dimension (in terms of bounds width) when
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compared to IDF or Hybrid approaches. The following section presents some benchmarking results
that assess performances of each formulation.

3.3 Formulations Benchmarking

3.3.1 Optimization Test Results

A Sequential Least Squares Programming (SLSQP) [131] gradient based optimizer is used, and
analytic derivatives (symbolic differentiation) are provided for each disciplines and functions. The
tolerance was set to 10−8. The bounds of the additional design variables that enable coupling
consistency are the same for the IDF and Hybrid formulations . The bounds of the global design
variables are the same for all formulations. The initial values of variables are the same for each
formulation.

As underlined by Gray al. [90], there are multiple ways to measure the effectiveness of MSDO
formulations. In order to standardize the evaluation of these formulations, it is chosen to use the same
MDAO platform, openMDAO, using the criteria suggested by Gray al. [90] :

1. Proximity to known solution

2. Total function evaluations

3. Convergence characteristics

Proximity to Known Solution

The values given in Table 3.3 show the absolute difference between the known optimum and the
optimization results for each formulation. MDF, IDF and NVH converge to the known optimum
within the 10−8 tolerance. However, the Hybrid formulation fails to be as effective as the other
formulation because of its lack of degrees of freedom to satisfy the equality constraint due to the
suppression of one additional variable.

Table 3.3 Absolute error from known optimum for all formulations solving the EMA design problem.

Objective
Optimum 7.60547035

∆ Objective
MDF 0.00000000
IDF 0.00000000

Hybrid 0.00048962
NVH 0.00000000
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Total Function Evaluations

The data given in Table 3.4 shows that the NVH formulation needs the fewest function evaluations to
convergence, followed by IDF, Hybrid and MDF. The MDF formulation is greatly penalized by the
system analyzer function evaluations.

Table 3.4 Number of function evaluations and derivative evaluations for all formulations solving the
EMA design problem.

Number of
function

evaluations

Number of
derivative

evaluations
MDF 97 5
IDF 22 11

Hybrid 28 8
NVH 5 5

The number of function and derivative evaluations gives an indication about the computational
cost of each formulation. By removing an additional design variable and an additional equality
constraint the Hybrid approach seems to be more effective than the IDF approach. However, the
results show that not only this formulation is more costly in terms of function evaluation, it also fails
to converge to the known optimum. Besides, the fact to transform an equality constraint into to an
inequality and to reduce the dimension of the additional design variable is very efficient as shows the
NVH results.

Convergence Characteristics

Convergence characteristics are given in Figure 3.8. The MDF and NVH formulations enable the
optimizer to converge rapidly. IDF is penalized by the dimension of the couplings variables especially
the motor inertia which is typically between 1.0 ·10−4 and 1.0 ·10−6 kg.m2 for the power required in
this application depending if the motor is high torque or high speed. The same effect of motor inertia
dimension can be noticed for the Hybrid formulation.

It is important to underline that the choice of the feedforward discipline in the Hybrid formulation
influences the effectiveness of the optimization especially when the dimension of the coupling
variables are different.

3.3.2 Design of Experiments (DOE) Test Results

A Latin Hypercube Sampling (LHS) Design of Experiments is accomplished for Fema, Amax, p and
Nred . The design space is defined by +/- 10% the previous design input values, with the number of
samples set to 50. For MDF the consistency is achieved using the same system analyzer as previously,
and for IDF, Hybrid and NVH approaches the consistency is achieved by the optimizer using the same
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Fig. 3.8 Relative error vs iteration number for all formulations running the EMA design

configuration as the optimization test. These formulations require us to define an objective for the
optimizer to solve the consistencies, which is not the primary purpose of design exploration. Defining
the wrong objective can lead to inconsistent designs during the exploration, particularly for the NVH
architecture.

The suboptimization problem using the NVH formulation is:

minimize Mmot

with respect to kos

subject to Jmot ·Amax
Nred

p
+Fema

p
Nred

−Tem ≤ 0

(3.10)

The Design of Experiments is run on top of this suboptimization problem as shown in Figure 3.9.

Success of Solving the Consistency of Coupling Variables

This part evaluates the success of solving the consistency of the coupling variables for each formulation.
Where as IDF and NVH succeed in solving the system coupling for each sample, MDF fails due
to numerical difficulties. The system analyzer for some samples tries to converge the couplings by
using negative electromagnetic torque which make Equation 3.2 singular. Therefore, Equation 3.2
has to be reformulated into Equation 3.11 by introducing the absolute function to make sure that the
electromagnetic torque remains positive.
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Fig. 3.9 XDSM diagram for NVH formulation of the EMA design exploration problem

Jmot = Jmotre f ·
( | Tem |

Temre f

) 5
3.5

(3.11)

After this manipulation the system analysis is successful for each sample. If a Krylov linear solver
is used instead of the Direct solver some samples are not consistent as shown in Table 3.5. The Hybrid
formulation optimization convergences to a solution but the coupling variables are inconsistent with
regard to the fixed tolerance for some 65 % of the samples. This is due to the lack of degrees of
freedom when compared to IDF approach.

Table 3.5 Percentage of success in solving coupling variables consistency for all the formulations
exploring the EMA design space.

% of success
MDF (Krylov) 15 %

MDF (Direct Solver) 100 %
IDF 100 %

Hybrid 65 %
NVH 100 %

MDF is very effective once analysis functions are defined properly and good choices of solvers
are made. The other formulations might be more costly but do not require any tuning or manipulation
of the models for DOE purposes.
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Total Function Evaluations

Table 3.6 shows that the most costly formulation is the IDF regarding mean and maximum number of
function evaluations. MDF is the formulation that achieves the fewest derivative evaluations. The
NVH formulation is the less costly in terms of mean and maximum number of functions.

Table 3.6 Mean, max., min. number of function evaluations and derivative evaluations for all
formulations exploring the EMA design space.

[mean - max. - min.]
Number of

function
evaluations

[mean - max. - min.]
Number of
derivative

evaluations
MDF [9.8 - 20 - 6] [3.45 - 9 - 2]
IDF [30.95 - 141 - 4] [9 - 41 - 4]

Hybrid [11.15 - 28 - 4] [4.23 - 5 - 3]
NVH [5.25 - 14 - 3] [4.05 - 5 - 3]

3.3.3 Robustness to Scale Changes

The system design is achieved for a set of requirements. Many products are used for different scales
and therefore different values in requirements. For instance, a same family of actuators can contain
actuators that move load on a relative scale from 1× to 5×. A sizing code should be able to deliver
the optimal sizing at any of the loads on the scale. Therefore, we run the same DOE test as previously
but for an EMA load three times greater. The success percentage of each MSDO formulation is given
in Table 3.7.

Table 3.7 The success percentage in solving coupling variable consistency for all the formulations at a
new load requirement.

% of success
MDF (Direct Solver) 15 %

IDF 60 %
Hybrid 45 %
NVH 100 %

Increasing the load requirement increased the stiffness of the coupling. This leads to a decrease of
successful designs for all the formulations except the NVH formulation. The bounds of consistency
variables for IDF and Hybrid were adapted to the new scale. The tolerance of MDF solvers were
increased but led to the same results. The NVH formulation by introducing the normalized variable
and the way it is used is more robust to scale changes. This is an important evaluation criterion as in
actuation system design load requirements vary with the load type or the aircraft size. For reusability
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and robustness to scale changes of the sizing code the NVH formulation is an interesting choice
but requires important manipulation of analysis functions, design variables and constraints within
the sizing problem. Furthermore, it is an intrusive approach as it requires the modification of the
disciplinary models. Hence, it is not applicable to problems where models are not available such as
Black-box optimization.

3.3.4 Outcome and Needs for Automated MSDO Formulation

The formulation of MSDO problems can get tricky as the number of variables, analysis functions
and constraints increase. As seen previously, the implementation of a multidisciplinary strategy
is not straightforward and requires a manipulation of these design variables, analysis function and
constraint. These manipulations lead to high-time consumption for designers when facing new
large-scale MSDO problems. Research has proven the limits of human brain when processing a
large number of information [167]. Thus, there is a need for assisting designer when formulating
MSDO problems which have not yet been investigated. Additionally, singularity problems can appear
during the formulation process intrinsic to the design problem or due to designer human errors. Graph
methods and symbolic manipulations that enable to detect design problem singularities as well as
automating the NVH formulation are presented in the following section of this chapter.

3.4 Graph-Based Methods to Assist MSDO Problem Formulation

3.4.1 Previous Work

Gathering knowledge to build a sizing code through the association of algebraic functions can results in
solvability problems and non-efficient multidisciplinary analysis or optimization. The decomposition
and coordination of the design problem is a complex task even for monolithic architectures. Friedman
was one of the first to propose a constraint theory in engineering design [77]. Elmqvist and Otter intro-
duced the principle of tearing methods for systems of differential and algebraic equations [68]. Bunus
proposed several graph-based algorithms to debug equation-based modelling languages [33]. Reysset
gave a methodology to formulate design problems composed of algebraic analysis functions [195].
Allison proposed a technique for optimal partitioning and coordination for distributed optimization
problems [7]. Changes in requirements or integration environment as well as the mechatronic product
power architecture lead to various design problem formulations. Formulations are, in many cases,
not straightforward as the disciplines, design variables and design constraints are numerous in large
scale design problems. Debugging the sizing code to remove over-constrained, under-constrained
singularities or algebraic loops by adding/removing variables/disciplines or reordering discipline
analysis can be complex and time consuming. For these reasons, it is proposed a graph-based approach
that assists designers when formulating a MSDO problem. This graph-based approach is implemented
in the Python programming language and is build on top of the NetworkX graph library [95] and the
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Sympy symbolic computation library [224]. To illustrate the different situations, the EMA design
case will be modified.

3.4.2 Definitions

Bipartite Undirected Graph

The high dynamic EMA design problem can be represented by a bipartite graph where on the left
(top nodes) we have the analysis function that permit estimation of the unknown variables as well as
constraints on the right (bottom nodes), as in Figure 3.10.
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Fig. 3.10 Bipartite undirected graph of the EMA design problem

Bipartite Matching

The perfect matching of a bipartite graph representing a system of analysis functions signifies that the
system is structurally well constrained. The most computationally efficient matching algorithm is the
Hopcroft and Karp matching algorithm [108] and is the one used here. It is important to underline
that the result of a maximal matching is not unique. In this method, design constraints are also part of
the bipartite graph but are removed when computing the maximum matching. Figure 3.11 shows one
resulting matching of the EMA design problem where matched edges are represented by double lines.

Bipartite Directed Graph

As the number of analysis functions and couplings increase, the detection of solvability issues becomes
more intricate. Manually detecting, solving singularities and implementing a strategy for dealing
with multidisciplinary couplings can become time consuming. To determine which analysis functions
should be associated to which unknown, Algorithm 1 is used.

Applying Step 1 and 2 leads to the graph given in Figure 3.11. Applying Step 3 leads to the graph
given in Figure 3.12.
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Fig. 3.11 Bipartite matched graph of the EMA design problem

Algorithm 1 Matching and Directing
1: Remove constraint nodes and associated edges for the undirected graph
2: Get matched edges by computing the maximum matching of the new undirected graph
3: Orientate edges of the original undirected graph from analysis functions to unknowns for matched

edges
4: Orientate edges of the original undirected graph from unknowns to analysis functions and

constraints for unmatched edges
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Fig. 3.12 Bipartite graph of the EMA design problem after applying Step 3 of Algorithm 1
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Finally applying Step 4 leads to the graph given in Figure 3.13.
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Fig. 3.13 Bipartite graph of the EMA design problem after applying Step 4 of Algorithm 1

Therefore, Figure 3.14 is the result of applying the previous algorithm to the initial undirected
graph representing the EMA design problem. The intrinsic cycle of the design problem is highlighted
in black, this way the designer can easily visualize which analysis functions and which unknown
variables are involved. The detection method of the cycle will be described in Section 3.4.4.
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Fig. 3.14 Bipartite directed graph of the EMA design problem with cycle (black)

3.4.3 Over-Constraint and Under-Constraint Singularities

A design problem can be structurally inconsistent. Such problems are in many cases due to a
formulation error of the designer. The following steps show how singularities and the subsequent
subgraphs are detected.
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Algorithm 2 Detection of over-constraint and under-constraint singularities
1: Remove constraint nodes and associated edges for the undirected graph
2: Get matched edges by computing the maximum matching of the new undirected graph
3: Transform matched edges of the original undirected graph into bidirectional edges
4: Orientate edges of the original undirected graph from unknowns to analysis functions and

constraints for unmatched edges
5: Find the unmatched analysis function nodes, all the descendants of these nodes are part of the

over-constrained subgraph (red nodes and edges)
6: Find the unmatched unknown variable nodes, all the ancestors of these nodes are part of the

under-constrained subgraph (blue nodes and edges)

If another analysis functions that is added to compute the motor speed for instance, the design
problem becomes over-constrained as shown in Figure 3.15. This can typically be an error of the
designer but over-constrained singularities can also be intrinsic to the design problem [195].
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Fig. 3.15 Bipartite directed graph of the EMA design problem with a cycle (black) and an over-
constrained (red) subgraph

In a similar manner, if the motor inertia is not estimated by an analysis function, and remains an
unknown then the design problem becomes under-constrained as shown in Figure 3.16.

The bipartite graph representation enables to easily notice the singular nodes. In Figure 3.15, the
singular node is the motor speed Ωmot and in Figure 3.16 it is the motor inertia Jmot .

3.4.4 The Design Loop Problem

Design loops can come from a human error when formulating the design problem. They have in this
case to be solved manually by the designer. In the case where the system involves multidisciplinary
couplings design loops can appear between analysis functions. They have to be taken care of by the
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Fig. 3.16 Bipartite directed graph of the EMA design problem with an under-constrained (blue)
subgraph

designer to avoid inconsistent designs. The Tarjan algorithm enables us to detect strongly connected
components (SCC) in a graph [227]. Therefore, in this case the design cycle can be detected and
highlighted as shown in Figure 3.14. In addition, the developed method proposes to the designer
to either let him deal with the cycle manually or try to solve the cycle using symbolic resolution
or assist the implementation of the NVH formulation introduced in Section 3.2.5. If the symbolic
resolution is possible then no additional design variables or constraints have to be added to the design
problem which is an useful advantage. For the EMA design case, the Sympy symbolic solver fails to
solve [224]. The following algorithm shows the detection and solving of design loops using the NVH
formulation.

Algorithm 3 Detection and highlighting of strongly connected components
1: Apply Algorithm 1 to the undirected graph
2: Get strongly connected components using the Tarjan algorithm
3: Highlight in black color the analysis function nodes and unknown variables nodes that are strongly

connected components and the edges that connect them

Algorithm 4 Automation of the NVH formulation
1: Choose the unknown variable and analysis function in which the chosen variable will be replaced

with the normalized variable
2: Remove the chosen variable and introduce the normalized variable in a copy of the chosen analysis

function
3: Reformulate the analysis function if necessary and choose adapted bounds for the normalized

variable (default: [1-10])
4: Transform the chosen analysis function into an inequality
5: Replace directed edges by undirected edges
6: Apply Algorithm 1 to the new undirected graph

The removal and replacement steps can vary depending on the design problem. In the case of
the electro-mechanical actuator, if the chosen variable is Jmot and the chosen analysis function is
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Tem = Jmot ·Amax
Nred

p +Fema
p

Nred
, then a straightforward reformulation would be to fix Jmot to zero,

which under-sizes the motor, and multiply what remains of the analysis function by the "over-sizing"
normalized variable kos that varies between 1 and 10:

Tem = kos f (Jmot = 0,Amax,Nred , p,Fema)

Jmot = g
(
Jmotre f ,Tem,Temre f

)
Tem ≥ f (Jmot ,Amax,Nred , p,Fema)

(3.12)

In the case of an electrical motor design, a coupling appears between the electrical resistance Rmot

and the temperature Θmot computation. Rmot is used to compute Joule losses which themselves are
used for the computation of Θmot . However, the electrical resistance of the motor Rmot is temperature
dependant. A strategy would be to fix Θmot for the maximum temperature acceptable by windings
Θmotmax , which over-sizes the motor, and multiply by a "under-sizing" normalized variable kus that
varies between 0.1 and 1:

Rmot = kush(Θmot = Θmotmax ,dmot)

Θmot = u(Rmot ,dmot ,Tem)

Rmot ≥ h(Θmot ,dmot)

(3.13)

Figure 3.17 illustrates the resulting graph once Algorithm 3 and Algorithm 4 are applied to the
EMA design problem undirected graph.
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Fig. 3.17 Bipartite directed graph of the EMA design problem with NVH formulation

3.4.5 Matching and Ordering

It is chosen to implement algebraic analysis functions with an explicit form. This means that the
analysis function is in a form such that the matched unknown variable can be written explicitly
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with respect to the independent variables. As it is proposed in the Modelica programming language
[37, 79], the algebraic analysis functions used are acausal and can be expressed with different explicit
manners depending on the inputs/outputs configuration that the designer has chosen for the design
problem. The matching and ordering is the final step in the problem formulation. It consists of,
once singularities have been removed, reorienting analysis function with matched unknowns using
symbolic manipulation. Then using a shortest path algorithm with no weighted edges to determine
the best computational sequence. The Algorithm 5 illustrates how the matching and ordering methods
is implemented in terms of graph theory and symbolic manipulation.

Algorithm 5 Matching and ordering of analysis functions
1: Apply Algorithm 1 to undirected graph
2: Reorient the analysis functions to respect the new directed graph using the symbolic manipulation

of Sympy
3: Reorder the equations to respect the new directed graph using the symbolic manipulation of

Sympy

3.5 Graph-Based Approach Summary and Implementation

3.5.1 Approach Summary

The proposed approach can be illustrated using a high-level flow chart that correspond to the aggrega-
tion of the previously outlined methods as show in Figure 3.18.

The graph-based approach encompasses a system of equations and inequalities that represent a
sizing model. It permits the analysis of the model and checks whether it contains singularities or
multidisciplinary couplings. If singularities or multidisciplinary couplings are detected, they are then
outlined using a bipartite graph and a color code is assigned to distinguish them. Over-constrained and
under-constrained singularities have to be handled manually by the designer. However, the utilization
of the bipartite graph is a significant help since it underlines which equations and unknowns are
involved. Multidisciplinary couplings can be solved manually or using a symbolic solver. A third
option is to implement the NVH formulation by introducing an additional consistency design variable
and inequality constraint as well as reformulating the model. Once these singularities and design loops
are handled, other algorithms and symbolic computation orientate the equation in an explicit form
and order them to provide a computational sequence that can be realized in any suitable numerical
computation environment.

The advantages of this approach are an easier reuse of analysis functions and a lightened com-
putational cost of global analysis. Furthermore, it enables a faster formulation of a sizing model for
designer especially when a large number of analysis functions are involved. The proposed graph
approach to condition MSDO problems has also been tested for large scale design problems that are
presented in the remaining chapters. The approach can be extended to design problems where analysis
functions have fixed causalities and cannot be re-oriented for specific design needs.
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3.5.2 Implementation

The presented graph-based approach has been implemented in a sizing framework that will be outlined
in the next chapter. This implementation has been achieved to enable the usage of such features in an
industrial context.

The framework enables the user to enter equations and inequalities and detect automatically the
parameters involved in this system. In order to specify his design needs in terms of input and output
variables, the user must choose among five types of parameters. These types will be described in more
details in the next chapter. To understand how the graph-based approach is implemented the only
information necessary is that Input, Fixed and Consistency parameter types means that they are inputs
of the model. Conversely, Guess and Output parameter types means that they are outputs of the model
and have to be computed using equations and inputs.

To illustrate the implementation, the previous of high dynamic EMA is used. Table 3.8 presents
the parameters and their type for the original model of the EMA.

Table 3.8 High Dynamic EMA model implementation parameters

Parameter Type Description
Amax Fixed Maximum acceleration at actuator level
Fema Fixed Maximum force at actuator level
Jmot Guess Motor inertia

Jmotre f Fixed Reference motor inertia
Mmot Output Motor mass

Mmotre f Fixed Reference motor mass
Nred Input Reduction ratio

p Fixed Screw pitch
Tem Guess Motor electromagnetic torque

Temre f Fixed Reference motor electromagnetic torque
Vmax Fixed Maximum speed at actuator level
Ωmot Guess Motor maximum speed

Ωmotre f Fixed Reference motor maximum speed

This table can be implemented in the sizing framework as shown in Figure 3.19.
Now that the model is implemented, the user can run the process previously described. The results

are summarized in Figure 3.18. This leads to a bipartite graph that represents the equations and the
unknowns that have been user specified as illustrated in Figure 3.20.

The multidisciplinary coupling is outlined in black edges and a pop-up window asks the user to
choose an option to handle this design loop. To outline the detection of over-constraint singularity,
the motor inertia is changed from Guess to Fixed. This leads an over-constrained subgraph that is
highlighted in red color as well as the equations involved. See Figure 3.21.

Similarly, an over-constraint singularity is introduced by removing the equation that computes the
motor inertia which leads to the visualization shown in Figure 3.22.
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Fig. 3.19 Original high dynamic EMA model implementation

Fig. 3.20 Original high dynamic EMA model implementation with bipartite graph
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Fig. 3.21 Introduction of a over-constraint singularity in the high dynamic EMA model implementation

Fig. 3.22 Introduction of a under-constraint singularity in the high dynamic EMA model implementa-
tion
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Finally, if the NVH formulation is chosen by the user to solve the multidisciplinary coupling this
leads to a solvable system highlighted by only green nodes and edges as shown in Figure 3.23.

Fig. 3.23 Post-process high dynamic EMA model implementation

A consistency variable kos and a consistency inequality constraint Tem ≥ Jmot ·Amax
Nred

p +Fema
p

Nred

have been added to the system. The details of parameter types configuration after the implementation
of the NVH formulation are outlined in Table 3.9.

Table 3.9 Post-process high dynamic EMA model implementation parameters

Parameter Type Description
Amax Fixed Maximum acceleration at actuator level
Fema Fixed Maximum force at actuator level
Jmot Guess Motor inertia

Jmotre f Fixed Reference motor inertia
kos Consistency Consistency variable

Mmot Output Motor mass
Mmotre f Fixed Reference motor mass

Nred Input Reduction ratio
p Fixed Screw pitch

Tem Guess Motor electromagnetic torque
Temre f Fixed Reference motor electromagnetic torque
Vmax Fixed Maximum speed at actuator level
Ωmot Guess Motor maximum speed

Ωmotre f Fixed Reference motor maximum speed
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3.6 Conclusion

This chapter outlined the different common monolithic MDO strategies. Their performances for
optimization purposes in terms of absolute error, total function evaluations and convergence are
similar to what can be found in the literature. However, for DOE purposes these common formulations
show limitations. In addition, their robustness to scale change is not suited for sizing optimization
problems where the design inputs can change scale from an application to another (flight control,
landing gear, electrical thrust reverser...). Moreover, loads are in most applications proportional to the
aircraft size. Hence, in order to reuse a sizing code for different applications or for different aircraft
sizes, its robustness to scale change can not be neglected. The proposed NVH formulation benchmark
results make it the most suitable strategy for mechatronic products that involve algebraic analysis
functions and different design inputs scales. In addition, it enables a better reuse/capitalization of
sizing models during architectures trade-off studies.

The work reported in this chapter is a significant advancement in methods for the application
of MSDO for embedded mechatronic systems sizing. A new formulation well suited for design
problems composed of algebraic analysis functions has been described and benchmarked. Robustness
to scale change has been proposed as a new multidisciplinary analysis benchmark criteria. The NVH
formulation is a convenient formulation for most of designers as the additional consistency design
variables have easily scalable bounds. Furthermore the normalized variable values after running
optimizations give an idea of how tight the couplings are and what the main design drivers are. The
NVH remains an intrusive approach as the disciplinary models have to be modified. This makes it
not suited to Black-box optimization. However, in the case of sizing problems defined by algebraic
models it remains an interesting alternatives to other monolythic formulations.

Finally, a theoretic graph approach used for helping designers deal with problem formulation
singularities. The key finding is that to industrialize the use of MSDO an effort is needed when com-
posing the different engineering specializations. If not, empirical design methods with large amounts
of design iterations will be preferred and optimal solutions will never be reached. Transforming
engineering specialization models into algebraic analysis functions is an interesting topic for surrogate
modelling activities as analyses increase in sophistication and design data becomes more and more
heterogeneous. Additionally, the use of algebraic analysis function enables symbolic computation
of analytic derivatives which are very efficient for gradient based optimization. Optimization and
exploration time are an important criteria in an industrial context where the main objective is rapid
decision making during design activities especially in early bid and proposal phases.





Chapter 4

Knowledge-Based Multidisciplinary
Sizing and Optimization of Mechatronic
Systems

4.1 Introduction

Successful mechatronic system development requires the consideration of multiple engineering
disciplines and assessment of tradeoffs among conflicting objectives in preliminary design phases.
The difficulty to achieve this is the lack of detailed design information in these early design phases. A
possible remedy for this challenge is knowledge-based engineering. The purpose of this chapter is to
propose a knowledge-based methodology applicable to electro-mechanical actuation system and more
generally embedded mechatronic systems. A methodology is defined by a process, methods and tools
[101]. These elements will be outlined through a case study.

Many methodologies for similar purposes have been developed. Roos proposed a methodology
for the multidisciplinary design of control system design and system performances [200]. G2ELab
have developed the Cades Framework [55] which enable automatic differentiation of electrical system
models for rapid gradient-based optimization. Malmquist outlined the use of frequency solver in
rapid design of mechatronic systems with consideration for control [147]. Hammadi proposed a
multi-agent approach to achieve optimization through co-simulation of different analysis software [97].
A framework for more complex systems like aircraft have been developed to integrate engineering
specializations (domain experts) knowledge during conceptual design [205]. The integration of these
knowledges was done using surrogate modelling techniques that provide low computational cost
models. Friedl developed a parametric design optimization framework based on analytic model to
provide non-experts the possibility to make system level assessment with respect to parameter changes
[76]. Reul proposed to use the All-At-Once formulation combined with a interior point algorithm
for optimization which also generates sensitivity analysis results to help further decision making
[193]. Rahimi provides a framework for preliminary design optimization with features like model
library and differential algebraic equations handling [192]. Research in Multidisciplinary Design
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Optimization (MDO) is driven by the aircraft design needs where multiple research projects aim to
industrialize MDO [83, 42]. These projects are resulting in methods and tools with emphasis placed
on collaborative and high-fidelity aspects which are provided by distributed high-fidelity analysis
tools and a MDO platform that achieves the coordination and overall optimization [137].

A methodology is a collection of related processes, methods and tools [154, 70] where:

• a process is a logical sequence of tasks performed to achieve a particular objective (“WHATs”).

• a method consists of techniques for performing a task (“HOWs”).

• a tool is an instrument that, when applied to a particular method, can enhance the efficiency of
the task (supports the “HOWs”).

The motivation of this chapter is to describe the steps, their associated methods and tools related
to the developed design and sizing methodology. The process is decomposed in different successive
steps. First, requirements, design drivers and sizing scenarios of the system are defined in order to
take into account the needs and constraints of each stakeholder. The elementary computational model
must be generated by domain experts to represent the sizing scenarios and the required parameters.
Once elementary models are available, they are assembled into reusable component sizing models.
Component sizing model are then used to build a system sizing model. Finally, the system sizing
model generated can be used jointly with numerical optimization and multidisciplinary analysis to
determine design alternatives with optimal performances.

To illustrate these steps and the associated methods and tools, a design case study is achieved
using these methods and the framework that has been developed. The design case is a more detailed
design of the thrust vector control electro-mechanical actuator introduced in the previous chapter.

The studied actuation system is the electrical thrust vector control system for the VEGA launcher
[221] a small european space launcher.

The trajectory control of the launcher first stage is achieved by an actuation system composed of
two electro-mechanical actuators, described in Figure 4.1, lithium-ion batteries and a power control
unit (PCU) [221].

Rod-end
Ball screw

Motor

Spur
gear

Thrust
bearing

Housing

Fig. 4.1 Thrust vector control electro-mechanical actuator integration and architecture
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Here, a focus is made on the design of electro-mechanical actuators with higher fidelity and more
details than the one studied in Chapter 3.

4.2 Requirements, Design Drivers and Sizing Scenarios Definition

One of the most critical phase of the Generic Product Development Process is the Concept Devel-
opment phase as important decisions are made [101]. This part outlines what are the important
design knowledge that stakeholders must exchange for sizing and design purposes in order to avoid
misunderstandings or the discovery of missing information later in the design process. This is why
emphasis is placed decomposing knowledge into capitalized and reusable elements that can be reused
in later projects.

For this purpose, it is chosen to distinguish three types of knowledge: requirements, design drivers
and sizing scenarios. An illustration of their interactions is given in Figure 4.2 in addition to a detailed
definition in the following parts of this section.
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Functions, 
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Fig. 4.2 Systemic design approach through requirements and design drivers

4.2.1 Requirements, Functions and Operational Modes

System-Level Design begins with the definition of functional requirements [101]. They outline what
functions need to be done to accomplish the objectives of the system as a sub-system or a product.
Here, the main function is to control the position of the nozzle subject to aerodynamic loads. Generally
performance requirements are also provided to define how well the system needs to perform the
functions (maximum acceleration and speed of the nozzle). Design solution definition process is then
used to translate high-level requirements, functional requirements and performances requirements
into a design solution. In this study, an electrical actuation system is used to control the nozzle
position. The first step in this process is to define alternative design solutions by exploring different
candidate hardware and software architectures for the mechatronic system. Another alternative could
have been an hydraulic actuation system. Then each alternative design solution must be analysed
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in order to select the best among them. To analyse and select a design solution, a sizing process is
necessary to evaluate the necessary physical characteristics of the equipment and its components
(mass, geometric integration, cost...). This can be achieved using numerical methods like system
analysis and optimization. Mechatronic systems have several operational (take-off, cruise...) and
failure modes (power loss, jamming...). They have to be taken into account during the sizing process
to avoid non-compliant designs. Besides, a mechatronic system is defined by a physical or power
architecture where various components are interfaced. Therefore, their design must consider the
potential interactions and couplings between the components. These coupling can become more
complex because components come from several domains such as electronic (power control unit),
electrical (electrical motor) and mechanical (ball screw, spur gear, rod ends, housing and thrust
bearings) domains and therefore solicit different engineering teams (power electronics, machine
design, mechanical design...). Furthermore, the physical laws that govern the components behaviour
belong to different physical disciplines like electromagnetics (electromagnetic torque, iron losses...) ,
electricity (Joule losses), structural mechanics (vibrations) or heat transfer (component temperatures)
for instance. In some applications different physics are coupled like between fluid dynamics and
structural mechanics (wind turbine blade design) or electromagnetics and heat transfer (electrical
machine design). Additionally, time constants and geometric elements of the different physics show
a large panel of scales (size: micro-controller chip vs actuator housing or time constant: power
electronics switching period vs actuator thermal time constant).

Thus, mechatronic system are complex multi-domain, multi-physical and multiscale systems
composed of numerous interdependent components. The sizing process of such system has to be
accomplished with a systemic approach in order to partition the sizing problem into lighter, more
manageable sizing tasks. Regarding the previous complexities, a solution for implementing a systemic
approach is to partition system sizing into two layers of knowledge: a system layer and a component
layer. The following sub-parts aim to outline the different knowledge used in each layer and how to
coordinate them for generating sizing scenarios.

4.2.2 Component Design Drivers

The knowledge used to size components at a preliminary design stage is generally their main design
drivers. Component design drivers define the selection parameters (e.g. reducer reduction ratio, motor
diameter) and the technological limits of a given component (e.g. tooth bending stress, winding
hot spot temperature). If these design drivers are neglected or non-accurately quantified during the
sizing process of the equipment, then risks that problems occur during subsequent design steps are
increased such as tooth rupture or motor winding short-circuit. For evaluating selection parameters
and technological limits, physical characteristics have to be evaluated. To estimate these needed
characteristics, a set of multidisciplinary and multi-scale models is necessary obtain through different
modelling techniques. For instance, distributed parameters models are used for local level such as
Finite Element Method (FEM) for motor electromagnetic torque and Computational Fluid Dynamics
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(CFD) to compute aerodynamic loads on the nozzle. They also enable to characterize complex phe-
nomena such as mechanical contact stress or 3D heat exchanges at local level considering components
geometry. In this case study, the main component design drivers considered are motor maximum
speed and electromagnetic torque, mechanical components max force and housing resonance stress.

4.2.3 System Design Drivers

System design drivers are generally operational modes (take-off, cruise), performances (bandwidth,
maximum static load) and integration criteria (maximum length) that the system must accomplish
or respect. These sizing criteria depend strongly on the environment, interfaces with other systems
(attachments stiffness) and the interaction between components (heat transfer). They can be evaluated
using numerical methods through modelling and simulation. Different types of models are available for
representing the knowledge of the system layer like lumped parameters models such as 0-Dimension
(0D), 1-Dimension (1D), Ordinary Differential Equation (ODE), Algebraic Differential Equation
(ADE) and state machine for instance. For example, the maximum torque that the actuation shall
deliver can be computed by simulating and analyzing the mission profile. Effect of component
characteristics (motor inertia) on the system dynamic behaviour (maximum torque) and the coupling
between components can then be quantified (torque/speed). For instance, it can be necessary to
model and simulate the power consumption of electro-mechanical actuators with direct and inverse
efficiencies of the mechanical transmission to avoid over-sizing the required torque or penalizing
the thermal performances. In this case study, the main system design driver considered is actuator
maximum acceleration and speed.

A System Breakdown Structure (Figure 4.3) combined with an influence diagram [60] principle is
achieved in order to outline the system architecture and design drivers using the Graphviz library [67].
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Thrust bearing Roller screw
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Max Torque Max Speed

Max Force
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Max Acceleration

Fig. 4.3 System Breakdown Structure of electro-mechanical actuators with component design drivers
(oval), system design drivers (octagone)
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4.2.4 Sizing Scenarios

In order to achieve a sizing and design using a systemic approach it is necessary to consider simulta-
neously component layer and system layer knowledge. It is possible for this purpose to establish what
is referred to in this thesis as sizing scenarios. A sizing scenario represents a behaviour of the system
that has an impact on one or more of the design drivers. Considering the thrust vector control example,
the dynamic displacement of the actuator mission profile has an effect on maximum acceleration,
speed and torque that the actuator shall perform. Sizing scenarios have to be modelled in order to
evaluate design drivers of the system and its components with respect to parameters. Parameters can
be design input variables (reduction ratio...), fixed parameters (security factors...) or computed by
estimation models (motor inertia...) and/or other sizing scenarios.

An example of sizing scenario is the winding temperature of a motor which is a technological
limit. It can be evaluated considering the motor thermal resistances (component layer) and the current
flowing through the winding (system layer). Besides, an example of a system sizing scenario is the
stability criteria of an actuator for instance. It can be evaluated considering the different masses and
stiffness inside the system (component layer) and how the mechanical power flows through the system
(system layer). The system sizing model corresponds to an assembly of all sizing scenario models
and the upstream models for parameter computation and is discussed later parts of this chapter.

Figure 4.4 represents a breakdown of the thrust vector control actuation system where sizing
scenarios are included. The sizing scenarios considered for this case study are dynamic displacement,
maximum static displacement and vibrations.
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Thrust bearing Roller screw
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Max TorqueMax Speed

Max Force

Resonance

Max Acceleration
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Vibrations

Fig. 4.4 System Breakdown Structure of electro-mechanical actuators with component design drivers
(oval), system design drivers (octagone) and sizing scenarios (hexagone)
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This representation provides a convenient and synthetic view of system architecture, design drivers
and sizing scenarios. This way modelling needs linked to the sizing scenarios can be discussed and
organized for the rest of the development process and future developments.

Therefore, this first step enables to outline the design considerations and the associated modelling
needs by interactive knowledge and expertise exchanges of stakeholders. The next step is to determine
what modelling techniques are relevant to represent this knowledge.

4.3 Elementary Computational Model Generation

As seen in the state of the art of engineering design approaches, mechatronic sizing knowledge is
available in different forms, modelled and analyzed using different engineering specialization legacy
tools. Additionally, as mentioned in previous parts, emphasis is placed on computational cost to
enable rapid decision making during the sizing process.

The challenge of sizing knowledge composition is therefore to enable heterogeneous knowledge to
be assembled and computed in an computationally efficient manner. This is why the sizing knowledge
is decomposed into a system layer and a component layer that are supported by respective model
types and analysis tools as illustrated in figure 4.5.
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Fig. 4.5 System layer and component layer knowledge and associated models (adapted from [195])

In this methodology, it is chosen to use algebraic modelling to enable rapid analysis and increase
reusability. Thanks to surrogate modelling and other substitution techniques, algebraic models can be
used to represent both layers. In addition, it enables rapid optimization by having access to symbolic
derivatives for gradient-based optimization. We present here different methods for obtaining algebraic
sizing models in an engineering design context.
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4.3.1 Analytic Analysis Functions

Analytic analysis functions or equations are obtained by derivation of the laws of physics and in
some cases generated using experimental results. For the present case study several analytic analysis
functions are used. The attachment positions of the actuator are considered as design variables. It
is possible to utilize two parameters d1 and d2 to define and tune the electro-mechanical actuator
positioning as shown in Figure 4.6.

Fig. 4.6 Actuator attachments positioning and parametrization

The first analytic functions compute the equivalent lever arm and the actuator length. The link
between the torque T on the nozzle and the force F of the actuator can be computed with the following
cross product:

T⃗ = O⃗M× F⃗ = O⃗M× N⃗M∣∣∣N⃗M
∣∣∣ ·F (4.1)

Hence, the equivalent lever arm can be computed with the following equation:

Larm =

∣∣∣∣∣∣O⃗M× N⃗M∣∣∣N⃗M
∣∣∣
∣∣∣∣∣∣ (4.2)

and the torque is computed with the simple equation:

T = Larm.F (4.3)

We obtain Equations 4.4 for the actuator length Lact and 4.5 for the lever arm Larm using symbolic
computation.

Lact =
(
(0.2248 ·d1 −0.3757)2 +(−0.9744 ·d1 +d2 −1.172)2

)0.5
(4.4)
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Larm = ((−(−0.9744d1 −1.372) · (0.2248 ·d1 −0.3757) · ((0.2248 ·d1 −0.3757)2+

(−0.9744 ·d1 +d2 −1.172)2)−0.5 +(0.2248 ·d1 +0.9823) · ((0.2248 ·d1 −0.3757)2+

(−0.9744 ·d1 +d2 −1.172)2)−0.5 · (−0.9744 ·d1 +d2 −1.172))2)0.5

(4.5)

The actuator stroke Sact is computed with respect to the nozzle stroke Θnoz and the lever arm:

Sact = Θnoz ·Larm (4.6)

Similarly, we express maximum actuator speed Vmaxact = Ωmaxnoz ·Larm and max load Fmaxact =
Tdynnoz
Larm

where Ωmaxnoz is the maximum speed of the nozzle and Tdynnoz its dynamic torque.

4.3.2 Algebraic Analysis Functions Based on Reference Components Data

A more empirical approach to obtain algebraic analysis functions is to use data based on existing
design. This approach is widely used in gear design to assess design factors (pitting, geometric...)
based on existing successful designs [66]. Here, two of these approaches are considered in order to
build algebraic analysis functions for component parameters estimation models: scaling laws and data
regression of catalogue datasheets.

Industrial catalogues of several mechatronic devices are available online. These are used to select
the proper device to be integrated in the system under development. The datasheets available can also
be used to build models that predict the component performances (torque, speed...) with respect to
integration parameter (diameter, length, mass...) or the other way round (integration parameter w.r.t
performances) [27].

The tremendous advantage of both approaches is that they enable to use detailed design knowledge
using data from off the shelf components with very simple mathematical expressions.

Figure 4.7 gives some datasheets of Parker’s brushless motors [98] which are used for this case
study.

Fig. 4.7 Parvex Brushless motors parameters (Parker)

The principles of scaling laws were outlined in Chapter 2. Here, we outlined the process to obtain
the diameter of the motor with respect to nominal torque. The scaling law establishment supposes that
the design of the electrical motor is achieved for constant maximum winding temperature as in [29].



96 Knowledge-Based Multidisciplinary Sizing and Optimization of Mechatronic Systems

The thermal resistance of an electrical motor Rth is a function of its exchange surface S and the
convective and radiation heat exchange coefficient h:

Rth =
1

hS
(4.7)

Hence, for a constant heat exchange coefficient and geometric similarity:

R∗
th = l∗−2 (4.8)

Where l is a dimension of the motor.
The electrical losses at low speeds at mainly the Joule losses in the windings:

PJ = RI2 =
∫

ρJ2dV (4.9)

Where R is the equivalent electrical resistance of the motor, I the equivalent current, ρ the volumic
mass of the windings total volume V and J the current surface density inside the windings. ρ is
assumed constant as the same winding material are used. Hence,

P∗
J = J∗2l∗3 (4.10)

The maximum temperature of windings at continuous torque can then be expressed:

θ
∗ = P∗

J R∗
th = J∗2l∗ (4.11)

Since the maximum temperature shall remain the same, θ ∗ = 1. Hence,

J∗ = l∗−
1
2 (4.12)

The continuous torque can then be obtained by integrating the Laplace force:

T ∗
nom = J∗B∗l∗4 (4.13)

The magnetic field inside the air gap is constant, thus B∗ = 1. Hence,

T ∗
nom = l3.5 (4.14)

Therefore, the diameter of the motor can be estimated with respect to its continuous torque and a
reference motor design:

D = Dre f ·
(

Tnom

Tnomre f

) 1
3.5

(4.15)

The second approach based on reference components data is to use a linear regression approach.
From the data of Figure 4.7, the log function is performed to pass in log scale to transform a non-linear
problem (power law) into a linear problem. A simple linear regression is then performed on the
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data (diameter [mm] with respect to nominal torque [N.m]). The result of the linear regression is
transposed back ro real scale which leads to Equation 4.16.

D = 66T 0.33
nom (4.16)

Figure 4.8 illustrates the result of both approaches for nominal torque inside the construction
domain.
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Fig. 4.8 Diameter vs Nominal Torque / Scaling law vs Linear regression

The same process will be achieved in the last chapter but assuming that the motor is sized for
constant magnetic saturation because the electrical thrust reverser actuation system is very short
and the thermal response is not a dominant criteria. Figure 4.8 outlines that the linear regression is
more accurate that the scaling law. Accuracy can be furthermore increased by using more powerful
regression methods like kriging [75]. Nevertheless, scaling laws have coefficients based on physical
laws and require only one reference component which makes them more generic. However, like
in many engineering design situations it is a compromise between accuracy and elaboration time.
Scaling laws are more generic where as the linear regression has to be preferably performed for each
new component data sets. The scaling law of Equation 4.15 is used for the thrust vector control case
study.

In addition, data regression methods require to have "clean" data sets. For example, the datasheets
of SKF thrust bearings show a relatively chaotic data set when plotting bearing diameter with respect
to static axial load limit as shown in Figure 4.9.

This disparity is due to the fact that some bearings are designed more to handle radial load that
axial loads. Performing directly a regression on this data set to obtain an estimation of the bearing
diameter with respect to the axial load would be inaccurate. Hence, data filtering is necessary in order
to prepare it for regression. Here, it is proposed to keep only the components representative of the
problem considered. For this purpose, Pareto filtering is used where only dominant components are
kept. A component dominates another if the first is not inferior to the second in all selected objectives.
Here the objective is small diameter and high maximum static force. The Pareto filtering leads to a
smaller and cleaner dataset given in Figure 4.10.
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Fig. 4.9 Raw bearing data
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Fig. 4.10 Pareto filtering of bearing data
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It is straightforward to see that after this filtering the data set containing the dominating design
alternatives is more adapted for building an algebraic model using linear data regression. Therefore,
model generation based on catalogue datasheets requires often some manipulation of the data set and
thus more work effort.

4.3.3 Algebraic Analysis Functions Based on Finite Element Method Simulations
Data

It is possible to determine algebraic analysis functions based on simulations data using surrogate
modelling techniques. Here, we outline a surrogate modelling of Finite Element Method simulations
methodology developed by Sanchez in his PhD thesis [207]. The methodology is applied here for the
mechanical design of the actuator housing.

An actuator housing is subject to two categories of loads: mechanical stresses induced by the
power transmission to the load (static) and the stress induced by vibrations (high frequency) [110]:

• Static load sizing generated by:

– Tensile/compressive/buckling forces that are transmitted through the rod to the nut and
the screw, then to the thrust bearing and finally to the housing. The high number of cycles
generally requires the fatigue limits of materials to be taken into account

– Shearing and bending stresses that are due to the masses of components and friction
torques in spherical bearings or anchorage points

– Torsion stresses induced by friction and reaction torques of motor / reducers / nut screw

• Dynamic stress sizing generated by:

– Transverse vibrations due to the vibratory environment which can generate important
mechanical bending stresses

– Transient rotational, longitudinal and transverse loads (e.g. at end-stops)

The path of the various static or dynamic loads is represented for a generic actuator as shown in
Figure 4.11.

In this part, we will focus on developing a model for a vibratory criterion. DO-160 document
defines a set of test environments and test procedures for aircraft equipment [191]. Typical vibration
tests are between 5 Hz and 2 kHz. The VEGA launcher thrust vector control electro-mechanical
actuator has been specified and designed to sustain 22.5 g up to 200 Hz and 10 g between 200 and 2
kHz [84, 237]. Here, it is assumed that the design shall sustain a vibratory perturbation of 20 g from 5
Hz to 2 kHz. Therefore, a surrogate model that estimates the mechanical stress induced by vibrations
is performed in order to achieve the preliminary sizing of the housing.

A Finite Element Method (FEM) modal and stress analysis is achieved using the COMSOL
Multi-physics software [44]. The vibratory loading problem is analyzed using the following simplified
geometry (Figure 4.12):
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Fig. 4.11 Actuator attachments positioning and parametrization

• Two hollow cylinders for representing the housing

• One full cylinder to represent the ball screw nut

Some modelling assumptions are made:

• The effect of the screw mass at the nut level is neglected

• The mechanical links between different parts of the housing are perfect

The FEM modal and stress analysis is achieved to obtain:

• The resonance frequency fr or the resonance angular frequency ωr

• The maximum displacement U0 of the modal form

• The corresponding maximum stress σ0 (located on the smallest diameter hollow cylinder)

The maximum stress σ is assumed to be linear with respect to the maximum displacement U :

σ = kσ ·U (4.17)

Where kσ = σ0
U0

, σ0 and U0 are respectively the stress and the displacement for the first bending mode
of a given housing design.

The parametrization of the problem is given in Figure 4.12.
The maximum displacement at resonance angular frequency can be approximated by the following

relationship:

U =
F

Ceq.ωr
=

Qm.kacc.Meq.a
Keq

=
kacc.Qm.a

ω2
r

(4.18)

Where a is the vibratory sinusoidal acceleration and Qm the mechanical quality factor (Q factor),
Meq the equivalent mass where kinetic energy is stored, Ceq and Keq are respectively the equivalent
damping and stiffness of the housing.

The equivalent force F of acceleration effect can be evaluated thanks to equivalent work:

F ·U =
∫∫∫

V
u(x, t)a(t)ρ dv (4.19)
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Fig. 4.12 Parametrization of the FEM analysis of the housing

Thus,
F(t) = Macc.a(t) (4.20)

Where Macc =
∫∫∫

V u(x,t)ρ dv
U .

The mass subject to the acceleration (Macc) is not that as the one expressing the kinetic energy
(Meq):

Meq =

∫∫∫
V u(x, t)2a(t)

U2 (4.21)

In Equation 4.18: kacc =
Macc
Meq

Now that the modelling problem has been parameterized, a dimensional analysis is achieved. The
utilization of Buckingham theorem and dimensional analysis enables to reduce to number of variables
that define the physical problem [26].

In the case of the housing design, the link between stress and displacement is function of:

σ

U
= kσ = f (E,drs,La,e1,e2,Lrs) (4.22)

Where E is the Young modulus of the material, drs the nut diameter, La the length of the housing at
full stroke, e1 and e2 the hollow cylinders thicknesses and Lrs the nut length. Which can be rewritten
with the following dimensionless numbers:

πσU =
σ .d
U.E

= f
(

La

drs
,

e1

drs
,

e2

drs
,
Lrs

drs

)
(4.23)

For the angular pulsation:
ωr = g(E,ρ,drs,La,e1,e2,Lrs) (4.24)

Where ρ is the volumic mass of the material. Which can be rewritten with the following dimensionless
numbers:

πωr = ωr ·
√

ρ/E ·drs = g
(

La

drs
,

e1

drs
,

e2

drs
,
Lrs

drs

)
(4.25)
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The mechanical stress generated at the resonance frequency under a vibratory load is obtained
using Equation 4.23 and Equation 4.25:

σ = kσ .U = kσ .
Qm.a
ω2

r
=

E ·Qm ·a.d2
rs ·ρ

drs ·E
f
(

La
drs
, e1

drs
, e2

drs
, Lrs

drs

)
g
(

La
drs
, e1

drs
, e2

drs
, Lrs

drs

)2 (4.26)

Hence,

π0 =
σ

Qmadρ
= h

(
La

drs
,

e1

drs
,

e2

drs
,
Lrs

drs

)
(4.27)

The expression of the stress is thus a function of four aspect ratios. The aspect ratio Lrs
drs

is assumed
constant because of geometric similarity of ball screw components. The objective now is to determine
the function h using simulation results and data regression.

To generate the data a design of experiment (DOE) using the Latin Hypercube Sampling (LHS)
method is achieved for the four variables involved drs, e1, e2 and La. FEM simulations are executed
for each sample of the DoE and the variable of interest π0 is retrieved from the simulations results.

The variable of interest can be approximated here with a linear regression (Response Surface
Model or RSM) with a development taken into account order 1 (main effect), interactions and order 2
effects which would give the following form:

π0 = a0 +∑aiπi +∑ai jπiπ j +∑aiiπ
2
i (4.28)

A log transformation is performed on variables which provides the form:

log(π0) = a0 +∑ailog(πi)+∑ai jlog(πi) log(π j)+∑aiilog(πi)
2 (4.29)

which can be rewritten as:

π0 = 10a0
n

∏
i=1

π

ai+aiilog(πi)+
n
∑

j=i+1
ai jlog(π j)

i (4.30)

This variable power law form enables to deal with large variation range of dependant and
independent variables outside the construction domain [209, 207].
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Figure 4.13 shows the prediction test results using the π0 surrogate model. The input data set for
testing is split with regard to the training data set to avoid over-fitting [116].
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Fig. 4.13 π0 surrogate model validation

4.3.4 Algebraic Analysis Functions Based on Time Domain Simulations Data

Similarly to surrogates models of Finite Element Methods simulations, surrogate models can be used
for lumped parameter time domains simulations. The surrogate modelling requires a DOE that is used
to drive the simulations. To increase the speed of the DOE driven simulation, Functional Mock-up
Units [219] are used. They are fifteen times faster that using a Dymola dymosim in some examples.
Then simulation can be fitted using data regression techniques like response surface model or kriging
[239]. This way a low computational cost and manipulable model can be generated. In the case of the
Thrust Vector Control electro-mechanical actuator, this method can be used to assess the maximum
load generated by the shock that occurs at firing [35, 84]. Without a lumped parameter model this
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would be intricate as they are several stiffness in the system and that a force feedback that acts as an
artificial damping is used. An example of utilization of this technique is presented for the Electrical
Thrust Reverser Actuation System example in chapter 6.

4.4 Decomposition and Coordination of the Sizing Code

From now on, the steps of the methodology are supported by a framework called BOA (Bind
your models, Optimize your system, Accelerate your design). The systemic approach previously
presented has influenced the architecture of the framework. It does not enable the generation of
algebraic analysis functions with the different outlined methods. However, it enables to implement
any type of algebraic analysis functions once they are generated outside the framework. Then a
global process permits the generation of a whole system model using these elementary functions and
perform design optimization and design space exploration on it. This framework was developed using
Python programming language. The computational core relies on key scientific computing packages
like Scipy, Numpy, Sympy, NetworkX, pyDOE and OpenMDAO. The following steps outline the
features and philosophy of this sizing framework. The user interface was implemented using PyQt5.
Decomposition and coordination steps provide efficient methods for managing engineering design
knowledge and elementary models to build a total system model.

4.4.1 Decomposition

The wide spectrum of engineering design knowledge has been previously outlined. This part proposes
an approach to decompose this knowledge to provide collaboration, reusability, capitalization and
rapid implementation of system model.

By engineering specialization

Two levels of knowledge are considered: component level and system level. The component level is
considered to be a level where elementary algebraic functions are assembled into reasonably complex
groups and use acausal modelling. This way these groups of models are more manageable and more
reusable as users deal with a limited number of elements [167]. The groups are then saved in a model
library dedicated to component level.

In the framework the component level corresponds to the Block Generation tab as shown in Figure
4.14. A group, also referred to as "block", has a simple documentation which can contain a reference
to a document and that is attached to the block throughout the process.

When an algebraic analysis function is added, parameters are automatically identified using
Sympy [224] and added to the parameters. These blocks can then be sent to the system level in a
causal form.

The system level modelling is where the component level blocks are assembled to form the total
system model. The previous features are also available except acausal modelling. In the framework the
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Model library Algebraic analysis functions

Block (Group) parameters

Block (Group)

Tab

Documentation

Fig. 4.14 Block Generation tab for component level modelling

component level corresponds to the Sizing Procedure tab. The assembly is achieved using graphical
links that defines how the parameters of two blocks are connected as illustrated in Figure 4.15.

By Analysis Function and Parameter Type

Analysis functions are all algebraic but they can be typed by the user in order to better define the
sizing problem and enhance coordination. They can be typed as:

• Estimation: Used for component parameter estimation models (e.g motor inertia)

• Scenario: Used for sizing scenario models (e.g motor speed required)

• Constraint: Used for constraints (algebraic inequality) (e.g motor maximum speed)

• Consistency: Used for consistency constraints (multidisciplinary couplings) during system anal-
ysis, optimization and Design of Experiments (e.g dynamic torque + torque due to aerodynamic
loads)

During the implementation of the models emphasis is placed on extracting relevant knowledge
of engineering specialization experts and system architects. Thus, additional information can be
provided for parameters. The user can define a default value especially for constant (fixed) parameters.
Units can also be defined and a commentary can be added to give further information concerning
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Link editor

Block (Group)

Tab

Link

Fig. 4.15 Sizing Procedure tab for system level modelling

the parameter. Finally, the engineering specialization expert can give a value of uncertainty on a
parameter.

Figure 4.16 shows how these features are implemented in the framework.

Analysis
function

type

Default 
value

Unit

Uncertainity

Commentary

Fig. 4.16 Decomposition of engineering design knowledge
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Sub-systems Handling

Some systems can become very complex and the system sizing model can as well. To deal with
system sizing model complexity it is possible to build sub-system sizing models to reduce the number
of elements of the model. The Dymola [226] and OpenModelica software encourage users to build a
sub-system as soon as the system elements do not fit in the default grid. It has been proven that the
mean number of elements the brain can handle is seven [167]. Hence, the framework offers in the
Sizing Procedure environment the possibility to build sub-systems by merging blocks together. The
difficulty here is to define what are the variables of the sub-system available at the higher level. For
that an hierarchical decomposition used in system engineering approaches is implemented. Before
merging to blocks the user has to define a requirement block which contains the inputs variables of the
sub-system and an output block which contains the output variables of the sub-system. This enables to
avoid risky manipulations that can generate singularities in the sub-system model. If the sub-system
has to be changed the user can ask the author of the sub-system model to achieve a modification.
The concept of sub-system where all mechanical transmission models (thrust bearing, ball screw and
rod-end) are merged into one common model is illustrated in Figure 4.17.

Requirements
block

Merge
button

Outputs
block

Fig. 4.17 sub-system generation through hierarchical decomposition

The decomposition of the sizing problem has been outlined in this part. The other challenge of
the sizing problem definition is the coordination of the models.

4.4.2 Coordination

The decomposition enables to partition a large sizing problem into elementary acausal models more
manageable and more reusable models. This increase the complexity of the coordination task for the
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design engineer. A set of methods are then needed to enable to perform coordination in a intuitive
manner.

Chapter 3 outlined typical issues that occur when defining a system model. These singularities
are due to over-constrained or under-constrained situations or the presence of algebraic loops in the
system model.

Solution at Component Level

To provide the acausal modelling features of blocks from the Block Generation environment param-
eters have to be typed to define how they can be manipulated. Here is the list of parameter types
implemented:

• Input: The parameter is an input variable of the block which is needed outside the block, and
thus can be connected to an output variable of another block (e.g required actuator speed,
maximum aerodynamic load...)

• Fixed: The parameter is a constant parameter with a value defined in the block (e.g reference
motor inertia...)

• Guess: The parameter is a variable computed with respect to an analysis function which is not
available outside the block (e.g motor inertia...)

• Output: The parameter is a variable computed with respect to an analysis function which is
available outside the block, and thus can be connected to an input variable of another block (e.g
motor mass...)

• Consistency: The parameter is a design variable used for multidisciplinary coupling consistency
during system analysis, optimization and Design of Experiments (e.g over-sizing factor...)

The user can choose different parameter type configurations to meet the engineering design needs.
The graph-based process presented in Chapter 3 is implemented in the framework. It can be applied
to detect singularities and solve algebraic loops at component level. It then re-orient and re-order
the equations to meet the parameter type configurations that fulfils the needs of the user (if possible).
The bipartite graph is connected to the system of equations which enables to help the user to solve
singularity issues by highlighting the algebraic analysis functions and parameters involved as shown
in Figure 4.18.

Once the acausal blocks meet the inputs and outputs needs and that they do not contain any
singularity issues they can be processed as causal blocks to the Sizing Procedure environment.

Solution at System Level

The Sizing Procedure environment enables to build the system model. It is where the causal block are
assembled to form a complete model. The main coordination issue at this level is the introduction of
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Bipartite 
Graph

Parameter
type

Fig. 4.18 Component level coordination using graph-based methods

system level multidisciplinary couplings because other singularities have been solved at component
level. To enable efficient coordination during the sizing procedure definition the N2 diagram formalism
is used [122]. The system model and optimization problem formulation can be achieved by creating
and connecting different kind of blocks:

• Causal block: They are blocks that contain the algebraic analysis functions i.e equations and
inequalities (e.g motor sizing model). They come from the Block Generation environment but
can also be created and modified in the Sizing Procedure environment.

• Input block: They are blocks that contain only fixed parameters that can be connected to inputs
of other blocks (e.g system specifications).

• Output block: They are blocks that contain variables of a sub-system that can be connected to
inputs of other blocks.

• Design variable block: They are blocks that contain design variable parameters. They have
additional fields when compared to other parameter: initial value, minimum value and maximum
value (e.g reduction ratio).

• Constraint block: It is a block that contains only inequalities and can only receive incoming
information. (e.g motor speed)

• Objective block: It is a block that contains the parameter that corresponds to the objective
function (e.g total mass of the actuator). It has to be connected to the interest variable of another
block.
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Figure 4.19 gives the sizing procedure for the thrust vector control actuator using the BOA
framework.

Design variable 
block

Input 
block

Objective 
block

Causal
block

Fig. 4.19 Sizing procedure of thrust vector control actuator

The N2 diagram enables to detect rapidly the system level multidisciplinary couplings and
visualize the dependence between blocks. In addition, the user can modify the parameter type to
fit his design needs. The modified block can be sent back to the Block Generation environment to
check if singularities have been generated by the modifications. The framework enables only single
objective optimization, thus only a single objective block must be implemented. The sizing procedure
that correspond to the assembly of all the block defining the sizing optimization problem can be saved
into a sizing project. This enhance knowledge capitalization and reusability during the sizing process.

The sizing and optimization model has been built to enable efficient system analysis. Indeed, the
model are low computational cost (algebraic) and singularity problems have been solved using the
singularity analysis tool described in Section 3.5.2. This enables to avoid costly solver calls during
system analysis. Furthermore, algebraic analysis function are expressed explicitly and are ordered as
an optimal computational sequence. At the end of this step the sizing optimization problem is defined
and can now be sent to the Design Optimization environment.

4.5 Design Optimization and Exploration

The Design tab proposes a computational core and user interface well suited for rapid sizing opti-
mization and decision making. Finally, Exploration tab provides methods and visualization tools for
design space exploration. The computational core is implemented using the openMDAO open-source
framework developed by NASA [89].
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4.5.1 Analysis and Optimization of the System Sizing Model

This part of the framework enables to achieve design analysis as well as design optimization. Choices
have been made on the methods used to fit best the main objective of the framework rapid sizing and
decision making.

Normalized Variable Hybrid Formulation

The generated sizing and optimization model of the thrust vector control is outlined in Figure 4.20
using the XDSM formalism [136]. All the models used can be found in Appendix A.

In the BOA framework, the MultiDisciplinary Feasible formulation (MDF) is not implemented.
The user can build any monolithic formulation that does not include a multidisciplinary analysis
solver (Individual Discipline Feasible, All At Once, Hybrid ...). However, the Normalized Variable
Hybrid formulation (Chapter 3) is prioritized and automatized due to its robustness to scale changes
in typical sizing problems. The multidisciplinary coupling of the case study is between the motor
electromagnetic torque analysis function (Equation 4.32) and (Equation 4.33) the motor inertia
analysis function that both need/compute the electromagnetic torque Tem and motor inertia Jmot .

Tem = Fmaxact

pbs

Nredηmech
+ JmotαnozLarm

Nred

pbs
(4.32)

Where Fmaxact is the maximum load applied to the actuator, pbs the ball screw pitch, Nred the spur
gear reduction ratio, ηmech the mechanical transmission efficiency, Jmot the motor inertia, αnoz the
maximum angular acceleration of the nozzle and Larm the lever arm length.

Jmot = Jmotre f

(
Tem

Temre f

) 5
3.5

(4.33)

Where Jmotre f and Temre f are respectively the inertia and the nominal electromagnetic torque of the
reference motor used by the scaling law.

The Normalized Variable Hybrid is implemented using a normalized variable kos which corre-
sponds to an over-sizing factor of the electromagnetic torque in Equation 4.34 and removing the motor
inertia Jmot following the method described in Chapter 3.

Tem = kosFmaxact

pbs

Nredηmech
(4.34)

An additional consistency constraint (Equation 4.35) is used to check that the previously chosen
electromagnetic torque is sufficient for the inertial torque and the load.

Tem ≥ Fmaxact

pbs

Nredηmech
+ JmotαnozLarm

Nred

pbs
(4.35)
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Gradient-Based Optimization with Analytic Derivatives

Two optimization algorithms are implemented. A local gradient-based optimizer SLSQP enables rapid
optimization (seconds to minutes). A global genetic optimizer NSGAII enables a global search but
with higher computation times (minutes to tens of minutes). The framework has a multi-start feature
which can be combined with the SLSQP local optimizer to enhance chances of finding the global
optimum when facing multimodal problems. The use of the gradient-based optimizer is preferable
since it has the smallest computational cost and enables the optimization of large design spaces
intrinsic to conceptual and preliminary sizing.

For system model elements, symbolic differentiation is used for computing derivatives thanks
to the Sympy package [224]. The system model total derivatives are computed using the Unified
Derivatives Equations implemented in openMDAO [157, 113].

Parametrization and Visualization

The parametrization and visualization is achieved using a format similar to spreadsheets. The
spreadsheet is decomposed in several parts:

• Inputs: This part corresponds to the parameters defined in the input blocks of the Sizing
Procedure environment. They can be modified by the user.

• Design variables: This part corresponds to the parameters of the design variables blocks. The
user can modify their initial value, minimum value and maximum value. Once an optimization
or analysis is performed the constraints can be highlighted using different colors: green for
feasible, orange for boundary and red for unfeasible (failed optimization). This way the designer
can identify constraining requirements and component technologies.

• Constraints: This part corresponds to the parameters of the constraints defined in the causal
blocks. The user has to go back to Sizing Procedure to modify them. This choice was made
to avoid too easy changes of engineering specialization knowledge by high-level users and
thus efficient but incorrect design solutions. Similarly to design variables, constraints can be
highlighted using colors with respect to their value regarding the bounds.

• Objective: This part contains the parameter of the objective block. It enables to rapidly visualize
the analysis of optimization results.

• System model parameters: This part corresponds to all the causal blocks and their respective
parameters. They are easily foldable this way the designer can easily browse through all the
variables and parameters that characterize the system model.

These implementation choices are shown in Figure 4.21.
A normalization process is achieved on both design variables and constraints as their scale can be

high (Mechanical stress, motor winding current density...) and some small (housing thickness, motor
yoke thickness...) when operating with International System of Units.
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System 
model 

parameters

Tab

Fig. 4.21 environment of the framework

4.5.2 Design Space Exploration of the System Sizing Model

Mechatronic system preliminary sizing allows large design space and design alternatives as well
as in some cases unusual form factors. It is very interesting during engineering design to provide
optimization and exploration capabilities. Some design engineers might prefer design space explo-
ration instead of optimization because they have a better hand on the design alternatives. Furthermore,
design space visualization tools are very interesting for decision making [223]. Effect of changes of
requirements on performances can be investigated as well as effects of technology alternatives.

Design of Experiments of Multidisciplinary Systems

Running a Design of Experiments (DOE) of multidisciplinary systems is an intricate task. The Design
of Experiments is greatly dependant of the system analysis effectiveness. Chapter 3 outlined that for
some monolithic formulations except MDF, system analysis requires a sub-optimization problem to be
implemented even though it is for Design of Experiments purposes. Ignoring this leads to inconsistent
system analysis and therefore most of the Design of Experiments result in unfeasible solution as
consistency is one of the feasibility conditions in multidisciplinary analysis and optimization [7].

It is chosen to use only the Normalized Variable Hybrid formulation due to its significant robust-
ness which is even more put to the test during large design space exploration. This requires to type the
consistency design variables and constraints during parameter definition in the Block Generation and
Sizing Procedure formulation. This way the sub-optimization problem is defined and multidisciplinary
couplings are solved by the optimizers.
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The sampling method used is a Latin Hypercube Sampling (LHS) with normal distribution [114].
The formulation of the Design of Experiments problem for the case study is illustrated in Figure 4.22.
The variables (factors) of the DOE are e1,e2,d1,d2 and Nred . The consistency design variable is kos

and the consistency constraint given in Equation 4.35.
A post treatment in necessary to check that the optimization was successful. This is achieved by

checking that the optimization result is feasible by inspecting the multidisciplinary couplings values.
The remaining design alternatives are therefore all consistent.

Design Space Visualization

Once the Design of Experiments task is achieved the results corresponding to the entire design
alternatives can be analyzed. As often the number of samples is high for design space exploration, the
challenge is to analyze a large number of design alternatives which include a large number of system
parameters. The state of the art of engineering design approaches outlined in Chapter 2 has proposed
different visualization charts used in engineering design. As the number of system parameters is large,
we chose to implement the parallel coordinates plot as shown in Figure 4.23.

The Exploration environment provides the possibility to filter the large number of parameters
and brush the large number of samples by acting on parameter bounds. The filtering is achieved by
selecting the parameters in the list of system parameters. The brushing can be achieved either directly
on the parallel coordinates plot or by entering the parameter bounds directly in the corresponding
cells.

The framework also gives the possibility to export the exploration results before or after brushing.
The export can be done in ’.txt’ with tab separators or ’.csv’ with coma separators. This way the
results can be analyzed in other tools like Trade Space Visualizer [223] which offers more features
that the BOA framework.

4.5.3 Design and Exploration Models Exportation and Co-Simulation

Both Design environment and Exploration environment models can be saved as respectively a design
project or an exploration project in a dedicated model library. This provide the possibility to capitalize
knowledge and increase reusability of sizing tasks. The saving of these models is made using
serialization. As the framework is entirely running under python, the choice made was to used Python
Object Serialization using dill package [62]. Not only this feature enables to save/open projects it
provides the possibility to run the design project or the exploration project in an external python
program. Compiling projects as executables or as a C program resulted in respectively large files as
all the necessary libraries were also compiled and a significant amount of programming skills to wrap
some python code into C or Cython. Safavi used Windows COM (Component Object Model) objects
for interfacing analysis tools but this limits the usage to Windows operating systems [205]. For these
reasons, Python Object Serialization was preferred even if the python environment that will run the
project model will have to install the package dependencies of the framework necessary to run them.
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brushing

Parallel coordinates plot

Fig. 4.23 Exploration environment of the framework

Models exported from the framework can be executed either to perform an analysis, an optimiza-
tion or a DOE. This provides significant insights for engineering design activities. It enables to use a
complex sizing model that assembles different engineering specializations into a system sizing code
by exploiting scientific methods through a process. This low computational cost sizing code can be
used as a sub-system sizing code in a larger sizing problem. In the case study for instance, the actuator
sizing code, provided by the supplier, can be used by the system integrator during nozzle design and
integration where anchorage positioning could have been a design variable. This can be achieved
in co-simulation environments like ModelCenter [148] or iSight [235] that enable the integration of
python scripts in global computational workflows.

In the scope of this thesis, the export and simulation of these sizing codes have been used to
run analysis and optimization for different purposes. They have been used to run some DOE on top
of optimization to build response surface models that represented the optimization model results.
Furthermore, they have been used inside larger optimization problems that included more complex
model handling like Functional Mock-up Units (FMU). One example was the sizing optimization of
an aileron linear electro-mechanical actuator subject to thermal response over an entire flight profile
[54]. The thermal response of the actuator with respect to the mission profile was performed by a
FMU generated in Dymola [226]. The parameter of the simulation were computed in the optimization
model (motor conduction resistance, reduction ratio...) and maximum temperatures of the thermal
responses from the FMU were handled as constraints of the optimization problem as shown in Figure
4.24.
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Fig. 4.24 Interaction between optimization model and FMU model [54]

4.5.4 Results of Thrust Vector Control Electro-Mechanical Actuator Sizing

A summary of the Thrust Vector Control electro-mechanical actuator sizing problem is given in
Appendix A. The design optimization problem is the following.

minimize Mtot

with respect to Nred ,d1,d2,e1,e2,kos

subject to Ωmot −Ωmotmax ≤ 0

Sact +Lnut +Lbearing +2Lrod −Lact ≤ 0

σ −σmax ≤ 0

Fmaxact

pbs

Nredηmech
+ JmotαnozLarm

Nred

pbs
−Tem ≤ 0

(4.36)

The objective is to minimize the overall mass of the electro-mechanical actuator with respect
to the positioning of the anchorage using d1 and d2, the reduction ratio of the spur gear Nred , the
housing thicknesses e1 and e2 and an over-sizing factor kos for solving the multidisciplinary coupling
explained in Section 4.5.1. The optimization is subject to four constraints: the maximal speed of
the brushless motor, the mechanical axial clearance, the maximum housing stress and a consistency
constraint.

The optimization is achieved using the gradient-based optimizers SLSQP. The typical runtime is
2.1s (2min58s with NSGAII a gradient-free optimizer). The variables d2 and e2 are respectively on
their maximum and minimum bound. The active constraints are the housing stress and the actuator
torque consistency constraint.

The first optimization showed that the over-sizing factor was higher than one (typically 2) meaning
that the inertial torque was dominating the torque due to the load applied on the nozzle. Thus, an
investigation was made to assess the effect of the motor inertia on the overall design. For this purpose,
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different optimizations were achieved for different reference motor inertia Jmotre f reduction factors
(1.0 to 3.0). The optimization results for each reduction factor are given in Figure 4.25.
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Fig. 4.25 Effect of motor inertia reduction on optimization results

The effect of motor inertia on the motor mass and the total mass is significant. Reducing the
reference motor inertia by a factor 2 leads to an important decrease of the mass. Hence, emphasis
must be placed on the motor detailed design and the reduction of the inertia by changing the motor
technology or machining the rotor. A reduction factor on the inertia of 2 is achievable. Hence, from
now on this reduction factor is considered in the calculations.

The actual VEGA TVC EMA’s mass is 78kg [152]. The optimization results shows a different
positioning configuration but the resulting mass for no inertia reduction is close to the existing actuator
mass. Hence, it proves that the magnitudes of the actual results are coherent. Nevertheless, the
reduction of the motor inertia could improve the overall mass of the actuator.

Now, requirements include fixed anchorage positioning and therefore a given lever arm value.
The positioning of the anchorage has been made to have a reasonable lever arm which has a positive
effect on the motor sizing has less torque is required. However, this leads to a longer actuator and
thus a longer housing.

As seen in Section 4.3.3, adding length to the housing increase the stress generated at resonance
frequency. Hence, the housing will have to be thicker and longer, hence heavier. Therefore, there is a
compromise on the anchorage positioning and consequently the lever arm between adding mass to the
motor and adding mass the housing (and screw since it is longer). To assess this compromise, two
optimizations were achieved. One with fixed anchorage positioning and another were they are free
(bounded). Figure 4.26 outlines the results of both optimizations.
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Fig. 4.26 Effect of anchorage positioning

The effect of anchorage positioning has a significant effect on the total mass of the actuator.
Thanks to the optimizer, the optimal positioning of anchorage is determined which would have not
been an easy task by hand as one might think that the largest lever arm is the best.

4.6 Methodology and Framework Implementation Summary

The previous sections have described in detail the concepts and implementation of the methodology
developed in this thesis. In this section,a summary of the methodology is given and some assessments
about the amount of work necessary for the implementation of the framework.

The first step in the methodology discussed methods and visual tools to define an architecture,
design drivers and sizing scenarios. This way the sizing problem is summarized and modelling
needs can be identified. This enables sizing knowledge capitalization that can be reused for future
developments. The tools used for this step are databases and the Graphviz package.

The second step proposes to use only algebraic models in the sizing problem. This way acausal
modelling can be used which enhances reusability of models. In addition, algebraic models are low
computational cost and thus are well suited for analysis and optimization. For that, different methods
for generating algebraic models using different types of models have been proposed. The tools used
here are Python packages like Numpy, Scipy, pyDOE, and Scikit-Learn.

The third step consists of building component sizing model by assembling elementary algebraic
models. Acausal modelling is used thanks to graph-based methods and symbolic computation.
Furthermore, a model library and expertise information relevant for the sizing problem included
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in the models such as uncertainty or assumptions. This step is supported by the Block Generation
environment of the in-house BOA framework.

The fourth step assembled component sizing models into a causal system sizing model. This is
achieved thanks to the N2 diagram formalism and hierarchical decomposition. System sizing models
and projects can be saved in a library to permit reusability. This step is supported by the Sizing
Procedure environment of the in-house BOA framework.

The fifth step proposes to achieve analysis and optimization of the system sizing model. For
that, gradient-based method is preferred and used symbolic differentiation for elementary models
derivatives. The formulation for multidisciplinary sizing models is the NVH. The optimization relies
on the computational core of openMDAO [89]. A spreadsheet formalism is used to parameter the
analysis and optimization and visualize results. The computational model can be exported as a Python
Serialization Object to be used externally of BOA framework. This step is supported by the Design
environment of the in-house BOA framework.

The sixth and last step enables to explore the design space by using Design of Experiments and
multidisciplinary analysis. Results can be visualized and filtered using the parallel coordinates plot.
As for the Design environment, the computational model can be exported. This step is supported by
the Explore environment of the in-house BOA framework.

The summary of this design and sizing methodology is given in Table 4.1.
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Table 4.1 Methodology summary

Process Methods Tools

Step 1: Requirements, design
drivers and sizing scenarios

definition

Design drivers & Sizing
scenarios graph

Graphviz

Database
Scaling laws Numpy

Step 2: Elementary
computational model generation

Datasheet regression Scipy

FEM surrogate models pyDOE + Scikit-Learn
Lumped parameter surrogate

models
pyDOE + pyFMI + Scikit-Learn

Acausal modelling
Symbolic computing

Step 3: Elementary models
assembly into reusable

component sizing models
Graph algorithms

Block Generation environment
(BOA)

Bipartite graph representation
Model library

Causal modelling
N2 diagram

Step 4: Component model
assembly into a system sizing

model
Hierarchical decomposition

Sizing Procedure environment
(BOA)

Model library
Project library

Multidisciplinary Design
Optimization

Gradient-based method
Gradient-free method

Step 5: Analysis and
optimization of the system sizing

model
Symbolic differentiation Design environment (BOA)

NVH formulation
Spreadsheet

Project library
Model export

Multidisciplinary analysis
Design of Experiments

Step 6: Design space exploration
of the system sizing model

Parallel coordinates plot Exploration environment (BOA)

Project library
Model export
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The framework development required one and a half year of intensive work and a year of continu-
ous improvements when achieving the case studies with it. The development can be decomposed by
the different modules that form the framework given in Figure 4.27.

User Interface
(10000)

Block 
Generation

Sizing 
Procedure

Design Explore

DataManager
(3000)

Scientific modules
(3300)

GraphTool
(1100)

SymbolicTool
(500)

DesignTool
(450)

ModelTool
(450)

ExploreTool
(400)

ExportTool
(400)

Fig. 4.27 Amount of work for the BOA framework implementation: number of code lines in parenthe-
sis

The User Interface was a significant work amount, around some 10000 lines of codes (LoC), and
was achieved mainly by internships within the laboratory. The DataManager module handled the
structure of models and libraries and is the meeting point of all the others modules. It required around
some 3000 LoC for it to be functional. The most important part that reflects the work of this thesis is
the scientific modules (3300 LoC). The GraphTool is only used by the BlockGeneration environment
was one of the most intricate work (1100 LoC). It was combined with the SymbolicTool module (500
LoC) in order to provide the acausal modelling capabilities. SymbolicTool module was also used to
obtain the analytic derivatives used in the Design and Explore environments. DesignTool (450 LoC)
and ExploreTool (400 LoC) were respectively used by the Design and Explore environments. Both
also used the ModelTool (450 LoC) used to adapt our model structure to the openMDAO API. They
also use the ExportTool (400 LoC) to generated Python Object models that can be used externally of
the framework.

Nevertheless, the LoC indicator does not assess the amount of work required to decide and specify
which features should be implemented and how they should be. The BOA framework started from a
blank sheet and is at this date a optimized and tested sizing tool.

4.7 Conclusion

This chapter has outlined a design and sizing methodology for complex technological systems.
This methodology was illustrated through a case study: a Thrust Vector Control electro-mechanical
actuator.
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Emphasis has been placed on knowledge capitalization and reusability as well as rapid decision
making. Another objective was also to provide an environment which enables a collaborative work
between engineering specializations experts during sizing.

An answer to these challenges was to propose a first essential step where different stakeholders
can interact and structure their respective design constraints and needs. This way modelling needs
for the sizing process are better defined. The choice to use algebraic models which can come from
different types of models and tools enables to have lightweight and acausal reusable models that are
stored in libraries. All models have an attached documentation that can refer to more detailed technical
documents. Algebraic model enable to compute symbolically their partial derivatives used during
system gradient-based optimization. The N2 diagram used in the Sizing Procedure environment
provides a convenient way of constructing and visualizing the model structure. The framework
enables to deal with large multidisciplinary systems by using hierarchical decomposition of models to
maintain reasonably complex models. It is also capable of handling coupled systems by providing an
quasi-automatic NVH formulation. Optimization and DOE driven analysis are achieved it most cases
within seconds thanks to gradient-based algorithms, symbolic differentiation derivatives of model
elements, the MAUD architecture of openMDAO, the low computational cost of algebraic models
and the performances of the NVH formulation. The framework includes convenient parametrization
and visualization user interfaces for design optimization and design space exploration.

The design and sizing methodology and framework outlined is this chapter will now be used for
the sizing of typical aerospace actuation system applications. Chapter 5 deals with the design of an
primary flight control actuation system with the particularity to integrate 3D model knowledge in the
sizing. Chapter 6 concerns the design of a electrical thrust reverser actuation system with emphasis
placed on integrating 0D-1D model knowledge in the system sizing model.



Chapter 5

Primary Flight Control Actuation
System Design

5.1 Introduction

The primary flight control system provides the pitch, roll and yaw control of an aircraft. This system
is one of the most critical system of an aircraft since the loss of control of the aircraft leads to a crash.
As part of this system, the primary flight control actuation system is also a high criticality system.
Hence, it shall be designed adequately. An extract of one certification basic requirement for aircraft
system and equipment design is the following [72]:

"The aeroplane systems and associated components, considered separately and in relation to the
other systems, must be designed so that

• Any catastrophic failure condition

1. is extremely improbable; and

2. does not results from a single failure; and

• Any hazardous failure condition is extremely remote; and

• Any major failure condition is remote."

Hence, no single failure of an actuation system component or equipment shall lead to a losses
of the function. This is why each control surface is actuated by at least two parallel actuators with
segregated power supplies. Fully Fly-by-Wire aircraft requires three independent power sources to
be controllable at all time. Hence, three power sources is a reliability and certification requirement
for civil aircraft. Some large aircraft like B747, A380, B787 and A350 use an additional power
source which provides a redundancy beyond certification requirements. The Airbus A380 was the
first commercial aircraft to integrate electrically supplied actuators: Electro-hydrostatic Actuators
(EHA). The three hydraulic power sources cannot be all positioned under the cabin due to uncontained
engine rotor failure which can chop the hydraulic pipe and cause a failure. Thus, it was necessary
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to introduce an electrical power network that can be positioned above the passenger cabin whereas
hydraulics are not permitted due to the harmful characteristic of hydraulic fluid. It was decided to use
two hydraulic power sources and two electrical power sources for flight control actuation system as
shown in Figure 5.1.

Fig. 5.1 Airbus A380 flight controls architecture [234]

Removing the third hydraulic network resulted in significant weight savings due to the largeness of
such aircraft [234]. The aileron surface had to be split in three elementary surfaces as shown in Figure
5.1. This was due to wing deflection requirements but it consequently provided a higher reliability
and more control degrees of freedom for passenger comfort and gust load alleviation [49, 50].

One main assumption made in this chapter is that the allocation of control surfaces are determined
by the aircraft flight envelop requirements and are not part of the actuation system design. Nevertheless,
the present study can be integrated within control surface allocation problems and find a more globally
optimized solution at aircraft level [38, 57].

The main topology of flight control surface actuators is the linear topology. The linear topology
choice was straightforward for conventional hydraulic systems due to the linear motion of hydraulic
cylinders. This topology has been seen in many aerospace actuator developments. However, rotary
topology are also investigated either electro-hydraulic [236] or electro-mechanical [53] technologies
particularly for hinge moment surfaces.

This chapter is organized as follows. First, a review of fixed-wing aircraft primary flight control
actuation system is presented. Then, standardized actuation system with control surface splitting and
actuators architectures are proposed. Subsequently the assumptions and sizing process of the actuators
is outlined. Sizing models for control surfaces and wing/surface attachments are also outlined. Finally,
an optimal sizing of the complete actuation system is described and results are presented.
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5.2 Review of Power-by-Wire Primary Flight Control Actuation Sys-
tem Design Drivers

This section focuses on the main design drivers of Power-by-Wire Primary Flight Control Actuation
System (PFCAS) and associated actuator technologies. The considered primary flight control surface
are ailerons, elevators and the rudder. The actuator technologies discussed are linear electro-hydrostatic
actuators (EHA) and electro-mechanical actuators (EMA) as well as rotary electro-mechanical EMA.

5.2.1 Primary Flight Control Actuation System Level

Reliability requirements at primary flight control level lead to fail-safe control surfaces with the
most low failure rate (typically 10−9). Such reliability requirements lead to either parallel redundant
actuators or duplex actuators. In order to provide Power-By-Wire to the actuators, aircraft using such
technologies have at least one electric power supply and associated distribution systems. Recent
aircraft developments use two hydraulic and two electric power supplies (the Airbus A380, A400M
and A350) whereas lighter aircraft may use two hydraulic and one electrical power supply (the
Gulfstream G650). The actual trend is the electrification of the flight control actuators. While
Horizontal Stabilizers surfaces have been using redundant electro-mechanical actuators, primary flight
control surfaces have only been using Power-By-Wire actuators in back-up especially due to the
lifetime limitation of EHAs except some of the Boeing 787 spoilers. The first aircraft with a fully
electrically supplied primary flight control actuation system is the Lockheed Martin F-35 as illustrated
in Figure 5.2.

Fig. 5.2 The F-35 full Power-by-Wire architecture (MOOG)

The main objective for such implementation was to win maintenance cost and availability penal-
ized by hydraulic actuator and network maintenance which are also key design drivers.

Generally, flight control structure tend to use composite alloys. One main design driver of the
actuation system is to not damage the control surface structure or wing structure. Furthermore, a
maximum skin temperature is specified for actuators in order to protect the environment surrounding
composite structure from overheating since it is linked through heat conduction to actuators. In
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addition, ailerons are closed to fuel tanks and require class H maximum temperature according to
DO-160 [191].

The common architecture for primary flight control actuation systems is to have two actuators
per surfaces with simplex electronics and electrical motor. At system level, another design driver
is the total power consumption of the actuation system has an effect on the overall aircraft design
like other non-propulsive airframe systems [213]. The power required by primary flight control
actuation systems is mainly linked to the load because of the low speed levels needed. Hence, the
power required is a function of the control surfaces hinge moment which are generally proportional to
aircraft size and cruise speed, and the flight envelop. Aileron surfaces are particularly subject to high
aerodynamic load during cruise. Hence, the nominal operating point remains close to peak power
operating points when compared to other surfaces such as spoilers. Figure 5.3 shows that the load
requirements for an Airbus A320 are close to a generic mission profile whereas the required speed is
far from the general usage.

Fig. 5.3 Power requirements for an Airbus A320 aileron actuator [153]

The aileron behaviour is similar to the elevators and the rudder. They are almost permanently
acting against aerodynamic loads with very small deflection due to high stability during cruise and the
high effectiveness of control surfaces at high speeds [203].

Aerodynamic flutter can be a design driver for actuation systems. Flutter is due to a coupling
phenomena between detachment of a wing swirling flow and the wing structural modes [81]. Control
surfaces are particularly subject to this complex phenomena depending on the flight envelop. Solutions
to the handling of flutter can be to either introduce weight balancing of the control surface (e.g blow
horn on ATR 72) or to increase the strength of the structure so it can handle it. In general, it is
preferred that the flutter is handled by the actuation system by providing passive damping by means
of actuators. Active flutter control by means of the actuation system is also investigated [144]. The
evident but important design driver for actuation systems with regard to flutter is that any elements of
the system shall not be a generator of flutter.
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One other main design driver of the primary flight control actuation system is that is has to fit
in the allocated space of the aircraft. The space required by pin to pin linear actuator make rotary
solution more convenient especially for hinge line surfaces [245]. For flaps, the actuation system
requires to change the shape of the airframe especially due to the kinematic and usually far from the
optimized aerodynamic shape. Similarly to other airframe systems, weight is a key design driver. Thus,
emphasis is placed on weight reduction and leads to more and more challenging mass requirements
for actuators and power electronics. The maintenance cost expectations are also increasing. Hence,
actual specifications require maintenance free actuators.

5.2.2 Actuation Level

Reliability requirements for single failure lead to two simplex actuators in parallel per surfaces as one
single actuator does not meet the minimum failure rate requirement of 10−9 for catastrophic failures.
Duplex actuators are also used for instance in rotorcraft flight controls [43] and in F-35 stabilizer
surface (Figure 5.2). Nevertheless, the main architecture for primary flight control surfaces actuators
in a simplex topology with segregated power supplies.

The aircraft flight profile has an effect on the load and speed needs of control surfaces. The
mission profile of an actuator is transformed into maximum load and continuous load specifications
as well as maximum speed. Fatigue cycles can also be specified after analyzing the mission profile.
The theoretic peak power consumption of the actuator is estimated and specified in order to avoid a
re-design of the aircraft generators and power network. The specifications are key design drivers for
actuators and have a direct effect on the design (architecture) and the sizing (mass, geometry).

The flutter phenomena requires to specify some actuator characteristics. The actuator shall have a
maximum reflected inertia especially for electro-mechanical technologies where the motor inertia
through the reduction stages leads to important reflected inertia values. Minimum values of actuator
stiffness (when unactive) and dynamic stiffness (when operating in closed-loop) are also given. The
stiffness and dynamic stiffness for hydraulic actuators can be challenging due to fluid compressibility
which leads to a natural stiffness. Conversely, reflected inertia requirement will be challenging
for electro-mechanical technologies. Maximum backlash requirements were also introduced for
electro-mechanical devices as such characteristic can lead to low closed-loop performances and flutter.
A minimum passive damping is also required to damp potential excitations of the rotating control
surface and avoid oscillatory phenomenons that can generate flutter. However, this value should also
be set to a maximum in order to ensure back-drivability of the actuator during maintenance operations.
Back-drivability is also linked to the reflected inertia to be moved and the friction in the power chain.

Even if Fly-by-Wire ensures the control of surfaces deflection the control surface require a passive
stroke limitation. This is provided by actuators by integrating mechanical end-stops. The actuator
shall provide active load limitation as well as passive load limitation. Activate load limitation is
mainly used to control the load of the structure due to aerodynamic loads. This is achieved by actuator
control algorithms. Passive load limitation is used to avoid over-loads on the control surface and
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the actuator due to a wind gust or a runaway during maintenance operations. This in particularly
important for electro-mechanical actuators which have high kinetic energy stored in the motor inertia
and low softness (high stiffness) and thus leads to a high equivalent load when impacting end-stops.

The losses generated by the actuator have to be dissipated in the confined environment allocated
to them. This is particularly true for aileron, elevator and the rudder surfaces whereas spoilers for
instance are in an open environment when operating (deployed) except when operating in droop. The
thermal requirements are given by a maximum skin temperature and a thermal load profile. The
thermal boundary condition is usually that the actuator is only cooled by natural heat convection in a
fixed volume of air. These thermal requirements are really important because they directly impact the
sizing of actuators. A too hard thermal requirements will lead to large actuators which do not fit in
the allocated space whereas too soft requirements can lead to non-compliant thermal performances
during flight test and the development of solutions for force convection cooling which penalize the
aerodynamic performances of the aircraft as shown in Figure 5.4.

Fig. 5.4 Underwing scoops for actuator cooling (EHA of the Airbus A350 aileron) [152]

Other design drivers are the objective mass but especially the geometric integration constraints.
Even if mechanical clearance is made between the rear spar of the wing and the forward spar of the
control surface, linear Power-by-Wire actuators and their power electronics fit just in the allocated
space [58, 152].

5.2.3 Summary and Discussions

A summary of the Primary Flight Control Actuation System level and actuation level main design
drivers as well as their interaction is given in Figure 5.5.

As new aircraft concept tend toward thin and flexible wings, some forthcoming challenges for
actuation systems appear. Thin wings can lead to a diminution to the space allocated to actuators.
A miniaturization of them would require major technological breakthroughs. Despite that rotary
on-hinge solutions seem more adapted for thin wing applications than classical linear topologies
[232], the ratio between the hinge moment and the hinge line diameter can be in some cases too
high. This can lead to the situation where no actual actuator technologies can match that ratio due the
diameter of components, especially mechanical, for the required torque. For the considered diameter
envelop and motor electromagnetic torque, other reduction stages have to be added to provide the
required hinge moment. Adding these mechanical components in series increases the probability of
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jamming and therefore the failure rate of the actuator. Figure 5.6 illustrates this remark for typical
MTBF values of brushless motor, power electronics and mechanical gear stages.
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Fig. 5.6 Reliability analysis for different number of mechanical devices in the load path

Reducing the hinge diameter would limit the aerodynamic insights of a thin wing, however,
reducing the length of control surfaces by splitting them into multiple elementary surface, as illustrated
in Figure 5.7, can be a solution. Another option can be to change aircraft trajectories in order to reduce
the performances of actuators [46] or a more drastric solution can be to reduce the flight envelop
making the aircraft less manoeuvrable.

Fig. 5.7 Aileron control surface splitting on the Airbus A380 [2]

In addition, control surface splitting can lead to smaller inertia surfaces which would have less
authority on the wing behaviour. Hence, investigations can be achieved to assess the wing behaviour
subjected to free or damped small surfaces. Flexible wings can lead to active flutter requirements for
actuation systems or a more tight calibration of damping and reflected inertia. Nevertheless, these
flexible wings will also lead to re-think the allocation of control surfaces. Control surface positioning
can also be considered during primary flight control actuation system trade offs [204]. However, for
advanced concept with coupled aerostructural studies the trade-offs are more complex and require
sophisticated simulation as outlined in Figure 5.8 [220].



5.2 Review of Power-by-Wire Primary Flight Control Actuation System Design Drivers 133

Fig. 5.8 Optimal Control Surface Layout for an Aeroservoelastic Wingbox [220]

Future investigation of novel wing and actuation concepts can use a more integrated design
approach which can simultaneously assess the effects of structure, aerodynamics, control surface
allocation and actuation on each other and on aircraft performances.

The question around which is best between electro-hydraulic technologies or electro-mechanical
technologies for flight control actuation remains intricate and has no true answer at this date. However,
clear advantages and drawbacks can be outlined for each technologies. As mentioned previously,
EHAs will have a low reflected inertia and a low dynamic stiffness, conversely EMAs have a high
reflected inertia and a high dynamic stiffness. The fact that the damping mode of hydraulic actuators
operates on demand thanks to a bypass valve controlled by a solenoid ensures that the damping
function of the actuator has no effect on its back-drivability conversely to EMAs. In addition, the
electromagnetic torque of the motor is increased to compensate the equivalent viscous friction of
damping. Furthermore, their low reflected inertia and low dry friction contribute as well to a reachable
back-drivability. The high reflected inertia of EMAs can generate a high load when impacting end-
stops due to the event of a runaway or a windgust. Therefore, passive load limitation devices like
torque limiters much be added for such technologies in order to cancel the effect of such event and
keep loads lower than the required hinge moment. This leads to large actuators and decreases the
overall reliability by integrating additional components on the load path as mentioned previously.
One other drawback of EMAs is the potential backlash which can lead to flutter. EHAs have very
low efficiency mainly due to the internal leakage of pumps and additional iron losses in the hydraulic
fret of the electro-pump. The thermal behaviour of both technologies is critical due to a non-effective
cooling environment (natural convection). EHAs are interesting because the hydraulic fluid flowing
through the airgap helps cooling the motor. However, for primary flight control surface the actuator
mainly holds a load with no deflection. Hence, the electro-pump is permanently rotating in order
to compensate the internal leakage of the pump leading to thermal runaways [152]. The lifetime of
EMAs can be considered as higher than EHAs because of the lifetime limit of pump technologies
as this date and this is one of the reasons why EHAs have not been utilized in the front-line yet.
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Furthermore, autonomous EHAs are under investigations and operating EHAs are connected to the
hydraulic network in order to refill them from time to time to compensate external leakage. EMAs on
the other side seem more adapted to long life application since the only maintenance required is to
change or refill the oil lubricant. Nevertheless, rotary solutions provide seals with do not translate
relatively between parts and thus provide no external leakage and maintenance free solutions [245].
Furthermore, this enables to avoid the contamination of the oil lubricant and thus decrease the risks
of jamming. The translational motion of linear actuator also engenders a "pumping" effect. This
is due to the change of volume in the actuator during extension/retraction. The "pumping" leads to
the introduction of air and thus humidity problems. However, the modelling of fatigue for rolling
elements in electro-mechanical actuators remains a challenge especially for gear stages with no
complete revolution. The event of jamming in EMAs is also a concern and test campaign shall prove
their robustness. An option to handle such event is to accept it by splitting control surfaces, like
ailerons for instance, and degrading the roll performances of an aircraft but not loosing the function
[74].

At this date, no decision can be made on eliminating EHAs or EMAs for primary flight controls.
Nevertheless in the future, an interesting configuration of flight control actuation system can be more
two or three electrical networks supplying EHAs and EMAs integrated in parallel on surfaces and one
hydraulic network supplying classical servo-hydraulic actuators.

One actual trend of aerospace actuation systems is standardization. Both actuator and power
electronics may be developed with a modular approach [88]. Another trend can be to develop more
integrated solutions. For instance electro-mechanical units and power electronics can be integrated in
one same housing [232]. This can be extended to actuator and control surface development where
control surfaces, which are often designed in fatigue, can sustain a peak load generated by an actuator
runaway leading to the removal of addition passive load limitation devices. Furthermore, the control
surface structure can be considered as a heat sink for the actuator and leading to more optimized
motors, power electronics and actuators.

A more challenging but interesting concept of standardization can be to have one same actuator
for aileron, elevator and the rudder control surfaces. This chapter proposes to use the developed
methodology to investigate such a concept.

5.3 Proposed Primary Flight Control Actuation System

5.3.1 Actuation System

The studied actuation system is composed only of EMAs with segregated power supplies, 540V
HVDC, for actuators of a same surface. Nevertheless, the design approach can be extended to
configurations that mix both EHAs and EMAs. The studied control surfaces are ailerons, elevators
and the rudder for an Airbus A320 like aircraft.

It is chosen to consider control surface splitting as a design freedom. Hence, the number of
elementary surfaces for each primary flight control surface has to be determined. Control surface
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splitting enables to decrease the hinge moment of a surface and thus the required actuator torque. This
leads to actuator architecture with less gear stages. Small and low inertia elementary surfaces also
enables these surfaces to have less authority on the wing behaviour when studying flutter. In addition,
splitting control surfaces increases the reliability of flight control as the loss of one elementary surfaces
does not lead to a loss of the total surface function. The elementary control surfaces are all actuated
by two parallel EMAs in active/damping configuration. Furthermore, control surface splitting can
lead to configurations where elementary control surfaces of ailerons, elevators and the rudder are
actuated by one same pair of actuators.

However, splitting control surfaces conducts to some disadvantages. Some elements do not
benefit of this load reduction such as attachments, power electronics modules and connectors. Hence,
increasing the number of surfaces will increase the overall weight of these elements. Furthermore,
increasing the number of actuators increases the number of command path from the Flight Control
Computer (FCC), thus requests redesign considerations. In addition, it will also increase the number
of operations during actuator maintenance. Finally, the structural design will require additional design
and analysis when compared to a single surface.

The chosen integration configuration is to use rotary on-hinge EMAs. This enables to reduce
chord wise mechanical clearance when compared to linear actuators and free some space for fuel
tank. Rotary configuration provide a maintenance free lifetime and an enhanced reliability due to the
lack of contamination of the lubricant. Furthermore, such integration topology seems to be the most
optimized for hinge applications like aileron, elevator and the rudder. It is chosen to specify actuator
to have one packaging for the power electronics and electro-mechanical unit as suggested by Todeschi
and Salas in Figure 5.9.

Fig. 5.9 Example of on-hinge rotary EMA for future thin wing application: EMA + Power Electronics
(PE) in a same packaging [232]

Such integration concept leads to more compact solutions and less "open" electrical interfaces
since the inverter, the motor and sensors are in the same housing. Another choice made was to fix the
housing of the actuator to the wing whereas the actuator output is fixed to the control surface similarly
to Figure 5.9.
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5.3.2 Actuator Architecture

For the selected architecture, emphasis is placed on compactness and simplicity. The actuator is
composed of an electro-mechanical power chain and an electronic chain as illustrated in Figure 5.10.

Motor
DC link

Capacitor
Inverter

Digital electronics

Flexible 
coupling

FCC

Control 
surface

Functional electronic chain Functional electromechanical power chain

Functional actuation chain

HVDC 
Network

Harmonic
Drive

Housing

Wing/surface
attachment

Fig. 5.10 Rotary EMA architecture

The electronic chain is composed of a DC link capacitor that limits the voltage ripple due to
the switching the inverter transistors. The inverter drives the three-phase brushless motor with each
bridge composed of a SiC MOSFET chip and a diode. Digital electronics are used for control, sensors,
communication and monitoring but are not sized in this work. The digital electronic unit and the
inverter are part of a single off the shelf power core module. Thus, geometry and mass are fixed.
Nevertheless, operating temperatures must be checked during the sizing process as the load varies
with the sizing of the electro-mechanical power chain and cooling part adapted. Besides, the capacitor
is the only component that is sized.

The electro-mechanical power chain is composed of a permanent magnet synchronous motor
which is chosen for its compactness and reliability. It converts the electrical power into rotational
mechanical power. It is also composed of one gear stage, a Harmonic Drive, selected for its high
reduction ratio, zero backlash and relatively low stiffness which can be used to absorb the kinetic
energy of a runaway. A flexible coupling is also added in order to handle potential misalignment
between the actuator and the hinge line and avoid hyper static assemblies which can degrade the
lifetime of the actuator and the assembly. The EMAs is piloted in position with three cascade feedback
loops: motor current, motor speed and actuator deflection. Active load control is also included in this
control scheme by adding the load sensor information.

The actuator design is chosen to be more integrated. Hence, no runaway overload protection
devices like spring, torsion bar or torque limiter are used. Thus, the overload generated by a runaway
should be within the limit load of the control surface structure. Typically, on rotary actuators of
this scale a runaway leads to 1.5 to 2.0 times greater peak torque than the operational peak torque
requirement. Hence, the runaway event would probably not oversize the control surface structure as
fatigue is more dominant than peak loads.
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The housing is in the shape of a cylinder and has three main functions for the actuator: integrate
the actuator components, transmit load between the electro-mechanical power chain and the wing
assembly and act as heat sink to cool the electrical motor and the power electronics. The design and
sizing of the control surface and the wing/surface attachment will be discussed in further sections of
this chapter.

5.3.3 Design Drivers

Actuation System Design Drivers

This part outlines the design drivers at actuation system level. First, the ones not considered during
sizing are given, then the ones which are included in the sizing problem are presented.

The reliability criterion for the actuator is covered by the selected architecture. The low number
of components and the rotary configurations enable to obtain a compliant MTBF. The backlash
requirement is necessary in order to prevent from flutter or non-compliant control performances.
However, this is covered by the selected architecture where a single zero backlash gear stage is used.
The damping requirement for an electro-mechanical actuator can be ensured by introducing a carefully
selected amount of iron losses in the brushless motor [187]. This criterion is not included in the
preliminary sizing of the motor and can be compensated by adding length to the motor during detailed
design. The back-drivability design driver is not included in the sizing as it is dependent of the
maximum damping and therefore can be achieved during detailed design. The dynamic stiffness and
mechanical stiffness requirements for the actuator are covered by the fact that the EMA technology
is chosen. Passive stroke limitation is achieved by integrating external mechanical end-stops to the
actuator but is not included in the sizing problem as well as active load limitation. The maintenance
and lifetime design drivers are also covered by the selected architecture as the rotary solution provide
no maintenance operation for the lubricant. Nevertheless, the lifetime objective is used during sizing
as mechanical components are sized in fatigue.

Overload protection due to a runaway event is a design driver which is considered during sizing.
Despite that no specific devices are added, this design driver has an effect on the motor, the Harmonic
Drive, the flexible coupling and the control surface. During the proposed sizing, emphasis is placed
on thermal performances. Hence, maximum skin temperature design driver is considered during the
sizing problem. Geometric integration is checked in the sizing process in order to provide actuator
solution which can be integrated within the allocated space. The mass is an important design driver as
it will be the quantity of interested to be minimized.

Component Design Drivers

This part outlines the design drivers of actuator components. It mixes selection parameters and
technological limits of components that have to be considered to achieve a holistic sizing of the
actuator.
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The DC link capacitor provides a capacitive effect which limits the voltage ripple on the DC bus.
Hence, the capacity value of the DC capacitor is one of its design drivers. Here, a film technology
capacitor is used. The technological limit of such capacitor is its maximum hot spot temperature. A
too high hot spot temperature can lead to a degradation of the insulation material. The temperature of
the capacitor is determined by its thermal resistances and its losses which mostly are Joule losses.
Therefore, depending on the application either the capacity value or the thermal behaviour determines
the size of the capacitor.

One main design driver of the inverter is its switching frequency. The technological limit of a
diode and the SiC MOSFET is their maximum temperature which is thus another design driver. The
choice of switching frequency depends on the load to be driven and the thermal configuration as
high switching frequency will lead to high commutation losses. The size of the diode and the SiC
MOSFET chip has an effect on their electrical resistance and thus conduction losses. In addition, their
size has an effect on their thermal resistances and therefore their thermal behaviour.

The main design driver of a brushless motor is its operating electromagnetic torque. This torque
is either limited by the magnetic saturation of the iron core or the maximum winding temperature
depending on the application. As primary flight controls actuators are operating during the entire flight
which the duration is above thermal time constants of the actuator. Thus, the design driver of brushless
motors in such application is their thermal behaviour. To determine the temperature, winding Joule
losses and iron losses have to be determined. In addition, the equivalent conduction thermal resistance
between the winding hot spot temperature and the external stator has to be determined to evaluate
the winding temperature. Another technological limit of the brushless motor, and thus design driver,
is its maximum mechanical speed. Furthermore, for high acceleration applications or applications
involving runaway scenarios the motor inertia is an important design driver.

The main selection parameter of the Harmonic Drive, like other reducers, is its reduction ratio. Its
peak torque or fatigue torque are as well design drivers as they determine its size. In addition, as the
reducer is used to absorb the shock of a runaway, its stiffness is also a design driver for primary flight
control actuators. The inertia of the harmonic driver has also an effect on the total reflected inertia
and has therefore to be included as well.

The flexible coupling is here to deal with potential radial misalignment between actuator and
hinge line as well as avoiding hyperstatic assembly. The main design driver of this component is its
misalignment tolerance. The misalignment value enables to select a flexible coupling topology but
does not depend on the sizing. Conversely, once the topology is chosen, the design drivers which
determine the size of the flexible coupling are the peak torque or the fatigue torque depending on the
application.

The housing design drivers are is thermal behaviour, its mechanical behaviour and the size of
components to be integrated. The maximum skin temperature requirement leads to thermal analysis
of the housing. Thus, the convection thermal resistance between the housing skin temperature and
the wing skin temperature has to be determined. In addition, the housing is used as a heat sink for
the power electronics and the brushless motor. The housing has also to sustain the mechanical loads
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it is subject to. The vibratory environment of a very harsh in flight controls, hence it is chosen to
size the housing for its maximum mechanical stress based on vibration analysis and not mechanical
transmission. Therefore, both thermal behaviour and mechanical behaviour will determined influence
the size of the housing.

5.3.4 Sizing Scenarios

The mission profile analysis enables to determine the maximum operating torque and speed require-
ments for the brushless motor as well as the equivalent fatigue torque for the flexible coupling and the
Harmonic Drive. This torque and speed requirements enable to select these components size but the
effect of other sizing scenarios on their size have also to be assessed.

Other sizing scenarios are the ones that estimate the components temperatures. Perfect thermal
conduction is considered between the housing and the other components. Thermal grease is used for
the power electronics and the glue between the motor stator and the housing guarantees heat conduc-
tion. The operating point considered is during cruise with maximum load and a relatively low speed.
The maximum temperature of the capacitor is a function of its intrinsic thermal resistance, the housing
thermal resistance and the Joule losses. The diode and the SiC MOSFET transistors temperatures
are a function of their thermal resistances and the housing resistances and their commutation and
conduction losses. The motor winding temperature is a function of its thermal conduction resistance,
the housing thermal resistance and losses. The losses considered are Joule losses in the copper and
the iron losses. The housing skin temperature is a function of its natural convection thermal resistance
and the losses of the power electronics components and the motor.

The reflected inertia design driver leads to another sizing scenario. This scenarios is a function of
the motor, Harmonic Drive inertia and reduction ratio. The contribution of the flexible coupling to the
total reflected inertia is neglected.

Runaway generates a higher load than a wind gust. Hence, only the load generated by a runaway
is determined and used in the sizing. The runaway scenario is a function of inertias, stiffness, motor
speed and maximum electromagnetic torque. Hence, the choice of the reduction ratio also influences
this scenario. Here, it is considered that the equivalent inertia involved is the sum of respective inertias
of the motor and the Harmonic Drive. Only the reducer and flexible coupling stiffness are considered
for the equivalent stiffness. The speed of a runaway at the actuator output is considered to be the
maximum mechanical speed required by the mission profile for which the motor has been sized.

The vibratory specifications is a sizing scenario that provides inputs for the vibratory analysis
of the housing. Another sizing scenario is geometric integration. It estimates the size of the overall
actuator and verifies that in fits in the space given for a single actuator. Power electronics are
considered to have a fixed sizes where as the housing, the flexible coupling, the reducer and the motor
sizes are variables. The last considered sizing scenario is the system total mass estimation which will
be dependent of the sizing results for the housing, the flexible coupling, the Harmonic Drive and the
motor conversely to power electronics which have been selected.
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5.3.5 Summary

A summary of the components design drivers, system design drivers and sizing scenarios considered
for the actuator sizing is illustrated in Figure 5.11.

It is notable that different sizing scenarios have an effect on each other. The runaway sizing
scenario seems to interact with many design drivers like mechanical stiffness and inertia. Furthermore,
the reduction ratio has an effect on the motor torque, thus size, as well as the runaway and reflected
inertia. In order to organize the system sizing model and achieve the overall sizing the BOA framework
will be used.

5.4 Actuator Sizing

In order to decompose the total sizing problem, this section focuses on the actuator sizing.

5.4.1 Sizing Scenarios Models

Torque and Speed

The torque and speed required at each component has to be computed. For that the torque and speed
values have to be computed at actuator level. These values are obtained by analyzing the mission
profile. The maximum hinge moment is extracted from the mission profile. Since an on-hinge topology
is chosen it is directly the required maximum torque. Similarly, the fatigue torque is extracted from
the mission profile as one reduction stage is used. Nevertheless, since control surface splitting is
considered the torque value has to be divided. The splitting is achieved so that the torque of elementary
surfaces is equal. Hence, the elementary surface maximum torque Tsur f can be expressed as:

Tsur f =
Tsur ftot

Nsur f
(5.1)

Where Tsur ftot and Nsur f are respectively the hinge moment of the total surface and the number of
elementary surfaces.

A security factor ksec is considered for estimating the EMA maximum operating torque :

TEMA = ksec ·Tsur f (5.2)

An over-sizing factor kos discussed later is introduced in order to obtain the required torque for
mechanical component:

TEMAmech = kos ·TEMA (5.3)

The speed sizing values are the maximum speed Ωmax of the mission profile and the equivalent
speed used to compute the temperatures Ωmean. Ωmean is computed as follows:

Ωmean =

(
1

t f − t0

∫
| Ωsur f |1.5 dt

) 1
1.5

(5.4)
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Where t f and t0 are respectively the final and initial time of the mission profile, and Ωsur f the
instant rotational speed of the surface. The factor 1.5 is used since it is the exponent used for the
electric pulsation, which is proportional to the speed, when estimating the motor iron losses using the
Steinmetz model [207].

Once the torques and speeds are estimated at surface level, they are distributed at motor level:

Tem =
TEMA

Nred ·ηHD
(5.5)

Where Tem is the maximum electromagnetic torque of the motor, Nred and ηHD are respectively the
reduction ratio and the efficiency of the Harmonic Drive. The maximum and mean speed of the motor
are also derived:

Ωmot = Ωmax ·Nred (5.6)

Ωmot,mean = Ωmean ·Nred (5.7)

Thermal Behaviour

The characterization of the thermal environment of aileron actuators may be difficult due to the
sensitivity to uncertain internal airflow. Hence, a conservative approach is to consider that the
actuator is cooled only by natural convection. The operating point chosen to compute the temperature
of components is an intricate concern. A detailed study of the thermal behaviour of an aileron
linear EMA has been achieved [54]. Three designs are achieved. Two use a linear steady state
thermal model to evaluate the actuator temperatures. The first design is obtained for the temperatures
corresponding to the maximum torque of the mission profile. The second design is obtained for
the temperatures corresponding to the RMS torque of the mission profile. The third design is
obtained for the temperatures evaluated using the dynamic model response to the entire flight profile
presented previously. A validation of each design is achieved by running the dynamic model for each
configuration. The thermal response for the three designs have been achieved for the same operating
speed Ωmean. Thermal simulation validation results are illustrated in Figure 5.12.

The first conclusion is that the most critical flight phase for the thermal behaviour of an EMA
is during cruise when the loads are high and the heat transfer is less efficient due to low air density
despite that the ambient temperature is very low. The optimal mass was obtained for the complete
mission profile scenario and an increase of 10 % was obtained for maximum torque. However, the
sizing achieved for the RMS torque operating point was not compliant with thermal constraints. In the
present study, it is therefore chosen to use the maximum torque Tsur f to compute temperatures even
though it is not the optimum. More details of the work achieved in [54] can be found in Appendix B.
The chosen operating point Tsur f and Ωmean enable to determine the losses in the different components.

As the surfaces studied operate during the entire flight, the steady state response is used to
compute component temperatures. Hence, only the losses obtained for the operating point and the
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Fig. 5.12 Thermal response of preliminary design over the entire mission

component thermal resistances are needed. These will be determined during the component estimation
models description. The thermal losses in the Harmonic Drive are not considered during temperature
estimation.

For example, the motor winding temperature is obtained as follows:

Θmot = Θamb +(Rthconv +Rthcd ) ·PJmot +Rthconv ·Pirmot (5.8)

Where Θamb is the ambient temperature, Rthconv and Rthcd are respectively the natural convection
thermal resistance between the housing temperature and the wing and the motor conduction thermal
resistance between the winding and the stator skin. Finally, PJ and Pir are respectively the Joule and
iron losses of the brushless motor. The temperatures of the housing Θskin, diode Θdio, MOSFET Θmos

and capacitor Θcapa are obtained with a similar approach.

Reflected Inertia

The EMA shall have a maximum reflected inertia. This requirement strongly impacts the sizing of the
motor as it depends on its inertia. It also influences the choice of Harmonic Drive as it depends on its
reduction ratio and its inertia. This variable is expressed as follows:

Jre f = (Jmot + JHD) ·N2
red (5.9)

Where Jmot and JHD are respectively the inertia of the motor and the Harmonic Drive. The flexible
coupling inertia is neglected since it is positioned after the reduction ratio.

The maximum reflected inertia per surface is obtained by dividing the total surface inertia by the
number of elementary surfaces.

Runaway

As mentioned previously, the runaway sizing scenario strongly impacts the electro-mechanical power
chain design. Indeed, it generates the maximum stress on mechanical components (Harmonic Drive,
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flexible coupling). It consists of the maximal torque capability of the EMA TEMA and the inertial
torque due kinetic energy stored in motor and Harmonic Drive inertias, at maximum motor speed
capability Ωmot , which is transformed into elastic energy in an equivalent torsional stiffness Keq when
impacting end stops. It is expressed as follows:

TRA =
√

Keq (Jmot + JHD)Ω2
mot +TEMA (5.10)

The equivalent stiffness corresponds to Harmonic Drive stiffness KHD and flexible coupling
stiffness KFC in series:

Keq =
KHD ·KFC

KHD +KFC
(5.11)

Vibration Analysis

The vibration analysis is used to size the housing. The stress due to vibration will be modelled by FEM
and will be described in the housing estimation models section. Nevertheless, the boundary conditions
are defined at system level by the DO-160 [191]. It is therefore chosen to evaluate simulations for a
vibratory excitations of 20 g from 5 Hz to 2 kHz.

Geometric Integration and Mass

The geometric integration scenario verifies that the actuator fits diameter wise and length wise in the
control surface. Therefore, the diameter and the length of the actuator have to be determined. The
diameter is estimated as follows:

Dact = max(Dmot ,DHD,DFC)+2 · e (5.12)

Where Dmot , DHD and DFC are respectively the diameter of the motor, Harmonic Drive and flexible
coupling, and e is the housing thickness.

The length of the actuator is obtained as follows:

Lact = LPE +Lmot +LHD +LFC (5.13)

Where LPE , Lmot , LHD and LFC are respectively the height of the power electronics module (fixed), the
length of the motor, Harmonic Drive and flexible coupling. The length-wise thickness of the housing
is neglected and included in the integration margin discussed in Section 5.5.

The mass of the EMA is obtained by adding each component mass as follows:

Mact = MPE +Mmot +MHD +MFC +MH (5.14)

Where MPE , Mmot , MHD, MFC and MH are respectively the mass of the power electronics module
(fixed), motor, Harmonic Drive, flexible coupling and housing.
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5.4.2 Estimation Models

Power Electronics

The power electronics components have fixed size. However, their thermal behaviour must be verified
and can have an effect on the heat sink (housing) and electro-mechanical power chain sizing. To
evaluate losses generated in MOSFETs, diodes and the capacitor, root mean square (RMS) and mean
values of current passing through each component must be expressed. Here, RMS and mean values
are expressed as a function of modulation index β [86]. Modulation index is computed with electrical
properties of the motor and the operating point (torque and speed) and will be given in the motor
models. We assume that the power factor cos(ϕ) of the electrical load is equal to 1.0 for the considered
range of operating points. Conduction losses and switching losses are evaluated for the MOSFET
using the following equations:

Pcdmos = Rdmos

I2
peak

8

(
1+

8
3π

β cos(ϕ)
)

(5.15)

Pswmos = fsw(EON +EOFF)
Ipeak

Ipeakre f

UDC

UDCre f

(5.16)

Where Rdmos is the drain source resistance, fsw is the switching frequency, Ipeak is the peak current
passing through one leg of the inverter and UDC the DC bus voltage, EON and EOFF the commutation
energies, and Ipeakre f and UDCre f respectively the current and voltage for which the commutation
energies have been measured.

Similarly the conduction and switching losses are expressed for the diode:

Pcddio =Vd
Ipeak

2π

(
1− π

4
β cos(ϕ)

)
+Rddio

I2
peak

8

(
1+

8
3π

β cos(ϕ)
)

(5.17)

Pswdio =
1
4

Qrr
Ipeak

Ipeakre f

(5.18)

Where Vd , Rddio and Qrr are respectively .
Dielectric losses in the capacitor are neglected, only Joules losses generated by RMS current are

considered. The RMS current in the DC bus capacitor can be expressed as follows [86]:

IcapaRMS = Ipeak

√√√√√
3β

4π
+

(√
3β

π
− 9β 2

16

)
· cos(ϕ) (5.19)

The Joule losses generated by the capacitor are then estimated with respect to the RMS current
and the resistance of the capacitor Rcapa:

PJcapa = Rcapa · I2
capaRMS

(5.20)
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Brushless Motor

The sizing model of the brushless motor used is based on the work of Sanchez [209, 207] who
developed electromagnetic and thermal surrogate models based on FEM simulations illustrated in
Figure 5.13.

Fig. 5.13 Brushless motor electromagnetic (left) and thermal (right) FEM simulations [207]

A more detailed explanation of the following models can be found in Appendix B.
The linear electromagnetic torque of the motor Tem,l =

Tem
Lmot

can be determined with the following
dimensionless equation [207]:

π0 = 1.72 ·10−4 ·π1.142−0.262log(π1)+1.679log(π2)
1 π

−2.256−0.721log(π2)+0.518log(π2)log(π1)
2 (5.21)

Where π0 =
Tem,l

JcurBrD3
mot

which represents the dimensionless linear torque, π1 =
µ0JcurDmot

Bsat
which repre-

sents the magnetic saturation and π2 =
ey

Dmot
which represents the quantity on iron the yoke and has a

significant influence on the iron losses. With Dmot the stator outer diameter, ey the yoke thickness, Jcur

the current density in the windings, µ0 the permeability of vacuum, Br the induction of the magnet
and Bsat the saturation value of the iron sheets.

Similarly, the conduction thermal resistance model between the stator skin temperature and the
winding hot spot temperature is obtained using surrogate modelling and FEM simulations (Figure
5.13). The obtained surrogate model that represents the motor conduction thermal resistance is the
following [209, 207]:

πcond = 84.2 ·π−1.077+0.164log(π1)
1 (5.22)

Where πcond = Rthcond Lmotλir, π1 =
Dmot
eN

, and Lmot and Dmot are respectively the length and diameter
of the motor, eN is the Nomex insulation thickness, λir is the thermal conductivity the iron.

In order to determine the thermal response of the actuator and motor, the motor losses have to be
modelled. The losses considered here are the Joule losses and iron losses.

The Joule losses PJ in the motor are a function of the winding volume per slot pair Vw, current
density Jcur, winding factor kw, copper electrical resistivity σcop and the number of slots Nslot :

PJ =
Nslot

2
kwσcopVwJ2

cur (5.23)
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The challenge to obtain an accurate Joule losses model is to have an accurate estimation of the
winding volume. The winding volume per slot pair can be decomposed into the winding volume of
the active part of the motor Vslot and the winding head Vwh as follows:

Vw =Vslot +Vwh = 2AslotLmot +2π
2
(

dtore

2

)2

Rtore (5.24)

Where Aslot is a single slot area, dtore = 2
√

Aslot
π

the equivalent diameter of the winding head and
Rtore = 0.2877 ·Dmot sin

(
π

12

)
the radius of the winding head from one slot to another.

Sanchez has also provided a surrogate model that estimates the slot area [207]:

πslot = 2.31 ·10−6 ·π−6.946−4.104log(π2)−0.833log(π2)
2

2 (5.25)

Where πslot =
Aslot
D2

mot
and π2 =

ey
Dmot

.
The second source of losses are the iron losses. The general expression of iron losses is the

following:
Pir = A ·Vir ·B2 (5.26)

Where A = k · δp 1
50
· ρir

(
Ωmot,mean·pp

2π·50

)1.5
, with k and δp 1

50
loss factors measured for 50 Hz, ρir the

density of iron, Ωmot,mean the operating speed of the motor for the temperature computation, pp the
number of pole pair, and B = By +Bt , with By and Bt respectively the induction level in the yoke and
the teeth.

A surrogate model for estimating the iron losses was also constructed [207]:

πPir = 2.361 ·10−2 ·π−0.498−0.0605log(π1)+0.496log(π1)
2

1 ·π−1.714−0.765log(π2)
2 (5.27)

Where πPir =
Pir

ALmot D2
mot Br

, π1 =
µ0JcurDmot

Bsat
and π2 =

ey
Dmot

.
The mechanical models of the brushless motor are also needed to evaluate mass, geometric

integration, inertia and maximum mechanical speed.
The diameter of the motor Dmot is a design variable. Conversely, the motor length Lmot is obtained

with respect to the required electromagnetic torque T em and the linear electromagnetic torque Tem,l

obtained previously:

Lmot =
Tem

Tem,l
(5.28)

The inertia is obtained as follows:

Jmot = Jmotre f

(
Lmot

Lmotre f

)
·
(

Dmot

Dmotre f

)4

(5.29)

Where Jmotre f , Lmotre f and Dmotre f are respectively the inertia, length and diameter of the reference
motor. The diameter term Dmot

Dmotre f
represent the effect of diameter on the rotor diameter.
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The mass model is obtained using surrogate modelling:

Mmot = 5945.85LmotD2
mote

0.06654
y (5.30)

The motor maximum mechanical speed is obtained using a scaling law as follows:

Ωmotmax = Ωmotmaxre f

(
Tem

Temre f

)− 1
3.5

(5.31)

Where Ωmotmaxre f
and Temre f are respectively the maximum mechanical speed and electromagnetic

torque of the reference motor.
The electrical model of the model is needed to evaluate the factor β used for the power electronics

sizing.
The torque constant of the motor is derived using the DC bus voltage UDC and the maximum

operating speed of the motor Ωmot .

Ke =
UDC

2Ωmot
(5.32)

The peak current can then be yielded:

Ipeak =
2
3

Tem

Ke
(5.33)

The electrical resistance of one phase of the motor in obtained as follows:

Rmot = PJ
2
3

I2
peak (5.34)

The electromotive force can also be derived for the operating point Ωmot,mean used to compute the
thermal response:

E = Ke ·Ωmot,mean (5.35)

The effect of the inductor on the voltage when compared to the resistor is negligible. The phase
voltage of the motor can then be obtained:

V = Rmot · Ipeak +E (5.36)

Finally, the factor β is expressed as follows [86]:

β = 2 · V
UDC

(5.37)

Harmonic Drive

The Harmonic Drive is sized using algebraic models obtained through linear regression of catalogue
datasheets as illustrated in Figure 5.14.
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Fig. 5.14 Harmonic Drive stiffness linear regression with respect to repeatable torque and reduction
ratio

The Harmonic Drive diameter DHD, length LHD, inertia JHD , stiffness KHD and mass MHD are
expressed with respect to the repeated peak torque THD and reduction ratio Nred as follows:

DHD = 22.9 ·10−3T 0.31
HD N−0.12

red (5.38)

LHD = 15.5 ·10−3T 0.275
HD N−0.141

red (5.39)

KHD = 0.66 ·103T 1.1
HDN−0.31

red (5.40)

JHD = 3.8 ·10−7T 1.63
HD N−0.807

red (5.41)

MHD = 2.55 ·10−2T 0.95
HD N−0.46

red (5.42)

Flexible Coupling

The flexible coupling topology is shown in Figure 5.15.

Fig. 5.15 Flexible coupling topology

Sizing models are based on scaling laws that assume that the flexible coupling is sized for constant
mechanical stress. The diameter can then be estimated with respect to the required nominal (fatigue)
torque TFC, and reference component torque TFCre f and diameter DFCre f :
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DFC = DFCre f ·
(

TFC

TFCre f

) 1
3

(5.43)

Similarly, the peak torque, length, stiffness and mass are determined:

TFCpeak = TFCpeakre f
·
(

TFC

TFCre f

)
(5.44)

LFC = LFCre f ·
(

TFC

TFCre f

) 1
3

(5.45)

KFC = KFCre f ·
(

TFC

TFCre f

) 1
2

(5.46)

MFC = MFCre f ·
(

TFC

TFCre f

)
(5.47)

Housing

The EMA housing acts as a heat sink and a mechanical link. It is assumed that the actuator is located
in the wing with no airflow and only natural heat convection and radiation cools it. A surrogate
model evaluates the thermal natural convection resistance between the EMA skin temperature and
the wing skin temperature as a function of EMA geometry and losses. A detailed description of the
model establishment can be found in [207] and examples of utilization can be found in [210, 53]. The
integration and thermal configuration of the aileron rotary EMA is illustrated in Figure 5.16.

Aileron EMA Wing

Fig. 5.16 Aileron rotary EMA integration and thermal configuration schematic

Some modelling assumptions are made:

• The heat transfer through the housing extremities is not considered. Hence, a 2D FEM model is
used.

• Only natural convection cooling is assumed.
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• Since the airframer requires that the structure cannot be used as a heat sink, the lateral wall of
the model are considered adiabatic. The wing spar is far enough to consider that there is no
confinement effect. Hence, it is considered as an open frontier.

• The upper and lower walls are the wing panels. The heat transfer at these surfaces level is
modelled by a correlation law based for different air flow configurations on a NACA wing
profile [241].

• The properties of air are assumed to be constant for the study, evaluated at the mean temperature
and for cruise altitude.

• The size of the EMA integration environment is constant.

• The heat dissipated by the actuator is modelled by a volumic heat dissipated in the cylinder.
Since natural heat convection is considered, the Grashof number will be used with respect to
the heat flux density obtained for the exchange surface of the EMA and the total power to be
dissipated.

The thermal resistance of the EMA housing Rthconv is a function of eleven physical quantities:

Rthconv = f (Lact ,ρair,Cpair ,µair,λair,gβδθ ,h1,h2,Le,He) (5.48)

Where Lact is the actuator length, ρair, Cpair , µair and λair are respectively the density, heat capacity,
dynamic viscosity and thermal conductivity of the air, and gβδθ represents the Archimedes’ force
due to the temperature difference between the housing and the environment, and h1 and h2 are
respectively the upper and lower wing panel convective heat transfer coefficients, and Le and He

geometric parameters of the environment.
The dimensional analysis and the Vaschy-Buckingham theorem enable us to reformulate Equation

5.48 in a dimensionless form:

πconv = F (GrLact ,Pr,π2,π3,π4,π5) (5.49)

Where πconv = λairLactRthconv , GrLact =
ρ2

airgβϕhL4
act

λairµ2
air

is the Grashof number defined for the dissipated

heat flux density ϕh, Pr = µairλair
Cp

the Prandtl number, π2 =
Le

Lact
and π3 =

He
Lact

are the geometric ratios

representing the actuator confinement, and π4 =
h1Le
λair

and π5 =
h2Le
λair

are dimensionless number that
represent the thermal boundary conditions of the problem. The geometry of the environment is
constant, thus Le and He are constant. Therefore, π4 and π5 are considered constant. This enables us
to reformulate Equation 5.49 with three dimensionless variables:

πconv = F (GrLact ,Pr,π2,π3) (5.50)

The surrogate model is then constructed based on FEM simulation results as illustrated in Figure
5.17.
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Fig. 5.17 Housing multi-physical FEM simulation

The regression of these results lead to the expression of the dimensionless variable representing
the convective thermal resistance:

πconv = 0.595π
−0.00522
1 π

−0.058
2 Gr−0.187

Lact
(5.51)

The thermal resistance Rthconv =
πconv

λairLact
enables us to compute EMA skin, motor winding, capacitor,

MOSFET and diode maximum temperatures using the different thermal conduction resistances and
losses.

The EMA housing also acts as a mechanical link between the electro-mechanical power chain,
power electronics and the wing/surface attachment. As vibrations are very important [110] for
aerospace embedded actuators, a simplified sizing model is developed for the preliminary design of
the rotary actuator housing under vibratory loads. The same approach is used for the linear EMA in
Chapter 4. For this purpose, surrogate modelling techniques and dimensional analysis are used [209].
The vibratory loading problem is considered with the following simplified geometry: hollow cylinders
for the housing, a full cylinder for the flexible coupling, reducer and motor, clamped boundary
condition on one side. The effect of the reported weight of the actuator is neglected. The cylinder
representing the flexible coupling, the Harmonic Drive and the motor is modeled using a low Young’s
modulus (1/10 of steel) to not increase the structure stiffness. A FEM modal analysis (Figure 5.18) is
achieved and enables us to obtain: the resonance frequency, the modal form and finally the maximum
stress for a given acceleration load.

The use of the Buckingham Theorem and dimensional analysis enables to reduce the number
of variables to express a physical problem. For our example, after analysis of maximal stress,
displacement and resonance frequency, the maximum stress σ at resonance frequency under a
vibratory load can be expressed with the dimensionless following form:

σ

Qmadρ
= f

(
Lact

d
,

e
d

)
(5.52)

Where a is the acceleration of vibration, ρ the volumic mass, d the components diameter (housing
inner diameter), Lact the actuator length and e the housing thickness.
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Lact

d/2

e

u0

Fig. 5.18 Housing modal analysis

The global expression of the dimensionless number expressing the stress is thus only function of
two aspect ratios. The function f will be approximated thanks a surrogate model after a numerical
design of experiments [100]. The complete process yields:

σ

Qmadρ
= 2.75

(
Lact

d

)1.73( e
d

)−0.72
(5.53)

Equation 5.53 shows that the maximum stress of the housing σ increases with the length Lact and
decreases with the thickness e.

5.4.3 Actuator Sizing Model

As the rotary topology is chosen, the sizing problem is similar to an optimal motor and gearhead
selection [201]. However, due to particular sizing scenarios like maximum skin temperature, maximum
reflected inertia and resistance to runaway, the sizing problem is more intricate. An illustration of the
integration and the components that must be sized (except ball bearings) is given in Figure 5.19.

Brushless
Motor

Power 
Electronics

Ball Bearings

Housing

Actuator
output

Flexible 
coupling

Harmonic
Drive

Fig. 5.19 Cut view of the actuator
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The rotary EMA sizing model is implemented by associating the previously given sizing scenario
and component estimation models. All the present models are algebraic and thus can be implemented
in the BOA framework. The system sizing model contains a multidisciplinary coupling. The coupling
is due to the runaway scenario. The mechanical components are selected on the TEMAmech torque,
nevertheless they must also sustain the torque generated by a runaway TRA. However, the torque
generated by the runaway is a function of the stiffness and inertia of the components. In order to make
the system consistent TEMAmech shall be greater than TRA. TEMAmech is initially smaller than TRA, thus
an over-sizing factor kos is introduced in Equation 5.3 and is configured as a design variable. This
technique is the application of the NVH formulation outlined in Chapter 3. The architecture of the
actuator sizing model is illustrated in Figure 5.20.

The actuator sizing model is presented as an optimization problem which will be extended in the
next section. The problem is the following:

minimize Mtot

with respect to Nred ,Dmot ,ey,Jcur,Nsur f ,eH ,kos

subject to Ωmot −Ωmotmax ≤ 0

TRA −TEMAmech ≤ 0

Jre f − Jre fmax ≤ 0

∆V −∆Vmax ≤ 0

σ −σmax ≤ 0

Θskin −Θskinmax ≤ 0

Θmot −Θmotmax ≤ 0

Θdio −Θdiomax ≤ 0

Θmos −Θmosmax ≤ 0

Θcapa −Θcapamax ≤ 0

Lact −Lmax ≤ 0

Dact −Dmax ≤ 0

(5.54)

5.5 Control Surface Sizing and Actuator Integration

5.5.1 Integration

The case study of this chapter is the preliminary sizing of a primary flight control actuation system
composed of multiple integrated actuators and control surfaces. This section focuses on the design of
the integrated actuators and aileron control surface. An illustration of the system to be sized is given
in Figure 5.21. The previously described actuator has now to be integrated in the control surface hinge
line. The housing of the actuator is chosen to be fixed to the wing whereas the output of the actuator
is fixed to the control surface. The linkage between the control surface and the wing is chosen to be a
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Motor
DC link

Capacitor
Inverter

Digital electronics

Flexible 
coupling

FCC

Control 
surface

Functional electronic chain Functional electromechanical power chain

Functional actuation chain

HVDC 
Network

Harmonic
Drive

Housing

Wing/surface
attachment

Fig. 5.21 Architecture of the system to be sized

pivot. A hyperstatic assembly between the actuator and the control surface is avoided by using the
flexible coupling at actuator output level. However, this leads to have a male shaft which plugs into
the actuator conversely to classical solutions. Nevertheless, this assembly enables an easy mounting
of the actuator and avoids high stresses that could affect the lifetime of the mechanical components.
The integration solution is illustrated in Figure 5.22.

Fig. 5.22 Actuator on-hinge integration with housing fixed to the wing

Some geometric integration requirements are chosen. The space between the actuator and the
wing spar shall be more than 1.5 times the actuator diameter for mounting and unmounting. The
actuator diameter shall be less than 90 % of the surface hinge diameter. The length-wise geometric
integration requirement will be described during the modelling part.



5.5 Control Surface Sizing and Actuator Integration 157

5.5.2 Control Surface Sizing

The control surface structure, as a beam along the hinge line, withstands torsional moment due to
aerodynamic forces. Figure 5.23 shows an aileron subjected to aerodynamic forces and actuator
torque. The 3-split design maximum torsional moment is 3 times smaller. The theoretical gain in
mass offered by splitting a control surface in k elementary surfaces would be a k-factor, if maximum
torsion stress was the only sizing criterion as illustrated in Figure 5.23.

torsional moment

wingspanwise
coord.

Fig. 5.23 Effect of control surface splitting on structure torsional moments

A finite element study was carried out to assess the actual gain. For each k = 1...6, the original
aileron was split in k elementary ailerons of equal hinge moment; then a structural optimization was
performed for each elementary aileron:

• Objective: minimize overall structural mass.

• With respect to design variables: thickness of each part: spars, ribs, upper and lower surfaces,
spar caps, rib caps.

• Subject to constraints: Von Mises and buckling stress is lower than fatigue strength chosen as
(30) MPa for aluminum alloy with a security factor of 2, thicknesses remain above manufactur-
ing minimum value chosen as 1.5 mm for the spar caps, 1 mm for the rib caps, 0.5 mm for the
other parts.

Each model featured, two spars, two outer “secondary” ribs and two inner “main” ribs, fitted with
rigid elements (Nastran RBE2) in a 25 mm radius zone around the hinge line to avoid unrealistic
stress concentrations. The master nodes consist of respectively a ball joint boundary condition that
accounts for a pivot-type linkage and a ball joint condition with zero rotation around the hinge line,
that accounts for the combination of a pivot junction and the actuator action. The model considers
uniform 2850 Pa pressure on the lower surface as the effect of aerodynamic loads.

A preliminary buckling study led us to change the minimum thickness of the front spar to 1.25
mm. Figure 5.24 shows Von Mises stresses on an elementary control surface model after optimization.

The set of computations yielded the mass of every elementary control surface for each configu-
ration, hence the mass of the set of elementary control surfaces for each configuration, as shown in
Figure 5.25.

The gap between the theoretical mass and the FEM optimization results shows that the theoretical
approach is too optimistic and a more detailed design that incorporates buckling and other effects
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Fig. 5.24 Control surface FEM structural optimization result for one of five elementary surfaces
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Fig. 5.25 Effect of number of surfaces on total control surface structural mass
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is needed. Therefore, the FEM results are fitted with linear regression to consider the effect of the
number of surfaces number of surfaces Nsur f on control surface structural mass Msur f .

5.5.3 Wing/Control Surface Attachment Sizing

Each control surface is usually linked to the wing rear spar by at least two cantilever attachments.
Splitting the control surface increases the number of attachments. The effect on total structural mass
is taken into account.

Conventional designs feature enough space between the spar and the aileron chord-wise to fit
the linear actuators. Using rotary actuators located on the hinge line of the aileron frees that space.
The only requirement considered for choosing the cantilever length is that the rotary actuator has to
be assembled to its final location through that space, so the distance from the spar to the hinge line
has to be at least 1.5 times the actuator outer diameter. This study assumes that the wing structure is
designed accordingly, which is beneficial as it allows more space for fuel inside the wing box.

The optimization procedure requires the attachment mass to be assessed. Figure 5.26 shows the
geometry and the adjustable dimensional parameters.

spar

actuator
mounting

plate
L

D

H

web plate
cover plate

Fig. 5.26 Wing/Control surface attachment parameters

The list of considered sizing criteria consists of resistance as the control surface is subjected
to vertical aerodynamic forces, and vibratory requirements. The resistance criteria leads to the
assessment of the strength of the cover plates and the buckling of the web plate. The vibratory
requirements lead to the assessment of the natural frequency of the mounted control surface has to be
above 125 Hz.

For each of those, an analytical expression is developed. The maximum stress in the cover plates
is calculated near the spar and near the actuator using beam theory. The quadratic moment of inertia
of this section is:

I =
bcoverD3 − (bcover − tweb) · (D−2tcover)

3

12
(5.55)

The bending stress is then computed:

σbend =
F ·
(
L+ D

2

)
2I

(5.56)
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Where F =
TEMAmech

2L since the torque is distributed to both attachment for one surface.
The allowable shear stress is assessed using formula for infinitely long rectangular plate:

τallow = 5.34 · π2 ·E
1−ν

· tweb

L− D
2

(5.57)

Where E is the Young’s modulus of the material, ν the Poisson coefficient. For the considered
geometric configuration, the shear stress is much lower that the admissible stress of the material and
thus is not implemented in the sizing model.

Two natural modes are considered: lateral (i.e. horizontal) and vertical translation of the control
surface. The moving mass M is the sum of the elementary aileron structural mass and the mass of two
actuators. The lateral stiffness is expressed as follows:

Klat = 2 ·Kcp = 2 · 3 ·E · Icp

2 ·L3
cp

(5.58)

Where kcp is the lateral stiffness due to only one cover plate, Icp = tcp ·b 3
12 the quadratic moment of

the cover plate. Finally the corresponding natural frequency in Hz is:

flat =
1

2π

√
Klat

M
(5.59)

In addition, vertical stiffness of attachment is assessed considering bending and shearing of the
attachment as a beam.

5.5.4 System Sizing Model

The sizing model of the integrated actuator and control surface is an extension of the actuator sizing
model.

The length-wise geometric integration constraint has to be modelled. Control surface splitting has
an effect on the length of the surface, thus the EMA length. As control surfaces are split for equal
torque the length of elementary surfaces is not the same. Hence, the most short control surface is
taken. The length space for the actuator Lmax also considers the space taken by two attachments and a
50 % margin on the sum of both actuator length:

Lmax =
Lsur fmin −2bcover

2.5
(5.60)

Where Lsur fmin is obtained with respect to Lsur ftot the total surface length, Nsur f the number of elemen-
tary surfaces and the equal hinge moment configuration.

Once important choice made during the more integrated design approach concerns the runaway
scenario. It has been chosen to use no torque limitation device and use only the stiffness is the
mechanical transmission to absorb the shock. Nevertheless, the torque generated by that shock is
higher than the operating torque. Thus, the attachment is sized for the torque TEMAmech as achieved in
Equation 5.56.
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The sizing model used for the integrated actuator and aileron control surface is the extension of
the actuator sizing model (Figure 5.20). The sizing scenario and estimation models that concern the
actuator integration, control surface and attachment sizing are therefore added. The architecture of
the model is shown in Figure 5.27.

The sizing problem is formulated as the following optimization problem:

minimize Mtot

with respect to Nred ,Dmot ,ey,Jcur,Nsur f ,eH ,kos,bcover, tweb

subject to Ωmot −Ωmotmax ≤ 0

TRA −TEMAmech ≤ 0

Jre f − Jre fmax ≤ 0

∆V −∆Vmax ≤ 0

σ −σmax ≤ 0

fmax − flat ≤ 0

fmax − fver ≤ 0

σshear −σshearmax ≤ 0

σbend −σbendmax ≤ 0

Θskin −Θskinmax ≤ 0

Θmot −Θmotmax ≤ 0

Θdio −Θdiomax ≤ 0

Θmos −Θmosmax ≤ 0

Θcapa −Θcapamax ≤ 0

Lact −Lmax ≤ 0

Dact −Dmax ≤ 0

(5.61)

5.6 Primary Flight Control Actuation System Optimization

5.6.1 Optimization and Exploration

All the present models are algebraic and thus can be implemented in the BOA framework.
In the previous sections, a rotary EMA sizing model and an integrated actuator and aileron control

surface have been outlined. The integrated actuator and control surface sizing model enables us to
determine the sizing of the actuator, wing/surface attachment and aileron control surface with respect
to the number of elements into which the total control surface is split. In this section, the sizing model
is extended to the complete primary flight control surface that includes ailerons, elevators and rudder.

The analysis of the different surface actuator requirements for the considered aircraft is achieved.
The analysis shows that the aileron surface has the greatest linear hinge moment. This means that
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ratio between the hinge moment and the length of the surface is the most important when compared
to the elevator and the rudder. Hence, the aileron surface is the most constraining for the actuator
linear torque. In addition, the hinge diameter of the aileron is also the most constraining for actuators.
Hence, for any aileron control surface splitting configuration that has an actuator sizing that meets the
requirements, a control surface splitting configuration for elevators and the rudder exist where the
same actuator can be used.

Therefore, the primary flight control actuation system preliminary sizing study can be reduced to
the study of an aileron sizing. However, a more detailed study should be achieved for the structural
analysis and thermal analysis of the elevators and the rudder.

The sizing problem is composed only of algebraic models and is therefore implemented in the
BOA framework. The sizing problem involves 104 analysis functions in total. It consists of the
previously presented integrated actuator and aileron control surface sizing model. The optimization
problem is composed of 9 design variables and 16 constraints. Thus, the model is solved using
the adjoint method in the BOA framework. Hence, total system derivatives are obtained using the
MAUD architecture [113] and partial derivatives are obtained using symbolic differentiation. The
gradient-based optimizer SLSQP is used to solve the problem.

5.6.2 Results

The optimization leads to a configuration where the aileron control surface is split in 6 elementary
surfaces. Then a design exploration is achieved by running several optimizations for different number
of elementary surfaces. The typical runtime for each optimization is 4.4s (7min42s with NSGAII a
gradient-free optimizer). The active constraints are housing stress, the housing skin temperature and
the attachments bending natural frequency. The Harmonic Drive reduction ratio is at its maximum
value despite the runaway scenario.

The results of this exploration are illustrated in Figure 5.28.
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Fig. 5.28 Effect of number of surfaces on optimal overall system mass
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For configurations with 1, 2, 3, 11 and 12 individual surfaces the design is unfeasible for the
chosen EMA architecture and thermal environment assumptions. For configurations 1, 2 and 3
the thermal constraints lead to large diameter EMA which do not fit in the allocated space. For
configurations 11 and 12, the maximum length is unachievable because of a too important splitting.
It is important to note that a large number of surfaces penalizes maintenance cost as the number
of actuators to unmount/mount are greater. In addition, the "dead mass" like electrical connectors
and mechanical interfaces increase as well with the number of elementary surfaces. In the feasible
domain, the effect of the number of surfaces on the total actuator mass is not significant. Hence, an
interesting configuration could be to split an aileron in 4 or 5 elementary surfaces in order to limit the
disadvantages.

The ratio between the actuator mass and structural mass is high partially due to very pessimistic
thermal assumptions. Hence, it is chosen to investigate the effect of the natural convection thermal
resistance of the housing on the design. This is achieved for the 5 surfaces configuration and mass are
normalized for the nominal value of thermal resistance. It consists of the cylinder housing presented
previously with no duct. It is proposed to reduce the housing thermal resistance by a factor which
ranges from 1 to 4. The resulting overall mass are given in Figure 5.29.
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Fig. 5.29 Effect of reducing the housing thermal resistance on optimal overall system mass

Results show a significant positive effect of decreasing thermal resistance value on the total
actuators mass and therefore the system mass. The effect slows down when the motor hot spot
temperature constraint becomes active and conductive limit is reached. To further optimize the
actuator, ducts or other cooling systems can be added.

Decreasing this thermal resistance value can lead to interesting performances and characteristics
of EMAs. This can be done by studying more deeply thermal boundary conditions of EMA as natural
convection is a confined space is very pessimistic as in reality EMA exchange by thermal conduction
with the structure. Furthermore, cooling technologies or highly conductive insulations for the motor
winding can lead to significant insights for flight control EMA technologies. Nevertheless, a further
studies should include a distinction between permanent torque and maximal torque during sizing
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of actuators should be done especially for surfaces different than aileron. The dynamic thermal
optimization presented in Appendix B could be used for this purpose.

Another direction for increasing the proposed actuator competitiveness is mechanical integration.
As shown in Figure 5.30, an important share of a single actuator mass is the flexible coupling.

33.7%
(1.40 [kg])

13.9%
(0.58 [kg])

14.4%
(0.60 [kg])

14.4%
(0.60 [kg])

23.6%
(0.98 [kg])

Flexible Coupling
Harmonic Drive
Housing
Power Electronics
Brushless Motor

Fig. 5.30 Single EMA mass breakdown for five surfaces configuration

The flexible coupling was introduced in order to avoid an hyperstatic assembly and deal with
potential radial misalignment. Thus, improving the mechanical integration between the control
surface, the attachment and the actuator could lead to smaller misalignment values or innovative
assembly concepts, hence a potential mass reduction.

5.6.3 Summary and Discussions

A primary flight control actuation system architecture and EMA architecture have been proposed. At
the system level, the concept of control surface splitting enables to decrease the hinge moment of a
surface and thus the required actuator torque. This leads to actuator architecture with less gear stages
and thus compact solution. Small and low inertia elementary surfaces also enables these surfaces to
have less authority on the wing behaviour and certainly flutter. At flight control and aircraft level
control surface splitting increases reliability as it is intrinsically redundant. In addition it provides a
higher control freedom. For example, on the Airbus A380 aileron and rudder control surface splitting
enabled better passenger comfort and structural loading. The chosen integration configuration is to
use rotary on-hinge EMAs. This enables to reduce chord wise mechanical clearance when compared
to linear actuators and free some space for fuel tank. Furthermore, if an elementary surface is jammed,
the other surfaces can potentially act in order alleviate the load on the jammed surface.

At the actuator level, the EMA technology is more environmentally friendly due to the removal of
the hydraulic fluid. The rotary configuration provides a maintenance free solution and an enhanced
reliability due to the lack of contamination of the lubricant. Such integration concept leads to more
compact solutions and less "open" electrical interfaces since the inverter, the motor and sensors
are in the same housing. The actuator design is chosen to be more integrated. Hence, no runaway
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overload protection devices like spring, torsion bar or torque limiter are used which increases the
compactness of the EMA. The selected actuator architecture is also back-lash free. In addition, the
actuator, wing/surface attachment and control surface assembly is not hyperstatic which reduces the
risk of failure and increases the overall lifetime.

The most significant finding of the conceptual sizing is that a solution exists where the same
actuator can be used for ailerons, elevators and the rudder if the surfaces are split correctly. This
solution could lead to lower maintenance and development costs. An illustration of the concept is
given in Figure 5.31.

Fig. 5.31 Aileron, elevator and the rudder control surface splitting configuration visualization using
OpenVSP [96]

However, the proposed concept has some limitations especially in terms of actuator mass. An
indirect comparison to classical Servo-Hydraulic Actuators show that the overall mass of actuators for
a five surfaces configurations is almost three times heavier as shown in Table 5.1.

Table 5.1 Comparison between overall actuator mass, structural mass and total mass of a conventional
single aileron and split aileron configuration.

Concept
Overall Actuator

Mass [kg]
Structural Mass

[kg]
Total Mass [kg]

Conventional single surface with
SHAs

13.2 28.0 41.2

Split surface with EMAs 51.2 21.5 72.7

Split surface with EMAs
with improved cooling 38.7 21.3 60.0

Split surface with EMAs
with improved cooling

and without flexible coupling
24.7 21.3 46.0

However, Table 5.1 also outlines that with improved actuator cooling and no flexible coupling, the
overall EMA mass becomes competitive. Hence, emphasis shall be placed on the thermal integration
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and mechanical integration for the next generation of PbW actuators. In addition, the splitting of
control surfaces leads to a structural mass gain which induces a total mass close to the conventional
aileron. If the mass penalization of the hydraulic network is considered, the proposed concept can
surpass the conventional configuration. Furthermore, the use of hydraulically powered actuators for
the split control surface concept seems not convincing due to the additional hydraulic pipes when
compared to electrical harnesses. Therefore, PbW actuators can compete with conventional SHAs
during aircraft power system trade-offs with the principle of splitting the control surfaces.

The comparison between hydraulically powered and electrically powered actuator is delicate. The
efficiency and power management of hydraulic solution is catastrophic whereas the actuator mass is
interesting. Conversely, the electric solution is catastrophic in terms of mass whereas as the efficiency
and energy management are better. Therefore, the comparison should be achieved at aircraft level
with considerations for actuators, power distribution and power generation.

5.7 Conclusion

The work reported in this chapter is a significant advancement in primary flight control actuation
system concepts. A compact and easy integration rotary EMA has been designed and presented.
This case study has shown how to integrate component detailed design knowledge during the system
preliminary sizing process. For this purpose, the methodology presented in Chapter 4 was used.

The state of the art of primary flight control actuation system needs and design drivers has been
presented. An architecture of integrated actuator and split control surface has been proposed. A
compact rotary EMA architecture has also been proposed. The design drivers and sizing scenarios of
such solution have been outlined. A detailed sizing model was achieved for the actuator with emphasis
placed on sizing scenarios such as thermal behaviour and runaway. For that, surrogate models of FEM
models were used to evaluate the thermal resistances, motor losses and housing vibratory stress. The
sizing model was then extended to wing/surface attachment and the control surface. This enabled to
achieve a complete sizing of an integrated actuator and aileron control surface. The torque density and
diameter confinement of an aileron enabled us to investigate the concept of control surface splitting at
actuation system level.

Effects of aileron control surface splitting on overall mass of an integrated actuators and control
surfaces have been studied. The main benefits come from structural components like control surface
and actuator housing. Impact of thermal environment and number of elementary surfaces on overall
mass were given. The concept of standardized multi-surface rotary on hinge EMA has been proposed.

The interface between airframer flight control actuation system integrator and actuator supplier
are commonly through requirements. Insights can probably outcome by investigating the effect of re-
quirements on an integrated actuator and control surface configuration has the example presented here.
Furthermore, actuator integrators and suppliers must place emphasis on providing accurate thermal
configuration and models between them. Indeed, as shown the thermal configuration has a significant
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effect on the actuator size and mass. Furthermore, a more accurate value of the misalignment can
significantly reduce the size of the flexible coupling and thus the EMA.

Instead of enduring control surface splitting as a requirement due to wing bending design driver
why not see it as an opportunity for more integrated and standardized actuation systems. Control
surface actuation standardization through control surface splitting can then be extended to aircraft
programs developed in parallel and can have the same elementary actuators. Probably that fully
electrically power electro-mechanical actuators will be introduced on commercial aircraft after
thousands of flight hours on Unmanned Aerial Vehicule (UAV) and sophisticated health monitoring
functions. Nevertheless, this study has also shown that with such sizing tool, better integration
trade-off studies can be achieved by integrator and suppliers in the early design phases.

Future work should include for the motor sizing the surface damping requirement. In addition,
more specific thermal and structural models for elevators and the rudder are needed. Finally, a detailed
aero-elastic study should be achieved in order to investigate the effect of control surface splitting on
the flutter phenomena.



Chapter 6

Electrical Thrust Reverser Actuation
System Design

6.1 Introduction

At landing, fixed wing aircraft need a braking system in order to decelerate from landing speed to
taxiing speed within the runway distance. Aircraft braking systems include:

• Aircraft disc brakes located on landing gears, used to brake the wheels when they are touching
the ground.

• Airbrakes located on upper side of wings, they are dedicated flight control surfaces used to
increase drag and decrease lift.

• Thrust Reversers, they allow to use engines thrust to be used to slow the aircraft.

This chapter focuses on Thrust Reversers and particularly the system that actuates them. The Thrust
Reverser System is part of ATA 78 Engine Exhaust and Thrust Reverser. Thrust reversal, also called
reverse thrust, is the temporary diversion of an aircraft engine’s thrust so that it is directed forward,
rather than backward. Reverse thrust acts against the forward motion of the aircraft, providing
deceleration. The utilization of Thrust Reversers enables to increase tyres and brakes sustainability
and decrease landing distance by 25% on a dry runway and 50% or a wet or icy runway. The need for
thrust reversal is particularly important for emergency braking capability in event of Aborted Take Off
(ATO) on icy runways when wheel brakes are not efficient. Hence, thrust reversers and their actuation
system perform a critical function for the aircraft. Thrust reversers have to handle around some 60%
of engine total thrust capacity which correspond to the thrust in reverse. There are three main types of
thrust reversers on jet engines which all are a movable part of the nacelle that surrounds the engine
core.

The target thrust reverser (Figure 6.1) uses a pair of "bucket" type doors to reverse the hot gas
stream. For forward thrust, these doors form the propelling nozzle of the engine. Two reverser buckets
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Fig. 6.1 "Bucket" type thrust reverser [214]

are hinged so when deployed they block the rearward flow of the exhaust and redirect it frontwards.
This type of reverser is visible at the rear of the engine during deployment.

The "clam-shell" thrust reverser (Figure 6.2), or cascade system, are another alternative. When
activated, the doors rotate to open the ducts and close the normal exit, causing the thrust to be directed
forward. The cascade thrust reverser is commonly used on turbofan engines. On turbojet engines, this
system would be less effective than the target system, as the cascade system only makes use of the fan
airflow and does not affect the main engine core, which continues to produce forward thrust.

Fig. 6.2 "Clam-shell" type thrust reverser [214]

In addition to these two types which are used on turbojet and low-bypass turbofan engines, the
"cold stream" type (Figure 6.3) of thrust reverser is found on some high-bypass turbofan engines.
Doors located in the bypass duct are used to redirect the air that is accelerated by the engine’s fan
section but does not pass through the combustion chamber (called bypass air) such that it provides
reverse thrust. During normal operation, the reverse thrust vanes are blocked. Once the deploy order is
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received, the system folds the doors to block the cold stream heading towards the nozzle and redirect
this airflow to the cascade vanes.

Fig. 6.3 "Cold stream" type thrust reverser [214]

Here we focus on the "cold stream" type thrust reverser that is actuated by an Electrical Thrust
Reverser Actuation System (ETRAS). The thrust reverser are generally installed on the inboard
position nacelles. The Thrust Reverser structure has one (O-duct) or two (C-duct or D-duct) translating
cowls also referred to as transcowls. In forward thrust configuration the translating cowl is in the
forward, stowed position, covering the cascade vanes. The blocker doors are are housed in the inner
acoustic panel of the translating cowl in stowed position. In reverse thrust, the translating cowl moves
backwards to uncover the cascade vanes and grids, while the blocker doors and rods rotate inward to
block the fan flow duct as shown in Figure 6.4. The reverse thrust is obtained by forward redirection
of the engine fan flow. The grids handle a portion of the aerodynamic loads and thus decreases the
loads on the actuators and the transcowl.

Blocker
door

Rod

Actuator

Grid

Translating
cowl

Fig. 6.4 Cold stream thrust reverser architecture (adapted from [190])
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This chapter presents the design and sizing of the ETRAS of a cold stream type thrust reverser
system. We focus here on determining the best suited mission profiles since they have a strong effect
on the sizing and that some components like the electrical motor are on their technological limit due
to the electrical supply (current/voltage) and what is requested by the trajectories. For that, the chapter
in decomposed in two main parts that optimize the system design. In the first part, a system sizing
model is developed with emphasis placed on the component sizing but with a surrogate model for the
mission profile scenarios. Conversely in the second part, emphasis is placed on the trajectory model
but a simplified system sizing model is used.

6.2 Architecture, Design Drivers and Sizing scenarios

Thrust Reverser Actuation System (TRAS) use pneumatic technology in some applications. Never-
theless, the predominant choice to initiate and control the motion of the reverser is linear hydraulic
actuation [176]. These actuators in combination with a number of valves, position sensors, and locking
devices constitute the TRAS. However, electrically power TRAS also referred to as ETRAS have
been developed for recent aircraft developments such as the Airbus A380 and A350 as well as the
COMAC C919. The ETRAS enables better maintainability and easier integration than hydraulically
powered TRAS. The ETRAS is supplied by the AC voltage network of the aircraft. It has to deploy
and stow the engine nacelle transcowl(s) during landing.

6.2.1 Architecture

Tertiary Locking System (TLS) and Primary Locking Systems (PLS) are installed to guarantee that
the thrust reverser will not deploy during flight. At landing, the Thrust Reverser deployment order is
sent by the pilot using the Throttle Lever to the Electronic Engine Controller (EEC) and other systems
of the aircraft. The EEC sends a stow/deploy order to the Thrust Reverser Controller Unit (TRCU).
The TLS unlocking is ordered by the aircraft. Once the deploy order is received by the TRCU and that
the TLS is unlocked the ETRAS unlocks the PLS, unlocks the electromagnetic brake and actuators
are actuated by controlling the electrical motor which is also referred to as Power Drive Unit (PDU).
Mechanical power is transmitted from the electrical motor to the actuators through flexible shafts also
referred to as flexshafts. They also guarantee position synchronization between the actuators. An
overview of Thrust Reverser and ETRAS components is given in Figure 6.5.

The ETRAS enables to control deployment and stow of the nacelle thrust reverser subjected to
aerodynamic loads. The ETRAS includes an electrical power chain and an electro-mechanical power
chain. The electrical power chain main components are an Autotransformer Rectifier Unit (ATRU),
an inverter, a braking resistor and a housing. The electro-mechanical power chain main components
are a brushless motor, flexshafts and linear actuators. This architecture is illustrated in Figure 6.6.

The ATRU includes an autotransformer, two rectifiers and two interphase inductors. An actuator
includes a bevel gear, a thrust bearing (TB), a ball screw and its tube (housing). The ATRU transforms
the aircraft AC supply voltage into a DC voltage and enables a low Total Harmonic Distortion (THD).
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The inverter drives the electrical motor by transforming the DC voltage into an AC voltage. The motor
transforms the electrical power into mechanical power. This mechanical power is then distributed to
the four actuators using flexshafts. For each actuator, the bevel gear reduces the speed and increases
the torque transmitted to the ball screw. The ball screw then transforms this mechanical rotational
power into a translational mechanical power. The power is transmitted through the nut and the tube to
the transcowl. The thrust bearings handles the axial load transmitted to the structure through a gimbal.
When the power is regenerative, the braking resistor is engaged to dissipated the energy into heat
stored in the housing heat capacity.

We focus here on the sizing of components that have a significant effect on the total mass of the
system. Hence, the sizing of the system includes the autotransformer, the housing which acts as a heat
sink for the braking resistor and inverter, the motor, flexshafts and actuators.

6.2.2 Design Drivers

System

The system design drivers considered are the requirements such as fail-safe design, performances
and integration constraints like maximum components temperatures. The components that are fixed
to the nacelle structure shall not exceed a given temperature. The Aborted Take Off (ATO) deploy
and stow performances are specified as a maximum time to achieve full stroke and 80% of full
stroke. Hence, position/speed mission profile for both sequences are considered as a system design
driver. Furthermore, maximum impact speed on end-stops have to be included in the position/speed
mission profile. The transcowl mass is also a design driver as it has an effect on the dynamic torque.
Aerodynamic loads profile have also an effect on the system design and are given as function of the
transcowl/actuator position. The fail-safe requirements leads to the analysis of the effect of component
failures like ball screw jamming on the system behaviour.

Mechanical Components

The main design drivers of flexshafts are their maximum/fatigue torque and maximum speed which
come from technological limits whereas rotational stiffness and inertia are parasitic characteristics.
Stiffness and inertia can be considered as design drivers as both have an effect on the load generated
by a jamming and the inertia the dynamic torque of the motor. In addition, a technological limit of
flexshafts is their maximum speed, thus it must be considered during sizing. Bevel gears are selected
on their reduction ratio and maximum/fatigue torque whereas inertia is a parasitic characteristic that
has an effect on the sizing problem. Bevel gear design suggests to have a fixed aspect ratio between
teeth face width and outside diameter (typically 0.3) [66]. The main stresses that drive their design is
Hertz contact stress between teeth and tooth bending stress. Thrust bearings are selected using the
maximum/fatigue axial force. Fatigue stress has to consider the number of revolutions during the
entire life of the bearing and might lead in some application to an over-sizing of the selected bearing.
The main design drivers of ball screws are their pitch, the maximum/fatigue axial force as well as
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parameters such as inertia and axial stiffness. The main stress if typically Hertz contact stress of
balls, hence the weight of the screw can be optimized by machining an inner diameter. However,
stress generated by buckling has to be checked especially for ETRAS applications where strokes are
relatively high. The buckling stress can be limited by integrating deflection limiters to avoid too much
bending of the screw.

Electrical Components

The main design driver of the autotransformer, the braking resistor, the inverter and the housing is
their maximum operating temperature. Since the ETRAS application is very short (typically a few
seconds), only heat capacities of components act as heat sinks. The autotransformer is designed for
constant magnetic saturation and not maximum winding temperature. However, the thermal behaviour
is checked. Autotransformers and braking resistors are also selected on their peak power. The braking
resistor resistance has also to be carefully adapted to DC bus voltage. In addition, the intrinsic heat
conduction resistance of the braking resistor is relatively high. Hence, potting materials or other
devices have to be used to enhance heat conduction between the braking resistor and the housing. The
main design drivers of brushless motors for dynamic and transient applications are maximum torque,
maximum speed, maximum temperature and inertia. The maximum electromagnetic torque is limited
by the magnetic saturation of the core material. Nevertheless, the temperature of windings have to
remain reasonable. Here, the motor uses only its heat capacity to handle the losses it generates and
the related temperature increase.

6.2.3 Sizing Scenarios

From now on, the deploy direction is considered as positive in the sign convention.

ATO Deploy

The deploy sequence begins with an overstow where the transcowl is stowed to enable the unlocking
of the PLS. This asks for very high torque as important frictions of seals are acting. Then the rest
of the deploy sequence consist of moving from 0% to 80% of full stroke in 2 seconds and reaching
100 % in 3.5 seconds. During the deploy, the aerodynamic loads are position dependent as shown in
Figure 6.7.

The deploy load profile shows that before reaching a certain position the aerodynamic loads act
against the deploy motion and once reaching this position they tend the pull the transcowl towards full
stroke. The reach of full stroke must be mastered to avoid too high impact speeds that would generate
strong shocks and thus an over-sizing of mechanical components. Hence, the ETRAS has to brake
the transcowl and regenerate energy. Furthermore, the load and speed specifications for the ETRAS
depend on the position/speed profile chosen to perform full stroke, system total inertia, transcowl mass
and mechanical efficiency. Mechanical efficiency is temperature dependent, as the ETRAS operates
in motor and generator quadrant the ATO deploy must be decomposed in two temperature scenarios.
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ATO deploy at cold temperatures (high friction in actuators and flexshafts). The low mechanical
efficiency leads to significant power and energy for the motor, inverter and the autotransformer. ATO
deploy at hot temperatures (low friction in actuators and flexshafts). The high mechanical efficiency
leads to significant peak power and more energy to dissipate for the braking resistor. At full stroke
actuators are on their end-stop and the reverse thrust generate only high axial load, no torque.

The ATO deploy sizing scenario can therefore be decomposed in four scenarios:

• A high torque scenario due to overstow (cold) phase.

• A cold deploy profile to reach 80 % of full stroke in 2 seconds and 100 % of stroke in 3.5
seconds subjected to position dependent aerodynamic loads. This requires a high power and
energy demands in motor quadrant.

• A hot deploy profile to reach 80 % of full stroke in 2 seconds and 100 % of stroke in 3.5 seconds
subjected to position dependent aerodynamic loads. This generates a high power and energy in
generator quadrant.

• A full reverse load that generates a high axial load on actuators, no torque due to the presence
of dog stops.

Normal Stow

The stow sequence begins at full stroke position and ends when the 0% of stroke is reached. The
aerodynamic loads are position dependent as shown in Figure 6.8.

As for the ATO deploy, the position/speed profile chosen to perform full stroke, system total
inertia, transcowl mass and mechanical efficiency have an effect on the power and energy required to
perform a normal stow. Hence, the appropriate thermal condition for sizing the ETRAS is at cold
temperatures when mechanical efficiency is very low. The components impacted by the stow scenario
are the ATRU, the inverter, the heat sink and the motor.
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Fig. 6.8 Stow position dependent load profile shape

Without modelling and a priori no defined position/speed mission profile, it is not possible to
assess wether the ATO deploy motor quadrant phase is more sizing in terms of peak power and energy
than the normal stow.

Mechanical Components

The design of the ETRAS is subject to multiple scenarios. The sizing has to consider shock scenarios
on the deploy and stow end-stops. The end-stops are achieved by dog-stop devices integrated on ball
screws. Furthermore, loads in transit for normal operation and failure modes have to be taken into
account for the mechanical components sizing.

Preliminary assessments can be done to outline the number of different scenarios to be covered.
Let us consider three different normal mode load profiles: Normal Deploy (ND), Normal Stow (NS)
and Aborted Take Off (ATO) deploy. Operating in normal mode leads to three different scenarios of
shock on dog-stops. A failure case that has an effect on shock is the disconnection of one flexshaft or
one actuator. Only one failure mode can occur at a time. As they do not have the same integration
configuration this leads to eight other shock scenarios for components sizing. Hence, the design of the
ETRAS shall consider 3×1+3×8 = 27 shock scenarios. Furthermore, dog stops and ball screws
have to hold the load generated by engine reverse thrust which leads to one additional scenario.

Load in transit have also to be taken into account. Normal operating mode leads to three
loading cases (ND, NS, ATO). Some failure modes have an effect on the loads to which mechanical
components are submitted. The considered failure modes are actuators (4) and flexshafts (4) jamming
or disconnection, sliders (2) jamming. Hence, the design of the ETRAS shall consider 3×1+3×4×
2+3×4×2+3×2 = 57 load scenarios during transit.

The total number of sizing scenarios for mechanical component design is therefore 27+1+57 =

85. This is a large number of scenarios even if not all of them were outlined here. It would not be
efficient to integrate simultaneously all of them in one large system sizing model. Two options are
possible to reduce the number of scenarios. The dominating scenarios are known by an expert or are
clearly written in a technical document. Or the other option is to achieve a preliminary sizing without
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considering any of the failure scenarios and obtain the component parameters. Then achieve a lumped
parameter model that represent the behaviour of the system and its response in terms of loading to all
the scenarios. An analysis can then be achieved to determine the dominating scenarios and integrate
them in a more detailed sizing model.

In this chapter, the main sizing scenario considered for mechanical components sizing is the slider
jamming. The modelling of the slider jamming scenario includes the aerodynamic loads, effect of
kinetic energy stored in the rotating inertias and the motor torque when the jamming occurs.

Electrical Components

The main sizing scenario for electrical components is their maximum operating temperature. Peak
power of the autotransformer, the braking resistor and the inverter correspond to the peak current
if voltage is considered constant. Peak power is an image of how much amount of current can pass
through them during an very short time. At preliminary level, it is chosen to select them for their peak
power and check their maximum temperature due to energy losses they generate. Hence, their size
depends on the amount of energy they have to sustain. The autotransformer is thermally isolated from
the heat sink. Thus, it shall dissipate its energy losses in its own heat capacity. Whereas the braking
resistor and inverter are thermally linked to the heat sink, the amount of energy to be dissipated
permits the specification of the minimum mass of the housing dedicated to heat dissipation of these
components. Two sizing scenarios are considered for the brushless motor: a maximum torque due to
the overstow phase (static) and its maximum winding temperature.

6.2.4 Summary

This ETRAS case study is a preliminary design as not all the actual design drivers like vibrations
or sizing scenarios like specific thermal cycles are considered. In addition, different power supply
configurations can be taken into account as well as load and speed dependent frictions in the mechani-
cal system. These will be considered in the section 6.6 during trajectory optimization. However, as
shown in Figure 6.9, even at preliminary level the interdependencies of components through sizing
scenarios remains relatively complex.

6.3 Sizing Scenarios Models

6.3.1 Deploy Mission Profile

The objective of the model developed for the deploy mission profile is to determine maximum
powers and energies with respect to a speed order profile, transcowl mass, total system inertia and
aerodynamic loads.

A speed order profile model has therefore to be established. This model shall determine the speed
order profile over time with respect to stroke, deploy time and speed limitations. Trapezoidal speed
profiles are commonly used to minimize the power for point to point applications. Hence, here it is
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proposed to use a speed profile that contains constant acceleration/deceleration and constant speed
phases. Emphasis is placed on building a model that requires a small number of input variables to be
defined. Hence, the speed profile at actuator level illustrated in Figure 6.10 is proposed.
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Fig. 6.10 ATO Deploy speed profile principle

This speed profile is parameterized with respect to maximum speed in TLS zone, distance of
the TLS zone, maximum speed of the actuator, stroke, 80% of stroke, time to full stroke, time to
80% of full stroke, position uncertainty of actuators and maximum speed reaching end-stops. The
only parameters chosen as a design variable during sizing is the maximum actuator speed. Detailed
explanations of the speed profile are given in Appendix C.

To assess powers and energies with respect to the deploy mission profile a 0D-1D lumped
parameter model is achieved using Dymola Software. It permits the computation of the power and
energy during deploy with respect to the speed order profile, system total reflected inertia, transcowl
mass and aerodynamic loads. The model uses the inverse simulation features of Modelica as shown
in Figure 6.11. The speed order is imposed and the closed loop performances are supposed perfect
using such approach. The model then estimates what power and energy are required to obtain such
performances.

The two variables (degrees of freedom) considered for this deploy mission profile model are the
maximum speed of actuators, that varies the speed order profile, and the total system reflected inertia
which depends on the sizing result of the different components.

As mentioned previously, the deploy mission profile is particular because it involves a phase
where the ETRAS is operating in the motor quadrant and a second phase where it operates in generator
quadrant as illustrated in Figure 6.12. Hence, each phases size different components.

For component sizing, it is chosen to evaluate the motor quadrant peak power Pmot and total energy
Emot , and also the generator quadrant peak power Pgen and energy Egen.
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Aerodynamic loads

Fig. 6.11 ATO deploy mission profile model at transcowl level in Dymola
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Fig. 6.12 Power response to ATO deploy profile for 300 [mm/s] actuator maximum speed

A sensitivity analysis is executed on the variables of interest with respect to maximum actuator
speed Vactmax and reflected inertia Jre f . An option would be to use a Sobol sensitivity analysis [206].
However, such method requires a very large number of samples. Futhermore, the SALIB open-source
framework [105] provides only normalized sensitivities. Thus, it is not possible to assess the effect of
parameters on the variable of interest only how it is distributed between them. It is well suited if it is
known a priori of the sensitivity that all parameters chosen have a significant effect on the variable of
interest which is not the case here. Thus, a Method of Morris is achieved using the SALib framework
[105]. This method requires less samples (here 100 samples are used for two parameters) and it gives
a non-normalized value of the mean elementary effect µ and the standard deviation of the elementary
effect σ . Here, the obtained values are normalized with respect to the maximum value in the variable
of interest results. The results of the sensitivity analysis, given in Figure 6.13, tell which parameters
have to be considered for each variable of interest.

The results show that maximum actuator speed and reflected inertia have an effect on the peak
power in motor quadrant. The maximum actuator speed is the only parameter that has an effect on
the peak power in generator quadrant. However, they have a negligible effect on energies in both
quadrant because the aerodynamic loads are most important than the inertial effect. In mean, effects
are not significant (except for Pgen) but in standard deviation is relatively high and therefore has to
be considered during sizing. Thus, surrogate models for peak power in generator quadrant and peak
power in motor quadrant are achieved with respect to both actuator maximum speed and reflected
inertia. A degree 3 polynomial response surface is used for Pgen and a degree 3 for Pmot as shown in
Figure 6.14.
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Fig. 6.13 Morris sensitivity analysis for ATO deploy for parameters Vactmax and Jre f
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The negligible effect of Jre f on Pgen is confirmed on this figure. Hence, the surrogate for Pgen is
achieved with respect to Vmax only.

6.3.2 Stow Mission Profile

Similarly to the deploy model, the objective of the model developed for the stow mission profile is
to determine maximum powers and energies with respect to a speed order profile, transcowl mass,
total system inertia and aerodynamic loads. Figure 6.15 shows the trapezoidal speed profile used to
achieve a full stroke stow in 3 seconds.
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Fig. 6.15 Normal Stow speed profile principle

Details of the parametrization of the speed profile are given in Appendix C. As done for deploy,
the stow mission profile is modelled using a lumped parameter model in Dymola (Figure 6.16) which
differs only from deploy by its speed order profile and the aerodynamic loads model.

Aerodynamic loads

Fig. 6.16 Stow mission profile model at transcowl level in Dymola

Conversely to the deploy profile, during stow aerodynamic are always acting against the motion
order. Hence, the ETRAS is operating in the motor quadrant as proves the power response shown in
Figure 6.17. Hence, only motor quadrant peak power and energy are estimated here.

In order to verify what is the contribution of actuator maximum speed and reflected inertia on the
peak power and energy response, a sensitivity analysis is achieved. The same analysis parameters and
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Fig. 6.17 Power response to stow profile for 300 [mm/s] actuator maximum speed

method than deploy mission profile are taken except maximum actuator speed bounds. The results of
this analysis are outlined in Figure 6.18.
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Fig. 6.18 Morris sensitivity analysis for stow for parameters Vactmax and Jre f

The results show that maximum actuator speed and reflected inertia have an effect on the peak
power in motor quadrant during stow. However, they have a negligible effect on energy in motor
quadrant. Thus, a surrogate model for peak power in motor quadrant is achieved with respect to both
actuator maximum speed and reflected inertia. A degree 3 polynomial response surface is used as
shown in Figure 6.19.

6.3.3 Component temperatures

As mentioned previously, the ETRAS operates during a few seconds. Hence, the heat capacities drive
the thermal behaviour when connected to relatively high thermal resistances.

If we consider a classical 2-body thermal model of a motor (winding w and iron ir) with two
loss sources (Joule PJ and iron Pir), with the thermal resistance (Rth,w) between winding and iron
temperatures (Θw and Θir) and the thermal resistance (Rth,ir) between iron and the skin temperatures
(Θir and Θskin), as illustrated in Figure 6.21, modelling and test results show that the thermal time
constant are far more greater than the duration of the mission profiles.

Hence, the thermal resistances can be considered as infinite and thus open circuits for short time
operations as illustrated in Figure 6.21.
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Fig. 6.19 Degree 3 polynomial response surface for stow Pmot

Fig. 6.20 2-body / 2-heat sources motor thermal model

Fig. 6.21 Simplified motor thermal model
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Typically for the autotransformer and the motor winding thermal model, only the winding
heat capacity and the energy corresponding to the Joule losses are used to compute the maximum
temperature. The braking resistor, inverter and housing temperatures are obtained by a simple thermal
model that considers one same heat capacity (housing) and two heat sources (braking resistor and
inverter).

Therefore, component temperatures Θcomp can be obtained with respect to the available heat
capacity Cth and the energy E to be dissipated as follows:

Θcomp = Θamb +
E

Cth
(6.1)

The energy to be dissipated are obtained for each component with respect to the energy at
transcowl level and the different efficiencies involved in the power chain. As mentioned previously,
the brushless motor and the autotransformer efficiencies are considered non-constant with the load and
losses only come from the Joule losses. Such temperature estimation will be detailed in the estimation
models of the motor.

6.3.4 Slider Jamming

The considered scenario that rules the sizing of mechanical components is a potential slider jamming.
As the system shall be designed to be fail-safe, a single failure mode like slider jamming shall not
engender the failure of a component and the system. Hence, such sizing scenario has to be represented
in order to be included in the sizing model. Figure 6.22 illustrates the load path of a left slider
jamming scenario. The aerodynamic loads pass through the Upper Right Actuator (URA), Lower
Right Actuator (LRA), Lower Left Actuator (LLA) and the flexshafts to generate a compressive
load on the Upper Left Actuator (ULA). It is assumed that one quarter of the aerodynamic loads
are handled by the transcowl and the nacelle and the rest is handled by the actuator located near the
jammed slider. The aerodynamic load chosen is the maximum load in transit of ATO deploy.

Furthermore, the motor torque generates an additional load on the ULA. The equivalent torque
due to the shock of rotating inertias (mainly motor and flexshafts) is also considered.

The torque generated at actuator level is estimated as follows:

Tjam =
3
4

Faero
pbs

Nred
+Tem +Ωmot

√
KeqJeq (6.2)

Where Faero is the maximum aerodynamic load of the ATO deploy, Tem and Ωmot are respectively the
maximum torque and speed of the motor at jamming, Jeq the equivalent inertia (motor + flexshafts)
and Keq =

K f smot ·K f sact
K f smot +K f sact

is the equivalent stiffness of the two left flexshafts in series.
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6.4 Estimation models

It this section, the following formalism is used to express the different scaling laws:

X∗ =
X

Xre f
(6.3)

Where X is the variable (unknown) of the component which is being sized and Xre f the parameter
(known) of a reference component.

6.4.1 Brushless Motor

The motor is sized for constant magnetic saturation as the ETRAS operates during a very short time.
Geometric similarity is assumed D∗

mot = L∗
mot where Dmot is the motor diameter and Lmot its length.

The electromagnetic torque Tem of a brushless motor is obtained by multiplying the Laplace force
F and r the distance between windings and the rotor axis:

Tem = F · r =
∫

BJcurrdV (6.4)

Where Jcur is the current density in slots, B the magnetic field generated by the magnets and dV an
elementary volume of the machine.
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As geometric similarity is assumed, the following scaling law can be derived [28]:

T ∗
em = B∗J∗curD

∗4
mot (6.5)

The peak electromagnetic torque is limited by the magnetic saturation of the machine. The
magnetic saturation is a function of the magnetic field generated by the permanent magnets and the
current-induced magnetic field generated by the stator windings. A dimensionless number enables to
express this magnetic saturation [209]:

Πem,sat =
Bsat

Jcurµ0Dmot
(6.6)

Where Bsat is the magnetic saturation value of the ferromagnetic material of iron sheets and µ0 its
magnetic permeability.

As scaling laws assumed that the material remains constant B∗
sat = 1 and µ∗

0 = 1. As it is chosen
to size the motor on constant magnetic saturation, the saturation level of the machine has to remain
constant. Hence, Π∗

em,sat = 1. These assumptions yield:

J∗cur = D∗−1
mot (6.7)

By combining Equation 6.7 and Equation 6.5 and assuming similar magnets, B∗ = 1, we obtain:

D∗
mot = T

∗ 1
3

em (6.8)

Now that the motor size can be estimated with respect to the required peak torque the other motor
parameters estimation models can be derived.

The motor mass estimation model is:

M∗
mot = D∗3

mot = T ∗
em (6.9)

Similarly its thermal capacity is obtained:

C∗
thmot

= D∗3
mot = T ∗

em (6.10)

Its inertia is computed as follows:

J∗mot = D∗5
mot = T

∗ 5
3

em (6.11)

The mechanical speed of a motor is limited by the centrifugal forces acting on the permanent
magnets. Hence, the following scaling law for estimating the maximum speed of the motor is used
[28]:

Ω
∗
motmax

= D∗−1
mot = T

∗− 1
3

em (6.12)

Power losses of a brushless motor can be decomposed into Joules losses and iron losses. Since
magnetic saturation is considered, the modelling of iron losses is intricate and thus are not estimated
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in this conceptual study. Furthermore, they remain relatively low when compared to Joule losses
on this application. Hence, only Joule losses are taken into account in this preliminary study. For
maximum torque they can be obtained as follows:

P∗
Jmot

= J∗2
curD

∗3
mot = D∗

mot = T
∗ 1

3
em (6.13)

To obtain their value for intermediate torque and compute the motor winding temperature an αJ

factor can be used.
For a short operating time, the temperature increase of a brushless motor is due to the Joule losses

in the winding and is limited by the winding heat capacity:

Θmot =
EPJ

Cthmot

(6.14)

Where EPJ is the energy of the Joule losses and Cthmot the heat capacity of the winding.
For a brushless motor the electromagnetic torque can be expresses as follows:

Tem =
3
2
· ke · Imax (6.15)

Where ke is the torque constant and Imax is the max current of one phase. Deriving the previous
equation to determine Imax yields:

Imax =
2
3
· Tem

ke
(6.16)

The Joule losses can be expressed for a three phase permanent magnet motor with respect to one
phase winding resistance Rψ and the current Imax:

PJmot =
3
2

Rψ I2
max =

3
2

Rψ

(
2
3
· Tem

ke

)2

(6.17)

Which can be written with a factor αJ:

PJmot =
2
3

Rψ

k2
e
·T 2

em = αJ ·T 2
em (6.18)

The energy of the Joule losses can then be computed:

EPJ =
∫

PJmot (t) ·dt = αJ ·
∫

Tem(t)2 ·dt (6.19)

The factor αJ is linked to the size of the motor and can be estimated using a scaling law:

α
∗
J =

P∗
Jmot

T ∗2
em

(6.20)
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Which can be expressed using the current density and the motor size:

α
∗
J =

J2∗
cur ·D∗3

mot(
J∗cur ·D∗4

mot
)2 (6.21)

Since the magnetic saturation is supposed constant J∗cur = D∗−1
mot , which yields:

α
∗
J =

Dmot∗

D∗6
mot

= D∗−5
mot (6.22)

Hence,
α
∗
J = D∗−5

mot = T
∗− 5

3
em (6.23)

The Joule losses energy can be then estimated using the equivalent force at load level.

EPJ = αJ ·
∫

Tem(t)2 ·dt =
αJ

N2
redtot

η2
mech

· ·
∫

F(t)2 ·dt (6.24)

Where Nredtot is the total reduction ratio due to the bevel gear and the screw, ηmech the mechanical
efficiency and F(t) is the total force at transcowl level.

∫
F(t)2 · dt is computed by analyzing the

mission profile.

6.4.2 Autotransformer

The autotransformer is sized for constant magnetic saturation similarly as for the brushless motor.
Hence, J∗cur = L∗−1

at where Lat is the length of the autotransformer and Jcur the current density in the
windings.

The peak power of the autotransformer is obtained with assumed constant magnetic saturation:

P∗
at =U∗

at · I∗at = N∗
t B∗L∗2

irat
·

J∗curL
∗2
copat

N∗
t

(6.25)

Where Uat and Iat are respectively the equivalent DC output voltage and current of the ATRU, Nt is
the number of winding turns, Lirat the length of iron sheets, Lcopat the length of copper and B∗ the
magnetic field generated by the windings.

As geometric similarity is assumed, the copper and iron length increase similarly. Hence, L∗
irat

=

L∗
copat

= L∗
at . In addition, as for the motor the magnetic field remains constant, B∗ = 1. These

assumptions lead to the following expression of the peak power:

P∗
at = B∗J∗curL

∗4
at = L∗3

at (6.26)

Hence, the length of the autotransformer can be obtained with respect to its peak power:

L∗
at = P

∗ 1
3

at (6.27)
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The autotransformer mass estimation model is:

M∗
at = L∗3

at = P∗
at (6.28)

Similarly its thermal capacity is obtained:

C∗
thmot

= L∗3
at = P∗

at (6.29)

As for the motor, only the Joule losses are considered. The quantity of copper increases propor-
tionally to the volume of the autotransformer. Hence,

P∗
Jat

= J∗2
curL

∗3
at = L∗

at = P
∗ 1

3
at (6.30)

Conversely to the motor, the output voltage is considered constant. Hence, Joule losses can be
estimated for a given power:

PJat (t) = αJ ·Pat(t)2 (6.31)

Where αJ can be expressed as:

α
∗
J =

PJat

P2
at

= L∗−5
at (6.32)

6.4.3 Braking Resistor, Inverter and Heat Sink

The braking resistor resistance has to be adapted to the DC voltage UDC and the peak generator voltage
Pgen:

Rbs =
U2

DC
Pgen

(6.33)

The resistance is considered with constant thickness. Hence, only the printed circuit configuration
can be used to change the resistance for a given resistor shape.

The peak power limit is proportional to the surface of the braking resistor:

P∗
bs = L∗2

bs (6.34)

Where Lbs is length of the braking resistor.
The continuous power limit is not considered here due to the very short operating time.
The inverter is selected on its peak power, only its maximum operating temperature is evaluated.

For that, it is assumed to have a constant efficiency.
The inverter and the braking resistor dissipate their energy losses through the heat sink. Hence,

the heat sink is sized as an amount of aluminum mass with respect to the energy to be dissipated and
the maximum operating temperatures of the inverter transistors and diodes as well as the braking
resistor.
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6.4.4 Flexshaft

The flexshafts are selected on their maximum torque and using scaling laws based on maximum shear
stress. They are assimilated to cylinder shafts.

The shear stress σ f s of a cylinder shaft is expressed as follows:

σ f s =
Tf s

IG
· D f s

2
(6.35)

Where Tf s is the peak torque applied to the flexshaft, IG the area moment inertia of a solid cylinder
and D f s its diameter.

When transposing to scaling laws it yields:

σ
∗
f s =

T ∗
f s

I∗G
·D∗

f s =
T ∗

f s

D∗4
f s
·D∗

f s =
T ∗

f s

D∗3
f s

(6.36)

The mechanical properties remain the same and thus the level of stress shall remain similar
σ∗

f s = 1. Hence, the diameter of the flexshaft can be obtained with respect to the required peak torque:

D∗
f s = T

∗ 1
3

f s (6.37)

The flexshaft mass is length dependant. The mass is obtained for the four flexshaft as they have
different length.

M f s =

(
D f s

D f sre f

)2

·Mlre f L f s =

(
Tf s

Tf sre f

) 2
3

·Mlre f L f s (6.38)

Where D f sre f and Mlre f are respectively the diameter and the linear mass of the reference flexshaft and
L f s the length of the flexshaft to be sized.

The linear softness Gl f s of the flexshaft is computed with respect to the area moment of inertia
and the modulus of rigidity G of the material:

G∗
l f s

=
1

I∗G ·G∗ (6.39)

The material properties remain the same, hence G∗ = 1. Thus,

G∗
l f s

=
1
I∗G

=
1

D∗4
f s

(6.40)

The torsional stiffness can then be derived:

K f s =

(
D f s

D f sre f

)4

· 1
Gl f sre f

·L f s
=

(
Tf s

Tf sre f

) 4
3

· 1
Gl f sre f

·L f s
(6.41)
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The inertia is obtained by derivation of the diameter estimation:

J f s =

(
D f s

D f sre f

)4

·L f s =

(
Tf s

Tf sre f

) 4
3

·L f s (6.42)

6.4.5 Bevel gear

The bevel gear is sized for constant teeth Hertz pressure coefficient and selected on its peak torque.
The Hertz stress applied on a gear teeth can be expressed as follows [66]:

σH =Ck
√

KCd (6.43)

Where Ck is a geometric factor, Cd an overall de-rating factor and K the K-factor (pitting index).
Geometric similarity is assumed, hence C∗

k = 1 and the reference bevel gear is sized for a previous
ETRAS application, hence C∗

d = 1 and K∗ = 1.
K-factor can be expressed with respect to the gear primitive diameter Dbg and teeth face width b,

tangent force acting on the teeth Ft and its reduction ratio Nred:

K =
Ft

b ·Dbg
· Nred +1

Nred
(6.44)

As the gear is selected on its peak torque Tbg, the K-factor can be re-written as follow:

K =
2Tbg

b ·D2
bg

· Nred +1
Nred

(6.45)

Transposing to scaling laws yields:

K∗ =
T ∗

bg

b∗ ·D∗2
bg

·
(

Nred +1
Nred

)∗
(6.46)

A good practice in bevel gear design is to keep a fixed ratio between teeth face width and outer
gear diameter (typically 0.3). Hence, b∗ = D∗

bg. As the K-factor is kept constant K∗ = 1, the diameter
of the gear can be estimated:

D∗
bg =

(
T ∗

bg ·
(

Nred +1
Nred

)∗) 1
3

(6.47)

The mass of the gear can then be computed:

M∗
bg = D∗3

bg = T ∗
bg ·
(

Nred +1
Nred

)∗
(6.48)

6.4.6 Thrust Bearing

The thrust bearing is selected on its maximum axial load. The scaling laws are obtained for constant
mechanical stress as done for the thrust bearing in Chapter 4.
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Thrust bearing length is computed as follow:

L∗
bearing = F∗ 1

2
bearing (6.49)

The estimation of the thrust bearing mass is then derived

M∗
bearing = L∗3

bearing = F∗ 3
2

bearing (6.50)

6.4.7 Ball Screw

The ball screw is selected on its maximum axial load Fbs. The scaling laws are similar to the ones
used for the Thrust Vector Control application studied in Chapter 4.

The nut mass is estimated as follows:

M∗
nut = F∗ 3

2
bs (6.51)

The screw diameter can be expressed:

D∗
screw = F∗ 1

2
bs (6.52)

The screw mass, which includes the tube, is obtained with respect to the axial load and the stroke
Sbs:

M∗
screw = F∗

bs ·S∗bs (6.53)

However, because in the case of the ETRAS the ball screw stroke is relatively high, buckling load
is computed:

F∗
buck = f ∗b ·D∗4

screw ·S∗−2
bs = D∗4

screw ·S∗−2
bs (6.54)

Where fb is a factor which depends on how the screw is mounted. The reference screw is mounted
similarly, hence f ∗b = 1. Axial stiffness is also computed for the slider jamming scenario:

K∗
screw = F∗

bs ·S∗−1
bs (6.55)

As well as the screw inertia:
J∗screw = F∗2

bs ·S∗bs (6.56)

6.5 Actuation System Preliminary sizing

The objective of this section is to achieve and preliminary sizing of the ETRAS and obtain an optimal
mass breakdown for the considered sizing scenarios, design variables and design constraints. This
optimal mass breakdown will help fix mechanical components characteristics and enable a more
detailed design of the electrical power chain in the next section.
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6.5.1 Sizing Problem Definition

The sizing problem for the ETRAS consists of minimizing the overall mass of the system subject
to the technological limits of components and system requirements. Some preliminary power and
energy trades on the different mission profiles (ATO deploy cold and hot, stow cold) enable to better
determine which mission profile impacts which design drivers.

The ATO deploy cold scenario, due to the overstow phase with very low efficiencies, leads to the
low speed peak electromagnetic torque of the motor Tem. The ATO deploy hot scenario drives the
thermal sizing of electrical components since the energies are important and moreover the ambient
temperature is high: motor temperature Θmot , inverter temperature Θinv, ATRU temperature ΘAT RU ,
braking resistor temperature Θbr and housing temperature Θhous. It also impacts the peak power of
the braking resistor and also generates the maximum jamming load as the mechanical efficiency is
high. The stow cold scenario requires important power demand to the ATRU and the inverter. Hence,
it enables to select these components. These interaction simplifications of electrical power chain
components design drivers and sizing scenarios are outlined in Figure 6.23.

ETRAS

Autotransformer Braking ResistorHousingMotor Inverter

Max TemperaturePeak Power Peak PowerMax Torque Max SpeedInertia

ATO Deploy (cold) ATO Deploy (hot)Stow (cold)

Fig. 6.23 Simplified interactions between design drivers and sizing scenarios of electrical components

6.5.2 System Analysis Model

The system analysis model is composed of a BOA causal block that analysis the mission profiles
and distributes the sizing inputs the the other disciplines. The two variables are the maximum speed
of the deploy profile Vmaxact,d and of the stow profile Vmaxact,s . The autotransformer is selected on the
maximum power in motor quadrant Pmot and an over-sizing coefficient kosat is introduced to oversize
it if the temperature constraint is no respected. Similarly the motor is selected on its maximum torque
and is oversized thanks to kosmot . Conversely, the housing mass is directly estimated with respect
to the inverter, the braking resistor and housing skin temperature by taking the most constraining
configuration. The mission profile analysis gives the maximum torque and speed in order to size the
mechanical components and the motor. Mechanical components load analysis enables to distribute
the loads with respect to the reduction ratio. The total reflected inertia Jtot is computed and then used
in the mission profile analysis.
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The sizing problem includes one multidisciplinary coupling due to the slider jamming scenario.
The inertias and stiffness of components are required to achieve jamming load analysis but are
evaluated using components sizing models that require the value of this jamming load. Hence, this
multidisciplinary coupling has to be solved to provide a consistent design solution.

The NVH monolithic formulation is used to solve it. It consists of adding a normalized design
variable kos jam and an inequality constraint for each coupling and the system total mass as an objective.
In the present case, the coupling can be described by:

Fjamslider = f (Meq,Keq)

Meq = g(Fjamslider)

Keq = h(Fjamslider)

(6.57)

Where Fjamslider is the load due to the jamming, Meq the equivalent inertia at actuator level and Keq the
equivalent stiffness.

Is transformed into:
Fjamslider = kos jam ·Fmax

Jeq = g(Fjamslider)

Keq = h(Fjamslider)

Fjamslider ≥ f (Jeq,Keq)

(6.58)

Where Fmax is the maximum load of the profiles.
This formulation is the NVH presented previously which performs a low number of function

evaluations. Nevertheless, the use of the inequality is only possible because decreasing the nominal
torque Fjamslider decreases the total system mass and that is the optimization objective.

An outline of the system analysis model in given in Figure 6.24, in the form of a XDSM diagram
[135].

6.5.3 Optimization Problem Formulation

The sizing optimization implemented minimizes the total mass of the ETRAS Mtot with respect to
deploy and stow speed profile maximum speeds Vmaxact,d , Vmaxact,s , autotransformer and motor over-
sizing factors and the consistency variable slider jamming scenario kos jam . The constraints come
from technological limits of components like maximum speed (Ωmot ,Ω f s) and maximum temperature
(Θat ,Θmot). One consistency constraint introduced previously is used to solve the multidisciplinary
coupling. The optimization problem formulation is the following:
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minimize Mtot

with respect to Vmaxact,d ,Vmaxact,s ,kosmot ,kosat ,Nred ,kos jam

subject to Ωmot −Ωmotmax ≤ 0

Ω f s −Ω f smax ≤ 0

Fjams −Fnommech ≤ 0

Θat −Θatmax ≤ 0

Θmot −Θmotmax ≤ 0

(6.59)

6.5.4 Results

Performing this optimization provides the possibility to assess rapidly integration parameters such
as mass and dimensions of the system in order to make system integration trade-offs. For example
such sizing code can assess the effect of changes of requirements like deploy time on the total system
mass. In addition, the effect of changes of technologies like motor inertia can be evaluated rapidly. In
Figure 6.25, the effect of consideration of the slider jamming scenario is shown.

Slider jamming not included Slider jamming included
0.0

0.2

0.4

0.6

0.8

1.0

M
as

s [
p.

u]

Motor
Actuators
Flexshafts
Housing
Autotransformer

Fig. 6.25 Comparison of ETRAS preliminary sizing mass breakdown for no jamming and jamming

The jamming scenario strongly impacts the sizing of the electro-mechanical power chain. The
choice of reduction ratio is directly impacted and thus the sizing of the motor and the mechanical com-
ponents. In order to limit the effect of jamming, emphasis can be placed on designing a non-optimal
motor is terms of torque density but with an optimized inertia. For different input configurations, the
optimal mass tends toward the slowest deploy maximum speed. Changing the parameters and running
analysis show that the mission profile and the associated trajectory have a significant effect on the
result. Hence, more detailed trajectory model will be studied in the next part.
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6.6 Preliminary Trajectory Optimization

The previous preliminary study has shown that the mission profile has a non-negligible impact on
the power and energies required by the system. However, the preliminary approach which used one
degree of freedom on the trapezoidal speed profile can be improved. To improve the mission profile
analysis and optimization it is chosen in this section to investigate trajectory optimization and inverse
simulation.

6.6.1 Description

The need of a thrust reverser system is to have an actuation system (ETRAS) which moves the
transcowl from a stowed position to a fully deployed position within a certain amount of time. Here,
only the ATO deploy is studied. Higher performances requirements for ETRAS ATO deploy to
improve aircraft braking time, are considered:

• Time to 85% of full stroke shall be less than 2.0s.

• Time to 100% of full stroke shall be less than 3.5s.

• The deploy times shall be respected for the given aerodynamic load and ambient temperature.

The objective is to achieve a preliminary investigation on trajectories that minimizes the powers
and/or energies at transcowl level as they are the inputs of the ETRAS sizing. The second step would
be to determine the optimal trajectory that minimizes the overall size of the ETRAS by combining
optimal trajectory and optimal sizing. Hence, the first study considers only the aerodynamic loads,
the transcowl mass and the system total inertia. These values are fixed and the trajectory is the only
variable. The maximum speed at transcowl level is limited. In addition, in the event of a motor control
loss during the phase where the aerodynamic loads tend to deploy the transcowl, the ETRAS has to
prevent from high shocks on the deploy end-stops. Thus, an electro-mechanical brake is engaged when
such event is detected in order to brake the system and reduce the force generated by a shock to the
specified level. However, the braking torque capacity and engagement time of such devices determine
a speed limit with respect to position. This speed constraint will also be included in the optimal
trajectory problem. The overstow phase and TLS zone phase are fixed and cannot be optimized.
Therefore, they are not represented here. However, these two phases are considered by a time delay
(0.8s) and a initial position and speed configuration. The initial position and initial speed conditions
of the rest of the deploy phase considered here correspond respectively to the final position of the
TLS zone and the maximum speed in the TLS zone.

6.6.2 Modelling

The overspeed limit is an envelop of position/speed configurations in which the ETRAS shall remain
in order to be able to stop the motion, thanks to a braking device, despite the aerodynamic loads once
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the motor control loss occurs. This protects the system from overloads due to high speed arrivals on
mechanical end-stops. The benefits of friction in the mechanical power chain are not considered to be
conservative. The study is achieved at transcowl level.

Once the motor control losses occurs the ETRAS is considered as a single mass Mre ftot submitted
to aerodynamic loads Faero. After the brake engagement time tr the mass is submitted to aerodynamic
loads which tend to open the transcowl and a constant braking force Fbrake. The behaviour of the
system to motor loss of control in different initial position and speed configurations in given in Figure
6.26.
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Fig. 6.26 Overspeed limit principle

It is shown that if the motor control loss occurs outside the overspeed limit envelop the ETRAS is
not brought to the end-stop speed limit before reaching full stroke. The modelling and construction of
this envelop is quite tricky due to the fact that the aerodynamic loads are position dependant and the
braking starts with a delay. The system can be modelled by the following differential equation:

Mre ftot ·
d2X(t)

dt2 = Fload (X(t))−Fbrake (t − tr) (6.60)

The overspeed limit is determined by analyzing the system response in terms of braking distance
for different position and speed initial conditions. Two difficulties have to be undertaken: the position
dependant load and the delay of the speed brake (hybrid system). This has to be solved numerically.
A detailed description of the overspeed profile and construction is given in Appendix C.

To model the trajectory, inverse simulation is used. The acceleration with respect to time is
discretized into a vector A of N variables (in our case N = 200) as well as time. In some trajectory
optimization ones may prefer to choose position or speed as variables [41]. As the acceleration is
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requested to compute inertial loads, it has to be determined. Here, it is preferred to integration of
state vectors that differentiation as it is numerically more accurate. The trajectory shape can be fully
determined by this acceleration vector. This vector is used to determined the speed V by integrating the
acceleration with respect to time and the initial speed is the maximum speed in TLS zone. Similarly,
the position X is obtained by integrating the speed with respect to time and the initial position is the
end of the TLS zone. The trajectory can be represented by the following equations:

V (t) =
∫

A(t) ·dt +VT LSmax (6.61)

X(t) =
∫

V (t) ·dt +XT LS (6.62)

The aerodynamic loads are position dependent. Now that the position with respect to time is
known, the aerodynamic loads can be expressed with respect to time. The inertial load due to the
acceleration of the system total inertia Mre ftot can also be expressed with respect to time since A(t) is
known. The total force required to moved the transcowl with respect to time can be expressed:

Ftot(t) = Fload(t)+Mre ftot ·A(t) (6.63)

Where Fload(t) = h(X(t)).
As Ftot(t) and V (t) are known the power required to move the transcowl can now be determined:

P(t) = Ftot(t) ·V (t) (6.64)

The activity which is represented by the exchange of energy [69] during the deployment of the
transcowl. This energy is expressed by integrating the absolute value of the power with respect to
time:

E(t) =
∫

| P(t) | ·dt (6.65)

The sign convention taken where the positive direction is the deploy direction leads to the following
results:

• The negative power corresponds to the motor quadrant

• The positive power corresponds to the generator quadrant

6.6.3 Optimization Problem Formulation

The optimization relies on a inverse simulation model. Other trajectory optimization techniques
use different approaches and generally formulate it as an optimal control problem by introducing
non-linear state variables [104]. The purpose here is to use the different models that represent the
trajectory and determine the acceleration vector which minimizes a given variable of interest subject
to a set of constraints.

The only design variable for the optimization problem, as mentioned previously, is the acceleration
of dimension N. The constraints are multiple. The first constraint is the speed constraint which is a
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size N vector that combines the overall maximum speed at transcowl level and the maximum speed
due to overspeed scenario. Two other constraints come from the position requirements. The trajectory
has to pass through 85 % of stroke at a given time t1 and 100 % of stroke by the end of the deploy
sequence tdeploy.

Four different objectives are studied:

• The maximum power between generator power and motor power max(Pgen,Pmot)

• The total activity energy E

• The maximum generator power Pgen

• The maximum motor power Pmot

Where Pmot =| min(P(t)) | and Pgen = max(P(t)).
For the Pmot objective the optimization problem can be formulated as follows:

minimize Pmot 1

with respect to A(t) N

subject to V (X)−Vmax(X)≤ 0 N

0.85 · stroke−X(t1)≤ 0 1

stroke−X(tdeploy)≤ 0 1

(6.66)

The problem is represented in Figure 6.27 using the XDSM diagram formalism [135] for the
maximum motor power objective Pmot .

The optimization problem is implemented using the open-source framework OpenMDAO [89].
The SLSQP gradient-based optimizer is used. Symbolic differentiation is used when possible,
otherwise complex-step differentiation is performed. For components that achieved an interpolation,
the differentiation method used is finite difference. As the number of design constraints in higher than
the number of design variables, the MAUD architecture [113] is implemented in the adjoint form.

6.6.4 Results

Other energy quantities than the total activity E can be used as objectives. The energy in motor
quadrant Emot affects the ATRU, inverter and motor size. The energy in generator quadrant Egen has
an effect on the motor, inverter, braking resistor and housing. The quantity

∫
F(t)2 ·dt is the image

of the motor Joule losses and has an effect on the motor size. Nevertheless, each of these quantities
when chosen as the objective lead to the same trajectory as shown in Figure 6.28. Hence, only the
trajectory for E as the objective will be compared to power objectives trajectories.

The trajectory optimization problem is solved for the four different objectives outlined previously.
Figure 6.29 gives the different optimization results in terms of power and energy. It also shows that
for the for different objectives the speed constraint is respected making the design feasible.
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Fig. 6.27 XDSM diagram of the ETRAS trajectory optimization problem
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Fig. 6.28 Optimization results for different energy quantities objectives
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It is shown that the objective choice affects the trajectory choice. Force responses are almost
identical for each solution. Hence, the power is directly the image of speed. Therefore, the minimizing
the energies will enhance the motor, the housing and the ATRU size. Minimizing the motor power will
decrease the inverter and ATRU sizes. Minimizing the generator power will decrease the inverter and
braking resistor size. Results show that minimizing the motor power yields a gain of 50 % of motor
power when compared to optimizing the generator power. Nevertheless, the time lost by decreasing
the speed in the motor quadrant has to be caught up by increasing the speed and therefore the power
by 25 % in the generator quadrant. Minimizing the maximum power between generator and motor
yields a compromise by saving 25 % of generator power and motor power. Optimizing the total energy
penalizes the maximum powers and does not provide significant insights on energy savings.

As the voltage is supposed constant, decreasing the motor power will decrease the current and
therefore the sizing of the electronic devices involved in the ATRU. Furthermore, the motor power
is directly the power supplied by the aircraft whereas the power lost in generator is handled by the
ETRAS. Therefore, the most relevant choice of trajectory optimization objective will be the motor
power. The number of winding turns is also a variable in order to adapt the motor torque constant to
decrease voltage. However, increasing the number of turns increases the inductance and resistance.

6.6.5 Improving Trajectory Smoothness

The trajectories obtained for the previous objective and model lead to some oscillations on the
acceleration design variables. This subsection investigates ways to improve this.

The oscillations seem to appear when the value of the design variable does not improve the
objective value and does not affect the feasibility. Indeed, when minimizing the motor quadrant
power Pmot almost no oscillations appear during that phase whereas in the generator quadrant high
oscillations appear. Conversely, for Pgen no oscillations appear in the generator quadrant but only in
the motor quadrant.

To affect the feasibility an additional constraint which limits the acceleration variation between
two steps can be added. However, this constraint would be size N and would add more numerical
complexity to the problem which is already difficult to solve. Hence, this option is not investigated.
Another option is to change the model. The design variable can be the jerk (acceleration derivative)
instead of the acceleration in order to benefit from the frequency filtering of integration. This filtering
effect is notable on Figure 6.29 when comparing acceleration and speed vectors.

The last solution path would be to change the objective. For instance, choosing an objective for
which oscillations increase its value can help. Thus, the choice of the root mean square value of the
power as the objective is investigated.

Another, more complex, solution can be to choose an objective that mixes the different quantities
of interest for the sizing which can be seen as an multi-objective optimization. Since a sizing code
of the ETRAS has been previously developed, it can be used with a higher fidelity model of the
mission profile to assess to effect of trajectory on the ETRAS size. As seen in the previous trajectory
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optimization results, the speed constraint is tight and no lower maximum speed can provide the deploy
time requirements. Hence, the jamming scenario that determines the size of mechanical components
does not vary. Therefore, it is assumed that the trajectory has no impact on the mechanical components
sizing. Nevertheless, the trajectory has an effect on powers and energies that have an effect on the
electrical power chain components. An approach can be to export the sizing code from BOA and
integrating in this trajectory optimization code. However, the approach chosen is to use a simplified
model of the system sizing model.

The mission profile analysis component is removed and the different inputs of other component
sizing are set into inputs. The objective here is to determine the effect of Pmot , Pgen, Emot and Egen

on the ETRAS total mass. For that a full factorial DOE is achieved around (-20 % to 20 %) the
previously obtained optimum for these four input variables. Then the samples are evaluated by running
optimizations on BOA. The normalized total mass of the system is then expressed by:

Mtotnorm =
α1

Pmotmax

·Pmot +
α2

Pgenmax

·Pgen +
α3

Emotmax

+
α4

Egenmax

·Egen (6.67)

Where Pmotmax , Pgenmax , Emotmax and Egenmax are the maximum values in the experiments. The values α1,
α2, α3, α4 are the slopes of the linear regression on the Mtotnorm experiments for each of the four inputs
variables.

Figure 6.30 gives the resulting trajectories for the different proposed objectives and models in
comparison to the previous Pmot objective choice.

The different solutions provide less oscillatory trajectories when compared to the original Pmot .
The most efficient is minimizing the RMS value of the power. However, it does not provide the
optimum motor quadrant peak power Pmot but the best Pgen. Changing the design variable for jerk
improves oscillation but does find the optimal Pmot when compared to when varying the acceleration.
The multi-objective approach is the solution that generates, relatively small, oscillations. As it mixes
power and energies in the objective, its is the less performant to find to optimal Pmot . Nevertheless, α1

could be tuned to find the compromise between aircraft consumption and ETRAS total mass.

6.7 Trajectory and Electrical Power Chain Sizing Optimization

6.7.1 Description

The preliminary sizes and characteristics of components have been obtained is the previous section.
The objective now is to use trajectory optimization and motor control flux-weakening strategy and
winding configuration to minimize the mass of the electrical power chain by minimizing the current
used for the deploy sequence. For this purpose, the study focuses on the motor because it is on its
technological limit due to voltage and current supply. At transcowl level, the system is modelled as
previously. Now, friction due to mechanical components are considered non-constant and assessed
for cold and hot ambient temperatures. The ball screws and the bevel gears generate load dependent
friction through an efficiency value and a fixed dry friction. The friction due to flexshafts are
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decomposed into dry friction, viscous friction and load dependent friction. Therefore, the mission
profile has an effect on total frictions at motor level.

Two different voltage supply configurations are consider on the ATO deploy profile. When
functioning in motor quadrant, the ETRAS is supplied by the aircraft. Hence, the voltage of the
inverter is fixed to the minimum guaranteed by the aircraft and the efficiency of the ATRU. Conversely,
in generator quadrant the DC voltage supply is chosen to be as high as the inverter and the braking
resistor offers. This voltage is higher than in motor quadrant. It provides high torque at high speed
capability during the braking phase. In addition, having enough torque during the braking phase is
mandatory to avoid the risk that the aerodynamic loads cannot be controlled and continue accelerating
the transcowl until end-stops are impacted. In the motor quadrant, too low torque will stop the
transcowl because aerodynamic loads are acting against deployment. It will lead to a landing without
thrust reversal but there are no risk to damage the ETRAS or the nacelle. In addition, the current is
limited due to the technological choice of power electronics components.

In order to provide high torques at high speeds with limited voltage and current supply, a flux-
weakening strategy is needed for controlling the motor. Furthermore, flux-weakening enables to
maximize the motor torque for a given current and voltage when saliency is introduced by saturating
the machine iron core [47]. The motor is saturated in order to exploit a maximum the magnetic
properties of the iron core and therefore minimize the overall mass of the motor.

6.7.2 Modelling

The electrical behaviour of an electrical motor can be represented by a phasor diagram. Figure 6.31
gives a simplified representation of the electrical motor by neglecting the voltage drop due to its
electrical resistance.

Fig. 6.31 Simplified phasor diagram for synchronous electrical machine [47]
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Vint is the interphase voltage, Xq and Xd are the reactance due to the inductance Lq and Lq and E
is the electromotive force (EMF). Here, the motor voltage V corresponds to phase to neutral voltage
where V = Vint√

3

Tem =
3
2
·
(
keIpeak cos(α)+(Lq −Ld)I2

peak cos(α)sin(α)
)

(6.68)

Where ke is the electromagnetic torque constant with E = ke ·Ωmot and Ipeak the peak current.

V =

√(
E −LdωeIpeak sin(α)

)2
+
(
LqωeIpeak cos(α)

)2 (6.69)

Where ωe = pp ·Ωmot with pp the number of pole pairs and Ωmot the speed of the motor.
Generally, for a non-saturated machine with no saliency the maximum electromagnetic torque is

obtained for α = 0. However, for machines which have some saliency the maximum electromagnetic
is not for α = 0 as shown in Figure 6.32. Hence, flux-weakening enables to set the angle to the
maximum torque.
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Fig. 6.32 Effect of saliency and angle α on electromagnetic torque

When machine with no saliency are saturated, some saliency can appear due to the saturation of
zones close to the air gap. The saturation zones lead to a larger air gap in the zone which introduces
changes in the inductance Lq and Ld . The saliency due to magnetic saturation does not increase
the maximum torque capacity of the machine but just shifts to an angle different that zero. Hence,
flux-weakening can also be used to maximize the electromagnetic torque of saturated machine. Figure
6.33 shows the effect of angle α for different levels of peak current and thus different levels of
saturation. The torque and voltage are normalized and given for a fixed speed.

Therefore, the inductances Lq and Ld and the electromagnetic torque constant ke are characterized
by FEM simulations and enables to obtain an analytical expression of them with respect to the
peak current Ipeak for the chosen design. The main need for flux-weakening strategy in the ETRAS
application is to provide torque at high speeds. The voltage is limited due to the high EMF E at
high speeds. To increase the voltage limit the flux-weakening tunes the angle α to meet the voltage
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Fig. 6.33 Effect of angle α on electromagnetic torque and voltage for a saturated permanent magnet
synchronous motor (PMSM)

objective. However, it decreases the torque capacity once a certain value of angle is reached. Hence,
when using flux-weakening strategy, the speed of the motor is only limited by its mechanical behaviour
and the electrical losses it can dissipate.

In order to decrease the voltage limit, the number of winding turns can be carefully decreased
since it leads to higher current for the same torque. Thus, the number of winding turns is considered
as a design variable. Nevertheless, it has an effect on the electrical characteristics. Increasing the
number of winding turns Nw increases the electromagnetic torque constant:

k∗e = N∗
w (6.70)

It also increases the motor resistance since the winding length increases and the wire section
decreases if the copper volume is supposed constant:

R∗
mot = N∗2

w (6.71)

The number of turns also increases the inductances of the machine:

L∗
q = N∗2

w (6.72)

Joule losses of the motor are obtained with the corresponding winding RMS current Irms =
Ipeak√

2
:

PJ(t) = 3 ·Rmot · Irms(t)2 (6.73)

The winding temperature is estimated by integrating the Joule losses and injecting them in their
heat capacity Cthmot :

Θmot(t) =
1

Cthmot

∫
PJ(t)dt (6.74)
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Solving analytically the Equation 6.68 and Equation 6.69 for determining Ipeak and V with respect
to the torque Tem and speed Ωmot requirements is intricate due to the introduction of complex solutions
[47]. Hence, an optimization approach is necessary to determined current and voltage for a given
operating point.

6.7.3 Optimization Problem Formulation

In the optimization problem the motor peak current is considered as a design variable. The optimizer
determines the optimal current for the required torque Temreq by introducing an equality constraints
that converges the required torque and the real torque. The model determines the minimum voltage
required for the operating point thanks to Equation 6.69. This voltage has to remain beneath the
supply voltage Vsupply which depends on the operating quadrant. In order to increase the voltage limit,
the number of winding turns Nmot and the angle α are considered as design variables.

In order to reduce the dimension of the peak current design variable, the peak current Ipeak,α=0 is
first determined for no flux-weakening α = 0. Then a factor kIpeak with relatively small dimensions
(0.1 - 5.0) tunes the value of this current to compute the real peak current Ipeak = kIpeak · Ipeak,α=0.
These peak current has to remain lower than the maximum current supply Isupply. It is then used
along with the inductances and angle α to compute the real electromagnetic torque Tem. The objective
chosen is to minimize the maximum winding temperature Θmot which is an image of the Joule losses
and the current required.

minimize Θmot 1

with respect to A(t) N

kImax(t) N

α(t) N

Nmot 1

subject to V (X)−Vmax(X)≤ 0 N

0.85 · stroke−X(t1)≤ 0 1

stroke−X(tdeploy)≤ 0 1

V −Vsupply ≤ 0 N

Ipeak − Isupply ≤ 0 1

Temreq −Tem = 0 N

(6.75)

The optimization and system analysis model structure is given in Figure 6.34.
The results were obtained for N = 200 variables. This leads to 601 design variables and 603

design constraints. The same optimizer configurations are used than for the previous preliminary
trajectory optimization.
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6.7.4 Results

The optimization results at system level for a cold ATO deploy and a hot ATO deploy are shown in
Figure 6.35. The trajectory obtained is different than the previous trajectory optimization. This is due
to the integration of friction which changes the equivalent load and also to the addition of voltage
supply constraint which is equivalent to a speed constraint at high speed. Nevertheless, the speed
constraint due to the overspeed phase remain respected.

Figure 6.36 give the results at motor level for both cold and hot ATO deploy profiles. During the
motor quadrant phase the voltage is at its maximum which leads to the introduction of flux-weakening
by tuning the angle α . The equality between the required torque and the effective torque is guaranteed.

These results show that a flux-weakening strategy is needed to enable ETRAS applications using
voltages similar to the aircraft AC voltage. However, solution with boost converters or transformers
can naturally offer higher voltage to inverter and motor. Exploiting fully the magnetic characteristics
of the motor and applying advanced control strategies can shift the boundary where higher voltage
and higher current are mandatory.

The results enables to determine whether a motor design can match a mission profile with degrees
of freedoms on the number of winding turns and flux-weakening control strategy. The motor design
can then be achieved by applying the most constraining operating envelop (torque vs speed) by
combining the cold and hot profiles results. Once the design is fixed, it is possible tu build flux-
weakening control table that determines the optimal current and angle α in terms of losses for the
required operating point (torque, speed) [149]. These tables can then be embedded in the control
software of the actuation system.

6.8 Conclusion

This chapter has proposed two steps to address the ETRAS sizing problem to deal with the complexity
of the mission profile and the closeness of component technological limits on such application. First,
a preliminary sizing study of the ETRAS was performed with a low fidelity model of the mechanical
efficiencies and the mission profile along with a higher fidelity system sizing model. Then, the
sizing used a higher fidelity model of the mechanical efficiencies and the mission profile along with
simplified assessment on the system sizing model.

In the first part, main design drivers and sizing scenarios of an ETRAS application have been
outlined. It has revealed that even in preliminary phase, the number of sizing scenarios was significant.
Hence, due to this sizing problem complexity the preliminary sizing phase has to be supported by a
methodology. The methodology proposed in this thesis was therefore applied to this complex sizing
problem. Emphasis was placed on dynamic criterion and how to integrate dynamic simulation within
the algebraic optimization framework BOA. For that surrogate models of FMU were used. New
estimation models were introduced in particular for transient thermal responses in short operating
application like ETRAS. The preliminary sizing optimization was achieved in order to determine the
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main characteristics of components. The effect of slider jamming consideration in the sizing has been
underlined. It has proven that for ETRAS like for many other systems, a system level compromise
is necessary. Once the preliminary sizing was achieved the main components characteristics were
obtained.

In the second part, it was decided to go from a trapezoidal speed profile to a discretized acceleration
profile. This enabled to determine a detailed trajectory of the ETRAS. A detailed model of dynamic
and static loads were then provided. A trajectory optimization problem using inverse simulation was
then implemented. The effect of the objective choice on the resulting trajectory and the other variable
of interest were given. It resulted that the most pertinent choice of objective was the maximum power
in motor quadrant has it decreased the motor power by 50 % and therefore the power withdrawn from
the aircraft electrical network. Effects of the objective choice on the trajectory smoothness have been
outlined. A pseudo multi-objective approach that uses the system sizing model to tune the different
objective influence has been outlined. The trajectory optimization technique was then extended to
the electrical power chain design. The objective was to optimize the size of electrical component
by minimizing the equivalent current. In order to make some more detailed assessment of the loads,
the detailed friction models were implemented in order to consider the effect on speed and static
load on the motor electromagnetic torque. The study focused on the brushless motor which is on
its technological limit for the voltage and current supply configuration of this application. Hence, a
flux-weakening strategy has been proposed to add some degrees of freedom to the design.

This trajectory optimization code enables to assess the effect of requirements like deploy time on
the power consumption rapidly (less than an hour). Thus, power consumption versus thrust reverser
braking effectiveness trade offs can be achieved. This chapter concludes another application of holistic
sizing approaches to aerospace actuation systems.



Chapter 7

Conclusions

7.1 Summary and Perspectives

The context of this work has been presented in Chapter 1 to better understand the needs as well as
the stakeholders involved in this thesis. The More Electrical Aircraft course of action has leaded to
significant rethinks of how an aircraft with electrical technologies for subsystems and components has
to be designed. The introduction of these new technologies on critical applications like commercial
aircraft has to be achieved incrementally and rigorously. Hence, a design methodology is needed
for the development of the forthcoming systems and subsystems. This thesis focused on electro-
mechanical actuation systems and the development of a methodology to design them in a holistic
and more integrated manner. Furthermore, a concern for contemporary industrial companies is the
capitalization of their expertise. In addition, a better reuse of previous work was needed to enable rapid
bid or trade-off studies. Thus, knowledge management was also an concern for the developed design
methodology. Another motivation was to propose a new approach for designing actuation systems in
order to avoid the common sequential iterative design process which results in costly human iterations.
The disparate components used in actuation systems involves multiple discipline specialists. It is
important to note that the results of previous thesis, the Safran company experts and Institut Clément
Ader researchers have provided significant foundation and support to this work. This thesis can be
seen as the continuation of Aurélien Reysset’s thesis. Furthermore, an important collaboration with
Florian Sanchez was settled as his thesis focused on component detailed design whereas this thesis
focuses on the system level design with emphasis placed on technologies. The collaboration between
the company and the laboratory was very fruitful mainly because the objectives (requirements) were
clearly defined at the beginning. The main objective of this thesis was to obtained a functional
sizing framework within three years. The sub-objectives were to enable knowledge capitalization,
collaborative work, rapid analysis and provide optimization capabilities. Low simulation runtime
is an important criteria in an industrial context where the main objective is rapid decision making
during design activities especially in early bid and proposal phases. The methodology developed has
been applied to different aerospace actuation systems with increasing complexity. Nevertheless, the
methodology and the approaches can be extended to other products and applications.
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Chapter 2 has provided a large scope of engineering design approaches. It first outlined different
aircraft engineering problems to show that each had particular challenges. The common challenge
in engineering design is the management of interdependencies. Embedded mechatronic system
design is core part of the aerospace engineering problem solving. These particular systems require
multi-level, multi-engineering specialization, multi-physical and multi-scale design approaches. In
addition, as the knowledge is spread among multiple discipline specialist and engineering tools, it is
harder to capitalize and to interact. Furthermore, embedded applications require high consideration
for reliability, and particularity critical sizing scenarios, during their design. Additionally, design
challenges appear when systems are large and multidisciplinary. In order to assist the development of
complex and critical products, many Model-Based Design solution exist throughout the design process.
MBSE tools provide solutions for requirements engineering, functional and organic architecture
definition. Reliability analysis standards and tools enable us to conduct system reliability analysis.
Preliminary sizing methods contribute to determining component specifications with respect to system
specifications by making system level assessment of component geometries using 0D modelling.
However, this is often achieved using spreadsheets by a single expert who masters system trade-off with
respect to engineering specializations. Engineering specializations for model-based design tools are
numerous and cover all the fields of engineering. They focus on high fidelity simulations of component
performances, typically 2D-3D, which require high simulation runtimes. Virtual prototyping provide
simulation tools based on lumped parameter models, typically 0D-1D, to represent the system overall
behaviour with respect to physical parameters and to support the validation process. Co-simulation
between design tools is soaring. Specific software provide such feature even in the cloud and is
referred to as distributed engineering. However, these solutions often results is costly simulation
runtimes. To encourage co-simulation, some model exchange standards have been develop such as
the FMI standard. Surrogate modelling techniques permit to represent complicated simulation results
of 0D-1D or 3D models with low computational cost. The VPLM methodology enables to generate
relatively simple algebraic expressions. The state of the art of Model-Based Design tools showed that
many activities were required beside the main focus of this thesis, that is sizing. Moreover, it has been
outlined that sizing could also use complex simulations usually available later in the design process
by using surrogate modelling.

Due to the complexity of embedded mechatronic systems, a systemic design approach is needed.
Different formalism can be used to represent a system, the N2 diagram seems very adapted for
multidisciplinary systems. For this purpose many approaches are used to decompose the system into
multiple disciplines and coordinate them. The decomposition of a system is intricate, it depends
strongly on the type of application. Mechatronic system are commonly decomposed in two main layers:
system and component. None-the-less, design is an iterative process between both of these layers.
The coordination of engineering design can be achieved by using graph and tearing algorithms. This
task is sometimes performed by system analysis tools where algorithmic intelligence is implemented.
However, such approach gives a high authority to the design tool and less flexibility to the designer.
System analysis can be performed in environments that enable the connection of dataflows between
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different engineering legacy tools. Algebraic computation environments can also be used for system
analysis when elementary models have been reduced to algebraic expressions. Once system analysis
is performed, many visualization tools are available for engineering design. Scatter plot, scatter matrix
and parallel coordinates enables the visualization of large data sets and design by shopping techniques.
A standardization of engineering design visualization tools could offer significant insights in terms of
collaboration.

The state of the art also focused on design optimization. The most effective approach, that
emphasizes a rapid search rather than a global search, is to combine gradient-based optimizers with
monolithic formulations. Nevertheless, this combination is most effective when partial derivatives are
analytic and the computation of system total derivatives is available. Thus, symbolic differentiation
can be used for partial derivatives and the MAUD architecture for total derivative computation. To
handle multi-modal functions and enhance global search, gradient-based methods can be combined
with multi-start capabilities. In addition, MSDO techniques provide the theoretical foundation in
order to tackle coupled engineering system analysis and optimization. The openMDAO framework is
very interesting as in provides a systemic modelling approach with advanced gradient-optimization
features. Uncertainty and robust optimization have not been investigated in this state of the art but are
important topics in engineering design as well as sensitivity analysis.

The work presented in Chapter 3 provides a benchmark test case for MSDO formulations, a
new formulation, its performances when compared to other existing formulations and a theoretic
graph approach to assist MSDO problem formulations. The case study is a linear electro-mechanical
actuator for Thrust Vector Control applications. EMAs are on their technological limit in terms of
bandwidth for such application and are only used on small launchers. Hence, the sizing of the actuator
is numerically difficult. The Normalized Variable Hybrid formulation (NVH) is monolythic, easy to
implement and is well suited for sizing problems. It consists of one design variable with a relatively
small dimension and a single inequality constraint whereas IDF and Hybrid require additional large
dimension design variables and equality constraints which can introduce numerical difficulties. The
benchmark results show that the MDF and the NVH converge rapidly. However, the NVH requires
the less function calls to converge. In addition, the setting of the MDF formulation is intricate and is
problem dependant which makes it less reusable. In the present application it requested to reformulate
the analysis function by using the absolute function. The remarkable advantage of the NVH is it
robustness to scale change. The actuation systems design inputs can change scale from an application
to another (flight control, landing gear, electrical thrust reverser...) or for different aircraft size. Hence,
robustness is an important criterion for reusability of the sizing code which is one sub-objective of
this thesis.

However, the NVH formulation requires a non-negligible reformulation effort of the analysis
functions. This is one reason why graph-based methods that assist the formulation of MSDO problems
have been proposed. It provides a semi-automatic formulation of the NVH strategy. The other reasons
are that as the problems get larger and coupled, human errors become numerous. The proposed
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graph-based procedure enables designers to detect and correct easily potential mistakes. The use of
the bipartite graph formalism and an assigned color code is very convenient. This graph procedure
is implemented in the acausal Block Generator environment of the BOA framework presented in
Chapter 4.

Perspectives could include the automatic formulation of different MSDO strategy whereas only
the NVH formulation is proposed here. Furthermore, the graph procedure could be extended to a mix
of causal and acausal models. The causal models could be not only algebraic models but FMUs or
Python code. In addition, solutioning of under-constrained singularities can be automatized by adding
additional variables. Nevertheless, the NVH formulation is a practical way for engineers that have no
experience in multidisciplinary design analysis and optimization to tackle the complexity of these
problems.

In Chapter 4, a design and sizing methodology for complex technological systems has been
proposed as an answer to the main objective of this thesis. A methodology consists of a process,
methods and tools. The sub-objectives were capitalization, collaborative work, rapid analysis and
optimization capabilities. The methodology was outlined throughout a Thrust Vector Control electro-
mechanical actuator case study.

The proposed methodology is composed of six successive steps: requirements, design drivers and
sizing scenarios definition, elementary computational model generation, elementary models assembly
into reusable component sizing models, component sizing models assembly into a system sizing
model, analysis and optimization using the system sizing model, and design space exploration using
the system sizing model.

For the first step, a formalism was presented in order that stakeholders can interact and structure
their respective design constraints and needs. It proposes to decompose a sizing problem into system
design drivers, component design drivers and sizing scenarios. This way modelling needs for the
sizing process are better defined. For the second step, algebraic models were chosen to represent
the disciplines as they provide low computational cost and can be used in an acausal modelling
environment. Different algebraic modelling approaches like scaling laws and VPLM surrogate models
were presented. These previous steps are not included in the sizing framework. The BOA framework
is decomposed into four successive environments: Block Generation, Sizing Procedure, Design and
Explore.

The third step is supported by the Block Generation environment. It consists of the assembly
of elementary algebraic models. This enables to use acausal modelling for increasing reusability of
models. The acausal environment was developed by combining graph-based methods and symbolic
computation methods. Such methods also permit to detect computation singularities. This step enables
to generate flexible inputs/outputs component sizing models composed of elementary algebraic models
whilst checking their solvability.

The fourth step is supported by the Sizing Procedure environment. It consists of the assembly
of component sizing models to form a total system sizing model. The method used to represent the
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system model is the N2 diagram. In addition, a hierarchical decomposition method is used to deal
with the complexity of system containing a large number of model elements.

The fifth step is supported by the Design environment. It enable the analysis and optimization of
the system sizing model by utilizing Multidisciplinary System Design Optimization techniques. This
environment is built on top of the openMDAO framework. Gradient-based methods are used with
symbolic differentiation for elementary models derivatives and Unified Derivatives Equations for total
derivatives. The Design environment provides low analysis and optimization runtime which is one of
the sub-objective of this thesis in order to permit rapid decision making. A spreadsheet formalism
adapted to optimization problems was developed in order to easily change parameters and visualize
results.

The last and sixth step is supported by the Explore environment. It uses Multidisciplinary
System Design Optimization techniques to achieve consistent analyses. The analyses are driven by
implemented Design of Experiments methods. The parallel coordinates plot has been chosen as the
visualization and filtering tool for this environment as it suited for large number of experiments and
variables.

The framework also provides model library and documentation features. Furthermore, it is
possible to export the optimization and exploration model as Python Serialization Object in order to
be used in larger and heterogeneous problems.

The methodology proposed is a small step towards knowledge capitalization and collaborative
work in engineering design. It provides very low analysis and optimization runtime. It also enables to
organize the complete model with a systemic approach. Therefore, it can been used to tackle higher
complexity systems like electro-mechanical primary flight control actuation system (Chapter 5) and
electrical thrust reverser actuation system (Chapter 6).

The perspectives here could be the development of a standardized representation of component
design drivers, systems design drivers, sizing scenarios and their interactions. The framework was
developed with emphasis placed on making things simple in order to require a reasonable learning
curve. However, the sizing framework can be extended to a wider range of analysis function types
than simple algebraic models. The implementation of sensitivity analysis, uncertainty propagation
and robust optimization capabilities for the complete system sizing model is one of the top priorities.

Chapter 5 used the previously presented framework to design and size an electro-mechanical
primary flight control actuation system. This application enabled us to show how to integrate
component detailed design models during the system preliminary sizing process.

A compact and easy integration rotary EMA has been sized. For that, the design drivers and sizing
scenarios of primary flight control actuation systems have been outlined. This way sizing scenarios
like thermal behaviour for which modelling should be emphasized were investigated with detail.
Appendix B has shown a thermal behaviour investigation that suggests to use maximum torque of the
flight mission profile as the operating thermal point. The different models used to size the system
were presented, both the electrical power chain and the electro-mechanical power chain. Surrogate
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models of FEM simulations were used for the motor losses and thermal resistance as well as the
housing thermal resistance and vibratory stress. The actuator sizing model has then been extended to
an integrated actuator and aileron control surface application. This more integrated concept enabled
the removal of load limitation devices and consider control surface splitting as a degree of freedom.
The torque density and diameter confinement of an aileron enabled us to investigate the concept of
control surface splitting at actuation system level.

Effects of aileron control surface splitting on overall mass of integrated actuators and control
surfaces have been studied. The main benefits come from structural components like control surface
and actuator housing. The main advantage of control surface splitting is that is can lead to multi-
surface actuators and thus reduce maintenance, development and production costs. Nevertheless, the
results have shown that a high degree of splitting did not offer important mass gain. Thus, the number
of elementary surfaces shall remain as low as possible to avoid an important number of maintenance
operations. The effect of the enhance thermal configurations on the design have been studied. A better
cooling of actuators could lead to competitive EMAs for next generation aircraft.

This investigation has shown the importance of interaction between actuator integrator and supplier.
Such approach, supported by sophisticated sizing tools, could lead to more optimized and standardized
solutions. However, more detailed studies much be achieved, especially for elevators and the rudder
surfaces. In addition, the motor sizing should include the damping requirements as it will have an
effect on its size. A challenging investigation would be to achieve simultaneously a wing and actuation
system design that includes multiple disciplines such as structure, aerodynamics, aeroelastics, control
surface allocation and actuation. Such investigation could lead to more ambitious concept like having
the same actuator not only for multiple surfaces but multiple aircraft.

Conversely to Chapter 5, Chapter 6 has shown how to integrate system dynamic models during
the system preliminary sizing process. This was achieved by studying an electrical thrust reverser
actuation system. The mission profile of this system has an important effect on the sizing. Thus, the
study was decomposed into two parts. First, a preliminary sizing study of the ETRAS was performed
with a low fidelity model of the mechanical efficiencies and the mission profile together with a
higher fidelity system sizing model. Then, the sizing used a higher fidelity model of the mechanical
efficiencies and the mission profile together with simplified assessment on the system sizing model.

As suggested by the methodology, design drivers and sizing scenarios of the ETRAS were first
outlined. It has enabled us to distinguish two phases of the deploy mission: a phase where the system
operates in the motor quadrant and a phase where it operates in generator quadrant. The sizing
scenario analysis has also shown that these two phases as well as the stow mission have different
effects on the components sizing.

The first design case with low fidelity on the mission profile used surrogate models of lumped
parameter model simulations. Simulations were achieved using FMUs generated in the Dymola
software. Other algebraic models were used to represent the sizing scenarios and component estimation
models. One particularity of the ETRAS is that it operates during a short time. Thus, specific thermal
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model which use energies and thermal capacities were implemented. The system sizing model enabled
us to obtain the preliminary characteristics of the system and its components. The effect of the slider
jamming scenario on the system sizing was outlined and showed the importance of capitalizing the
list of sizing scenarios. This model was implemented in the BOA framework.

The second design case used a more detailed model for the mission profile and was implemented in
pure Python code using the openMDAO framework. The model is based on a discretized acceleration
profile. A detailed model of dynamic and static loads were then provided. A trajectory optimization
problem using inverse simulation was then implemented. The position/time and overspeed require-
ments were implemented as constraints. The effect of the objective choice on the resulting trajectory
and the other variable of interest were given. It resulted that the most pertinent choice of objective
was the maximum power in motor quadrant has it decreased the motor power by 50 % and therefore
the power withdrawn from the aircraft electrical network. A pseudo multi-objective approach based
on the design of experiment of the previously sizing code was proposed. It improve the trajectory
smoothness but was not the most efficient when compared to the RMS power objective choice.

The trajectory optimization technique was then extended to the electrical power chain design.
In order to make some more detailed assessment of the loads, the detailed friction models were
implemented in order to consider the effect on speed and static load on the motor electromagnetic
torque. The objective was to minimize the final temperature of the motor. The study focused on the
brushless motor which is on its technological limit for the voltage and current supply configuration of
this application. Hence, a flux-weakening strategy has been proposed to add some degrees of freedom
to the design and validate the previous preliminary design.

This study enabled us to build a sizing process with two levels of fidelity. The trajectory opti-
mization provided accurate assessment of the requirements on the power consumption. Thus, power
consumption versus thrust reverser braking effectiveness trade offs can be achieved.

Perspectives of this study include a complete system sizing model with a high fidelity trajectory
optimization. This way the selected objective can be to minimize the overall mass of the ETRAS. In
addition, investigating the use analytic derivatives for components that use integration or interpolation
instead of the complex step method is a challenging topic.

7.2 Contributions

The work presented in this thesis is is an answer to particular industrial needs with a large scope of
scientific techniques. The main contributions can be outlined by reminding the initial objectives to
which they refer:

IO1. Develop a holistic sizing methodology and an associated software tool.

1. The main contribution is the development of the design and sizing methodology which empha-
sizes knowledge capitalization, collaborative work, reusability, design optimization and rapid
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decision making. The methodology have been presented by a process supported by multiple
methods and tools.

2. This design methodology is supported by a desktop software named "BOA" which required
thorough thinking with regard to the features and the user interface. The code development was
as well a significant work effort as it occupied most of these first two years.

IO2. The methodology shall enable knowledge capitalization and collaboration.

3. To permit knowledge capitalization many features were implemented such as documentation,
equation description, parameter uncertainties and model libraries. In order to enable collab-
oration, component and system models and projects can be serialized as files which can be
exchanged with other users. Furthermore, the choice of algebraic models permits to most of
mechatronic disciplines to contribute to the system sizing.

4. In order to facilitate model reuse, an algebraic acausal modelling environment has been devel-
oped. It required the usage of symbolic computing and graph algorithms.

IO3. The software tool shall handle analysis and optimization of coupled systems.

5. The software tools enables to handle coupled systems by implementing monolythic formulation
except ones which require multidisciplinary solvers. The NVH formulation has been proposed
as a convenient way for industrial engineers to tackle algebraic loops and multidisciplinary
optimization.

IO4. The software tool shall provide reasonable analysis and optimization times.

6. It was proposed to use lightweight algebraic models in the software. For that, different
techniques to generate such models were presented. The main contribution here was the
development of a workflow which used lumped parameter model FMUs to run simulations and
achieve data regression to the simulation data.

7. It was proposed to use gradient-based optimization using symbolic differentiation for elementary
models. For that a symbolic differentiation module had to be implemented in order to make it
transparent for the user and handle particular mathematical functions.

IO5. The methodology and software tool shall be tested on a realistic industrial product.

8. The methodology and software tool have been tested on three main study cases: a Thrust Vector
Control EMA, a electro-mechanical primary flight control actuation system and an electrical
thrust reverser actuation system.

9. A new approach for primary flight control actuation system design has been proposed. It has
been proven that the concept of split control surfaces actuated by rotary actuators is worth being
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thoroughly investigated in particular for structural mass gain and actuator standardization. It
could have significant outcomes in terms of overall actuation system cost and will be a key
enabler for thin wing concept and structural loading control.

10. The trajectory optimization using inverse simulation proposed for the ETRAS design is also
a significant contribution. This has enabled on an industrial application to stay within the
technological limit of the power electronics architecture and the aircraft electrical network
voltage supply. It also enables to assess the effect of requirements changes such as deploy time
on the ETRAS power consumption and thus permit rapid trade-offs.

Some additional scientific contributions can be given by answering the initial research questions
with hindsight on these three years of work:

RQ1. How should this sizing methodology be incorporated in the overall design process?

The proposed methodology does not replace the upstream activities such as requirements
engineering, architecture propositions and reliability analysis. It does not replace either the
downstream activities of detailed design and virtual prototyping. However, the methodology
should be used in between in order to transform system specifications into component spec-
ifications. This permits to make some design iterations during preliminary design instead of
detailed design. This leads to a significant time reduction of the trade-off process and close to
optimal designs.

RQ2. Who will be the users of such software tool?

The developed software is mainly a system architect tool as he has the global vision and the
technical authority at the system level. However, the tool was developed such as domain
experts could include their models in libraries as well as running analysis and optimization of
component sizing codes.

RQ3. How to capitalize knowledge and collaborate in a multidisciplinary design office?

This is usually achieved through the storage of technical documents and models with attached
documentation. However, reusability is difficult as engineering specialization legacy tools
require significant expertise. In the thesis, it was propose to use one same algebraic modelling
environment. The challenge was to generate these models using data and approaches of
different engineering tools. Nevertheless, many techniques for this purpose have been presented.
Regarding capitalization, it was proposed to use model documentation and model libraries in
order to provide collaboration and knowledge capitalization capabilities within this common
modelling environment.

RQ4. How to interface different engineering specialization design tools?

The first approach and most employed methods are to use distributed engineering between
different engineering specialization tools. However, this often leads to high computational
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times and is not well suited for knowledge capitalization. In the thesis, it was preferred to use
algebraic models obtained using different techniques that are interfaced in a same algebraic
computing environment.

RQ5. Can Multidisciplinary Design Optimization techniques be made available to unexperienced
users?

It is very challenging. Here, it was proposed to use a semi-automatic implementation of the
NVH formulation. However, it can be delicate and remains problem-dependent.

RQ6. What is a reasonable computation time in a design office? What are the potential solutions to
reach it?

This time corresponds to the time to make a decision. In an actuation system design office this
time shall be less than one hour but less than 10 minutes shall be the target. However, another
solution is to increase the computational power by using specialized machines or clusters.

RQ7. Is there a limit in terms of system complexity for using such sizing methodology?

The limit can come either from the implementation difficulties because of to large and compli-
cated models or from the numerical resolution of the problem. The software tool enables user
to implement complex problems thanks to the use of hierarchical modelling. The increase of
complexity will increase the time to implement the problem. From a numerical point of view
a complexity limit can be reached. However, the use of gradient-based optimization permits
to deal with large problems and therefore shift the limit. Nevertheless, the software seems
compatible with the complexity of most aerospace actuation systems.

7.3 Limitations and Propositions for Future Work

The limitations of the work and some propositions for future work can be achieved for the design
methodology part and the case study part.

The developed sizing framework is collaborative by the mean of exchanging models offline. This
could be enhanced by developing it in a web environment to improve the exchange and version control
of models.

The elementary models generated are then implemented by the user in the BOA framework which
increases risk of typing errors. It would be interesting to smoothen this workflow by having the model
generation tools within the framework.

The software only handles algebraic models, it would have been interesting to enable a wider
range of models. This could have been achieved by standardizing the interfaces and implementing the
corresponding numerical resolution mean.

An effort was achieved on the formulation of models and on the resolution strategy but not on
high performance computing. However, multi-processing features are becoming easily usable thanks
to frameworks like openMDAO. This can significantly improve computational runtimes.
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Surrogate modelling is a very interesting alternative to associate multiple disciplines with different
levels of fidelity. For these reasons, they have been widely used in this work. Nevertheless, it is a
complex topic and requires convenient software tools and workflows to be used by industrials, and to
facilitate capitalization and reuse. Thus it constitutes an important topic for future work.

The details of analysis and optimization runs are obtained through the optimizer log which is
rendered in the console of the software. However, it would have been also interesting to include
convergence plots when visualizing the optimization results.

The software enables to build an overall system sizing code and run some analysis or optimization.
However, as the uncertainty on parameters were made available, an interesting perspective would be
to provide robust optimization capabilities. Furthermore, the exploration environment could include
sensitivity analysis features to permit such analysis to be conducted on coupled systems.

The Primary Flight Control EMA study was achieved for the aileron surface and virtually extended
to rudder and elevators. Nevertheless, structural and thermal detailed studies should be driven on
these surfaces as it was done for the aileron. In addition, the drawbacks of the concept of split control
surfaces could be more accurately assessed.

The trajectory optimization of the ETRAS used a discretized acceleration vector. This needed
a very large number of design variables and constraints. Thus, an other perspectives would be to
evaluate the contribution of such high computational cost approach when compared to more light
weight methods such as B-Splines.
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Appendix A

Thrust Vector Control Actuation System
Case Study

Models

System Analysis Functions

Actuator Length

Lact =
(
(0.2248 ·d1 −0.3757)2 +(−0.9744 ·d1 +d2 −1.172)2

)0.5
(A.1)

Lever Arm

Larm = ((−(−0.9744d1 −1.372) · (0.2248 ·d1 −0.3757) · ((0.2248 ·d1 −0.3757)2+

(−0.9744 ·d1 +d2 −1.172)2)−0.5 +(0.2248 ·d1 +0.9823) · ((0.2248 ·d1 −0.3757)2+

(−0.9744 ·d1 +d2 −1.172)2)−0.5 · (−0.9744 ·d1 +d2 −1.172))2)0.5

(A.2)

Actuator Stroke

Sact = Θnoz ·Larm (A.3)

Actuator Speed

Vmaxact = Ωmaxnoz ·Larm (A.4)

Actuator Maximum Load

Fmaxact =
Tdynnoz

Larm
(A.5)

Motor Torque Specification

Tem = kosFmaxact

pbs

Nredηmech
(A.6)
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Motor Speed Specification

Ωmot =Vmaxact

Nred

pbs
(A.7)

Stall Load Specification

Fstall = Tem
Nred

pbs
(A.8)

Limit Load Specification

Flim = ksecFstall (A.9)

Geometric Integration

Lact ≥ Sact +Lnut +Lbearing +2Lrod (A.10)

Total Mass

Mtot = Mmot +Mnut +Mscrew +Mbearing +2Mrod +Mhousing (A.11)

Component analysis functions

Motor

Motor mass:

Mmot = Mmotre f

(
Tem

Temre f

) 3
3.5

(A.12)

Motor inertia:

Jmot = Jmotre f

(
Tem

Temre f

) 5
3.5

(A.13)

Motor maximum mechanical speed:

Ωmotmax = Ωmotmaxre f

(
Tem

Temre f

)− 1
3.5

(A.14)

Motor speed constraint:
Ωmotmax ≥ Ωmot (A.15)

Motor torque consistency:

Tem ≥ Fmaxact

pbs

Nredηmech
+ JmotαnozLarm

Nred

pbs
(A.16)
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Rod-end

Rod-end mass:

Mrod = Mrodre f

(
Flimit

Frodre f

) 3
2

(A.17)

Rod-en length:

Lrod = Lrodre f

(
Flimit

Frodre f

) 1
2

(A.18)

Ball screw

Nut mass:

Mnut = Mnutre f

(
Flimit

Fnutre f

) 3
2

(A.19)

Nut length:

Lnut = Lnutre f

(
Flimit

Fnutre f

) 1
2

(A.20)

Nut diameter:

Dnut = Dnutre f

(
Flimit

Fnutre f

) 1
2

(A.21)

Screw mass:

Mscrew = Mlscrewre f

(
Flimit

Fscrewre f

) 3
2

· La

2
(A.22)

Thrust bearing

Thrust bearing mass:

Mbearing = Mbearingre f

(
Flimit

Fbearingre f

) 3
2

(A.23)

Thrust bearing length:

Lbearing = Lbearingre f

(
Flimit

Fbearingre f

) 1
2

(A.24)

Housing

Housing mass:

Mhousing = ρ
Lact

2

(
π

((
drs

2
+ e1 + e2

)2

−
(

drs

2
+ e1

)2
)
+π

((
drs

2
+ e1

)2

−
(

drs

2

)2
))
(A.25)
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Housing stress:

log(π0) = 124log
(

La

drs

)
+

2
23

log
(

La

drs

)
· log

(
e1

drs

)
+

31
421

log
(

La

drs

)
· log

(
e2

drs

)
+

713
812

log
(

La

drs

)
+

125
892

log
(

e1

drs

)2

−

194
911

log
(

e1

drs

)
· log

(
e2

drs

)
−

231
391

log
(

e1

drs

)
+

13
48

log
(

e2

drs

)2

+

704
875

log
(

e2

drs

)
+

290
231

(A.26)

σ = π0Qmdrsρa (A.27)

Optimization

Formulation

The optimization is the following:

minimize Mtot

with respect to Nred ,d1,d2,e1,e2,kos

subject to Ωmot −Ωmotmax ≤ 0

Sact +Lnut +Lbearing +2Lrod −Lact ≤ 0

σ −σmax ≤ 0

Fmaxact

pbs

Nredηmech
+ JmotαnozLarm

Nred

pbs
−Tem ≤ 0

(A.28)

Results

The optimization was achieved considering a reduction of motor inertia of 2 and for variable anchorage
positioning.
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Fig. A.1 XDSM diagram of the thrust vector control electro-mechanical actuator optimization

Inputs

Table A.1 Inputs parameters values for the TVC EMA design

Parameter Value Unit Description

R
eq

ui
re

m
en

ts

αnoz 14.15 [rads−2] Nozzle angular acceleration
ksec 2.0 [-] Sizing security factor

Ωmaxnoz 0.16 [rads−1] Nozzle maximum angular velocity
pbs 1.6×10−3 [-] Ball screw pitch

Tdynnoz 48 [kN] Nozzle dynamic peak torque
Θnoz 1×10−2 [rad] Nozzle stroke
ηmech 0.7 [rad] Mechanical transmission efficiency

M
ot

or

Jmotre f 2.9×10−4 [kgm2] Reference motor inertia
Mmotre f 3.8 [kg] Reference motor mass

Ωmotmaxre f
754 [rads−1] Reference motor maximum speed

Temre f 13.4 [Nm]] Reference motor nominal electromagnetic torque

R
od

-e
nd Frodre f 183 [kN] Reference rod limit load

Lrodre f 61 [mm] Reference rod length
Mrodre f 1.55 [kg] Reference rod mass

B
al

ls
cr

ew

Dnutre f 80 [mm] Reference nut diameter
Fnutre f 135 [kN] Reference nut limit load

Fscrewre f 135 [kN] Reference screw limit load
Lnutre f 107 [mm] Reference nut length
Mnutre f 2.1 [kg] Reference nut mass

Mscrewre f 9.4 [kg] Reference screw mass

B
ea

ri
ng Fbearingre f 183 [kN] Reference thrust bearing limit load

Lbearingre f 72 [mm] Reference thrust bearing length
Mbearingre f 5.05 [kg] Reference thrust bearing mass

H
ou

si
ng

Qm 30 [-] Quality factor of the structure assembly
ρ 7800 [mm] Volumic mass of the material (steel)

σmax 500 [MPa] Limit stress of the material (steel)
a 196 [ms−2] Acceleration during vibration test (20 g)
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Design Variables, Constraints and Objective

Table A.2 Design variables, constraints and objective of the TVC EMA design

Parameter Value Unit Description

D
es

ig
n

va
ri

ab
le

s

d1 -510 [mm] Anchorage position parameter [-800,800]
d2 200 [mm] Anchorage position parameter [-200,200]
e1 4.1 [mm] Housing thickness [1,40]
e2 1 [mm] Housing thickness [1,40]

Nred 1.32 [-] Spur gear reduction ratio [0.1,5]

C
on

st
ra

in
ts Lact 682 [mm] Actuator length (min=313)

Ωmot 162 [rads−1] Motor speed (max=414)
σ 500 [MPa] Housing resonance stress (max=500)

Tem 109.2 [Nm] Consitency constraint on motor torque (min=109.2)

O
bj

ec
tiv

e

Mtot 39 [kg] Actuator total mass
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Outputs

Table A.3 System output values for the TVC EMA design

Parameter Value Unit Description

Sy
st

em
sp

ec
ifi

ca
tio

ns

Flim 180.355 [kN] Actuator limit load
Fmaxact 38.97 [kN] Actuator maximum load (to provide)
Fstall 90.177 [kN] Actuator stall load
Lact 682 [mm] Actuator length
Larm 1.23 [m] Lever arm length

Ωmaxmot 1.6×10−3 [rads−1 Motor maximum speed
Sact 24 [mm] Actuator stroke
Tem 109 [Nm] Motor electromagnetic torque

Vmaxact 197 [mms−1] Maximum actuator speed

M
ot

or Jmot 2.9×10−3 [kgm2] Motor inertia
Mmot 22.96 [kg] Motor mass

Ωmotmax 414 [rads−1] Motor maximum speed

R
od

-e
nd Lrod 60 [mm] Rod length

Mrod 1.51 [kg] Rod mass

B
al

ls
cr

ew

Dnut 92 [mm] Nut diameter
Lnut 124 [mm] Nut length
Mnut 3.24 [kg] Nut mass

Mscrew 4.95 [kg] Screw mass

B
ea

ri
ng Lbearing 44 [mm] Thrust bearing length

Mbearing 1.18 [kg] Thrust bearing mass

H
ou

si
ng Mhousing 4.2 [kg] Housing mass

Π0 117.9 [-] Stress dimensionless number
σ 500 [MPa] Stress at resonance frequency





Appendix B

Primary Flight Control Actuation
System Case Study

EMA Thermal Behaviour Investigation

The objective of this study was to achieve an optimal sizing of an aileron linear EMA with dynamic
thermal constraints. Details of this work can be found in [54]. The dynamic thermal constraints are
evaluated using a lumped parameter model developed in the Dymola software [226]. The optimization
is achieved using the openMDAO framework [89].

The actuator is a linear parallel gear drive EMA. The EMA is assumed to operate in a confine
space environment of the wing with only natural convection cooling as illustrated in Figure B.1.

Fig. B.1 Actuator thermal behaviour investigation parametrization

The ball screw is assumed fixed. Only the spur gear and the motor are sized. The objective is to
minimize the overall mass of the actuator. The design variables considered are the motor diameter
and current density, and the spur gear reduction ratio and gear aspect ratio. The constraints of the
optimization problem are the EMA maximum reflected inertia, motor maximum mechanical speed,
geometric integration, and both the housing skin temperature and motor winding hot spot temperature.

In order to evaluate these temperatures over an entire flight mission profile, a lumped parameter
model is constructed for which the architecture and interfaces are shown in Figure B.2.
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Fig. B.2 Actuator dynamic model architecture and interfaces

This model enables to assess the effect of the flight mission profile on the motor and mechanical
losses, altitude and temperature on the housing thermal convection resistance, and finally the motor
winding hot spot temperature and housing skin temperature.

The actuator thermal model implemented is outlined in Figure B.3.

Fig. B.3 Actuator dynamic thermal model architecture and interfaces

The housing convection thermal resistance between the wing temperature and the housing temper-
ature is altitude and temperature dependent. Mechanical and motor iron losses are injected directly in
the housing whereas the Joule (copper) losses are injected in the winding. The motor is modelled as a
conduction thermal resistance and a single heat capacity. Justification of this simplification can be
found in [54].

The Dymola model is illustrated in Figure B.4.
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Fig. B.4 Overall architecture of the actuator Dymola model

Inverse simulation is used, thus the mission profile imposes the power flux. Conversely, the
thermal model is implemented in a direct manner with common library components.

In the system sizing model, the housing thermal resistance and the motor thermal resistance
depend on the actuator design. The models that link the design to the resistance values are obtained
by surrogate modelling of thermal FEM simulations (Figure B.5).

Fig. B.5 Thermal FEM simulations of the motor (left) and the actuator housing (right)

The sizing model of the actuator is implement in the BOA framework and then exported as a
Python Serializer Object. The Dymola model is converted to a FMU [219] and manipulated using
pyFMI [9]. A Python code is then written to implement the overall problem. Figure B.6 illustrates
how the sizing model and the FMU interact.

The sizing model provides to the FMU the parameters of the actuator such as the thermal resistance,
reduction ratio, torque constant, motor electrical resistances etc... Then the FMU provides the motor
winding hot spot temperature and housing skin temperature to the sizing model. These temperatures
are analyzing and their maximum values are passed as constraints to the optimizer. A FMU simulation
is performed for for each optimizer iteration. The gradient-based optimizer SLSQP is used. The
gradient of the FMU is a linearized model of the thermal model [54].

Three designs are achieved. Two use a linear steady state thermal model to evaluate the actuator
temperatures. The first design is obtained for the temperatures corresponding to the maximum torque



256 Primary Flight Control Actuation System Case Study
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Fig. B.6 Interaction between optimization model and FMU model [54]

of the mission profile. The first design is obtained for the temperatures corresponding to the RMS
torque of the mission profile. The third design is obtained for the temperatures evaluated using the
dynamic model response to the entire flight profile presented previously. A validation of each design
is achieved by running the dynamic model for each configuration. The thermal response for the three
designs have been achieved for the same operating speed Ωmean. Thermal simulation validation results
are illustrated in Figure 5.12.

Sizing 

scenario

Optimal 

mass

Mission 

validation

Mission 

profile
- Passed

RMS 

torque
-10,5%

Not 

passed

Maximal 

torque
+11% Passed

Mission profile pre-design

RMS torque pre-design

Maximal torque pre-design

Fig. B.7 Thermal response of preliminary design over the entire mission

The first conclusion is that the most critical flight phase for the thermal behaviour of an EMA
is during cruise when the loads are high and the heat transfer is less efficient due to low air density
despite that the ambient temperature is very low. The optimal mass was obtained for the complete
mission profile scenario and an increase of 10 % was obtained for maximum torque. However, the
sizing achieved for the RMS torque operating point was not compliant with thermal constraints. In the
present study, it is therefore chosen to use the maximum torque Tsur f to compute temperatures even
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though it is not the optimum. More details of the work achieved in [54] can be found in Appendix B.
The chosen operating point Tsur f and Ωmean enable to determine the losses in the different components.

As the surfaces studied operate during the entire flight, the steady state response is used to
compute component temperatures. Hence, only the losses obtained for the operating point and the
component thermal resistances are needed. These will be determined during the component estimation
models description. The thermal losses in the Harmonic Drive are not considered during temperature
estimation.

The RMS torque as chosen because is the equivalent torque to compute the motor Joule losses.

Permanent Magnet Synchronous Motor Sizing Model

The sizing model of the brushless motor used is based on the work of Sanchez [209, 207] who
developed electromagnetic and thermal surrogate models based on FEM simulations illustrated in
Figure B.8.

Fig. B.8 Brushless motor electromagnetic (left) and thermal (right) FEM simulations [207]

Electromagnetic Model

The linear electromagnetic torque of the motor Tem,l =
Tem
Lmot

can be expressed using twelve physical
parameters:

Tem,l = f (Dmot ,DSi,ey,LT ,Lmag,Hmag,DRi,Jcur,µ0,Br,Bsat) (B.1)

Where Dmot and DSi are respectively the stator outer and inner diameter, ey the yoke thickness, LT the
teeth width, Lmag and Hmag the magnet width and height, DRi the rotor inner diameter, Jcur the current
density in the windings, µ0 the permeability of vacuum, Br the induction of the magnet and Bsat the
saturation value of the iron sheets. A sensitivity analysis on the torque density enables us to reduce
the number of variables to express the linear torque:

Tem,l = f (Dmot ,ey,Jcur,µ0,Br,Bsat) (B.2)

Dimensional analysis enables us to express Equation B.2 in a dimensionless manner [209]:

π0 = F (π1,π2) (B.3)
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Where π0 =
Tem,l

JcurBrD3
mot

which represents the dimensionless linear torque, π1 =
µ0JcurDmot

Bsat
which repre-

sents the magnetic saturation and π2 =
ey

Dmot
which represents the quantity on iron the yoke and has a

significant influence on the iron losses.
The obtained surrogate model that represents the linear electromagnetic torque is the following

[207]:

π0 = 1.72 ·10−4 ·π1.142−0.262log(π1)+1.679log(π2)
1 π

−2.256−0.721log(π2)+0.518log(π2)log(π1)
2 (B.4)

Thermal Model

The thermal model of the brushless motor consists of steady state response which can be represented
by the conduction thermal resistance between the winding hot spot temperature and the stator external
skin temperature. Sanchez has built using surrogate modelling and 2D thermal FEM simulation
(Figure B.8)) a model for the conduction thermal resistance Rthcond . The list of modelling assumptions
can be found in [209, 207]. The main assumptions are that the thermal resistance of stator (iron) can
be neglected when compared to the thermal resistance inside the winding. Hence, the losses will be
dissipated through the winding. Furthermore, simulations are achieved for different sizes of motor in
order to construct the surrogate model. Geometric similarity is assumed for all parameters except the
Nomex insulation thickness which is considered constant.

The linear conduction thermal resistance of the motor Rthcond Lmot can be expressed using four
physical parameters:

Rthcond Lmot = f (Dmot ,eN ,λw,λir) (B.5)

Where Lmot and Dmot are respectively the length and diameter of the motor, eN is the Nomex insulation
thickness, λw and λir are respectively the thermal conductivity of the winding and the iron.

Dimensional analysis enables us to express Equation B.5 in a dimensionless manner [209, 207]:

πcond = F (π1,π2) (B.6)

Where πcond = Rthcond Lmotλir, π1 = Dmot
eN

and π2 = λw
λir

. Since the physical properties are assumed
constant, π2 is constant. The problem can then be reduced as follows:

πcond = F(π1) (B.7)

The obtained surrogate model that represents the motor conduction thermal resistance is the
following [207]:

πcond = 84.2 ·π−1.077+0.164log(π1)
1 (B.8)

Losses Model

The main losses considered in the brushless motor are the Joule and iron losses.
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The Joule losses PJ in the motor are a function of the winding volume per slot pair Vw, current
density Jcur, winding factor kw, copper electrical resistivity σcop and the number of slots Nslot :

PJ =
Nslot

2
kwσcopVwJ2

cur (B.9)

The challenge to obtain an accurate Joule losses model is to have an accurate estimation of the
winding volume. The winding volume per slot pair can be decomposed into the winding volume of
the active part of the motor Vslot and the winding head Vwh as follows:

Vw =Vslot +Vwh = 2AslotLmot +2π
2
(

dtore

2

)2

Rtore (B.10)

Where Aslot is a single slot area, dtore = 2
√

Aslot
π

the equivalent diameter of the winding head and
Rtore = 0.2877 ·Dmot sin

(
π

12

)
the radius of the winding head from one slot to another.

Sanchez has also provided a surrogate model that estimates the slot area [207]:

πslot = 2.31 ·10−6 ·π−6.946−4.104log(π2)−0.833log(π2)
2

2 (B.11)

Where πslot =
Aslot
D2

mot
and π2 =

ey
Dmot

.
The second source of losses are the iron losses. The general expression of iron losses is the

following:
Pir = A ·Vir ·B2 (B.12)

Where A = k · δp 1
50
· ρir

(
Ωmot,mean·pp

2π·50

)1.5
, with k and δp 1

50
loss factors measured for 50 Hz, ρir the

density of iron, Ωmot,mean the operating speed of the motor for the temperature computation, pp the
number of pole pair, and B = By +Bt , with By and Bt respectively the induction level in the yoke and
the teeth.

The iron losses of the motor Pir
Lmot

can be expressed using four physical parameters:

Pir

Lmot
= f (A,Dmot ,ey,µ0,Jcur,Bsat ,Br) (B.13)

Dimensional analysis enables us to express Equation B.13 in a dimensionless manner [209]:

πPir = F (π1,π2) (B.14)

Where πPir =
Pir

ALmot D2
mot Br

, π1 =
µ0JcurDmot

Bsat
and π2 =

ey
Dmot

.
The obtained surrogate model that represents the motor iron losses is the following [207]:

πPir = 2.361 ·10−2 ·π−0.498−0.0605log(π1)+0.496log(π1)
2

1 ·π−1.714−0.765log(π2)
2 (B.15)
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Mechanical Model

The diameter of the motor Dmot is a design variable. Conversely, the motor length Lmot is obtained
with respect to the required electromagnetic torque T em and the linear electromagnetic torque Tem,l

obtained previously:

Lmot =
Tem

Tem,l
(B.16)

The inertia is obtained as follows:

Jmot = Jmotre f

(
Lmot

Lmotre f

)
·
(

Dmot

Dmotre f

)4

(B.17)

Where Jmotre f , Lmotre f and Dmotre f are respectively the inertia, length and diameter of the reference
motor. The diameter term Dmot

Dmotre f
represent the effect of diameter on the rotor diameter.

The mass model is obtained using surrogate modelling:

Mmot = 5945.85LmotD2
mote

0.06654
y (B.18)

The motor maximum mechanical speed is obtained using a scaling law as follows:

Ωmotmax = Ωmotmaxre f
·
(

Tem

Temre f

)− 1
3.5

(B.19)

Where Ωmotmaxre f
and Temre f are respectively the maximum mechanical speed and electromagnetic

torque of the reference motor.

Electrical Model

The electrical model of the model is needed to evaluate the factor β used for the power electronics
sizing.

The torque constant of the motor is derived using the DC bus voltage UDC and the maximum
operating speed of the motor Ωmot .

Ke =
UDC

2Ωmot
(B.20)

The peak current can then be yielded:

Ipeak =
2
3

Tem

Ke
(B.21)

The electrical resistance of one phase of the motor in obtained as follows:

Rmot = PJ
2
3

I2
peak (B.22)
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The electromotive force can also be derived for the operating point Ωmot,mean used to compute the
thermal response:

E = Ke ·Ωmot,mean (B.23)

The effect of the inductor on the voltage when compared to the resistor is negligible. The phase
voltage of the motor can then be obtained:

V = Rmot · Ipeak +E (B.24)

Finally, the factor β is expressed as follows [86]:

β = 2 · V
UDC

(B.25)





Appendix C

Electrical Thrust Reverser Actuation
System Case Study

Trapezoidal Speed Profiles

The trapezoidal speed profiles were develop to enable a simple parametrization of the ETRAS mission
profile in terms of position, speed, acceleration and load. The models used have one degree of freedom
which is the maximum speed at actuator level Vactmax . The bounds of the maximum actuator speed
have to be computed with respect to the required deploy (or stow) time td (or ts), stroke Sact and 80
% stroke S80% to make the chosen profile valid. In addition, if the TLS zone distance XT LS or speed
VT LS, it will have an impact on the parameter bounds. In this section, the parametrization and the
mathematical models used to computed the different instants are given. The bounds of Vactmax can be
obtained numerically by minimizing and maximizing t4 with respect to Vactmax , subject to the time
sequence constraints (t f ≥ t5 ≥ t4 ≥ t3 ≥ t2 ≥ t1).

Deploy

Figure C.1 illustrates the parametrization of the deploy speed profile. It enable then to obtain by
derivation and integration respectively the acceleration and the position with respect to time.

The instants t f (td) and t4 are imposed by requirements because t4 correspond to 2 seconds where
80% of full stroke has to be reached.

t2 =
xT LS

VT LSmax ·
(

1− kT LS
2

) (C.1)

t1 = t2 · kT LS (C.2)

t3 =
2 · (Vactmax · (t4 − t2)− (S80% − xT LS))

Vactmax −VT LSmax

+ t2 (C.3)
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t5 =
2 · (Vdsmax · (t f − t4)− (Sact + xunc −S80%))

Vdsmax −Vactmax

+ t4 (C.4)

Figure C.2 and Figure C.3 shows the resulting profiles respectively for a medium and high Vactmax .
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Fig. C.2 ATO Deploy speed and position for medium maximum speed
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Fig. C.3 ATO Deploy speed and position for maximum speed

Stow

Figure C.4 illustrates the parametrization of the speed profile. It enable then to obtain by derivation
and integration respectively the acceleration and the position with respect to time.
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The instant t f (ts) is imposed by requirements.

t3 = t f −
xunc

Vdsmax

(C.5)
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t1 =
2 · (Vactmax · t3 −Sact)

2 ·Vactmax −Vdsmax

(C.6)

t2 = t3 − t1 (C.7)

Figure C.5 and Figure C.6 shows the resulting profiles respectively for a medium and high Vactmax .
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Overspeed Limit

The overspeed limit is an envelop of position/speed configurations in which the ETRAS shall remain
in order to be able to stop the motion, thanks to a braking device, despite the aerodynamic loads once
the motor control loss occurs. This protects the system from overloads due to high speed arrivals on
mechanical end-stops. The benefits of friction in the mechanical power chain are not considered to be
conservative. The study is achieved at transcowl level.

Once the motor control losses occurs the ETRAS is considered as a single mass Mre ftot submitted
to aerodynamic loads Faero. After the brake engagement time tr the mass is submitted to aerodynamic
loads which tend to open the transcowl and a constant braking force Fbrake. The behaviour of the
system to motor loss of control in different initial position and speed configurations in given in Figure
C.7.

It is shown that if the motor control loss occurs outside the overspeed limit envelop the ETRAS is
not brought to the end-stop speed limit before reaching full stroke. The modelling and construction of
this envelop is quite tricky due to the fact that the aerodynamic loads are position dependant. The
system can be modelled by the following differential equation:

Mre ftot ·
d2X(t)

dt2 = Fload (X(t))−Fbrake(t) (C.8)

Where the loss of motor control occurs at t = 0, Fbrake(t) = 0 for t < tr and Fbrake(t) = Fbrake for t ≥ tr.
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Fig. C.7 Overspeed limit principle

The overspeed limit is determined by analyzing the system response in terms of braking distance
for different position and speed initial conditions. Two difficulties have to be undertaken: the position
dependant load and the delay of the speed brake (hybrid system). This has to be solved numerically.
To solve the problem, it is chosen to decompose the problem into two successive system of differential
equations.

The first system represent the first state of the ETRAS Mre ftot when it is submitted to only
aerodynamic loads for the brake reaction time duration:

Mre ftot · d2X(t)
dt2 = Fload (X(t))

dX(t0)
dt =V0

X(t0) = X0

(C.9)

This system is simulated for a time tr and the final position and speed values (X1 and V1) are obtained.
These final states of the system are the initial points of the second system of equations that represent
the phase where the ETRAS Mre ftot is submitted to both the aerodynamic load and the braking force.

Mre ftot · d2X(t)
dt2 = Fload (X(t))−Fbrake

dX(t0)
dt =V1

X(t0) = X1

(C.10)

The system is simulated for a fixed time. The results obtained are a the vector of position and
speeds with respect to time.
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The construction of the overspeed limit envelop consist of determining which have the initial
position and speed (X0 and V0) configurations which lead to a braking distance within the stroke. The
position when speed has reached the end-stroke speed limit shall be less than full stroke. In order to
do that, several simulations are achieved with different initial positions and speeds. The simulations
which have a successful braking time are then kept are feasible configurations as illustrated in Figure
C.8. To determine the overspeed limit trajectory, a Pareto filtering that maximizes the speed and the
position is achieved.
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Fig. C.8 Overspeed limit construction

The braking force and the brake engagement time have a effect on the overspeed limit trajectory
as shown in Figure C.9.

A high braking force and a low brake engagement time lead to less constraining overspeed limit
trajectories. Hence, both of these parameters have to be taken into account during design.
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