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A B S T R A C T

Nowadays, smartphones and other mobile devices are present world-
wide, with over 4.40 Billion devices globally. These mobile devices
enable users to easily access the Internet via wireless networks.
IEEE 802.11 networks use unlicensed bands and are often used to
connect users to the Internet. Different actors are installing IEE 802.11
networks everywhere (e.g., home users at their houses, enterprises at
their offices, universities at their campuses), without central planning
or coordination, creating chaotic deployments. As a result, IEEE 802.11
networks are widely deployed all over the world, with high access
point density in urban areas. In this context, end-users and network
operators are trying to exploit these dense network deployments to
get ubiquitous Internet connectivity, and possibly other services. How-
ever, taking advantage of these dense deployments requires strategies
to gather and provide information about the available IEEE 802.11
networks.

In this dissertation, we first study the network discovery process
within the context of these dense network deployments. Then, we
present the Wireless Measurements Sharing Platform, a collaborative
information system, where mobile stations collect simple network
measurements (e.g., the presence of an access point) and send these
measurements to a central system. By gathering and processing sev-
eral network measurements from different mobile users, the platform
provides access to valuable characteristics of the network deployment.
We evaluate the usefulness of this collaborative platform thanks to
two applications: first, the minimal access point set, to reduce the en-
ergy needed to offer IEEE 802.11 coverage in a given area. Second,
the optimization of the scanning parameters, to reduce the time a mo-
bile station needs for the network discovery. These two applications
show that the proposed collaborative information system can solve
different problems. Then, we describe a method to identify whether
an access point operates in a saturated channel, by passively moni-
toring and analyzing the beacon arrival distribution. In an empirical
evaluation, the method correctly identifies all the saturated scenarios,
out of which 34 % are false positives. The classification method needs
to collect Beacons during a period of about 11 s.





R É S U M É

Aujourd’hui, les appareils mobiles sont présents dans le monde en-
tier. Ces appareils permettent aux utilisateurs d’accéder à l’Internet
notamment par l’intermédiaire des réseaux WiFi. La diversité et le
nombre de déploiements sans coordination centrale (y compris les
utilisateurs à leur domicile) conduit à des déploiements qu’on peut
qualifier de chaotiques. En conséquence, les réseaux WiFi sont large-
ment déployés, avec une forte densité dans les zones urbaines. Dans
ce contexte, les utilisateurs et les opérateurs tentent d’exploiter ces
déploiements pour obtenir une connectivité omniprésente, et éven-
tuellement d’autres services. Cependant, pour tirer parti de ces dé-
ploiements, il faut des stratégies pour identifier les réseaux utilisables
et choisir les plus adaptés aux besoins. Pour cela, nous étudions le
processus de découverte des réseaux dans le contexte de ces déploie-
ments. Ensuite, nous présentons une plateforme de partage de me-
sures sans fil, un système d’information collaboratif où les stations
mobiles recueillent des mesures du réseau et les envoient à un sys-
tème central. En rassemblant mesures provenant de différents utili-
sateurs, la plateforme donne accès à des caractéristiques du déploie-
ment précieuses. Nous évaluons l’utilité de cette plateforme collabo-
rative grâce à deux applications : (1) le ensemble minimal de points
d’accès, afin de réduire l’énergie nécessaire pour offrir une couverture
WiFi dans une zone donnée. (2) l’optimisation des paramètres de re-
cherche de réseau, afin de réduire le temps nécessaire pour découvrir
les réseaux existants. Ensuite, nous étudions une méthode passive
pour déterminer si un réseaux fonctionne dans un canal saturé.
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1
I N T R O D U C T I O N

Today, IEEE 802.11 Wi-Fi1 enabled devices (e.g., laptops, smartphones,
tablets) are ubiquitous and widely used by a number of users ac-
cessing all sorts of applications and services. Ericsson Mobility Report

November 2017 – Ericsson [25] indicates that there were 4.40 Billion
smartphone subscriptions globally on 2017, and there will be 7.20
Billion by 2023. It is reasonable to assume that those smartphones
are also potential Wi-Fi users, eager to access Wi-Fi networks. To
meet the ever-increasing demand for wireless connectivity, different
actors have installed IEEE 802.11 access points (APs): Internet service
provider (ISP) customers in their homes for their own use; businesses
in their offices for their own employees and their customers (e.g., air-
ports, shops, malls); public institutions serving large areas (e.g., local
administrations providing network coverage in a city).

IEEE 802.11 networks present different advantages, e.g., low-cost,
plug-and-play, offer good throughput and use license-free bands. All
these elements allow to easily deploy multiple APs in a de-centralized
way, without planning or coordination. Moreover, users and institu-
tions are using Wi-Fi networks to build the so-called community net-

works [8] (e.g., Freifunk2, Peoples’ Open3, guiFi.net [4], Fon4), by al-
lowing users to get access to the Internet via shared Wi-Fi networks.
All this results in dense and unorganized deployments.

A key problem of these dense and chaotic deployments is the lim-
ited information about the networks. For instance, operators may
know the postal address of the users and their APs, but do not have
any information about the AP coverage and user experience. Having
detailed information is important for operators, for example, in chan-
nel selection, and to place new APs to cut coverage gaps. Users do
not have enough information about the neighboring Wi-Fi networks
either. Traditionally, the only available information to the users is the
signal strength of the neighboring networks. Additional information
may allow Wi-Fi users to optimize regular procedures like network
discovery and selection. Obtaining network information is non-trivial,
because of the nature of Wi-Fi networks (de-centralized, operating in
non-exclusive and crowded frequency bands, radio links with chang-
ing conditions, radio interference).

Researchers have highlighted the need for measurements from the
user point of view [67, 69, 70]. Crowdsource [29] is one approach to

1 Through this dissertation we are going to use Wi-Fi and IEEE 802.11 interchangeably.
2 https://freifunk.net

3 https://peoplesopen.net

4 https://network.fon.com/

https://freifunk.net
https://peoplesopen.net
https://network.fon.com/
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collect network information using users as probes. Proprietary solu-
tions like OpenSignal5 use this crowdsourcing approach to measure
mobile network performance. Although there are different metrics to
describe the network performance (e.g., receive signal strength indi-
cator (RSSI), signal-to-noise ratio (SNR), network saturation, collision
probability, application layer throughput), RSSI is commonly used,
likely because it is readily available to the clients. RSSI is a measure
of the energy observed at the physical layer [36] while receiving a
frame. SNR complements the RSSI with the noise level. These two
metrics only reflect the signal strength, whereas other characteristics
also affect the network performance (e.g., channel load, number of
users). Some studies report that the SNR and especially the RSSI may
be inaccurate [32, 42] or over-optimistic for key processes like rate
adaptation [87]. As a practical example, Google recently enabled An-
droid 8.1 to tell the speed of public networks [19], in addition to the
well-known signal strength bars.

The main goal of this dissertation is to propose solutions enabling
users and network operators to efficiently collect, analyze, and ex-
ploit information about existing Wi-Fi networks. Our approach is to
extract information from the increasing number of mobile users who,
with their mobile station (MS), periodically collect network informa-
tion as input for different applications, i.e., we collect measurements
from the user perspective. Users and operators could collect informa-
tion using non-intrusive techniques, and then combine and share it
via a collaborative approach. This would allow both, users and opera-
tors, to have a better picture of the networks thanks to the contextual
information from different MS.

Differently from other approaches, we take advantage of standard
procedures to get network information in a non-intrusive way. By rely-
ing on standard procedures and features of the standard IEEE 802.11
protocol, there is no need to modify the hardware, allowing exist-
ing MS and AP to participate. Recording and aggregating the results
of the discovery process allow us to locate Wi-Fi networks and get
information about the context in which operate. By monitoring the
variations on the Beacon transmission time we can identify whether
the channel around APs is busy or not.

Having contextual information is key for a better use of Wi-Fi net-
works [24] and to enable new services, both for service providers and
for users. Potential uses for operators are: (1) monitor and ensure
quality of service (QoS); (2) dynamically adjust the deployment on
specific parameters, like throughput, coverage, or energy efficiency
to fit changes in the requirements; (3) help deciding whether use data
offloading [24, 33, 44] from cellular networks to Wi-Fi; (4) planning
the installation of new APs by examining the current APs [88]. Con-
textual Wi-Fi information is also valuable to the users, who can, for

5 https://opensignal.com

https://opensignal.com
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instance, optimize network procedures, like AP discovery or AP se-
lection.

1.1 thesis overview and contributions

In this dissertation, we study the Wi-Fi networks in order to propose
metrics to characterize Wi-Fi networks. Particularly, we focus on solu-
tions enabling end-user devices (e.g., smartphones, laptops) to char-
acterize networks, without hardware modifications. In addition, we
aim for passive techniques so that we do not add more traffic to the
already crowded Wi-Fi networks.

Since we have observed a growing number of Wi-Fi networks in
urban areas, we first study the IEEE 802.11 discovery process in these
urban areas, in order to describe its characteristics and to cut its du-
ration. In the context of the discovery process, we study the transmis-
sion of Beacon frames, looking for a technique to passively measure
the network quality. Then, since user devices can only partially dis-
cover the available networks in dense environments in urban areas,
we present a sharing platform to support Wi-Fi processes, like energy
saving and discovery.

The main contributions of this dissertation are:

empirical study of the discovery process in urban areas

In order to propose metrics and techniques to characterize Wi-Fi net-
works, we first study the IEEE 802.11 network discovery process in
urban areas. We note that: (1) there are dense Wi-Fi deployments in
urban areas; (2) an MS can not fully discover all available networks in
such dense Wi-Fi deployments with only one scan; (3) longer probe
timers do not necessarily result in the discovery of more networks; (4)
while scanning a given channel, it is possible to discover APs operat-
ing on adjacent channels. Based on these observations we argue that
a collaborative information service could help the users during the
network discovery by (1) storing and aggregating discovery reports;
(2) providing configuration parameters tailored for particular areas
and user requirements.

design and evaluation of an architecture for a collab-
orative information service We propose Wireless Measure-
ments Sharing Platform (WMSP), a collaborative information service,
which, using a crowdsourcing approach, collects network data from
APs and MSs, pre-process it, and stores it. Different applications can
be developed to use the data stored. We implement Wireless Measure-
ments Sharing Platform (WMSP) using big data technologies, and
show its feasibility and usefulness by collecting network measure-
ments from two urban areas, and using the data in two applications:
minimal AP set and reducing scanning timers.
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metrics and non-intrusive techniques characterizing

wi-fi networks We propose the Beacon jitter as a metric to iden-
tify whether an AP operates on a saturated channel. We also propose
a non-intrusive technique to obtain the Beacon jitter. Existing solu-
tions, like the signal strength, miss information about channel usage.
Other solutions involve active measurements, increasing the load on
the already saturated channel or need special hardware. Users and
operators can exploit these techniques and share the results using to
the collaborative information service (WMSP), to to get access to a
better characterization of the networks.
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A C C E S S P O I N T D I S C O V E RY I N I E E E 8 0 2 . 1 1
N E T W O R K S

Given the popularity of low-cost IEEE 802.11 networks operating in
the unlicensed 2.40 GHz band, it is common to find large installations
of IEEE 802.11 networks deployed independently by home users and
organizations. This creates spontaneous deployments with different
densities and distributions [1], and with unpredictable discovery pat-
terns, i.e., devices operating at different locations, having different
performance in terms of hardware and software [74].

Discovering those networks is a pre-requisite for other processes
(e.g., network connection and handover) and enable services, for ex-
ample use Wi-Fi access points (APs) to geo-locate an mobile station
(MS) without using GPS [10, 18]. The network connection happens
when the MS initiates the network interface card (NIC). Before estab-
lishing a Wi-Fi connection, the MS needs a list with information about
the available Wi-Fi networks. The MS then uses that information dur-
ing the association and authentication processes. The handover hap-
pens when a MS determines the need to attach to a new AP. In this
case, the MS first has to discover the surrounding APs, then it must
decide to which one it should try to associate next. In the case of
geo-location, one technique consists on discovering the APs in the
neighborhood and then position itself by comparing the result with a
database of existing Wi-Fi APs [18].

The network discovery starts with the so called scanning process,
which is time-consuming [13, 55], costly in terms of the traffic gen-
erated [84], energy intensive [10], and usually incomplete, that is, it
reports only a subset of the available networks (see Section 2.3).

Currently, the scanning process treats all Wi-Fi deployments equally,
resulting in inappropriate probing timers (too short or too long) and
incomplete results. Take for example Alice and Bob. Alice carries a
smartphone while walking in an industrial area, with a relatively low
Wi-Fi density and enterprise grade APs. While Bob is sitting in a
dense residential area, where hundreds of families installed home Wi-
Fi networks. In both cases the scanning duration would be the same
(Section 2.1.1). However, Alice’s smartphone may be able to discover
all available networks quickly, while Bob’s smartphone will only par-
tially discover the available networks.

Inaccurate information about available networks may result in the
MS associating to a sub-optimal network, for example. Additionally,
the traffic generated during the scanning process consumes a non-
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negligible portion of the channel capacity [84], becoming a potential
problem.

Addressing the discovery problem in crowded scenarios first re-
quires an understanding of the discovery process actually used in
the devices, and its behavior in crowded scenarios. In this chapter,
we start with an overview of the scanning process in Wi-Fi networks,
then we present an analysis of the discovery process in crowded sce-
narios. For this we use empirical data, collected in the city of Rennes,
France. We first describe the discovery process and review the im-
plementation in the Linux kernel. Then, we analyze the scanning pa-
rameters and their impact on the process. Finally, we investigate the
relationship between the time spent scanning for available APs and
the number of APs actually detected. We show that the scanning pro-
cess may not be as complete as supposed when using long values for
the timers (Section 2.3). Nor is the opposite true, i.e., short timers re-
port only a partial view of the network. In particular, we show that, in
order to discover all available APs at a given location, the MSs need
to combine multiple scans (Section 2.3).

Based on these results we argue that MSs could improve the dis-
covery process by adapting the scanning parameters according to the
characteristics of network deployment, supported by a central ser-
vice providing information about the networks. APs and MSs collect
network information and upload it to the central service. The cen-
tral service then pre-processes, organizes, and makes the information
available. Chapter 3 presents the central service.

Improving the discovery process allows the reduction of the time
used for network discovery, reducing network interruptions. Which
in turn improves users mobility thanks to faster and smoother han-
dover between Wi-Fi APs. An optimal scanning procedure may also
reduce the traffic exchanged at Layer-2, resulting in a better channel
usage.

2.1 scanning process in ieee 802.11 networks

Beacon and Probe Response frames are two management frames con-
taining information about the transmitter AP. MSs use that infor-
mation during an eventual association. MSs can collect Beacons and
Probe Responses using the so called scanning procedure.

The standard [36] describes two types of scanning procedures, called
passive and active scanning. In passive scanning an MS hops (and lis-
tens) over the available channels, listening on each channel for Beacon
frames that are periodically sent by APs. The amount of time spent
on each channel is called maximum channel time (MaxCT). In active
scanning, an MS actively broadcasts Probe Requests frames over the
available channels, and waits for APs response frames (unicast Probe
Response frames) in the same channel. In other words, in the active
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Figure 1: Sequence diagram of the active scanning procedure as specified in
the IEEE 802.11 standard.

scanning process the MS triggers explicitly responses from the nearby
APs.

The active scanning algorithm uses three timers, namely Probe De-

lay, minimal channel time (MinCT) and MaxCT. MSs have to update
the network allocation vector (NAV) before transmitting a Probe Re-
quest. Before sending a Probe Request the MS must wait either for
the reception of a frame or for the expiration of the Probe Delay timer.

The approach specified in the standard combines the timers MinCT
and MaxCT to wait for Probe Responses. Note that an MS may also
receive Beacon frames during the active scanning. To probe a chan-
nel, the MS first sends a Probe Request to the broadcast destination
address, it then waits for Probe Responses for MinCT seconds. If the
MS detects activity on the channel, the waiting period is increased
to MaxCT. Then, the scanning procedure processes all the Probe Re-
sponses received and repeats the process in the next channel. The MS
returns the list of the networks discovered after processing all chan-
nels. The diagram in Figure 1 summarizes the procedure to explore a
given channel, as defined by the standard.

Figure 2 illustrates the time spent by the scanning MS on each chan-
nel together with the APs discovered. The time spent on each channel
is represented by the height of the corresponding bar. In this illustra-
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time

MinCT

MaxCT

ch 1 ch 2 ch 3

Not discovered

Time wasted

Other channels

Figure 2: Role of MinCT and MaxCT. Static values for MinCT and MaxCT
may cause waste of time (channel 2) and missing AP (channel 3).

tion the MS discovers the APs that are inside the bars, and misses the
APs outside the bars. The total scanning time is given by the sum of
the heights of the bars.

Figure 2 shows how an MS may waste time in some channels, if
it uses times that are too long (e.g., channel 2 in Figure 2) and miss
APs on other channels (e.g., channel 3 in Figure 2), when using timers
that are too short. An efficient scanning procedure should adjust the
values for MinCT and MaxCT according to the channel conditions
and the network characteristics. More importantly, to select the timers
the MS should take into account the user requirements. For example,
the scanning process for geo-location purposes does not require to
fully discover all available networks. In this case, a fast scanning, with
short times, of a subset of the channels is preferable [10].

2.1.1 The Wi-Fi Scanning Implementation in the Linux Kernel

Since the Linux kernel is open source and widely used in smart-
phones it is interesting to look at. Furthermore, it allows us to set
up custom modifications to evaluate different timer values and scan-
ning algorithms. The Linux kernel implements the scanning proce-
dure in the module mac80211.ko. Figure 3 summarizes the algorithm
implemented to explore one channel. The algorithm corresponds to
the version 4.15.7 of the Linux kernel. Notice that the algorithm dif-
fers from the one described in the standard [36] (See Figure 1) in the
following points:

1. The standard defines three timers (PROBE_DELAY, MinCT and MaxCT)
while the kernel uses two timers, PROBE_DELAY and CHANNEL_TIME.
As in the standard, PROBE_DELAY is used for clear channel assess-
ment (CCA) purposes. CHANNEL_TIME works as the only timer to
wait for Probe Responses.
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Figure 3: Sequence diagram of the active scanning implemented in the
Linux kernel.

2. As mentioned above, the standard states that, before sending a
Probe Request, the MS should wait to have an updated NAV. In
the case of the Linux kernel the MS always waits for PROBE_DELAY
to expire before sending a Probe Request.

3. The standard increases the time to probe a channel to MaxCT
when the MS detects at least one probe response. The kernel
probes each channel for a constant time (CHANNEL_TIME), regard-
less of the channel activity.

4. In the standard, the MS process all the Probe Responses re-
ceived on a given channel together. The Linux kernel process
the Probe Responses as they arrive.
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2.2 literature review

Since MSs cannot send (and received) data frames while they are
scanning other channels, most of the existing proposals on the AP
discovery in IEEE 802.11 networks focus on reducing the impact of
scanning procedure on other processes. For example, by reducing the
duration of the scanning procedure the during the handover. Sev-
eral studies analyze the scanning process from the point of view of
the MS and have identified it as the largest contribution to the han-
dover or the association delay. We identify, in the existing literature,
two approaches to reduce the impact on those processes: (1) limit the
number channels to probe [26, 71, 72]; and (2) reduce the channel
waiting time [9, 14, 54, 63, 81].

Velayos and Karlsson [81] propose specific values for MinCT and
MaxCT based on theoretical best and simulated worst case for the
Probe Request–Probe Response exchange. The authors use Equation 1
to estimate MinCT, assuming that at least one of the APs operating on
the channel will successfully transmit one Probe Response on the first
attempt, that is, without collisions. The standard defines the values of
the distributed coordination function (DCF) inter-frame space (DIFS),
aCWmin and aSlotTime, these three values depend on the physical
layer. The resulting MinCT is 670 µs, 163 µs and 163 µs for b, g, n
on 2.40 GHz, 169 µs for n on 5 GHz and 169 µs on ac. Velayos and
Karlsson [81] rounded MinCT to 1 ms.

MinCT = DIFS + aCWmin× aSlotTime (1)

Concerning MaxCT, the authors simulate different scenarios with dif-
ferent channel loads and conclude that 10.24 ms is a reasonable choice
for MaxCT. The simulations indicated that 10.24 ms is enough for the
transmission of Probe Responses in a cell that offers good through-
put.

Another approach is to dynamically adapt the values of MinCT and
MaxCT. Castignani et al. [14] propose to adapt the values of MinCT
and MaxCT following the discovery’s evolution. The goal is to in-
crease or to reduce the timers channel by channel. The MS reduces
the timers whenever it finds an AP, and increases the timers when
it does not find any AP. The authors explain that the impact of fail-
ing to discover an AP is less significant than not discovering any AP.
Castignani et al. [12] suggest combining information from the physi-
cal layer to adapt the channel sequence and the channel waiting time.
Specifically, Castignani et al. [12] propose to sense the channel during
a given time window, then adjust the channel probing time according
to the number of stations, and prioritizing the channels by the total
received power on that channel. They estimate the number of station
on the channel using the signal-plus-noise, and measure the power
from the captured signal during the sensing window.
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Some proposals consider a discontinuous scanning from the MS in
order to be prepared ahead of time in case of a handover event. For
instance, Liao and Cao [47] consider that the MS has enough time
to perform the handover in a make-before-break fashion. Nah et al.
[56] propose to take into account the type of application to adapt the
scanning waiting time and the number of channels to scan. The idea
is to divide the scanning process into few scans, each probing a subset
of the channels, in order to prevent network degradation due to long
interruption. The duration of each partial scan is selected so that the
MS uses the buffers in the network path to minimize the impact.

Another approach consists in scanning only selected channels based
on previous experience of the MS [72]. For example, there may be a
ranking based on previous signal strength experienced by the MS.
Caching information about the surrounding APs is also used by the
MS. This approach although suggested by [72] has been presented as
a system using neighbor graphs in [71]. By using neighbor graphs
the MS can compute the number of channels to scan and the timer
values by exploring its directly connected nodes in the graph. The in-
formation on the graph can even be used for unicast Probe Requests
as in [60] thereby causing less congestion.

As it has been pointed out by Raghavendra et al. [62], the crowded
nature of existing IEEE 802.11 deployments causes several problems
such as intermittent connectivity, low throughput and high packet
loss. In particular, high packet loss in crowded topologies forces MSs
to trigger unnecessary handovers (including scanning and reassoci-
ations), even in the absence of mobility. Mhatre and Papagiannaki
[52] highlight the need for adaptive handovers to mitigate this perfor-
mance degradation in crowded topologies.

Castignani et al. [14] have presented an extensive analysis of the
scanning process in a controlled environment. Their results are three-
fold. First, they have identified the trade-offs between several metrics
defining the scanning process: the full discovery latency, the failure
rate and the discovery rate. Second, they have made several propos-
als for improving the scanning process. Third, they propose a simple
adaptation method for ramping up from low timers to high timer val-
ues in order to increase the discovery rate and minimize the failure
rate.

Montavont et al. [54] have derived mathematical expressions for
quantifying the discovery rate, failure rate and the full scanning la-
tency. Moreover, using genetic algorithms over a set of collected scan-
ning traces, they have found an optimal channel sequence and cor-
responding timers for achieving high discovery rates and minimum
failure rates in a Community Network scenario. This approach has
the advantage of allowing MSs to adapt the scanning configuration
to the user requirements.
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2.3 evaluation of the discovery process

As mentioned earlier, IEEE 802.11 networks operates in the 2.40 GHz
and 5 GHz unlicensed bands and it is common to find large installa-
tions that are unplanned and uncontrolled. In this section we are in-
terested in an empirical evaluation of the discovery process in those
unplanned and uncontrolled networks. This empirical evaluation al-
low us to:

• Measure the time needed to receive Probe Response and Beacon
frames.

• Asses the impact of the channel probe time on the number of
APs discovered.

• What is the fraction of the networks discovered during a sin-
gle scan instance, and what is the contribution of multiple scan
instances.

• Describe the contribution of the adjacent channels on the dis-
covery process. That is, APs discovered because of the frames
overheard on an adjacent channel.

2.3.1 Methodology and Tools

The data used in the evaluation came from two stations (a laptop
and a smartphone) configured to continuously scan for IEEE 802.11
networks while registering the responses. The module mac80211.ko,
which implements the scanning and medium access control layer
(MAC) operations in the Linux kernel, is the same in the laptop and
in the smartphone. However, our experiments show that the scanning
behavior on the smartphone differs from the algorithm implemented
in the Linux source code (see Section 2.3.3). Since the Linux kernel
allows to delegate the scanning procedure to the NIC, we believe
that the NIC handles the scanning procedure in the smartphone and
not the kernel. The information collected includes: timestamps of the
Probe Request, Probe Response and Beacons, basic service set (SSID),
basic service set (BSS) identifier (BSSID), security mode, operating
channel and signal strength.

Description of the stations:

laptop Hewlett-Packard, NC-2400. NIC: Intel Corporation, model
PRO/Wireless 3945ABG-Golan.

smartphone Galaxy S3 (GT-I9300) running Android OS 4.3.1.

We ran the experiments at different locations in the Rennes city
center, on streets and squares surrounded by four to ten story build-
ings. We used eigth values for the channel probe timer: 5 ms, 10 ms,
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Figure 4: Procedure followed to evaluate of the Wi-Fi discovery process in
urban areas.

15 ms, 20 ms, 30 ms, 50 ms, 100 ms and 500 ms. The station executed
100 scanning trials for each value of the timer, for a total of 800 trials
at each location. The station triggered the trials sequentially, every
two seconds (see Figure 4), taking approximately 45 min between the
first and the last scan. We have gathered more than 66 000 Beacons
and more than 18 000 Probe Responses.

2.3.2 Evolution of the Discovery Process

The network topology is, at first, unknown and it is progressively ob-
tained through sequential scans. The more the MS scans, the more
AP it discovers. Figure 5 illustrates a sample discovery process. Scan
1 discovers three APs (AP1, AP2 and AP3). Being the first scan, its
results are the known topology at that time. Scan 2 discovers two
APs (AP1 and AP4), AP4 appearing for the first time, increasing the
known topology to four APs. Finally, Scan 3 discovers two APs: AP2,
which was already in the known topology, and AP5, which appears
for the first time and increases the known topology to five APs. APs
may appear intermittently in successive scans, e.g., AP2, that only ap-
pears in scan 1 and scan 3. Thus, we define AP appearance frequency as
the percentage of the scans in which a given AP appears. In Figure 5
the AP frequencies are 66 %, 66 %, 33 %, 33 % and 33 % for AP1, AP2,
AP3, AP4 and AP5 respectively. It is possible that consecutive scans
result in different and exclusive AP sets, this is the case of scans 2
(AP1 and AP4) and 3 (AP2 and AP5). Figure 5 suggests that a full dis-
cover likely requires several scans. We confirm this in Figure 6, which
is based on the results of the aforementioned experiments in Rennes.

Figure 6 shows the evolution of the discovery of the topology for
the sequence of 100 trials for different channel time values. The fig-
ure only takes into account networks discovered via Probe Responses.
Observe that none of the plots reaches the discovery of 100 % of the
topology, where 100 % is the set of all APs discovered after the 800
scan trials. That is, even for the largest timer (500 ms), there are some
APs (up to 15 %) that were not detected after 100 scan trials, but that
have been detected while using other values for the Channel Time,
suggesting that further scanning will increase the number of known
APs. This could also be due to new APs appearing for short peri-
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Figure 5: Example of the sequential scanning impact on the discovery rate.

ods of time (e.g., smart-phones used to share a cellular connection or
public transportation APs).

Note that, after every new scanning, the discovered topology likely
increases. See for example, as indicated by region A within Figure 6,
how the known topology increases by 4 % after just a couple of scan-
ning in the middle of the cumulative scanning process. This is the case
of trials 44 and 45. During trial 44 the MS discovered seven APs, and
during trial 45 it discovered six APs. Three out of those six APs were
discovered for the first time, while the other three were registered
during previous trials. We observe an even more dramatic result for
region B, for the 20 ms curve, around trial numbered 60, in which the
known topology increases by 10.60 % after four scans.

2.3.3 Dependency on the Platform

The scanning algorithm and the elements involved in the discovery
process may differ from one platform to another (e.g., network card
and its driver), affecting the results of the discovery process. This sec-
tion compares the discovery process on two platforms, a laptop run-
ning Debian GNU/Linux and a smartphone running the Android op-
erating system. The laptop used the same configuration described in
Section 2.3. The smartphone used the application Wi2Me [16], which
periodically triggers a scanning and stores the results locally.
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Figure 6: Evolution of the cumulative discovery rate during the scanning
process.

We notice that the smartphone does not follow the scanning proce-
dure as specified in the IEEE 802.11 standard, nor the algorithm im-
plemented in the Linux kernel. A possible explanation is that Android
delegates the scanning procedure to the NIC, which implements a
different scanning algorithm. Since we do not have access to the NIC
implementations, we do not have details about the timers used. How-
ever, in our experiment we observe that the smartphone probes each
channel for about 250 ms, resulting in a duration of 3.50 s, to probe all
13 channels. Wi2Me initiated the scanning procedure 3 s after finish-
ing the previous scan. This implies that Wi2Me launched a new scan
every 6.50 s. The smartphone sends multiple Probe Requests (four on
average) per channel, while Linux algorithm sends only one Probe
Request on each channel, meaning that the smartphone is more ag-
gressive than the regular Linux implementation.

MSs transmit the Probe Requests in broadcast, i.e., the there will be
no re-transmissions. Therefore, the more Probe Requests, the higher
the chances for APs to receive the request. However, more Probe Re-
quests imply more traffic in the channel because APs should reply to
all Probe Request. Intuitively, the smartphone increases the chances of
discovering APs by transmitting multiple Probe Requests. This may
be relevant in dense deployments, where collisions are likely to hap-
pen, thus reducing the number of APs that receive the Probe Request
and resulting in a partial AP discovery.

The AP discovery frequency observed in the two platforms differs.
Figure 7 shows the AP discovery frequency for the two platforms
in a given location. Both, Figure 7a and Figure 7b, show that most
APs are intermittently discovered: only 20 % and 12 % of the APs ap-
pear in all scans for the Linux laptop and the Android smartphone



16 access point discovery in ieee 802.11 networks

(a) Linux laptop with channel time 250 ms.

(b) Android smartphone.

Figure 7: Comparison of the AP frequency between a Linux laptop and an
Android smartphone. The x-axis shows individual APs, ordered
from the least detected to the most detected. The y-axis shows AP
frequencies, i.e., the proportion of scanning in which a given AP
has been seen. For example, the AP indexed 50 in Figure (a) has
been seen in 97 % of the scanning. Thicker lines represent the APs
observed in all scans.

respectively. The total number of APs discovered differs in the two
platforms, Linux discovered 75 APs, while the Android smartphone
discovered 53 APs. The difference is likely due to differences in hard-
ware architecture, such as the type and location of the antenna [27,
30], or the chip set.

The Linux laptop discovered more APs than the Android smart-
phone. In the experiments described in this chapter, Linux discovered
75 different APs while the Android smartphone discovered 53 (see X-
axis in Figure 7). Additionally, the discovery process in the Linux
laptop is more stable, that is, the variance of the scan result size is
lower in the laptop. Figure 8 shows the CDF of the number of de-
tected APs, normalized with the total number of APs detected by the
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Figure 8: CDF of the normalized number of detected APs in each scanning.

Figure 9: AP discovery frequency (Linux laptop with timer 100 ms, channels
1-6-11).

platform, i.e., 75 for the Linux laptop and 53 for the Android smart-
phone. In the Linux laptop, almost all scans discovered 78 % or more
of the available APs, while in the Android smartphone only 50 % of
the scans discovered 80 % or more of the available APs. Focusing on
the variance of the number of APs discovered, Figure 8 shows that
the Linux laptop has lower variance than Android smartphone, with
the Linux laptop ranging between 78 % and 100 % and the Android
smartphone between 53 % and 100 %.

Figures 10a and 10b present the scatter plots of the signal strength
and the AP discovery frequency, the figures show that Linux laptop
tends to receive frames with a stronger signal strength, with an ap-
proximate difference of 5 dBm in favor of the laptop. This stronger
reception may explain the better discovery of the Linux laptop. In
both, Figures 10a and 10b, the signal strength shows a positive cor-
relation between the AP discovery frequency and the signal strength,
however, some APs have relative good signal strength and still are
discovered a few times, while other APs with low signal strength are
often discovered. This is further discussed in Section 2.4.4.
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(a) Linux laptop probing all channels with
a channel time of 250 ms.

(b) Android smartphone.

Figure 10: AP discovery frequency vs. median of the signal strength of the
Probe Response frames from a given AP (power).

2.4 analysis of scanning characteristics

This section analyzes three parameters that impact the AP discovery
process: the value of timer, the contribution of Beacons and Probe
Responses and the overlapping channels contributions. Results in this
section came from the Linux platform.

2.4.1 Timer impact

Figure 11 shows the AP appearance frequency when using timers
5 ms, 20 ms and 100 ms as channel probe timer. The abscissa repre-
sents the APs ordered by the AP appearance frequency, one bar rep-
resents one AP. The figures include Probe Responses only (i.e., we
leave out passive Beacons), so that we focus on the discovery due to
the Probe Request–Probe Response exchange.

As expected, the higher the timer, the more APs discovered. After
100 scan trials the client discovered: 47 APs with a 5 ms timer (Fig-
ure 11a), 55 APs with a 20 ms timer (Figure 11b), and 67 APs with a
100 ms timer (Figure 11c). Increasing the timers above 100 ms does not
increase the number of Probe Response received (see Section 2.4.2).
However, for the first time we observe that 3 APs appeared in 100 %
of the scan trials (Figure 11c). Figure 11a shows that most of the APs
are discovered in 72 percent or less of the scans.

2.4.2 Probe Responses versus Beacons for Topology Discovery

A station discovers an AP because it received a Probe Response or a
Beacon transmitted by this AP, i.e., Beacons and Probe Responses con-
tribute to the AP discovery process. APs transmit Probe Responses as
a response to a Probe Request. In the meantime, APs periodically
transmit Beacons every Beacon interval. The Beacon interval is a con-
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(a) Probe timer set to 5 ms. (b) Probe timer set to 20 ms.

(c) Probe timer set to 100 ms.

Figure 11: AP discovery frequency. Probe timer set to 5 ms, 20 ms and
100 ms. 100 trials with each timer. The client explored channels
1 to 11 sequentially. Figures correspond to the Linux platform.

figurable parameter, in our measurements we observed that 102.40 ms
is a commonly used value.

Figure 12 presents the number of the received Beacons (top) and
Probe Responses (bottom) since the beginning of the scan. This fig-
ure corresponds to the probe timer equal to 500 ms, with the client
probing the 1, 6 and 11 channels. Observe that Probe Responses ap-
pear mainly during the first 100 ms. Instead, the number of Beacons
seems to be smaller during the first moments of the channel probe,
likely due to collisions with the many Probe Responses that follow
the Probe Request [84], then the Beacon count increases and remains
relatively constant up to the end of the channel probe. To summarize,
the MS receives few Beacons following a Probe Request, but large
timers allows the MS to receive more Beacons and to discover more
APs.

2.4.3 Overlapping Channels

Castignani et al. [15] show that 80 % of the APs operate on the non-
overlapping channels 1, 6 and 11. Based on this observation, studies
such as [54] or [72] propose to limit the scanning to those three pop-
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Figure 12: Probe Responses and Beacons count during channel probe (timer
500 ms, probing channels 1, 6 and 11 only).

ular channels to reduce the scanning latency, while still obtaining a
reasonable discovery ratio.

A comparison of Figure 11c, where the MS probes all 13 channels,
with Figure 9, where the MS only probes channels 1, 6 and 11 shows
that, as expected, the MS discovers more APs when probing all 13
channels. Interestingly, more APs are present in all scanning trials.
This is because, when scanning all channels, the client probes more
often each channel due to the overlapping nature of channels. For
example, scanning channel 2 probes the overlapping channel 1, there-
fore increasing the total number of APs found as it is possible to
detect part of the APs operating on channel 1. The IEEE 802.11 stan-
dard divides the 2.40 GHz band into 13 channels in Europe. Channels
are 20 MHz wide1 with a separation of 5 MHz, which implies that ad-
jacent channels partially overlap. This allow APs and MSs to “over-
hear” frames transmitted in adjacent channels. This is particularly
true for Probe Requests, Probe Responses and Beacons, which use the
strongest modulation and coding scheme (MCS). (Using the strongest

1 22 MHz in the case of IEEE 802.11b, and possibly 40 MHz in the case of IEEE 802.11n
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Figure 13: Percentage of APs discovered while probing adjacent channels.
Gray boxes indicate the channel where the MS was probing. Val-
ues above and below the gray box show the percentage of AP
detected in the overlapping channels. For example, while prob-
ing channel 1, the MS discovered 70 % of the APs operating in
channel 2.

MCS increases the chances of the frame being decoded, even with a
weak signal.)

Figure 13, shows the fraction of APs discovered on overlapping
channels. For example, while the client was probing channel 2, it dis-
covered 40 % of the APs operating on channel 1, 90 % of the APs oper-
ating on channel 3 and 40 % of the APs operating on channel 4. Note
that some channels are empty, and channels 1, 6 and 11 are more pop-
ular than the others. Probing channels adjacent to crowded channels
results in the discovery of more than 40 % of the APs on the crowded
channel. For example, probing channel 5 results in the discovery of
60 % of the APs operating on channel 6. Similarly, probing channel 10
allows the discovery of 80 % of the APs on channel 11. Additionally,
the client may discover APs operating up to 3 channels away. This is
the case of probing channels 1, 3 and 5. Probing channel 1 results in
the discovery of 10 % of channel 4, probing channel 3 results in the
discovery of 20 % of channel 6 and probing channel 5 results in the
discovery of 80 % of channel 8 and 30 % of channel 2.

2.4.4 On the Quality of Access Points

Evaluating the quality of APs is complex, especially during the dis-
covery phase. Aspects such as the variability of radio channels, the
signal strength, the channel load, the number of operating stations,
the environment, and the quality of the back haul network impact
the user quality of experience. receive signal strength indicator (RSSI)
is a popular metric to compare networks, specially for network selec-
tion [77]. When performing an active or passive scanning, the client
has access to the RSSI for the received frames.

Figures 10a and 10b show the median RSSI for the received frames
from all discovered APs. Figure 14 shows the RSSI of the Probe Re-
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Figure 14: Per scan AP’s RSSI (timer 100 ms).

sponse corresponding to all APs and scan trials. The figure corre-
sponds to probe timer 100 ms. Figures 10a and 10b show a correlation
between signal and AP discovery frequency, that is, the stronger the
AP signal strength, the more popular the AP. Figure 14 shows the
same trend, however, the figure also shows that the signal strength
varies from one sample to another. Also, some APs with a good sig-
nal appear only a few times. Thus, there is no ironclad guarantee
that a discovered AP, with strong signal strength, will provide good
connection for the client. Interested reader can refer to [28] for an in
depth discussion of the subject.

2.5 concluding remarks

In summary, discover nearby networks is a pre-requisite for network
connection, handover and geo-location. Handover is important for
mobile users because it enables the MS to switch from one AP to
another. During the handover the MSs have to interrupt ongoing con-
nections in order to execute the scanning, select and associate to a
new, hopefully better, AP. Thus, an ideal scanning process should
discover all available APs quickly, however, it is time-consuming and
results in an incomplete list of available APs.

Much work has been done to study the IEEE 802.11 scanning pro-
cess, mainly in the context of the handover process. MSs may adjust
the scanning by changing the channel probing timer and the number
of channels to probe. MSs may change the scanning parameters once
and for all or dynamically, taking into account the network character-
istics and the user requirements.
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We observed that for different client devices, when the number of
APs is high, a single scanning procedure is not enough to discover all
the available APs. We have also discussed the differences between ac-
tive and passive scanning. Although the former contributes the most
to the discovery process it cannot detect all the available APs, only
the latter can. We also observe that the active scanning can take ad-
vantage of the channel overlap, by overhearing frames on adjacent
channels.

Given the results presented in this chapter, we argue that knowing
few key characteristics of the network beforehand helps in the discov-
ery process. Chapter 3 describes a collaborative solution that enables
users to store and share their (partial) view of the Wi-Fi network
topology. This solution may provide the above mentioned network
characteristics. MSs can, for example, dynamically set the scanning
parameters (channels to explore, MinCT and MaxCT) according to
the expected network characteristics. Similarly, MSs may access the
information in the collaborative solution to complete their scanning
results.





3
C O L L A B O R AT I V E I N F O R M AT I O N S Y S T E M

Numerous [1, 3] studies and projects report the presence and growth
of Wi-Fi networks all around the world (e.g., OpenSignal, WiGle, G-
MoN, Sensorly). For instance, Achtzehn et al. [1] report the increase
of the density of Wi-Fi networks in urban areas by 14 times in the past
decade. By April 2018, iPass Wi-Fi Growth Map [90] reports more than
286 Millions hotspots worldwide, and The Zettabyte Era [79] predicts
that there will be nearly 541.60 Million public Wi-Fi hotspots by 2021.
These Wi-Fi networks are usually installed independently, without
any planning are they are unmanaged, resulting in “chaotic” Wi-Fi
deployments [3]. A key element for a better use of these networks
is to gather contextual information (e.g., location, quality, coverage,
and available throughput of the access points (APs)) from the mobile
station (MS) perspective [24]. However, because of the nature of these
unplanned networks (de-centralized, operating in non-exclusive and
crowded frequency bands, radio interference) obtaining such infor-
mation is non-trivial.

By analyzing these networks, users and network operators could
improve network performance, and provide services more efficiently,
for example, data offloading [24, 33, 44]. Also, having network infor-
mation can potentially enable energy reduction, by dynamically turn-
ing on and off APs to better match transmission capacity and traffic
demand. Operators could also improve network coverage by deploy-
ing more APs to close coverage gaps and/or to increase the network
capacity in high demand areas. For instance, during a parade, oper-
ators could use the customers’ APs to provide a network tailored to
the event, and to identify coverage gaps to place new APs.

At the same time, there is an increasing number of mobile users
who, with their MSs, periodically collect network information as in-
put for different applications. Typically, MSs collect information about
the networks during the network discovery process, whose result is
a list of detected APs, including the receive signal strength indicator
(RSSI), operating channel, and capabilities. In addition, current smart
phones include global positioning system (GPS) receivers allowing to
geolocate the results. This background process does not need addi-
tional efforts from the users. A single user has a partial view of the
network (see Section 2.3). Even if she combined all the results col-
lected by her MS over a long period, she would have only a partial
view of the network, strictly limited to the locations that she has al-
ready visited. If multiple users share these results, they can benefit
from the observations of other users.
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This chapter presents Wireless Measurements Sharing Platform
(WMSP), a collaborative information service to gather, aggregate, and
exploit data collected by mobile users. WMSP solves the challenges
related to the collection, data pre-processing and aggregation of par-
tial and/or inaccurate Wi-Fi measurements. To ensure the scalability
of the system, we have used Big Data and cloud-based technologies.
WMSP starts by pre-processes raw measurements provided by the
users. These data are further analyzed by pluggable “applications,”
which are an integral part of the system, to solve particular problems,
for instance to facilitate cellular traffic offloading, and network plan-
ning.

We present two applications (use cases) for WMSP: minimal AP

set [38] and optimal scanning parameters [54]. The minimal AP set ap-
plication computes a subset of the existing APs that are capable of
offering seamless coverage in a given area, while lowering the energy
consumption. The optimal scanning parameters application uses a ge-
netic algorithm to optimize the network discovery, i.e., the process
that allows MSs to find available networks. This discovery phase is
the dominant factor when executing a handover [53] (when an MS
moves outside the coverage area of the serving AP and switches to
another).

Experiments show the feasibility and scalability of WMSP. The test
dataset is the result of more than 150 man-hour, covering a total dis-
tance of over 700 km.

3.1 related work

In this section, we present the related work on collaborative informa-
tion systems, including information services, centralized controllers,
and data collection via crowdsourcing.

3.1.1 Information Services

The idea of an entity providing information about existing networks
is not new. For example, the standard IEEE 802.21 [39], whose main
purpose is to support the handover between heterogeneous technolo-
gies, provides a framework that enables the interaction with lower
layers, that is, a “glue” between upper layers and the current and fu-
ture mobile network technologies [20]. This develops the paradigm of
media independence to offer an independent abstraction to upper lay-
ers. The standard IEEE 802.21 also introduces the media independent
information service (MIIS) to provide network information within a
geographical area. The information is available to the MSs regardless
the point of attachment to the network (e.g., IEEE 802.11, IEEE 802.3,
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3GPP). For instance, an MS may use it to get information about the
available Wi-Fi or cellular networks within a given area.

De La Oliva et al. [21] advocate using of the media independence

paradigm, developed in the standard IEEE 802.21 [39], for applica-
tions others than network handover. Particularly, the authors discuss
the requirements in the context of White Spaces [37] as a possible
use case. They propose an updated architecture for the IEEE 802.21
standard, adding services that allow information exchange between
nodes at layer 2 or at layer 3.

3.1.2 Centralized Systems

Tamma et al. [78] use fixed sensor nodes, at given locations, to col-
lect network traffic statistics. The sensor nodes send the statistics to
a central controller that stores traffic records tagged with time and
location information. A central controller uses these records to char-
acterize networks in terms of space, time and frequency. This pro-
posal relies on a set of carefully placed and dedicated sensor nodes.
This is plausible for controlled and relatively small deployments, like
campus networks. But it is not clear who could shoulder the cost of
building such a system to monitor available APs in an urban setting.

Bi et al. [6] give a general overview of possible use cases of Cloud
computing and Big Data for wireless networks. They use the term
“Big Data aware wireless network,” consisting of several mutually
complementary components that enable data-driven services. For in-
stances, data-aware cache management, crowd computing and mo-
bile cloud processing. They also propose a hybrid signal processing
model in the context of wireless networks, combining signal process-
ing in the base stations and in the Cloud.

Dely et al. [22] use cloud-based technologies to partially move
medium access control layer (MAC) layer procedures from the physi-
cal APs to virtual APs running on remote servers. APs forward MAC
frames between virtual APs and MSs. The virtual APs handle the pro-
cessing of the MAC layer. OpenFlow [58] handles the link between vir-
tual and physical APs. This way, one can control all these virtual APs
centrally, enabling, for instance, to lower the energy consumption, by
dynamically switching the APs on and off, depending on the network
load and on the coverage. To this end, the physical APs collect infor-
mation about the channel utilization and offer this information to the
network controller.

Ding et al. [24] present SoftOffload, a central and collaborative plat-
form to offload data traffic from cellular networks to Wi-Fi networks.
The platform has three main components: a central controller, local
agents deployed on the APs and an extension module for the MSs.
The central controller collects information from network devices. It
also tracks and manages all agents in the network. The MSs collect
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network and user information, such as, user movements and signal
strength of neighboring APs. The information collected is then an-
alyzed by the controller using a context-aware (i.e., available band-
width, nearby APs information, mobility effects) decision algorithm
to perform offloading decisions. Ding et al. [24] focus their proposal
on the software design networking (SDN) architecture. As far as the
central controller is concerned, they propose a cloud-based solution,
but they do not give any detail about this element.

Finally, alternatives such as the Behop project [85], VPuN [65] or
PAWS [66] offer centralized services to control wireless network de-
ployments. The focus of those proposals is on traffic profiling.

3.1.3 Data Collection via Crowdsourcing

Different authors (e.g., [5, 27, 46, 57, 61, 75]) and platforms (e.g.,
SpeedTest.net1, OpenSignal2) take advantage of the popularity of
smartphones and use a crowdsourcing approach to measure wireless
networks, that is, use mobile users as networks probes to perform
wireless measurements. For example, Sommers and Barford [73] com-
pare Wi-Fi and cellular performance using crowd-sourced data from
SpeedTest.net, Sommers and Barford [73] indicate that Wi-Fi gener-
ally delivers better throughput, however, the latency is often better
with the cellular networks. The authors highlight the lack of informa-
tion about AP locations and the challenges to assemble a dataset of
the Wi-Fi networks in urban areas.

The NetSense project [75] studies the wireless networks surround-
ing the campus of the University of Notre Dame. The study address
two sides of the wireless networks: the technical side and the socio-
logical side, that is, how does the digital world impact the social life
(e.g., how we make and keep friends). The project provided a smart-
phone with unlimited data, unlimited texting, and unlimited mobile-
to-mobile calls for free in exchange for participation. The project in-
volved a group of roughly two hundred users. Each user carried a
smartphone running a pre-installed application, which gathered all
sorts of data periodically (e.g., networks, proximity with other users,
device state, application usage, location, communications, contacts),
and then uploaded the traces to a server, storing the data using a
MySQL database.

Striegel et al. [75] focuses on discussing the challenges of the cre-
ation, instrumentation and management of the project itself. Some
studies use the NetSense data to analyze the technical side (e.g., [48,
70, 76]), while others focus on the sociological aspects (e.g., [49, 51,
83]). Concerning the studies on the technical aspects of the wireless
networks, Liu and Striegel [48] use data collected by the NetSense

1 http://www.speedtest.net

2 https://opensignal.com

http://www.speedtest.net
https://opensignal.com
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project during a period of eight weeks to study Wi-Fi as a candidate
for data offloading from cellular networks. Authors found that the
cellular consumption still dominated overall data usage, and ques-
tion the gains of Wi-Fi as an alternative for cellular offloading. In
contrast, in a subsequent study, Striegel et al. [76] found that the data
usage is roughly equal in long term evolution (LTE) and in Wi-Fi. In
this second study Striegel et al. [76] also used data collected in the
NetSense project, with two differences: a longer period (two and a
half years) and with portion of the smartphones upgraded. Striegel
et al. [76] observe that: (1) “device design plays a tremendous role
in Wi-Fi offloading”, that is, inexpensive handsets are related to poor
Wi-Fi quality. (2) Download traffic is 4× the upload traffic. This ratio
remains consistent regardless of the network technology in use (cellu-
lar or WI-FI) and the user location. Shi et al. [70] evaluate the use of
the smartphone scans to monitor and plan Enterprise Wi-Fi networks,
that is, use clients as network probes. In this study, authors combine
the data sets of two projects, NetSense and PhoneLab [57]. Shi et al.
[70] concludes that smartphones provide unique insights which are
difficult or impossible to obtain by other means (e.g., statically de-
ployed sniffers and measurements from the infrastructure side).

Differently from NetSense [75], that uses a dedicated agent run-
ning on the smartphones and collecting a set of predefined met-
rics, PhoneLab [57] proposes an open platform for testing applica-
tions. PhoneLab consists of 288 Android smartphones used by the
study participants as their primary device. PhoneLab lets interested
researchers develop Android applications specific to each experiment,
i.e., possibly collecting different kind of information. At boot time,
the smartphone starts the “PhoneLab Conductor”, which handles
the configuration and data collection tool. The PhoneLab Conductor
keeps track of the experiments configuration and uploads the results
of the experiments running in the smartphone. Similar to PhoneLab,
LiveLabs [5] is a test bed allowing in-situ experiments, the project
seeks to include a larger community, including a university campus,
an airport, a shopping mall and a resort island, across iOS and An-
droid devices. PhoneLab’s participants are limited to the community
the University of Buffalo and use only Android devices.

Farshad et al. [27] use a mobile crowdsensing approach to study
the Wi-Fi networks in the city of Edinburgh, where the participants
carried smartphones with an application registering Wi-Fi Beacons.
Authors report that, it is common to find ten APs contending on a
single channel. Also, they report densities of up to 59 APs in a single
spot, with roughly 70 % operating on channels 1, 6 and 11. In conclu-
sion, Farshad et al. [27] outline a crowdsensing system to monitor Wi-
Fi networks, with a cloud-based back-end that is aware of the channel
conditions. Users and services providers can use the information on
the cloud to better configure their Wi-Fi networks.
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WMSP

Figure 15: Components of WMSP.

Different authors [46, 61] study the variability of the cellular mea-
surements provided by crowdsourcing participants. Li et al. [46] pro-
pose a crowdsourcing approach to monitor the quality of cellular net-
works. A key element of the proposal is the aggregation approach
of the measurements from cellular networks. Authors assume that
the measurements from different users have difference quality and
precision due to the variance in user device and users habits. Thus,
authors propose a weighted aggregation approach to process mea-
surement values from users and to obtain consensual quality mea-
surement. Peng et al. [61] considers the quality of the data to design
incentive mechanism for the users. Peng et al. [61] then develop an
algorithm to estimate the quality of the measurement provided by
the crowdsourcing participants. The authors then offer a reward in
accordance with each measurement contribution, aiming to motivate
participants to contribute with higher quality measurements.

3.2 crowdsourcing platform

WMSP collects, stores and process measurements of IEEE 802.11 net-
works. Figure 15 shows the actors involved:

• MSs that collect measurements actively or passively, such as
RSSI and network identification;

• APs that may be used as a relay to reach the MSs (to forward re-
quests and responses), and/or perform network measurements
themselves;

• WMSP itself that collects, stores and processes the measure-
ments. It also offers access to the measurement database, so that
specific applications can exploit the information.

Figure 16 shows the interactions between clients and WMSP. An
MS contributes with raw measurements of the topology, that is, a
partial view of the topology as observed by the MS. Then, WMSP pre-
process and stores the information. Eventually, other MSs arriving to
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MS 1:MS MS 2:MS :Network deployment WMSP

ProbeNetworks()

partial view

partial view

RequestNetworkInformation()

NetworkMetrics

Figure 16: Sequence diagram describing the interaction between MSs and
WMSP.

the same place will contribute with other views, so that WMSP will
build a more accurate representation of the actual topology. WMSP
makes the known technology available to the applications, such as
the minimal AP set (Section 3.4) or the variable scanning parameters
(Section 3.5).

3.2.1 Information Collected

WMSP collects a few metrics that are easily gathered by existing de-
vices, and yet sufficient to characterize wireless network deployments.
The metrics include: AP’s basic service set (SSID), basic service set
(BSS) identifier (BSSID), supported security protocols and operating
channel, RSSI, link data rate and the GPS coordinates where the de-
vice took the measurement. This information allows WMSP to charac-
terize the network deployments, including the AP density, the chan-
nel usage and network performance [15].

Both, MSs and APs can collect these measurements. Devices can
simply report the link quality observed. A device, particularly an MS,
can also gather this information after the network discovery. The net-
work discovery is usually triggered when an MS needs to perform
a handover a new AP, but it can also be triggered on request. Note
that two different devices will likely observe different link quality
because of their hardware and software differences. Even two con-
secutive measurements from the same device may differ (see Sec-
tion 2.3). To cope with these variations, WMSP exploits the popularity
and widespread use of smartphones. The high user density carrying
smartphones and other connected devices, particularly in urban areas
make possible to have an up-to-date data collection [11] and accurate
view of the network topology and its performance.



32 collaborative information system

3.2.2 Collecting Measurements

We have identified two possible methods for WMSP to gather mea-
surements: 1) using a mobile App and 2) following the methodology
described in the standard amendment IEEE 802.11k [38].

The first method is to use a mobile App on the devices. This App
logs network activity and discovery, and periodically sends these logs
to the WMSP front end. The App could be pre-installed by an opera-
tor, or simply downloaded by volunteers from an App store. We used
the mobile App called Wi2Me [16] to collect the data presented in this
work.

The second method is based on the standard IEEE 802.11k [38],
which defines Radio Resource Measurements. This amendment de-
fines the methods and the information exchange between stations
(MSs and APs). Any station can trigger a radio measurement locally,
request another station to perform a radio measurement or be re-
quested to perform a radio measurement. The radio measurements
contain layer 1 and layer 2 metrics, including network discovery infor-
mation and channel load estimation. With IEEE 802.11k, WMSP could
request periodic radio measurement to MSs and APs. Depending on
the information requested, APs could perform the measurements by
themselves or rely on their associated MS.

3.2.3 User Incentives

While the availability of extensive network measurement is essential
for WMSP, how the measurements are collected, by whom and what
are the associated incentives is a separate, albeit important, concern.
The best strategy to achieve this goal depends on many factors, in-
cluding who deploys WMSP (a network operator, a content provider
or a third party, e.g., local government) and associated business mod-
els/incentives. It is worth pointing out that, first, the overhead or
“cost” to the users is low, if not negligible, and, second, WMSP is ap-
plication agnostic, therefore, the incentive policies can be different for
each application.

The overhead to collect the measurements is negligible because
MSs by default already have access to several measurements (e.g.,
available APs, associated RSSI). The MS will need to store them for
a short time and upload them, using a network connection. One can
ensure that these costs are indeed negligible by limiting the amount
of measurements stored on each device and by uploading them to
WMSP only when connected to a Wi-Fi network (as these usually do
not count towards traffic quotas of cellular data plans). Privacy con-
cerns can represent an additional cost [40] but they can be addressed
by anonymization techniques. If the application is installed by default,
either by the manufacturer or by the network operator, no user action
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Figure 17: Architecture of WMSP.

is potentially needed [27], other than agreeing to an EULA. Other-
wise, the user will need to incur the additional cost of installing a
new application. In this case, users will participate only if the result-
ing rewards compensates the effort and resources needed [17]. This
reward can be intrinsic (the participation itself is beneficial to the
users) or extrinsic (the crowdsourcer pays for the participation).

3.2.4 Wireless Measurements Sharing Platform Architecture

Even though each AP and MS generate reasonably sized measure-
ments every day, adding these up over the many APs and MSs cur-
rently deployed can lead to constantly growing amount of data. For
instance, a provider with 20 millions subscribers, each one contribut-
ing 500 KiB worth of measurements each day would have to process
10 GiB of new data every day. Storing historical data and combining it
with new measurements is essential to obtain complete and accurate
results. Several solutions, usually referred to as Big Data, have been
proposed to handle large amount of data. They include databases
(e.g., Cassandra, MongoDB, HBase), as well as parallel computing
frameworks (e.g., Hadhoop, Spark, Storm, Flink).

Figure 17 shows the architecture of WMSP itself. A front-end sub-
system interacts with the APs and the MSs, either by polling them
directly according to a given policy or simply by receiving the mea-
surements from the APs and the MSs. In our implementation, an
Apache Spark job polls periodically the front-end to retrieve the last
data received. This streaming job pre-processes the data and stores
the results in an Apache Cassandra database. We give a more detailed
description of this step in Section 3.2.5.

One key advantage of NoSQL databases is that they natively sup-
port reliable cluster deployments, transparently partitioning and du-
plicating data among several nodes. Different NoSQL databases of-
fer different consistency models. In our specific use case, we do not
have strict consistency requirements: using (slightly) outdated mea-
surements is not ideal but far from catastrophic, similarly, loosing a
few measurements is acceptable. Traditional databases offer stronger
consistency guarantees but the price to pay is non-negligible, in terms
of performance and complexity of cluster deployments.
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Parallel computing is obviously well suited to process large amount
of data. They can run on commodity hardware, i.e., standard server
computers, and do not need particularly powerful processors and/or
large amounts of memory.

Applications can interact with both the APs and the MSs or with
only one device type. Applications can use a different dissemination
strategy (pushing or pulling), depending on their specific needs. Sec-
tions 3.4 and 3.5, describe two applications: one that selects a subset
of the available APs in order to save energy and another that com-
putes the optimal scanning parameters for a given geographical area.

3.2.5 Data Preprocessing

This section further describes the preprocessing phase mentioned
above (see Figure 17). Recall that each measurement is associated
with the GPS coordinates reported by the device at collection time.

The first step consists in correcting and rounding each sample’s
GPS coordinates. As GPS measurements are prone to error, each data
sequence may follow a different geometric trajectory even if the mea-
suring station followed the same path. To address this problem, WMSP
uses the procedure shown in Figure 18. First, the system discretizes
the street segments using one-meter cells (Figures 18a and 18b), each
measurement (figure 18c) is associated to the closest cell using the
euclidean distance, shown as black cells on Figure 18d. Finally, when
estimating the coverage of an AP, it is reasonable to assume the pres-
ence of the AP between two consecutive observations of the same AP,
shown as lightly shaded cells in Figure 18e.

Having a cell-based representation, it is straightforward to merge
different traces, i.e., measurements collected at the same location ei-
ther by different users or by the same user at different times. Fig-
ure 19 shows two sequence of measurements that observed the same
AP. The measurements reporting an AP are represented with a check
mark, and the ones that did not with a cross. Based on these results,
it is reasonable to assume the presence of an AP between two con-
secutive measurements containing it (as mentioned above), as in the
case of the measurements corresponding to the ones in Trace 1 and
Trace 2 in Figure 19. If a measurement does not contain the AP, the
algorithm assumes that it is not available in the corresponding cell,
hence the zeros in Trace 1 and Trace 2. In this case as well, the algo-
rithm assumes that an AP is not present in all the cells between two
consecutive measurements that did not detect it. It is possible to have
some cells between the last measurement where an AP was detected
and the first one where it was not. These cells are indicated the ques-
tion marks in Figure 19. It is possible to reduce the uncertainty of the
coverage by merging different traces, as the measurements that de-
tected an AP can be in different cells. Different merge strategies are
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(a) Street segments. (b) Cell representation.

(c) Raw measurements. (d) Measurement projection to
cells.

(e) AP coverage interpolation.

Figure 18: Steps to associate a measurement to a geographic cell.

possible. For the sake of simplicity, we consider an AP as available in
a cell as long as the AP has a one in any of the traces. Therefore, the
trace containing the final merge will replace the question marks with
zeros. Other strategies may take into account additional information
during the merging, for instance the age of the trace or the RSSI of
the APs.

How often should WMSP update the information stored in the
database and how often should the results be recalculated depend
on several factors, including the sensitivity of the results to the accu-
racy of the input data, and how often network characteristics change.
Take, for instance, the two applications described in section 3.4 and in
section 3.5. For the minimal AP set, having a slightly outdated AP set
might result in coverage gaps, if some APs in the set were moved. The
scanning parameters are, instead, resilient to slightly outdated infor-
mation because they are based on the statistics of a geographic area.
A possible practical approach is to use events to trigger the analysis.
For instance, WMSP could recompute the minimal AP set whenever
an MS reports a coverage gap.

More generally, there is a trade-off between the frequency of the
measurements, the amount of historical data that is stored, how often
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Figure 19: Example of the trace aggregation procedure.

the results are recomputed, and the relevance of the results. These
trade-offs are not analyzed in this dissertation.

3.3 empirical evaluation

The data used to evaluate the central system and the two applica-
tions (sections 3.4 and 3.5) came from several measurement cam-
paigns performed in two cities: Rennes and Issy-les-Moulineaux. Fig-
ure 20 shows the covered areas. The color scale represents the num-
ber of traces at a given place, i.e., the number of times a volunteer
walked in that area. In Rennes, we collected measurements in the
city center, characterized by narrow streets and a mixture of mid-rise
buildings with commercial activities as well as apartments. In Issy-
les-Moulineaux the streets are wider, the building are taller, and are
mostly used as offices.

3.3.1 Dataset Collection

Between February 2015 and February 2016, twelve volunteers walked,
at different times, in the streets of the above mentioned areas. Each
volunteer carried an MS running the previously mentioned Wi2Me
application [16], which supports active and passive modes. In the
passive mode, the application logs all scanning results but it does not
issue any. The scannings are triggered by other applications running
on the phone. In the active mode, Wi2Me triggers a scanning every
three seconds. As a result, with the active mode, a few users can
gather as many measurements (scan results) as many regular users
running the passive mode. Using the active mode we collected 230
scanning traces, each trace with an average duration of 40 min and an
average distance covered of 3.10 km. In total, the volunteers walked
more than 700 km during more than 150 man-hour.

To estimate the amount of data that a regular user would collect, we
also asked ten users to run Wi2Me in passive mode on their phones
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100 m

(a) Rennes city center.

100 m

(b) Issy-les-Moulineaux.

Figure 20: Areas covered during the empirical evaluation of WMSP.

for a few days. The subset represents 24 man-days, it includes a total
of 36 479 scans and 54 672 network observations. Resulting in an aver-
age of 22 819 network observations per user per day and 387 unique
APs observed per user per day. The average size of the daily measure-
ment user is 500 KiB.

Each scan result includes the SSID, the BSSID, the RSSI, and the
channel of each discovered AP and the MS location.

3.3.2 Dataset Description

Figure 20 presents the two areas studied. This figure shows the num-
ber of traces covering each cell, i.e., the number of times a volunteer
visited a cell. As shown in the figure, we visited the same cells several
times.

We collected multiple traces in the same areas, to make sure that
we had a reasonably large number of measurements of the same APs.
The amount of data needed to produce useful results depends on the
specific application. For example, the optimal scanning parameter ap-
plication is not sensitive to missing measurements on a single street,
while the minimal set application requires a complete network view.
As a future work, we plan to study how much data is needed by each
application and how to decide when the system has enough data to
produce reliable results.

Overall we registered 88 608 scans, involving 33 650 APs. As shown
in Figure 21, we observed 50 % of the APs 13 times or more, moreover,
we observed 30 % of the APs 100 times or more.

Each network measurement is treated following the pre-processing
described in Section 3.2.5. The pre-processing takes advantage of the
Spark streaming mode to update the cell information in the database
as new metrics arrive. The database contains the raw dataset comple-
mented with information obtained after the pre-processing.

The purpose of our dataset is not to represent the amount of data
that WMSP would handle in a production setting, but to produce a set
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Figure 21: Distribution of the AP count during the empirical evaluation of
WMSP.

of results based on real measurements, covering large enough areas,
and containing enough repeated measurements of the same environ-
ment. These measurements are equivalent to what many users would
have collected in the same area. We came back to the collection area
and empirically verified the validity and quality of the results pro-
vided by the two WMSP use case: the minimal AP set (section 3.4)
and the second one computes the optimal parameters for the scan-
ning process (section 3.5).

3.3.3 Wireless Measurements Sharing Platform Implementation

Among the available parallel computing frameworks, we selected
Spark (version 1.2.2) due to its support for batch and streaming com-
putations. As shown in Figure 22, the preprocessing phase needs
the streaming mode while some applications are better suited to the
batch mode.

We used the Apache Cassandra (version 2.2.3) database because it
is well-supported by Spark, thanks to a specific connector, and be-
cause Cassandra nodes can be co-located with Spark nodes on the
same physical (or virtual) machines. The Spark master can take ad-
vantage of data locality on each node when scheduling and assign-
ing data to each Spark worker process. As shown in Figure 22, the
database contains three tables with the list of cells and the correspond-
ing samples and AP.

We deployed WMSP, including both use cases, on the Grid’50003 in-
frastructure. All the computers involved in the experiments have the

3 https://www.grid5000.fr

https://www.grid5000.fr
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Figure 22: WMSP software architecture.

following characteristics: 2.40 GHz 8-core Intel Xeon E52630v3 CPU
and 128 MiB of RAM. Each node used Debian GNU/Linux 7.60.

We configured Spark and Cassandra side-by-side in all computers.
The Spark architecture has two types of nodes, one master node and
several worker nodes. In our configuration, one computer performed
both roles, while the rest operated as worker nodes. Because of its peer-
to-peer model, all computers hosted one Cassandra peer.

3.4 reducing energy consumption

This section presents one WMSP application, the minimal AP set ap-
plication, that takes the coverage information related to the APs op-
erating in a given area and returns the subset of those APs that are
sufficient to cover that area. An operator can exploit this information
to save energy by turning off APs that are not in the subset, without
reducing the coverage. In this initial approach, we only focus on the
coverage and leave other constrains for further work, such as quality
of service (QoS). This problem is an instance of the well-known set
cover problem, which is NP-complete.

3.4.1 Minimal Access Point Set

Recall that AP information is associated to segments, i.e., streets. The
analysis is divided into two different phases: processing segment in-
tersections and processing the segments themselves. Figure 23 shows
the two-phase implementation in Spark. The first phase determines
the street intersections and selects one AP per intersection to be part
of the minimal AP set. The selected AP is the one that covers the
largest area around each intersection. In the second phase, the algo-
rithm checks for partially covered segments. Each partially covered
segment is processed following the algorithm 1, previously proposed
by Shehadeh et al. [68]. We found that between 4.25 % and 10.91 % of
APs are sufficient to provide the same coverage.
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Figure 23: Parallel computation of a minimal AP set.

One significant difference with Shehadeh et al. [68] is that we do
not consider a single path but rather a collection of streets (segments)
intersecting each other. In other words, while previously we consid-
ered a one-dimensional problem we now consider a two-dimensional
problem. One advantage of this approach is that the algorithm can
now process multiple segments in parallel.

Assuming that the distance between intersections exceeds the Wi-
Fi coverage, intersections can be processed in a parallel and indepen-
dent manner. The same argument applies for the segments.

Algorithm 1 Minimal AP set in a segment.

1: procedure Minimal(segment)
2: APs← APs in a segment
3: calculate the APs coverage
4: minimal_set← {}
5: while cells not marked do

6: AP← AP with the largest coverage
7: minimal_set← minimal_set + AP
8: APs← APs - AP
9: mark the cells covered by AP

10: end while

11: return minimal_set
12: end procedure

We have considered the following three cases for the input of the
minimal AP set algorithm:

Multi-trace: the regular coverage approach presented in algorithm 1,
using all the available traces.

Single-trace: instead of using all available traces and collected by
several users, the algorithm take a single trace as input. With this
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Figure 24: Scalability of the minimal AP set algorithm in WMSP on
Grid’5000.

variation we emulate the use case for an area that is visited by only
one MS.

Multi-channel: compute the multi-trace algorithm for the three non-
overlapping channels 1, 6 and 11, then combine the results. As a re-
sult, the minimal set will provide a controlled coverage redundancy.

3.4.2 Performance Evaluation of the Minimal Access Point Set Implemen-

tation

We evaluate the scalability of our implementation by computing the
minimal AP set for both regions: Rennes and Issy-les-Moulineaux.
Figure 24 shows the execution time as a function of the number of
computers involved in the computation. We observe that by increas-
ing the computers from two to three reduces the computing time by
almost 20 %, while increasing from two to eight computers implies a
60 %-reduction.

3.4.3 Empirical Evaluation

We evaluated the results of the minimal AP set by going back into
the same streets, and monitoring the selected AP availability in the
identified regions. In particular, we were interested in the resulting
coverage and the impact in MS handover.

Ideally, we could verify the coverage by connecting the MS to the
different APs in the minimal set. Unfortunately, this is not possible in
our tests because of the presence of several private networks. There-
fore, we emulated the network association by continuously monitor-
ing the AP RSSI and availability. Algorithm 2 describes the emulation
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Algorithm 2 Minimal AP set evaluation.

1: procedure testApSet(apSet)
2: while True do

3: discovered ← triggerScan()
4: available ← discovered ∩ apSet

5: APx ← AP with best RSSI in available

6: f ails = 0
7: while APx.RSSI > −90 dBm AND f ails ≤ 5 do

8: Assume association with APx

9: Probe APx

10: if no Response then

11: f ails = f ails + 1
12: else

13: f ails = 0
14: end if

15: end while

16: end while

17: end procedure

methodology executed in an Android phone. The emulation begins
with the execution of the default Android scanning, followed by the
selection of the available AP with the higher RSSI that is present in
the minimal AP set. Then, the MS sends periodic Probe Request4

frames to that AP to check its presence. When a Probe Response
is not received, or if the RSSI of the received Probe Response is be-
low −90 dBm for five consecutive times, the whole process is repeated
from the beginning, starting with the default Android scanning pro-
cedure.

The maps in Figure 25 show the areas where we performed the
empirical validation. We covered the paths in Rennes and Issy-les-
Moulineaux 47 and 34 times, respectively. Each map depicts the re-
sults of a single experiment (i.e., walk) using the multi-trace minimal
AP set. Solid lines correspond to locations where the MS was able
to detect an AP belonging to the minimal set with an RSSI above
the threshold. Dotted lines correspond to handovers, i.e., the area in
which the MS was switching from one AP to another.

We evaluate the coverage of the subsets generated by the three al-
gorithms mentioned above (Multi-trace, Single-trace, Multi-channel).
As a baseline case, we consider the case where the MS is free to pick
any AP without using the WMSP information. This case is called un-

restricted. Figure 26 and Table 1 present the comparison of the AP
availability time, i.e., the time the MS was connected to a given AP.
In addition, Table 1 shows the average handover time.

4 APs should reply to any Probe Request frame with a Probe Response frame [36]
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(a) Rennes city center.

(b) Issy-les-Moulineaux.

Figure 25: Minimal AP set evaluation trajectory.

(a) Rennes. (b) Issy-les-Moulineaux.

Figure 26: Availability of the APs in the minimal AP set.

We can make two main observations based on these results. First,
we can see, in Figure 26, the importance of using multiple measure-
ments, which is possible thanks to WMSP, by comparing the single-
trace case with multi-trace or multi-channel. When using a single
trace to compute the minimal AP set more than half of the APs have
an availability of 4 s or less, compared to 20 s in the multi-trace case.
This shows the importance of using multiple measurements in order
to learn the topology, and thus to compute an accurate AP set. Sec-
ond, we can see, in Table 1, that using the minimal AP set in the multi-
trace and multi-channel cases gives results close to the unrestricted
case. We conclude that the objective of having the same coverage with
fewer APs is reached. In addition, we can actually see that multi-trace
and multi-channel cases are even slightly better than the unrestricted
case, because the minimal AP set is made of the best available APs in
a given area. Such an approach could be further used for AP selection.
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Table 1: AP availability and handover time for the four variations of the
minimal AP set.

Rennes Issy-les-Moulineaux

Availability Handover Availability Handover

(s) (s) (s) (s)

x̄ σ x̄ σ x̄ σ x̄ σ

Unrestricted 24.40 27.43 8.03 0.48 20.69 32.27 5.48 2.44

Single-trace 16.16 26.14 8.44 7.13 4.00 7.77 7.15 1.42

Multi-trace 26.76 30.03 7.83 0.14 21.50 31.77 7.80 0.43

Multi-channel 25.06 27.97 5.61 0.25 16.68 20.42 5.16 0.40

3.4.4 Subset Throughput Evaluation Through Simulation

Having proven through emulation that an AP subset computed of-
fline can actually be observed in the field, we need to explore its via-
bility in terms of throughput. As we do not have access to a collection
of APs covering at least a few city blocks, we relied on simulations
to study this aspect. The Network Simulator 3 (NS-3) provides the
IEEE 802.11 functionalities required to reproduce both our scanning
campaigns and user traffic.

The simulations use the synthetic topology shown in Figure 27,
representing an urban area. Table 2 contains the parameters of the
simulation. It is a square of 500 m by 500 m and contains 800 APs.
This topology has the same statistical properties (in terms of street
width and length, building dimensions, and AP density) as those of
the city center of Rennes, where we have collected traces. We have
generated a synthetic topology because it is not currently possible
to use arbitrary maps and building shapes in NS-3. Furthermore, we
do not know where the APs, which we detected in our traces, are
actually located. We have verified that the simulations do reproduce
metrics that we were able to measure from our traces, such as the
CDF of the RSSI and the CDF of the AP availability (i.e., number of
AP answering a probe request).

First, we simulated a MS collecting scan results while moving on
each street, which is exactly what we did in order to collect the traces.
Using these scan results, we computed the AP subsets using the algo-
rithms presented in Section 3.4.1, in order to determine the through-
put achievable when using only the APs in the given subset. In order
to generate enough traffic over a limited area, we placed 49 MSs on
seven by seven square grid whose points are 50 cm apart. The grid is
centered around a random point on one of the streets. Each MS se-
lects the member of the subset with the best RSSI as an AP and starts
a UDP flow with a computer connected to the AP that sends data at
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Table 2: Characteristics of the city used to simulate the AP’s deployment.

Area 500 m× 500 m

AP’s density 0.25 APs/m2

Street intersection density 3.04× 10−4 intersections/m2

Average wall length 13.91 m

Average distance between
street and buildings

6.70 m

Average street length 59.59 m

Building density 8.32× 10−4 buildings/m2

Figure 27: Simulated environment used for the evaluation of the minimal
AP set.

200 kB/s. Figure 28 presents the CDF of the throughputs achieved by
the stations while using two different subsets. The Multi-Channel and
Unrestricted setups provide the users with similar data rates, show-
ing that the Multi-Channel is an efficient way of reducing the num-
ber of access point while keeping the same coverage and providing
an overall throughput close to the one experienced in an unmodified
deployment.

3.4.5 Minimal Access Point Set Lifetime

In this section we evaluate the changes in the minimal AP set over
time, that is, the effects of APs moved or turned off. These changes
may potentially degrade the minimal AP set over time. To character-
ize this degradation, we performed regular measurement campaigns
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Figure 28: MS throughput distribution in the simulated environment after
executing the minimal AP set algorithm.

in the same streets of the Rennes city center, over the course of 12
months. Applying the geo-localisation process presented in Figure 18,
we determined the cells that were visited in at least 10 measurement
campaigns and analyzed how an AP subset computed for these cells
evolved over time. This process consists in iterating chronologically
over our traces, when a new location is covered by a trace, its mea-
surement data is used to compute a collection of APs to cover these
new cells. Otherwise, we compare the observed APs with our previ-
ously compiled subset. Our subset is either still valid or we need to
update it based on the latest information.

By processing these databases chronologically, we were able to de-
termine the time validity of the minimal AP set for a particular lo-
cation. Table 3 shows the duration between the moment a cell was
assigned a covering AP, and the moment it needed to be replaced.
This tells us that around 54.60 % of the cells’ AP population remained
stable for about 13 months. Alongside this reasonably stable cells, the
lower 40.70 % of them require a replacement in less than one month.
Averaged on the total duration of this experiment, 0.09 % of the cov-
ered distance would need to be replaced every week. On the region
such as the one in Figure 25a, this accounts for around 140 m.

3.5 reduced scanning timers

As a second use case for WMSP, we consider the problem of deter-
mining the parameters of the IEEE 802.11 network discovery proce-
dure (see chapter 2) that satisfy specific latency constraints. Following
the work presented by Montavont et al. [54], we propose to use net-
work topology statistics to determine the best scanning parameters
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Table 3: Time validity of the minimal AP set.

Validity Cells (%)

Less than one week 22.00

Between one week and one month 18.70

Between one month and one year 4.70

More than one year 54.60

and, for the first time, we present an empirical validation. Thanks to
WMSP, several users could share their partial view of the network
topology, so that the WMSP application can compute up-to-date and
customized efficient scanning parameters.

The use case is the following: when a MS is moving around, it may
lose its radio link with its serving AP, thus triggering a handover. In
a dense urban environment, we evaluated that a handover is needed
every 22 s on average for pedestrian users (see table 1). In such an
environment, handovers are, therefore, a common occurrence. As an
MS can not exchange data frames during the handover, it is impor-
tant to make this process efficient in order to minimize network inter-
ruptions on running applications. The most time-consuming phase of
the handover is the discovery phase, where the MS look for candidate
APs. Focusing on the 2.40 GHz band, the MS may scan 13 channels
one after the other to discover the available APs.

As detailed in chapter 2, MS usually perform the network discov-
ery following an active scanning, that is, the MS sends one or more
Probe Request frames on a channel and waits for Probe Response
frames sent by APs. The scanning performance is a trade-off between
the latency (the time it takes to discover the available APs and select
one), the discovery rate (how many of the available APs are actually
discovered) and the failure rate (the probability of not finding any AP
after a complete scan). Intuitively, the shorter the scanning the better,
but if the time spent on each channel is too short, the MS may miss
discovering relevant APs. The parameters that influence the scanning
performance are the channel sequence and the timers which define
the time spent on each channel waiting for AP responses. In partic-
ular, minimal channel time (MinCT) defines the time to wait before
receiving the first response, and maximum channel time (MaxCT) the
additional time to receive further responses. That is, an MS will use
MaxCT if and only if it receives at least one Probe Response during
MinCT.
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Table 4: Optimal scanning parameters that warrant 10 ms, 20 ms, 50 ms and
100 ms delay.

Latency Channels Timers

(ms) to probe (<channel, MinCT, MaxCT>)

10 1 <11,7,1>

20 2 <11,10,1> <6,4,2>

50 3 <11,15,2> <6,13,1> <1,12,4>

100 4 <11,15,10> <6,14,12> <1,14,9> <5,14,12>

3.5.1 Optimal Scanning Parameters

We use the network deployment statistics available through WMSP
to determine the best scanning parameters. Based on these statistics,
the application computes the best parameters for different latency
profiles and re-distributes these profiles to the MSs, which can use
them to optimize their network discovery process.

By modeling the problem of selecting the scanning parameters as a
multi-objective function [54], it is possible to us a genetic algorithm to
approximate the Pareto-optimal front. In this approach, an individual
is a specific combination of scanning parameters (MinCT, MaxCT,
and the list of channels to probe). We used traces collected in the city
of Rennes to compute the fitness of each individual by computing the
scan results that would have been obtained by a phone using those
parameters under the same circumstances.

Table 4 presents four scanning configurations, each row corresponds
to a specific latency (10 ms, 20 ms, 50 ms and 100 ms). For instance, to
keep the scanning latency below 50 ms the MS should: probe chan-
nels 11, 6 and 1, using 15, 13 and 12 as the MinCT for those three
channels, and 2, 1 and 4 as MaxCT.

3.5.2 Empirical Evaluation

In order to evaluate this solution, we configured an MS with the rec-
ommended scanning parameters, and we measured the performance
by using it in the city of Rennes. We performed 24 600 scans in total,
at 18 different locations, with at least 1300 scans for each tested algo-
rithm. Note that we performed this experiment a few months after
the original dataset was collected. We configured the MS to scan pe-
riodically, and we measured the scanning latency, the discovery rate
and the failure probability. Table 5 compares the measured scanning
performance with the expected performance. We can see that the scan-
ning latency values are close, the difference between expected and
actual values is less than 5 %. The observed failure probability is also
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Table 5: Comparison of the expected and actual scanning performance.

Latency Channels Latency (ms) Failure (%) Discovery (%)

(ms) to probe

comp. obs. comp. obs. comp. obs.

10 1 10.80 11.60 23.80 16.70 18.70 40.80

20 2 22.00 23.70 7.90 13.10 30.60 33.70

50 3 54.60 57.60 0.50 0.80 65.70 60.10

100 4 98.80 107.40 0.20 0.30 82.10 70.00

close to the expected failure probability for a scanning latency greater
or equal to 50 ms.

For scanning latencies of 10 and 20 ms, we can see that there are
more scanning instances that fail after scanning all recommended
channels compared to what was expected. These scanning latencies
are extremely low, and the proposed scanning parameters suggest
scanning only one channel (for the 10 ms latency) or two channels (for
the 20 ms latency). Thus, if one Probe Request is lost the MS might
end up finding no APs. This explains why there is a higher failure
probability for these two configurations.

The discovery rate shows the fraction of the available APs that is
actually discovered, compared to the total APs operating in the MS
range. The difference between the observed metric and the one com-
puted from the statistics is small, except the scanning at 100 ms which
reaches 69 % instead of 82 %. However, determining the total number
of available APs is non-trivial due to the fact that the more an MS
scans, the more APs it finds, even for large MinCT and MaxCT (see
section 2.3).

Figure 29 shows a comparison between seven scanning parameter
combinations for a scanning latency around 50 ms, except one that is
considered as a baseline. In the latter, we scan all thirteen channels
for 30 ms each in order to estimate the total number of APs and com-
pute the discovery ratio. The second setting, shown in the figure, is
the one given by WMSP while the five others are scanning 1, 2, 3, 4
and 13 channels by dividing the time budget (50 ms) by the number
of channels to scan. Note that we also used WMSP to select which
channel to scan, by choosing the most populated channels first (in
the order 11, 6, 1 and 5).

We can observe that the latency for scanning all the 13 channels is
still above the targeted 50 ms because of the important overhead in-
curred when switching the operating channel. This notwithstanding,
we can see that the recommended scanning parameters offer the best
trade-off among the different tested settings.
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Figure 29: Comparison of the performance of different scanning configura-
tion.

3.5.3 Performance Evaluation of the Optimal Scanning Parameters

We evaluated the scalability of the implementation following the same
approach used for the minimal AP set implementation. Figure 30
shows the evolution of the execution time depending on the number
of nodes involved in the computation. We observed that doubling
the number of nodes from two to four reduce the computation time
by almost a half. Moreover, an increase from two to eight nodes rep-
resents a relative time-reduction of 80 %. All this confirms that Big
Data technologies can indeed be useful and efficient for these types
of computations.

3.5.4 Assisted Scanning

In this section, we sketch the architecture for the assisted scanning,
that is to say, the interaction between the previously described WMSP
application and the MSs. The main elements are: the WMSP applica-
tion running as a service in the front-end and the client application
running in the MSs.

Client applications obtain the scanning profiles using push and
pull approaches. An MS entering an unknown location will contact
the WMSP application and pull the parameters corresponding to
the area. These parameters are pre-computed, meaning that the time
needed to retrieve them is limited by the time needed to perform the
network connection plus the time to consult the database. Also, the
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Figure 30: Scalability of the optimal scanning parameters algorithm in
WMSP on Grid’5000.

client can request a subscription to a given location, in this case, each
time that WMSP updates the scanning parameters the MS receives the
up-to-date profiles, i.e., WMSP pushes the profiles to the subscribed
MS.

The client application includes a cache system that stores the pro-
files related to the recent locations, plus the profiles related to the sub-
scribed locations. This cache ensures access to profiles even if there
is no network access. Profiles are updated once the network connec-
tion is established. As a fail-back, i.e., when no profile is available
for a specific location, the default scanning procedure should be per-
formed. Algorithm 3 outlines the assisted scanning procedure.

Algorithm 3 Assisted scanning.

1: procedure assistedScan(location, latency)
2: networks← {}
3: params← consultCache(location, latency)
4: if parameters != NULL then

5: configure params
6: else

7: configure default params
8: end if

9: networks← triggerScan()
10: return networks
11: end procedure
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3.6 concluding remarks

In this chapter we have presented WMSP, a cloud-based system to
collect network measurements taken by existing MS and APs, and to
process these data to generate a better understanding of the existing
network environment. We have shown that existing hardware can be
used to gather network statistics, and that it is possible to effectively
combine measurements from different users to have an accurate and
up-to-date view of the network environment. The two applications
developed and tested showed the relevance and scalability of the sys-
tem.

The approach we have presented in this chapter relies on simple
network measurements passively collected. Stations (STAs) (MSs and
APs) may combine the information stored in WMSP with information
particular to each STA to get a more accurate description of the cur-
rent network status. Chapter 4 describes non-intrusive metrics and
strategies to characterize the channel quality and to forecast the link
quality with the neighboring networks. Those metrics may also be
collected collectively and shared via WMSP.

The deployment on the Grid’5000 platform demonstrated the per-
formance gain achievable through the parallelization of data sample
processing. This experimental set up also allowed us to identify as-
pects that can be improved. For example, WMSP uses the BSSID iden-
tify Wi-Fi networks, however, we have observed that some operators
reuse the BSSID. The larger the area, the larger the chances of having
duplicated BSSIDs. Thus, to address large areas and for longer peri-
ods of time, we need a method to uniquely name one Wi-Fi network.
Another aspect that requires further study is the security. We have
not considered any method to identify users and to authorize the ac-
cess to WMSP. In our proposal we have taken a naive approach, we
assume that all participants and measurements are reliable.



4
E VA L U AT I N G T H E Q U A L I T Y O F W I - F I N E T W O R K S

Many studies (see, for instance [2, 64, 85]) and projects (e.g., WiGle,
OpenSignal, Sensorly) have shown that, especially in urban areas, sev-
eral access points (APs) can be detected at any given location. The
results presented in Chapter 2 confirm that a single mobile station
(MS) can discover 75 APs in a single spot.

Due to the unregulated and unplanned nature of Wi-Fi networks,
APs in close proximity of each other often operate on the same chan-
nel, especially on the frequently used non-overlapping channels (1, 6
and 11 for the 2.40 GHz band). This can result in poor performance,
in particular when the traffic demand exceeds the channel capacity,
resulting in a saturated channel (i.e., where any increase in the offered
load does not result in an increase of the aggregate throughput). In
this case, users are often better off joining a different network, for in-
stance another AP operating on a different, and non-saturated chan-
nel, or a network using a different access technology (e.g., cellular
network, wired network).

As it is common for users to have access to multiple APs, it is im-
portant to choose the “best” AP. Although there can be different defi-
nitions of the preferred AP, depending on the specific circumstances,
an AP operating in a saturated channel is definitely a non-ideal can-
didate. Thus, one should take into account channel saturation when
selecting an AP.

In this chapter we propose a simple method for stations (STAs)
(both, APs and MSs) to detect a saturated channel by passively mon-
itoring Beacon messages, which are available to all STAs as part of
the IEEE 802.11 procedures. This enables STAs to passively collect
information and to determine whether a channel is saturated or not.
Using Beacons to characterize the channel condition presents multi-
ple advantages: Beacons are always present, transmitted in broadcast
mode, and use the strongest modulation and coding scheme (MCS).
By analyzing experiments conducted with different traffic loads, we
show that it is possible to identify whether a channel is saturated
based on the distribution of the Beacon jitter. Even though APs send
Beacon frames periodically, they do have to wait for the channel to
be idle, resulting in an additional delay that depends on the traffic in-
tensity. Empirical results show that the Beacon jitter follows a similar
distribution whenever the channel is saturated. Our solution exploits
this by comparing the Beacon jitter distribution with a reference dis-
tribution, corresponding to a saturated channel. While the literature
on AP selection and Wi-Fi network characterization is vast (see, for
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instance, [7, 23, 34, 35, 41, 43, 45, 59, 80, 82, 86, 89]), to the best of our
knowledge, no existing solution is both (1) implementable without
changing the APs and (2) passive, i.e., it does not require exchanging
any additional frames.

The chapter is organized as follows: Section 4.1 gives an overview
of IEEE 802.11; Section 4.2 reviews popular metrics to characterize
Wi-Fi networks and the relevant literature; Section 4.3 defines Beacon

jitter; describes the experimental setup and presents the results; Sec-
tion 4.4 discusses the relation between Beacon jitter and channel load;
Section 4.5 presents a proposal for detecting saturated channels and
discusses its performance; Section 4.6 presents concluding remarks
and discusses possible extensions.

4.1 ieee 802.11 overview

This section presents a study of the channel saturation and its conse-
quences on the Beacons inter-arrival time. The study relies on three
main elements of the IEEE 802.11 networks: Medium Access Control,
Beacon transmission and channel saturation. In the remainder of the
section we briefly describe these three elements.

4.1.1 Medium Access Control

CSMA/CA is the fundamental medium access control layer (MAC)
mechanism of the IEEE 802.11 networks [36]. Whenever a device has
a frame to send, it must first sense the channel to determine if there
is an ongoing transmission. If the medium is busy, the device must
defer the transmission and perform a random backoff. A device must
decrement the backoff counter only while the medium is idle.

4.1.2 Beacon Transmission

In an infrastructure basic service set (BSS) the AP must periodically
broadcast Beacon frames. APs must schedule Beacons for transmis-
sion every Beacon interval, which is a configurable parameter. Beacon
frames include the Beacon interval. Like other frames, a Beacon trans-
mission follows the MAC procedure, meaning that the actual Beacon
interval, ∆, and the nominal Beacon interval, T, might differ. More-
over, the actual Beacon interval may also vary over time according
to the fluctuations of the channel conditions and of the offered load.
APs must schedule subsequent Beacons at the undelayed nominal in-
terval [36].

Figure 31 illustrates two possible cases: in the first scenario the
medium is idle and the nominal and the actual Beacon interval are
the same. In the second scenario, with a busy channel, Beacons are
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Case 1: channel idle
Nominal BI

Actual BI

Beacons Traffic

Case 2: channel busy
Nominal BI

Actual BI

Figure 31: Beacons transmitted by one AP in an idle (left) and busy (right)
channel.

delayed due to frames transmitted by other devices, resulting in a
difference between the nominal and the actual Beacon interval.

4.1.3 Channel Saturation

It is well-known that in the random access CSMA/CA MAC proto-
col, as the offered load increases, the aggregate throughput (i.e., the
sum of the throughput of all the transmitters in the same collision
domain) increases until the offered load reaches its maximum stable
value, often called the saturation throughput [7]. Further increases in
the offered load result in the same (or lower) aggregate throughput.
In this dissertation, we use the term saturated channel to indicate that
the offered load is greater than or equal to the saturation throughput.

4.2 metrics for characterizing wi-fi networks

Over the last couple of decades, since the appearance of Wi-Fi net-
works, researchers have proposed different metrics to characterize
these networks. In this section, we review the literature most closely
related to our work.

One metric is channel delay, which measures the time needed to
send a frame. Haghani et al. [31] estimate the distribution of the ac-
cess delay, from the moment the MAC frame is ready for transmis-
sion (i.e., the first in the transmission queue) until the correspond-
ing acknowledgment is received. For this, Haghani et al. [31] devel-
oped a theoretical model that takes as input the busy/idle periods in
the channel, as this factor affects the channel delay. Kajita et al. [41]
estimate the channel delay by using a machine learning approach,
where the input parameters come from traffic around the AP. This im-
plies that the AP can decode all frames in the neighborhood, which
is not always possible, especially those frames encoded using high
MCS. The higher the MCS, the more difficult is for a receiver to cor-
rectly decode the frame. This limitation became particularly relevant
with recent standard amendments (e.g., IEEE 802.11n, IEEE 802.11ac),
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which allow APs to use beamforming, multiple input/multiple out-
put (MIMO) and multi user MIMO (MU-MIMO) to enhance the link
quality with the receiver MS, reducing the chance that other STAs
would be able to decode those frames.

Achievable throughput is another widely studied metric. Following
Bianchi’s seminal paper [7], several authors [34, 43] have proposed ex-
tensions and refinements based on this model to estimate the achiev-
able throughput. They all take the collision probability as an input
parameter. It is non-trivial to estimate this parameter, as it depends
on several independent factors, such as the number of active transmit-
ters, offered load, and collision domains (i.e., which nodes are within
carrier sensing range) just to name a few. These factors cannot be
precisely known by a single node. A common approach is to approx-
imate the collision probability with the retransmission ratio [34, 43],
sometimes called loss probability [80]. The STA sniffs the medium,
counting the number of transmitted frames and the corresponding
retransmissions. This approach is appropriate if the STA is able to
capture all frames in the medium and all retransmissions are due to
collisions. However, these assumptions do not always hold. As previ-
ously mentioned, the STA may not be able to decode all frames. In
addition, some retransmissions may be caused by bad channel con-
ditions and not by collisions. Hong et al. [35] use a collaborative ap-
proach to estimate the available throughput in which the MS requests
information from the APs, including channel utilization and number
of frames sent. Therefore, the estimation depends on the information
collected by the AP and the willingness of the AP to share that infor-
mation.

While these metrics are related to channel saturation, the relation-
ship is not always straightforward. Our approach is to use the dis-
tribution of the Beacon jitter to identify saturated channels. This has
multiple advantages: (1) STAs can perform the measurements inde-
pendently, without requiring support from other STAs; (2) Beacons
are transmitted periodically by all APs, i.e., they are always present;
(3) Beacons are broadcast, therefore APs do not use beamforming,
MIMO or MU-MIMO; (4) Beacons are encoded using the strongest
MCS, so that they are more easily decoded.

4.3 beacon jitter

Beacon jitter, ρ, is defined as the difference between the nominal, T,
and the actual, ∆, Beacon interval:

ρi = ∆i − T. (2)
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Table 6: Symbols used in the chapter

Symbol Description

s Slot time (µs)

ti Timestamp on the Beacon. Corresponds to the
time at which the AP sent the i− th Beacon, i.e.,
the time at which the i− th Beacon reached the
channel (µs)

T Nominal Beacon interval (µs)

∆i Actual interval between Beacons i − th and i −

1− th

ρ Difference between the nominal (T) and the ac-
tual Beacon interval (∆)

N Number of samples

B Expected backoff time (µs)

bi i− th Beacon

c Channel

r Beacon jitter distribution used as reference

d Kolmogorov-Smirnov (KS) distance between a
given distribution and the reference distribution,
r

α Threshold to consider two given distributions as
sufficiently close.
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case 2:
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ρ3 < 0

Figure 32: Three possible cases for Beacon jitter: 1) bi and bi−1 on time; 2)
bi−1 on time and bi late; 3) bi−1 late and bi on time.

.
The actual Beacon interval is defined as the time elapsed between

two consecutive Beacons, bi and bi−1, where ti and ti−1 represent the
timestamp corresponding to the Beacons i and i− 1, respectively:

∆i = ti − ti−1. (3)

We study the distribution of the Beacon jitter distribution as a proxy
for detecting a saturated channel. Figure 32 shows the three possible
cases for the Beacon jitter:

1. ρi = 0 indicates no jitter. This occurs when the two Beacons ex-
perienced the same delay during the channel access; this usually
happens when the channel load is low.

2. ρi > 0 means that the delay of bi is larger than the delay of bi−1.

3. ρi < 0 means that the delay of bi−1 is larger than the delay of bi.
This happens because APs must transmit their Beacons at the
nominal time, regardless of previously delayed Beacons.

4.3.1 Experiments

We conducted two sets of experiments to gather data to analyze the
distribution of the Beacon jitter in real IEEE 802.11 networks. We con-
ducted the first set of experiments in a dedicated test bed, where we
could control all the input parameters of the experiments. We refer to
these experiments as controlled condition experiments in the reminder of
this chapter. Using these experiments, we verify that the distribution
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of the Beacon jitter varies consistently with the channel load. We car-
ried out the second set of experiments using a different test bed that
shared a channel with a production IEEE 802.11 network. We refer
to this second set of experiments as uncontrolled condition experiments.
Tables 7 and 8 summarizes the configuration of the experiments.

4.3.1.1 Controlled Condition Experiments

The controlled condition experiments consist of six APs and six MSs.
MSs are Linux (Ubuntu 14.04) computers equipped with network in-
terface cards (NICs) BCM4360. APs are Asus RT-AC87U. Two servers
are connected via an Ethernet cable to the six APs, three APs per
server. All MSs and servers are further connected to an Ethernet con-
trol network that is used to coordinate the experiments. Devices are
located in two rooms, with three APs, and three MSs in each room
(one MS next to its corresponding AP). The receive signal strength
indicator (RSSI) detected by each MS was above −70 dBm, ensuring
that all MSs are within range of each other. All devices operate using
IEEE 802.11ac on channel 40 of the 5 GHz band. During the execution
of the experiments there were no other devices using this channel.

Table 7 summarizes the configurations for the experiments. APs
transmit UDP traffic at a constant rate to the MSs. We vary the num-
ber of transmitter APs (between two and five) and the offered load
per transmitter (between 0 Mbit/s and 4000 Mbit/s). In each experi-
ment the offered load is the same for all the active transmitters. Each
experiment lasts 60 s and is repeated ten times. In all configurations
there is only one MS per AP. One of the six APs is idle to avoid biases
due to the hardware load; Beacons used in our analysis come from
this AP. One of the six MSs operates in monitoring mode; this MS
captures the frames used our study.

4.3.1.2 Uncontrolled Condition Experiments

The uncontrolled condition experiments consist of five APs and five
MSs in a single room. APs are Alix-2d2, MSs are Linux (Debian 8.7)
computers equipped with IEEE 802.11g NICs. One server connects all
ten devices via an Ethernet network. All devices operate on channel
1 of the 2.40 GHz band using IEEE 802.11g. An unknown number of
other networks and users also operate in the surroundings on the
same and adjacent channels.

We use these experiments to evaluate networks under real and
uncontrolled conditions, as networks in the vicinity serve regular
users. Table 8 summarizes the configurations, with a different num-
ber of transmitters (two or four) and a different offered load (between
30 Mbit/s and 60 Mbit/s). As with the experiments in controlled con-
ditions, the transmitters use iperf to generate UDP traffic at a constant
bit rate. Each experiment lasts 60 s and is repeated ten times. One of
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Table 7: Total offered load (e.g., the sum of over all transmitting APs) of the
experiments performed under controlled conditions.

Number of Non-Saturated Saturated

Transmitters (Mbit/s) (Mbit/s)

2 0, 0.2 0.5, 1, 1.5, 2, 4, 6, 8,
10, 20, 30, 40, 50, 60, 80, 100,
120, 160, 200

1600

3 0, 0.3, 0.75, 1.5, 2.25, 3, 6, 9,
12, 15, 30, 45, 60, 75, 90, 120,
150, 180, 240, 300

2400

4 0, 0.4, 1, 2, 3, 4, 8, 12, 16, 20,
40, 60, 80, 100, 120, 160

320, 3200

5 0, 0.5, 1.25, 2.5, 3.75, 5, 10,
15, 20, 25, 50, 75, 100, 125,
150, 200, 400, 4000

4500, 8000, 20000

Table 8: Total offered load (e.g., the sum of over all transmitting APs) of the
experiments performed under uncontrolled conditions.

Number of Transmitters Saturated (Mbit/s)

2 40, 60, 80, 100, 120

4 30, 60, 90, 120, 150, 180

the five APs is idle to avoid biases due to the hardware load; Beacons
used in our analysis come from this AP. One of the five MSs operates
in monitoring mode; this MS captures the frames used in our study.

In the uncontrolled condition experiments we only have access to
our five APs and five MSs. Therefore, we do not know the actual
channel load and thus, we only consider experiments under saturated
conditions. We have empirically verified this condition by increasing
the total offered load until the aggregate throughput of the nodes
under our control did not increase any further.

4.3.2 Experimental Results

Figures 33 to 36 show the aggregate throughput and the Beacon jitter,
ρ, for the controlled condition experiments, for two, three, four, and
five transmitting APs, respectively. The Beacon jitter corresponds to
the Beacons transmitted by the idle AP and measured by the moni-
toring MS.

Figures 33a, 34a, 35a, and 36a show the aggregate throughput vs.
the total offered load (i.e., the sum over all transmitting APs). To
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(b) Barplot of Beacon jitter vs. total offered load.
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(c) Beacon jitter box plots vs. total offered load.

Figure 33: Throughput and Beacon jitter results from controlled conditions
experiments while using two transmitters.

improve the readability of the plots, the x-axis is broken in multiple
segments due to the large range spanned by the values of the total
offered load. In each case, at first, the aggregate throughput increases
linearly as the total offered load increases. It then flattens as the total
offered load approaches the saturation throughput.

In the remainder of the dissertation we consider as saturated all
the experiments with an offered load larger or equal to the one that
gives the largest aggregate throughput. For example, in the case of
five transmitters (Figure 36a) the maximum aggregate throughput
observed is 161 Mbit/s, corresponding to a total offered load of
4500 Mbit/s. This is, a configuration in which each of the five trans-
mitters have configured iperf to generate user datagram protocol
(UDP) traffic at 900 Mbit/s. Therefore, we consider as saturated all
the experiments with a total offered load larger than this value. Note
that the number of transmitters changes the saturation point. The
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(b) Barplot of Beacon jitter vs. total offered load.
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(c) Beacon jitter box plots vs. total offered load.

Figure 34: Throughput and Beacon jitter results from controlled conditions
experiments while using three transmitters.

more transmitters competing to access the channel, the bigger the col-
lision probability. In the case of two and three transmitters the maxi-
mum observed aggregate throughput corresponds to the experiments
with the largest total offered load (Figures 33a, 34a); in each of these
cases we consider as saturated only one experiment, namely the one
with the largest aggregate throughput (1600 Mbit/s and 2400 Mbit/s).
We take a pessimistic approach to mark an experiment as saturated.
That is, we consider an experiment as saturated only if it is at the
saturation point or to the right of the saturation point, in the plots
showing the total offered load vs. the aggregate throughput (Fig-
ures 33a, 34a, 35a, and 36a). A more conservative approach would be
to consider as saturated any experiment with an aggregate through-
put within a confidence interval of the saturation point.
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(b) Barplot of Beacon jitter vs. total offered load.
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(c) Beacon jitter box plots vs. total offered load.

Figure 35: Throughput and Beacon jitter results from controlled conditions
experiments while using four transmitters.

4.4 beacon jitter and channel load

Figures 33c, 34c, 35c, and 36c show box plots of the Beacon jitter for
the controlled condition experiments. The box plots indicate that the
median Beacon jitter remains close to zero regardless of the number
of transmitters and the offered load. This is explained by the fact that
the jitter can be positive as well as negative. However, as the total
offered load increases, the variability of the Beacon jitter increases, as
more and more Beacons arrive late compared to the nominal Beacon
interval.

Beacon jitter variability increases until the channel reaches the sat-
uration throughput, at which point the Beacon jitter distribution re-
mains constant. For example, Figure 36c, corresponding to experi-
ments with five transmitters, shows that in the non-saturated exper-
iments the interquartile range (IQR) of the Beacon jitter increases
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(b) Barplot of Beacon jitter vs. total offered load.
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Figure 36: Throughput and Beacon jitter results from controlled condition
experiments while using five transmitters.

monotonically, from zero milliseconds when the total offered load
is zero to 2.20 ms when the total offered load is 200 Mbit/s. In the
saturated experiments the IQR of the Beacon jitter remains around
2.40 ms, regardless of the increases in the total offered load.

In the case of saturated experiments, regardless of the number of
transmitters, the Beacon jitter distribution is similar. Particularly, the
IQR is roughly 2.40 ms in each case. This is evident when comparing
the last box plots of Figures 33c and 34c, the last two box plots of
Figure 35c and the last three box plots of Figure 36c.

Figures 33b, 34b, 35b, and 36b show a different representation of
the jitter distribution: each segment is the fraction of Beacon jitter
smaller than 7 µs, 12 µs, 140 µs, 1500 µs and 1300 µs. Regardless of the
number of transmitters, the fraction of Beacons whose jitter is less
than 7 µs decreases as the total offered load increases (from around
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80 % for an idle channel to a negligible value for saturated channels).
Conversely, the fraction between 1500 µs and 1300 µs increases as the
load increases, from a negligible value for an idle channel to roughly
60 % for a saturated one.

Figure 37 shows the empirical distribution of the absolute actual
Beacon intervals ∆, given by (3). The top pane shows the CDF in log-
linear scale to highlight the differences in the values between 1 µs
and 1 ms. The bottom pane shows the complimentary CDF, in log-log
scale, to better show the tail of the distribution, i.e., values larger than
1 ms. Solid lines correspond to experiments in a saturated channel,
dashed lines represent the remaining experiments. We note that non-
saturated experiments are spread on the mid-to-left side of the figure,
while saturated experiments are concentrated on the right. Figure 37
shows that, as the offered load in the experiments gets closer to the
saturation condition, the Beacon jitter distribution moves to the right,
and confirms that, after the channel is saturated, the distribution of
the Beacon jitter does not change significantly even as the total offered
load increases. This can be explained by the fact that, when the chan-
nel is saturated, further increasing the offered load only increases the
number of frames in the transmitter queue, without a direct impact
on the traffic seen on the channel. Based on these observations, we
can distinguish two cases:

1. The channel is saturated or close to saturation: Beacon jitter dis-
tributions are similar to each other.

2. The channel is not saturated: Beacon jitter distributions vary,
but they are different from the distributions typical of saturated
channels, that is.

Figure 38 shows the actual Beacon intervals for the saturated ex-
periments with controlled conditions together with the saturated ex-
periments with uncontrolled conditions. Note that the solid curves
corresponding to the controlled condition experiments are the same
in Figures 37 and 38. As previously mentioned, the uncontrolled con-
dition experiments share the channel with a production IEEE 802.11
network, limiting our ability to identify the actual aggregate through-
put. Thus, in uncontrolled condition experiments we only consider
saturated experiments. Compared to the unsaturated experiments
represented in Figure 37, Figure 38 shows that Beacon jitter distri-
butions for saturated uncontrolled condition experiments are similar
to each other and are concentrated on the right side of the figure.
Additionally, Figure 38 shows that saturated controlled conditions ex-
periments and saturated uncontrolled conditions experiments have
similar Beacon jitter distributions.
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Figure 37: Empirical distribution of the actual Beacon interval in the con-
trolled condition experiments.

4.4.1 The Kolgomorov-Smirnov Test to Compare Beacon Jitter Distribu-

tions

We use the Kolmogorov-Smirnov (KS) test [50] to compare Beacon
jitter distributions. The KS test is based on the maximum distance
between two distributions, so that similar distributions have smaller
KS values.

Figure 39 is a graphical representation of a matrix containing the
KS value corresponding to all pairs of experiments. Experiments are
ordered, in the same way for rows and columns, by increasing nor-
malized aggregate throughput, i.e., the aggregate throughput of an
experiment divided by the maximum aggregate throughput for the
corresponding number of transmitters1. Experiments with low nor-
malized throughput are in the upper-left corner, while experiments
with high normalized throughput are in the lower-right corner. The
diagonal corresponds to the experiments compared to themselves,
therefore the KS value is zero. Areas close to the diagonal show low
KS values (e.g., below 0.20), indicating that experiments with a similar
normalized throughput have similar Beacon jitter distribution. Note
that experiments in the lower-right corner also have KS values be-
low 0.20, which are the saturated experiments performed in both con-

1 For instance, an experiment with four transmitters and an aggregate throughput
of 100 Mbit/s has a normalized (aggregate) throughput of 100/156 Mbit/s. Where
156 Mbit/s corresponds to the throughput at the saturation point for the configura-
tion with four transmitters.
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Figure 38: Empirical distribution of the actual Beacon interval correspond-
ing to the saturated experiments performed in controlled and un-
controlled conditions.

trolled and uncontrolled conditions. This confirms that the Beacon
jitter distribution is similar in all of our saturated experiments.

4.5 identifying wi-fi channel load

Section 4.4 shows that the distribution of the Beacon jitter is simi-
lar whenever the channel is saturated. Based on this empirical ob-
servation, we propose the following passive method for identifying
whether a channel is saturated: we first compute the Beacon jitter
distribution (ρ) from a given AP, then we compare this distribution
with a reference one (r) corresponding to a saturated channel. If the
KS value resulting from the comparison of ρ and r is below a given
threshold α, we conclude that the channel is saturated as the two dis-
tributions are sufficiently close to each other. Algorithm 4 details the
steps of the proposed method.

4.5.1 Empirical Validation

In this section we assess the performance of the method to classify a
channel as saturated, as proposed in Section 4.5. First, we compute
the KS threshold value α, then, with the selected α value, we assess the
sensitivity of our method with respect to the reference distribution.

To pick α we evaluate the performance of the method for values of
α in the range [0, 1]. For the evaluation we use 10-fold cross-validation.
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Figure 39: Graphical representation of the matrix containing the KS values
for all pairs of experiments.

Algorithm 4 Channel classification

1: α ← threshold
2: r ← Beacon jitter distribution for the reference experiment
3: ρ ← Beacon jitter distribution for the target experiment
4: d ← KS(ρ, r)
5: if d < α then

6: Saturated
7: else

8: Non-saturated
9: end if

The data came from the controlled and the uncontrolled conditions
experiments. To compare the performance of the different values of
α we use the median Matthews correlation coefficient (MCC), which
varies in the range [−1, 1], where −1 means complete disagreement, 1
means perfect classification, and 0 is no better than random. Table 9
show the values of α that result in the best performance for 18 refer-
ence distribution that we evaluated.

Figure 40 shows the performance of the method with respect to
α. The figure shows the MCC, precision, and recall scores when tak-
ing as reference (r) the distribution named one in Table 9. The best
performance corresponds to α = 0.22, with an average MCC = 0.73.
The method correctly classified all saturated experiments (recall = 1).
Among the experiments classified as saturated, 66 % are saturated ex-
periments (precision = 0.66) and 34 % are non-saturated experiments.
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Table 9: Values of α providing the best performance (highest MCC) with
different reference distributions.

1 2 3 4 5 6 7 8

α 0.22 0.21 0.21 0.23 0.23 0.22 0.22 0.18

MCC 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.70

Precision 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.64

Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

9 10 11 12 13 14 15 16

α 0.19 0.17 0.19 0.17 0.21 0.17 0.19 0.23

MCC 0.71 0.73 0.74 0.74 0.71 0.73 0.72 0.58

Precision 0.64 0.67 0.68 0.68 0.64 0.67 0.66 0.53

Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

17 18 Mean Std Median

α 0.20 0.20 0.21 0.03 0.21

MCC 0.64 0.66 0.71 0.04 0.73

Precision 0.60 0.62 0.65 0.04 0.66

Recall 1.00 1.00 1.00 0.00 1.00

Table 10: Performance of the proposed method for α = 0.21.

Mean Std Median Min Max

MCC 0.67 0.07 0.70 0.45 0.73

Precision 0.62 0.04 0.64 0.52 0.66

Recall 0.97 0.06 1.00 0.75 1.00

Note that, out of the false positives (i.e., experiments incorrectly classi-
fied as saturated), 38 % are within 90 % of the saturation throughput.

Table 10 allows to observe the robustness of the method with re-
spect to the reference distribution. The table summarizes the perfor-
mance of the proposed method when evaluating the 18 reference dis-
tributions with α = 0.21. 0.21 is the median of the different α values
shown in table 9. We note that the median for the MCC, the precision
and the recall are 0.70, 0.64 and 1, respectively. Moreover, the stan-
dard deviation for MCC, precision and recall are 0.07, 0.04 and 0.06,
respectively. This shows that the method is robust with respect to the
selection of reference distribution.



70 evaluating the quality of wi-fi networks

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

α

0.0

0.2

0.4

0.6

0.8

1.0

P
er
fo
rm

an
ce

av
er
ag
e
+
/
-
st
d
er
ro
r

Precision

Recall

Matthews

Figure 40: Performance of the channel classification method for different val-
ues of the threshold α.

4.5.2 Packet Sampling

When sampling, the monitoring station only considers a fraction of
the packets captured during the observation window. Sampling is
useful in the following cases: (1) to reduce the energy consumed
by switching off the radio of the monitoring MS; (2) to reduce the
amount of data that to store and process; (3) to allow the monitoring
station to monitor multiple channels using a single NIC.

The observation window could be count-driven (e.g., k packets out
of all packets) or timer-driven (e.g., packets captured during 10 s) [78].
The count-driven observation window is independent of the nominal
Beacon interval and does not need to take into account the quality
of the channel (i.e., collisions and noise). However, a downside of
the count-driven observation window is that the actual sniffing time
is variable. The following elements affect the duration of the obser-
vation window: (1) Beacons missed due to collisions and noise, (2)
different Beacon intervals for different networks. Nevertheless, the
timer-driven observation window guarantees a duration, regardless
of the networks configuration and the channel conditions. A disad-
vantage is that the number of Beacons collected is variable, which
affects the performance of the method.

The proposed classification method relies on the time interval be-
tween two consecutive Beacons, thus we consider Beacon intervals
as samples, not individual Beacons. For example, three consecutive
Beacons result in two samples, however, three non-consecutive Bea-
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Figure 41: Performance of the classification algorithm for various observa-
tion windows. Sampling is count-driven, i.e., number of Beacon
interval.

cons are discarded because they do not result in any Beacon inter-
val. Hence, the count-driven approach for counting Beacon intervals
results more natural. In the Section 4.5.3 we discuss the sampling
window using a count-driven approach.

4.5.3 Observation Window

This section describes the trade-off between the number of samples
and the performance of the classification method. Figure 41 shows the
performance of the classification method as a function of the sample
window. The x-axis shows the observation window, y-axis shows the
MCC. Starting with an observation window of 10 Beacon intervals,
the method maintains an MCC close to 0.60, and remains between
0.60 and 0.70 as the observation window increases. However, the per-
formance has bigger variability for small observation windows. For
example, for an observation window of 100 Beacon intervals, the me-
dian is 0.65 but there was one algorithm execution that register a
MCC 0.17. The performance stabilizes between for an observation
window larger than 800 samples, where the MCC remains between
0.60 and 0.70, with the IQR is about 0.05.

Figure 41 shows an increase in the classification performance with
the increase in the sample size up to 100 samples, from that point the
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performance does not increase significantly. To have those 100 Beacon
intervals, an MS have to collect 101 Beacons in the ideal scenario, i.e.,
without missing any Beacon. An MS, monitoring an AP transmitting
Beacons every 102.40 ms, needs 10.34 s to capture the 101 Beacons2.

4.6 concluding remarks

In this chapter we studied the distribution of IEEE 802.11 Beacon jit-
ters as a proxy to identify saturated channels. Using an extensive
set of experiments we verified that the distribution of the Beacon
jitter varies consistently with the aggregate throughput. Specifically,
we found that the Beacon jitter distribution varies until the channel
reaches the saturation throughput, at which point the distribution
remains constant. Empirical results show that Beacon jitter distribu-
tions for saturated channels are similar to each other and that they are
different from those of non-saturated channels. On the contrary, non-
saturated channels present variable Beacon jitter distributions that are
different from the distribution typical of saturated channels.

Based on the insight gained from our experiments, we proposed a
method for non-intrusive classification of Wi-Fi channels. The method
takes as input the Beacons transmitted by APs and captured by a
monitoring MS. It correctly identifies 100 % of the saturated experi-
ments, out of which 34 % are false positives. The experiments also
demonstrated that regular Wi-Fi devices can passively collect the in-
put needed, making our method a candidate strategy to be used for
network and channel selection.

Our current proposal is limited to a binary classification. An exten-
sion would be by using clustering techniques, to detect patterns in
the distributions that could lead to a more fine-grained classification.

2 We have observed that most vendors use 100 time unit (TU) as the default configu-
ration, where 1 TU is 1024 µs
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5.1 concluding remarks

Nowadays, many users carry around network devices, some of which
are always on (e.g., smartphones, smartwatches, and other wearables).
These users and devices, eager to have access to the Internet, are
pushing for performant networks everywhere. To satisfy this demand,
users, institutions and service providers are installing Wi-Fi networks
in more and more places, and particularly in urban areas.

The current Wi-Fi networks in urban areas are characterized by
chaotic and dense deployments, with multiple access points (APs)
available in a given spot. Having information about these networks
is important, both for users and for Internet service providers. In-
ternet service providers may use the information to better configure
their networks to fulfill the user needs, dynamically adapting current
configurations and deploying new networks. Users could exploit the
network information to optimize Wi-Fi procedures. For example, to
cut the network discovery time, to lower the energy consumption, or
to help in the selection of the Internet access among the available net-
works, where the available networks could be different technologies
(e.g., Wi-Fi and cellular network) or different Wi-Fi APs.

In order to address the discovery of Wi-Fi networks in urban ar-
eas, Chapter 2 provides an empirical study of the discovery process,
particularly focusing on the impact of the scanning parameters (chan-
nels to probe and probing time). We have gathered more than 66 000
Beacons and more than 18 000 Probe Responses. The data show that
Probe Responses contribute to the active scanning during the first
100 ms, from that point on only the Beacons contribute to the net-
work discovery, this suggests that active scanning should use probing
timers below 100 ms. The experiments have also shown that an mobile
station (MS) can discover APs on the adjacent channels, this insight
may be of assistance to further optimize the scanning algorithm pro-
posed in Section 3.5. The study has shown that a single scan does not
discover all available networks, not even with long probing timers. In-
stead, these data show that it is necessary to execute multiple scans to
obtain a complete list of the available networks. In addition, different
scans likely report different results. Hence, we argue that a collabora-
tive service could opportunistically assist mobile users in the network
discovery. This collaborative service enables MSs and APs to aggre-
gate and share results from multiple scans, from the same or different
MSs.
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We have proposed such a collaborative service (Wireless Measure-
ments Sharing Platform (WMSP)), a cloud-based system to collect
network measurements taken by existing MS and APs, and to process
these data to generate a better understanding of the existing network
environment. Wireless Measurements Sharing Platform (WMSP) re-
lies on simple network measurements passively collected by APs and
MSs, namely scan results and MS location. We have shown that ex-
isting commercial off-the-shelf (COTS) MS can gather network mea-
surements passively and that it is possible to effectively combine the
measurements from different users to have an accurate and up-to-
date view of the network environment. For merging multiple traces
we have proposed an algorithm that, in spite of its limitation and
simplicity, shows the benefits of aggregating traces containing partial
views of the Wi-Fi network topology. We have presented two appli-
cations of WMSP, the minimal set of APs and the reduction of the
scanning timers. These applications propose two alternatives to im-
prove the performance of Wi-Fi processes from the network side and
from the user side. Whilst the approach used in the minimal AP set
use case did not take into account the quality of service (QoS) , it
did substantiate the possibility of save energy by turning off some
APs while maintaining the Wi-Fi coverage. The results show that it is
possible to turn off about 90 % of the available APs while maintain-
ing the same coverage. Concerning the reduced scanning timers, we
have used traces collected in the city of Rennes to compute scanning
parameters that satisfy specific latency constraints, while maximizing
the number of APs discovered. The empirical validation demonstrates
that MSs can discover 60 % of the available APs in about 50 ms.

In Chapter 4 we studied the distribution of IEEE 802.11 Beacon jit-
ters as a proxy to identify saturated channels. Using an extensive set
of experiments we have verified that the distribution of the Beacon
jitter varies consistently with the aggregate throughput. Specifically,
we have found that the Beacon jitter distribution varies until the chan-
nel reaches the saturation throughput, at which point the distribution
remains constant. Empirical results show that the Beacon jitter distri-
bution is similar and typical of saturated channels. On the contrary,
non-saturated channels present a variable Beacon jitter distribution
that is different from the distribution typical of saturated channels.

Based on the insight gained from our experiments, we proposed a
method for non-intrusive classification of Wi-Fi channels. The method
takes as input the Beacons transmitted by APs and captured by a
monitoring station (STA). It correctly identifies 100 % of the saturated
experiments, out of which 34 % are false positives. The experiments
also demonstrated that regular Wi-Fi devices can passively collect the
input needed, making our method a candidate strategy for network
and channel selection. The main limitation of this method is that it
only allows a binary classification.



5.2 future work 75

5.2 future work

In order to extend the contributions of this dissertation, the following
issues may be considered for the future work. Regarding the Wi-Fi
discovery on urban areas, a further study could assess the character-
istics of the discovery in suburban and rural areas. Achtzehn et al.
[1] show that the “household density is the best single predictor for
the Wi-Fi AP density”, therefore the Wi-Fi discovery process on these
areas will face an AP density that is, most likely, different from the
AP density found in urban areas. Also, characteristics of the envi-
ronment (e.g., construction materials, building size and, distribution)
also affects the radio waves differently. It should be possible to build
a model of the discovery process that takes into account all these
elements. This model would be valuable for designing scanning algo-
rithms and handovers.

Further work may also look at the effects of the discovery process
on the existing traffic on adjacent channels. Scanning procedures can
greatly impact the energy consumption and the throughput due to
the overhead introduced in the channel [84], that is, Probe Requests
triggers, in the best scenario, one Probe Response from each AP. Since
APs can overhear Probe Requests on adjacent channels, the scanning
procedure likely impacts MSs and APs operating on the adjacent
channels. Xueheng Hu et al. [84] study the effects on Wi-Fi perfor-
mance in general, and the precise effects of the scanning on adjacent
channels remain unclear.

Withing urban areas, Wi-Fi networks in the context of public trans-
portation deserves a dedicated study. In this context we observe sce-
narios challenging the APs and the MSs, e.g., Wi-Fi networks around
a bus stop and Wi-Fi networks inside buses. Networks around a bus
stop have to deal with a number of MSs devices arriving simulta-
neously. While the bus is at the stop, each arriving MSs will likely
trigger the scanning procedure. Then, nearby APs will transmit indi-
vidual Probe Responses. As a result, the collision probability in the
channel will probably increase. Regarding the Wi-Fi networks inside
buses, these networks have to deal with a frequent change in the chan-
nel conditions. For example, at one bus stop channel 1 may have the
lower load, and therefore the best option. Few seconds later, at the fol-
lowing bus stop, channel 1 may be fully saturated, thus a bad choice.
An evaluation of these scenarios may reveal issues and potential im-
provements, for example, by taking advantage of the particularities of
the public transportation, e.g., regular schedules and regular routes.

The usefulness of WMSP greatly depends on the aggregation of
measurements collected by the contributors. A natural progression
would be to evaluate merging strategies that take into account infor-
mation like the age and the quality of the traces, so that WMSP pro-
vides more accurate information and can effectively react to changes
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in the networks. In the same direction, further research should study
the trade-off between the frequency of the measurements, how of-
ten the results of the different applications are recomputed, and the
relevance of the results. Note that this trade-off likely depends on
the type of application. We have only evaluated WMSP on outdoor
scenarios, further experiments should address indoor scenarios. For
this, it is essential for WMSP to perform indoor localization. Since we
rely on global positioning system (GPS) to locate the traces, WMSP is
currently limited to outdoor scenarios.

In WMSP we have taken a naive approach, we assume that all par-
ticipants and measurements are reliable. That is, we take for granted
that there are not attackers. Future works should include authentica-
tion and authorization mechanisms. Also, further work is necessary
to evaluate the effects of malicious measurements. A simple attack
consists in one user transmitting malicious measurements, indicating
the presence of an APs in a given area. This attack could result in a
minimal AP set that shuts down all networks in that area.

Regarding the method discussed in Chapter 4 to identify saturated
channels, the current proposal is limited to a binary classification. An
extension would be by using clustering techniques, to detect patterns
in the distributions that could lead to a more fine-grained classifica-
tion. Additionally, Beacons may give information about the channel
busyness, that is, the time that the channel is busy. Future work may
model the Beacon transmission using queuing theory, and approxi-
mate the channel busyness as the channel waiting time, that is, the
time that Beacons wait for transmission. Future work may also ex-
plore practical applications of the method to identify saturated chan-
nels, for example, an algorithm for automatic channel selection could
give preference to non-saturated channels. Similarly, MSs may avoid
networks operating on a saturated channel.

More broadly, research is also needed to determine and exploit the
data available in the channel. That is, since Wi-Fi uses a broadcast
medium, stations can decode the frame headers transmitted by the
nearby stations (e.g., physical layer convergence procedure (PLCP)
and medium access control layer (MAC) header). By analyzing the
headers, a monitoring station has access to considerable information.
For example, a monitoring station could potentially infer on the qual-
ity of a network by analyzing the modulation and coding scheme
(MCS) used to encode the frames transmitted by the AP.
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introduction

Aujourd’hui, les appareils compatibles IEEE 802.11 Wi-Fi1 comme les
ordinateurs portables, smartphones ou tablettes sont omniprésents
et largement utilisés par un grand nombre d’utilisateurs accédant à
toutes sortes d’applications et de services. Ericsson Mobility Report No-

vember 2017 – Ericsson [25] indique qu’il y avait 4,40 milliards d’abon-
nements de téléphonie mobile dans le monde en 2017 et qu’il y en
aura 7,20 milliards d’ici 2023. Il est raisonnable de supposer que ces
téléphones – ou smartphones sont aussi des clients Wi-Fi potentiels,
désireux d’accéder aux réseaux Wi-Fi. Pour répondre à la demande
croissante de connectivité sans fil, différents acteurs ont installé des
point d’accesss (APs) IEEE 802.11 : Les clients des fournisseurs de ser-
vices Internet à leur domicile pour leur propre usage ; les entreprises
dans leurs bureaux pour leurs propres employés et leurs clients (par
exemple aéroports, magasins, centres commerciaux) ; les institutions
publiques desservant de grandes régions (par exemple, des adminis-
trations fournissant une couverture réseau dans une ville).

Les réseaux IEEE 802.11 présentent différents avantages, comme
par exemple, un faible coût, un bon débit ou l’usage des bandes de fré-
quence radio sans licence. Tous ces éléments permettent de déployer
facilement plusieurs APs de manière décentralisée, sans planification
ni coordination. De plus, les utilisateurs et les institutions utilisent les
réseaux Wi-Fi pour construire ce qu’on nomme les réseaux communau-

taires [8] (par exemple, Freifunk2, Peoples’ Open3, guiFi.net [4], Fon4),
en permettant aux utilisateurs d’accéder à l’Internet via des réseaux
Wi-Fi partagés. Tout cela se traduit par des déploiements denses et
non organisés.

Un problème clé de ces déploiements denses et chaotiques est le
manque d’informations sur les réseaux. Par exemple, les opérateurs
peuvent connaître l’adresse postale des utilisateurs et leurs PA, mais
ne disposent d’aucune information sur la couverture des PA et l’ex-
périence de l’utilisateur. Il est important que les opérateurs disposent
d’informations détaillées, par exemple pour la sélection des canaux et
pour positionner les nouveaux points d’accès afin d’éliminer les zones
blanches. Les utilisateurs n’ont pas suffisamment d’informations sur
les réseaux Wi-Fi voisins non plus. Traditionnellement, la seule infor-

1 À travers ce document, nous utilisons le Wi-Fi et l’IEEE 802.11 de manière interchan-
geable.

2 https://freifunk.net

3 https://peoplesopen.net

4 https://network.fon.com/

https://freifunk.net
https://peoplesopen.net
https://network.fon.com/
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mation disponible pour les utilisateurs est l’intensité du signal des ré-
seaux voisins. Des informations supplémentaires peuvent permettre
aux utilisateurs Wi-Fi d’optimiser les procédures de connexion, telles
que la découverte et la sélection du réseau. L’obtention d’informa-
tions sur le réseau n’est pas triviale, étant donné la nature des réseaux
Wi-Fi (décentralisés, fonctionnant dans des bandes de fréquences non
exclusives et encombrées, liaisons radio dans des conditions chan-
geantes, interférences radio).

Les chercheurs ont souligné le besoin de mesures du point de vue
de l’utilisateur [67, 69, 70]. Le crowd source sensing [29] est une ap-
proche pour collecter des informations sur les réseaux en se servant
des téléphones des utilisateurs comme sondes. Les solutions proprié-
taires comme OpenSignal5 utilisent cette approche crowd source pour
mesurer la performance des réseaux mobiles. Bien qu’il existe diffé-
rentes mesures pour décrire la performance du réseau (par exemple,
l’indicateur de puissance du signal reçu (RSSI), le Signal-to-Noise Ra-
tio (SNR), la saturation du réseau, la probabilité de collision, le débit
de la couche d’application), le RSSI est généralement utilisé, proba-
blement parce qu’il est facilement disponible pour les clients. Le RSSI
est une mesure de l’énergie observée au niveau de la couche phy-
sique [36] lors de la réception d’une trame Wi-Fi. Le SNR complète
le RSSI avec le niveau de bruit. Ces deux mesures ne reflètent que
la puissance du signal, alors que d’autres caractéristiques affectent
également la performance de la connexion (par exemple, la charge
du canal ou le nombre d’utilisateurs). Certaines études rapportent
que le SNR et particulièrement le RSSI peuvent être inexacts [32, 42]
ou trop optimistes pour des processus clés comme l’adaptation de la
modulation [87]. A titre d’exemple pratique, Google a récemment
ajouté a Android 8.1 la possibilité de visualiser la vitesse des réseaux
publics [19], en plus des barres d’intensité de signal bien connues.

L’objectif principal de cette thèse est de proposer des solutions per-
mettant aux utilisateurs et aux opérateurs de réseaux de collecter,
d’analyser et d’exploiter efficacement les informations sur les réseaux
Wi-Fi existants. Notre approche consiste à extraire des informations
du nombre croissant d’utilisateurs mobiles qui, avec leur station mo-
bile (MS), collectent périodiquement des informations réseau. Ces in-
formations pourront alors être utilisées pour différentes applications
indépendantes de la capture de données. Les utilisateurs et les opéra-
teurs peuvent collecter des informations en utilisant des techniques
non intrusives, puis les combiner et les partager par le biais d’une ap-
proche participative. Cela permet aux utilisateurs et aux opérateurs
d’avoir une meilleure description des réseaux grâce aux informations
contextuelles provenant de différents MS et qui reflètent bien l’expé-
rience utilisateur.

5 https://opensignal.com

https://opensignal.com
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Différemment des autres approches, nous nous servons des procé-
dures standard pour obtenir des informations réseau de manière non
intrusive. En utilisant les procédures standard et les caractéristiques
du protocole IEEE 802.11, il n’est pas nécessaire de modifier les équi-
pements, ce qui permet aux MS et AP existants de participer. En en-
registrant et en agrégeant les résultats du processus de découverte,
nous sommes en mesure de localiser les couvertures des réseaux Wi-
Fi et d’obtenir des informations sur le contexte dans lequel ils fonc-
tionnent. En surveillant les variations du temps de transmission de la
Beacon, nous pouvons identifier si le canal autour des AP est occupé
ou non.

Disposer d’informations contextuelles est essentiel pour une mei-
lleure utilisation des réseaux Wi-Fi [24] et pour permettre de nou-
veaux services, tant pour les fournisseurs de services que pour les uti-
lisateurs. Les utilisations potentielles pour les opérateurs sont : (1) sur-
veiller et assurer la qualité de service ; (2) ajuster dynamiquement le
déploiement sur des paramètres spécifiques, comme le débit, la cou-
verture ou l’efficacité énergétique pour s’adapter aux changements ;
(3) aider à la décision d’utiliser ou non le transfert de données [24, 33,
44] des réseaux cellulaires vers le Wi-Fi ; (4) planifier l’installation de
nouveaux points d’accès en examinant les points d’accès actuels [88].
Les informations Wi-Fi contextuelles sont également précieuses pour
les utilisateurs, qui peuvent, par exemple, optimiser les procédures
réseau, comme la découverte ou la sélection des AP.

Contributions

Dans cette thèse, nous étudions les réseaux Wi-Fi afin de proposer
des métriques pour caractériser les réseaux Wi-Fi. En particulier, nous
nous concentrons sur les solutions permettant aux utilisateurs finaux
(par exemple, les smartphones, les ordinateurs portables) de caracté-
riser les réseaux, sans modifications matérielles. De plus, nous visons
des techniques passives afin de ne pas ajouter de trafic supplémen-
taire aux réseaux Wi-Fi déjà surchargés.

Puisque nous avons observé un nombre croissant de réseaux Wi-
Fi dans les zones urbaines, nous étudions d’abord le processus de
découverte IEEE 802.11 dans ces zones urbaines, afin de décrire ses
caractéristiques et de réduire sa durée. Dans le cadre du processus
de découverte, nous étudions la transmission des trames Beacon, à
la recherche d’une technique de mesure passive de la qualité des ré-
seaux. Ensuite, comme les appareils utilisateurs ne peuvent découvrir
que partiellement les réseaux disponibles dans les environnements
denses des zones urbaines, nous présentons une plateforme de par-
tage pour améliorer les processus Wi-Fi, comme l’économie d’énergie
et la découverte de voisinage.

Les principales contributions de cette thèse sont les suivantes :
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étude empirique du processus de découverte en milieu

urbain Afin de proposer des métriques et des techniques pour ca-
ractériser les réseaux Wi-Fi, nous étudions d’abord le processus de dé-
couverte du réseau IEEE 802.11 dans les zones urbaines. Nous notons
que : (1) il y a des déploiements Wi-Fi denses dans les zones urbaines ;
(2) un MS ne peut pas découvrir tous les réseaux disponibles dans de
tels déploiements Wi-Fi denses avec une seule phase de découverte ;
(3) des temporisations de sonde plus longues n’entraînent pas néces-
sairement la découverte de plus de réseaux ; (4) lors du sondage d’un
canal donné, il est possible de découvrir des AP fonctionnant sur des
canaux adjacents. Sur la base de ces observations, nous soutenons
qu’un service d’information participatif pourrait aider les utilisateurs
pendant la découverte du réseau en (1) stockant et agrégeant les rap-
ports de découverte ; (2) fournissant des paramètres de configuration
adaptés à des domaines particuliers et aux besoins des utilisateurs.

conception et évaluation d’une architecture pour un

service d’information participatif Nous proposons Wire-

less Measurements Sharing Platform (WMSP), un service d’information
participatif qui, en utilisant une approche de crowd sourcing, collecte
les données réseau des APs et des MS, les pré-traite et les stocke.
Différentes applications peuvent être développées pour utiliser les
données stockées. Nous mettons en œuvre la plateforme de partage
de mesures sans fil (WMSP) en utilisant les technologies Big Data, et
montrons sa faisabilité et son utilité en collectant des mesures de ré-
seau dans deux zones urbaines différentes, et en utilisant les données
dans deux applications : ensemble minimum de APs et réduction des
temps de sondage.

métriques et techniques non intrusives caractérisant

les réseaux wi-fi Nous proposons d’utiliser la gigue de la Bea-
con Wi-Fi comme mesure permettant d’identifier si un APs fonc-
tionne ou non sur un canal saturé. Nous proposons également une
technique non intrusive pour obtenir la gigue de la Beacon. Les so-
lutions existantes, comme l’intensité du signal, manquent d’informa-
tions sur l’utilisation des canaux. D’autres solutions impliquent des
mesures actives, augmentant la charge sur le canal déjà saturé ou
nécessitant un matériel dédié. Les utilisateurs et opérateurs peuvent
exploiter ces techniques et partager les résultats grâce au service d’in-
formation participatif (WMSP), afin d’avoir accès à une meilleure ca-
ractérisation des réseaux.

La suite détaille chacune de ces contributions.
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découverte de points d’accès dans les réseaux ieee 802.11

Le faible coût des réseaux IEEE 802.11 et son déploiement possible
dans des domaines fréquentiels libre de licence ont fortement contri-
bué à sa popularité et donc à des réseaux denses, non organisés. Cela
crée des déploiements spontanés avec des densités et des distribu-
tions différentes[1], et avec des modèles de découverte imprévisibles,
avec des dispositifs ayant des performances différentes en termes de
matériel et de logiciels [74].

La découverte de ces réseaux est une condition préalable à d’autres
processus comme l’obtention de la connectivité IP Lorsque le MS ini-
tie une nouvelle connexion au réseau, ou lorsqu’il doit changer de
AP au cours du temps (processus dit de “handover”), le MS doit
commencer par découvrir les AP qui l’entourent, puis il doit déci-
der auquel il doit essayer de s’associer. Le processus de découverte
peut également être utilisé pour d’autres applications, comme la géo-
localisation sans GPS [10, 18]. Dans ce cas, une technique consiste à
découvrir les AP voisins et à se positionner en comparant les résultats
de découverte avec un des AP Wi-Fi existants [18].

La découverte des réseaux consiste en ce qu’on appelle en Anglais
un scanning process, qui est long [13, 55], coûteux en termes de trafic
généré [84], énergétiquement intensif [10], et généralement incomplet,
c’est-à-dire qu’il ne rapporte qu’un sous-ensemble des réseaux dispo-
nibles.

Actuellement, le processus de découverte traite tous les déploie-
ments Wi-Fi de la même manière, ce qui entraîne des délais de dé-
couverte inadaptés (trop courts ou trop longs) et des résultats in-
complets. Prenons l’exemple d’Alice et Bob. Alice se déplace avec un
smartphone dans une zone industrielle, avec une densité Wi-Fi relati-
vement faible et des AP de classe entreprise. Alors que Bob est assis
dans un quartier résidentiel dense, où des centaines de familles ont
installé des réseaux Wi-Fi domestiques. Dans les deux cas, la durée
de découverte serait la même. Cependant, le smartphone d’Alice peut
être capable de découvrir rapidement tous les réseaux disponibles,
tandis que le smartphone de Bob ne découvrira que partiellement les
réseaux disponibles.

Par ailleurs, des informations inexactes sur les réseaux disponibles
peuvent conduire le MS à s’associer à un réseau sous-optimal, par
exemple. De plus, le trafic généré pendant le processus de découverte
consomme une partie non négligeable de la capacité du canal [84],
devenant ainsi un problème potentiel.

De nombreux travaux ont été réalisés pour étudier le processus de
découverte IEEE 802.11, principalement dans le contexte de la mo-
bilité du terminal entre AP. Les MS peuvent ajuster leur processus
de découverte en modifiant la durée de sondage des canaux et le
nombre de canaux à sonder. Les MS peuvent modifier ces paramètres
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une fois pour toutes ou dynamiquement, en tenant compte des carac-
téristiques du réseau et des besoins des utilisateurs.

Nous utilisons des données empiriques pour étudier le processus
de découverte des réseaux Wi-Fi dans des scénarios réalistes. Nous
avons observé que pour différents MS, lorsque le nombre de AP est
élevé, une seule procédure de découverte n’est pas suffisante pour
découvrir tous les AP disponibles. Nous discutons également des dif-
férences entre la découverte active et celle passive. Bien que la pre-
mière contribue le plus au processus de découverte, elle ne peut pas
détecter tous les AP disponibles, seul le second peut le faire. Nous
observons également que la découverte active peut profiter du che-
vauchement des canaux, en recevant des trames envoyées sur des
canaux adjacents.

L’amélioration du processus de découverte vise à réduire le temps
utilisé pour la découverte du réseau, pour minimiser les interruptions
de connectivité au réseau. Ceci contribue donc à améliorer la mobilité
des utilisateurs grâce à un basculement plus rapide et plus fluide
entre AP. Les améliorations du processus peuvent également porter
sur la réduction du trafic échangé au niveau de la couche 2, ce qui
permet une meilleure utilisation des canaux.

Compte tenu de ces résultats, nous soutenons que la connaissance
préalable de quelques caractéristiques clés du réseau aide dans le
processus de découverte. La section suivante décrit une solution par-
ticipative qui permet aux utilisateurs de stocker et de partager leur
vue (partielle) de la topologie du réseau Wi-Fi. Cette solution permet
d’obtenir les caractéristiques de réseau mentionnées ci-dessus. Les
MS peuvent, par exemple, régler dynamiquement les paramètres du
processus de découverte (canaux à explorer, temps de canal minimal
(MinCT) et temps de canal maximal (MaxCT)) en fonction des carac-
téristiques attendues du réseau. De même, les MS peuvent accéder
aux informations de la solution participative pour compléter leurs
résultats de découverte.

système d’information participatif

Plusieurs études [1, 3] et projets (par exemple, OpenSignal, WiGle,
GMoN, Sensorly) signalent la présence et la croissance des réseaux
Wi-Fi dans le monde entier. Par exemple, Achtzehn et al. [1] rap-
porte l’augmentation de la densité des réseaux Wi-Fi dans les zones
urbaines de 14 fois au cours de la dernière décennie. En avril 2018,
iPass Wi-Fi Growth Map [90] rapporte plus de 286 millions de hotspots
dans le monde, et The Zettabyte Era [79] prévoit qu’il y aura près de
541,60 millions de hotspots Wi-Fi publics d’ici 2021. Ces réseaux Wi-
Fi sont généralement installés de manière indépendante, sans aucune
planification et sans être gérés non plus, ce qui entraîne des déploie-
ments Wi-Fi “chaotiques” [3]. Un élément clé pour une meilleure utili-
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sation de ces réseaux est la collecte d’informations contextuelles (par
exemple, l’emplacement, la qualité, la couverture et le débit dispo-
nible des AP) du point de vue des MS [24]. Toutefois, en raison de la
nature de ces réseaux non planifiés (décentralisés, fonctionnant dans
des bandes de fréquences non exclusives et encombrées, interférences
radio), l’obtention de ces informations n’est pas triviale.

En analysant ces réseaux, les utilisateurs et les opérateurs de réseau
pourraient en améliorer la performance et fournir des services plus
efficacement, comme promouvoir du data offloading efficacement [24,
33, 44]. De plus, le fait de disposer d’informations sur le réseau peut
potentiellement permettre de réduire la consommation d’énergie, en
activant et désactivant dynamiquement les AP pour mieux faire cor-
respondre la capacité du réseau et la demande de trafic. Les opéra-
teurs pourraient également améliorer la couverture du réseau en dé-
ployant davantage de AP pour combler les trous de couverture et/ou
augmenter la capacité du réseau dans les zones à forte demande. Par
exemple, lors d’un défilé, les opérateurs pourraient utiliser les AP des
clients pour fournir un réseau adapté à l’événement et identifier les
zones blanches dans la couverture pour placer de nouveaux AP.

Dans le même temps, un nombre croissant d’utilisateurs collectent
déjà périodiquement des informations sur le réseau pour différentes
applications. Généralement, les MS collectent des informations sur
les réseaux au cours du processus de découverte du réseau, dont le
résultat est une liste des AP détectés, y compris le RSSI et le canal sur
lequel le AP opère. De plus, les téléphones actuels incluent des récep-
teurs GPS permettant de géolocaliser les mesures. En faisant tourner
ce processus en arrière-plan, ce service ne requiert aucun effort sup-
plémentaire de la part des utilisateurs. Cependant, un seul utilisateur
n’a qu’une vue partielle du réseau. Même s’il combine tous les résul-
tats recueillis par son MS sur une longue période de temps, il n’aurait
qu’une vue partielle du réseau, strictement limitée aux endroits qu’il
a déjà visités. Par contre, si plusieurs utilisateurs partagent ces résul-
tats, ils peuvent bénéficier des observations d’autres utilisateurs.

Nous présentons la plate-forme Wireless Measurements Sharing Plat-

form (WMSP), un service d’information participatif pour recueillir,
agréger et exploiter les données recueillies par les utilisateurs mobiles.
WMSP résout les défis liés à la collecte, au prétraitement des données
et à l’agrégation de mesures Wi-Fi partielles et/ou imprécises. Pour
assurer le passage à l’échelle du système, nous avons utilisé les tech-
nologies de Big Data et de cloud computing. WMSP commence par
le prétraitement des mesures brutes fournies par les utilisateurs. Ces
données sont ensuite analysées par des “applications”, qui font partie
intégrante du système, pour résoudre des problèmes particuliers, par
exemple pour faciliter la décharge du trafic cellulaire et la planifica-
tion du réseau.



86 Glossary

Nous présentons deux applications ou cas d’usage pour WMSP : le
calcul de l’ensemble minimal des AP [38] et la détermination des pa-
ramètres de scanning optimaux [54]. L’application de l’ensemble des
AP minimum calcule un sous-ensemble des AP existants qui sont ca-
pables d’offrir la même couverture dans une zone donnée, tout en
réduisant la consommation d’énergie en réduisant le nombre de AP
qui restent allumés. La deuxième application utilise un algorithme
génétique pour optimiser la découverte du réseau, c’est-à-dire le pro-
cessus qui permet aux MS de trouver les réseaux Wi-FI disponibles.
Cette phase de découverte est le facteur dominant lors de l’exécution
d’un transfert [53] (lorsqu’un MS sort de la zone de couverture de la
AP desservie et passe à un autre).

Les expériences montrent la faisabilité et l’extensibilité du WMSP.
Les résultats présentés portent sur plus de 150 heures-homme, cou-
vrant une distance totale de plus de 700 km.

evaluer la qualité des réseaux wi-fi

De nombreux travaux (voir, par exemple [2, 64, 85]) et projets (par
exemple, WiGle, OpenSignal, Sensorly) ont montré que, surtout dans
les zones urbaines, plusieurs PA peuvent être détectés à un même
endroit.

En raison de la nature non régulée et non planifiée des réseaux Wi-
Fi, les AP à proximité les uns des autres opèrent souvent sur le même
canal, en particulier sur les canaux non chevauchants fréquemment
utilisés (1, 6 et 11 pour la bande des 2,40 GHz). Cela peut entraîner
une baisse des performances, en particulier lorsque la demande de
trafic dépasse la capacité du canal, ce qui se traduit par un canal sa-
turé (c’est-à-dire que toute augmentation de la demande ne se traduit
pas par une augmentation du débit global). Dans ce cas, il est souvent
préférable pour les utilisateurs de rejoindre un réseau différent, par
exemple un autre AP fonctionnant sur un canal différent et non sa-
turé, ou un réseau utilisant une technologie d’accès différente (par
exemple, réseau cellulaire, réseau câblé).

Comme un utilisateur aura souvent le choix entre plusieurs AP, il
est important de choisir le “meilleur” AP. Bien qu’il puisse y avoir
différentes définitions du terme meilleur, selon les circonstances spé-
cifiques, un AP opérant dans un canal saturé reste un candidat à
éviter. Il faut donc tenir compte de la saturation des canaux lors de la
sélection d’un AP.

Dans cette section, nous proposons une méthode simple pour les
stations mobiles (STA) pour détecter un canal saturé en surveillant
passivement les trames Beacon, qui sont disponibles pour toutes les
STA dans le cadre des procédures IEEE 802.11. Cela permet aux STA
de collecter passivement des informations et de déterminer si un ca-
nal est saturé ou non. L’utilisation de Beacons pour caractériser l’état



Glossary 87

du canal présente de multiples avantages : les Beacons sont toujours
présents, transmis en mode broadcast et utilisent l’ensemble de mo-
dulation et de codage le plus puissant (MCS). En analysant des ex-
périences menées avec différentes charges de trafic, nous démontrons
qu’il est possible d’identifier si un canal est saturé en fonction de
la distribution de la gigue des Beacons. Même si les AP envoient
périodiquement des Beacons, ils doivent attendre que le canal soit
inutilisé, ce qui entraîne un délai supplémentaire qui dépend de l’uti-
lisation du trafic. Les résultats empiriques montrent que la gigue des
Beacons suit une distribution similaire chaque fois que le canal est sa-
turé. Notre solution exploite cela en comparant la distribution de la
gigue des Beacons avec une distribution de référence, correspondant
à un canal saturé. La méthode prend comme entrée les Beacons trans-
mis par les AP et capturées par une STA de surveillance. Il identifie
correctement 100 % des expériences saturées, dont 34 % sont des faux
positifs. Les expériences démontrent également que les appareils Wi-
Fi ordinaires peuvent recueillir passivement les données nécessaires,
ce qui fait de notre méthode une stratégie candidate à utiliser pour la
sélection des réseaux et des canaux.

Si la littérature sur la sélection des AP et la caractérisation des ré-
seaux Wi-Fi est vaste (voir, par exemple, [7, 23, 34, 35, 41, 43, 45, 59,
80, 82, 86, 89]), à notre connaissance, aucune solution existante n’est
à la fois (1) réalisable sans changer les AP et (2) passive, c’est-à-dire
qu’elle n’exige pas l’échange de trames supplémentaires.

conclusions

Aujourd’hui, de nombreux utilisateurs transportent des appareils co-
nnectés (par exemple, des smartphones et des ordinateurs portables),
ces utilisateurs, ayant besoin d’avoir accès à l’Internet, demandent
des des réseaux de plus en plus performants partout. Pour satisfaire
cette demande, les utilisateurs, les institutions et les fournisseurs de
services installent des réseaux Wi-Fi dans plusieurs endroits, en par-
ticulier dans les zones urbaines.

Les réseaux Wi-Fi qui se trouvent dans les zones urbaines sont ca-
ractérisés par des déploiements denses, avec de multiples points d’ac-
cès disponibles dans un même endroit. Il est important de disposer
d’informations sur les réseaux, tant pour les utilisateurs que pour les
fournisseurs de services Internet. Les fournisseurs de services Inter-
net peuvent utiliser Cette information pour mieux configurer leurs
réseaux afin de répondre aux besoins des utilisateurs, en adaptant
dynamiquement les configurations actuelles et en déployant de nou-
veaux AP. Les utilisateurs peuvent utiliser l’information sur le réseau
pour optimiser les procédures Wi-Fi (p. ex., réduire le temps de dé-
couverte des réseaux Wi-Fi) et pour aider à la sélection de l’accès
Internet parmi les réseaux disponibles, où les réseaux disponibles
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pourraient être des technologies différentes (p. ex., Wi-Fi et réseau
cellulaire) ou différents réseaux Wi-Fi.

Afin de traiter la découverte des réseaux Wi-Fi en milieu urbain,
nous avons capturé et analysé plus de 66 000 Beacons et plus de
18 000 Probe Responses. Les données montrent que les Probe Res-
ponses contribuent au scanning actif pendant les 100 premières mil-
lisecondes, et à partir de ce point, seuls les Beacons contribuent à la
découverte du réseau, ce qui suggère que le scanning actif devrait uti-
liser des temporisateurs en dessous de 100 ms. Les expériences ont
également montré qu’un MS peut découvrir des AP sur les canaux ad-
jacents, ce qui peut être utile pour optimiser davantage l’algorithme
de scanning proposé dans les paramètres de scanning optimaux de
l’application WMSP. L’étude a ainsi montré qu’un seul scanning ne
permet pas de découvrir tous les réseaux disponibles, même avec de
longs temps de scanning. Au lieu de cela, il est probable que des scans
différents rapportent des résultats différents. Ces données montrent
qu’il est nécessaire d’exécuter plusieurs scannings pour obtenir une
liste complète des réseaux disponibles, c’est pourquoi nous soutenons
qu’un service participatif pourrait opportunément aider les utilisa-
teurs mobiles dans la découverte du réseau. Ce service participatif
permet aux MS et aux AP d’agréger et de partager les résultats de
plusieurs scannings, d’un même MS ou de MS différents.

Nous avons proposé un tel service collaboratif (WMSP) : un sys-
tème cloud pour collecter des données de réseau prises par les MS
et les AP existants, et pour traiter ces données afin de générer une
meilleure compréhension des réseaux existants. Le WMSP repose sur
des mesures simples du réseau recueillies passivement par les MS et
les AP. Nous avons constaté que le hardware existant peut être utilisé
pour collecter les statistiques du réseau et qu’il est possible de combi-
ner efficacement les mesures faites par les différents utilisateurs afin
d’avoir une vue plus précise et à jour des réseaux Wi-Fi. Pour combi-
ner plusieurs traces, nous avons proposé un algorithme qui, malgré
ses limites et sa simplicité, illustre les avantages de l’agrégation de
traces contenant des vues partielles de la topologie du réseau Wi-Fi.
Avec l’ensemble minimal de AP et la réduction des temps de scan-
ning, nous avons ainsi montré qu’il est possible d’améliorer les per-
formances des processus Wi-Fi du côté réseau et du côté utilisateur.
Alors que l’approche utilisée dans le cas d’utilisation de l’ensemble
minimal de AP ne tenait pas compte de la qualité de service (QoS),
elle confirmait la possibilité d’économiser de l’énergie en éteignant
certains AP, tout en maintenant la couverture Wi-Fi.

Dans la section 5.2, nous utilisons la distribution De la gigue de Bea-
cons comme moyen pour identifier les canaux saturés. À l’aide d’un
riche ensemble d’expériences, nous avons vérifié que la distribution
de la gigue des Beacons varie en fonction du trafic global. Plus préci-
sément, nous avons constaté que la distribution varie jusqu’à ce que
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le canal atteigne sa saturation et que la distribution reste constante en
ce point. Les résultats empiriques montrent que la distribution de la
gigue de Beacons est similaire et typique pour les canaux saturés. Au
contraire, les canaux non saturés présentent une distribution variable
et différente de la distribution typique des canaux saturés.

Sur la base des leçons apprises lors de nos expériences, nous avons
proposé une méthode de classification non intrusive des canaux Wi-
Fi. La méthode prend en entrée les Beacons transmis par les AP et
capturés par une STA intéressée. Le méthode identifie correctement
100 % des expériences saturées, dont 34 % sont des faux positifs. Les
expériences ont également démontré que les appareils Wi-Fi courants
peuvent recueillir passivement les données nécessaires, ce qui fait de
notre méthode une stratégie candidate à utiliser pour la sélection des
réseaux et des canaux. La principale limitation de cette méthode est
qu’elle ne permet qu’une classification binaire.

Travaux Futurs

Afin d’étendre les contributions de cette thèse, les questions suivantes
peuvent être prises en considération pour les travaux futurs. En ce
qui concerne la découverte du Wi-Fi dans les zones urbaines, une
autre étude pourrait évaluer les caractéristiques de la découverte dans
les zones suburbaines et rurales. Achtzehn et al. [1] indiquent que
“la densité des ménages est le meilleur prédicteur de la densité des
AP Wi-Fi”, donc le processus de découverte Wi-Fi sur ces zones sera
confronté à une densité AP qui est, très probablement, différente de
la densité AP trouvée dans les zones urbaines. De plus, les caractéris-
tiques de l’environnement (p. ex. matériaux de construction, taille du
bâtiment et distribution) influent sur les ondes radio de façon diffé-
rente. Il devrait être possible de construire un modèle du processus
de découverte qui tienne compte de tous ces facteurs. Ce modèle se-
rait utile pour la conception d’algorithmes de scanning et de handover.

D’autres travaux pourraient également examiner les effets du pro-
cessus de découverte sur le trafic existant dans les canaux adjacents.
Les procédures de scanning peuvent avoir un impact considérable sur
la consommation d’énergie et le débit dû à la surcharge introduite
dans les canaux [84], c’est-à-dire que les Probe Request déclenchent,
dans le meilleur scénario, une Probe Response pour chaque AP. Les
MS et les AP peuvent entendre des trames Probe Request et Probe
Response plus loin et sur des canaux adjacents, puisque les deux
types de trames utilisent une forte MCS, ce qui entraîne une augmen-
tation de la contention des canaux. Xueheng Hu et al. [84] étudient
les effets sur les performances Wi-Fi en général, et les effets précis du
scanning sur les canaux adjacents restent flous.

L’utilité du WMSP dépend grandement de l’agrégation des don-
nées recueillies par les contributeurs. Une progression naturelle serait
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d’évaluer des stratégies de fusion qui prennent en compte des infor-
mations comme l’âge et la qualité des traces, afin que WMSP four-
nisse des informations plus précises et puisse réagir efficacement aux
changements dans les réseaux. Dans le même sens, des recherches
plus poussées pourraient étudier le compromis entre la fréquence
des mesures, la fréquence à laquelle les résultats des différentes ap-
plications sont recalculés et la pertinence des résultats. Il est à noter
que ce compromis dépend probablement du type d’application. Nous
n’avons évalué le WMSP que sur des scénarios extérieurs, d’autres ex-
périences pourraient aborder les scénarios intérieurs. Pour cela, il est
essentiel que WMSP effectue la localisation à l’intérieur. Comme nous
comptons sur le GPS pour localiser les traces, nous sommes actuelle-
ment limités aux scénarios extérieurs.

En ce qui concerne la méthode discutée dans la section 5.2 pour
identifier les canaux saturés, la proposition actuelle se limite à une
classification binaire. Une extension serait d’utiliser des techniques de
clustering, pour détecter des modèles dans les distributions qui pour-
raient conduire à une classification plus détaillée. De plus, les Bea-
cons peuvent fournir des informations supplémentaires, par exemple
sur l’activité du canal. C’est-à-dire le temps pendant lequel le canal
est occupé. Les travaux futurs pourraient modéliser la transmission
des Beacons en utilisant la théorie de la file d’attente, et approximer
l’occupation du canal comme temps d’attente du canal, c’est-à-dire
le temps que les Beacons attendent pour la transmission. Les travaux
futurs pourraient également explorer les applications pratiques de
la méthode pour identifier les canaux saturés, par exemple, un algo-
rithme de sélection automatique des canaux pourrait donner la pré-
férence aux canaux non saturés. De même, les MS peuvent éviter les
réseaux fonctionnant sur un canal saturé.
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Résumé : Aujourd’hui, les appareils mobiles 
sont présents dans le monde entier. Ces appa-
reils permettent aux utilisateurs d'accéder à 
l’Internet notamment par l'intermédiaire des 
réseaux WiFi. La diversité et le nombre de dé-
ploiements sans coordination centrale (y com-
pris les utilisateurs à leur domicile) conduit à des 
déploiements qu’on peut qualifier de chaotiques. 
En conséquence, les réseaux WiFi sont large-
ment déployés avec une forte densité dans les 
zones urbaines. Dans ce contexte, les utilisa-
teurs et les opérateurs tentent d’exploiter ces 
déploiements pour obtenir une connectivité 
omniprésente, et éventuellement d'autres ser-
vices. Cependant, pour tirer parti de ces dé-
ploiements, il faut des stratégies pour identifier 
les réseaux utilisables et choisir les  plus adap-
tés aux besoins. Pour cela, nous étudions le 
processus de découverte  des  réseaux  dans  le 

contexte de ces déploiements. Ensuite, nous 
présentons une plateforme de partage de me-
sures sans fil, un système d'information colla-
boratif où les stations mobiles recueillent des 
mesures du réseau et les envoient à un sys-
tème central. En rassemblant mesures prove-
nant de différents utilisateurs, la plateforme 
donne accès à des caractéristiques du dé-
ploiement précieuses. Nous évaluons l'utilité de 
cette plateforme collaborative grâce à deux 
applications : (1) l’ensemble minimal de points 
d'accès, afin de réduire l'énergie nécessaire 
pour offrir une couverture WiFi dans une zone 
donnée. (2) l'optimisation des paramètres de 
recherche de réseau, afin de réduire le temps 
nécessaire pour découvrir les réseaux exis-
tants. Ensuite, nous étudions une méthode 
passive pour déterminer si un réseau fonc-
tionne dans un canal saturé. 

 

Title :  Metrics and non-intrusive techniques to characterize Wi-Fi networks 

Keywords:  Wi-Fi characterization, Passive monitoring, Fingerprinting, Crowd-sourcing, AP selec-
tion, Energy saving 

Abstract: Nowadays, mobile devices are pre-
sent worldwide, with over 4.40 Billion devices 
globally. These devices enable users to access 
the Internet via wireless networks. Different
actors (e.g., home users, enterprises) are in-
stalling WiFi networks everywhere, without 
central coordination, creating chaotic deploy-
ments. As a result, WiFi networks are widely 
deployed all over the world, with high access 
point (AP) density in urban areas. In this con-
text, end-users and operators are trying to ex-
ploit these dense network deployments to obtain 
ubiquitous Internet connectivity, and possibly 
other services. However, taking advantage of 
these deployments requires strategies to gather 
and provide information about the available 
networks. In this dissertation, we first study the 
network discovery process within the context of  

these deployments. Then, we present the Wire-
less Measurements Sharing Platform, a collab-
orative information system, to which mobile 
stations send simple network measurements
that they collected. By gathering and pro-
cessing several network measurements from 
different users, the platform provides access to 
valuable characteristics of the deployment. We 
evaluate the usefulness of this collaborative 
platform thanks to two applications: (1) the min-
imal access point set, to reduce the energy 
needed to offer WiFi coverage in a given area. 
(2) The optimization of the scanning parame-
ters, to reduce the time a mobile station needs 
for the network discovery. Finally, we describe 
a method to identify whether an AP operates in 
a saturated channel, by passively monitoring 
beacon arrival distribution. 
 

 


	Dedication
	Acknowledgments
	Abstract
	Publications
	Contents
	List of Figures
	List of Tables
	1 Introduction
	1.1 Thesis Overview and Contributions

	2 Access Point Discovery in IEEE 802.11 Networks
	2.1 Scanning Process in IEEE 802.11 Networks
	2.1.1 The Wi-Fi Scanning Implementation in the Linux Kernel

	2.2 Literature Review
	2.3 Evaluation of the Discovery Process
	2.3.1 Methodology and Tools
	2.3.2 Evolution of the Discovery Process
	2.3.3 Dependency on the Platform

	2.4 Analysis of Scanning Characteristics
	2.4.1 Timer impact
	2.4.2 Probe Responses versus Beacons for Topology Discovery
	2.4.3 Overlapping Channels
	2.4.4 On the Quality of Access Points

	2.5 Concluding remarks

	3 Collaborative Information System
	3.1 Related Work
	3.1.1 Information Services
	3.1.2 Centralized Systems
	3.1.3 Data Collection via Crowdsourcing

	3.2 Crowdsourcing Platform
	3.2.1 Information Collected
	3.2.2 Collecting Measurements
	3.2.3 User Incentives
	3.2.4 s4w Architecture
	3.2.5 Data Preprocessing

	3.3 Empirical Evaluation
	3.3.1 Dataset Collection
	3.3.2 Dataset Description
	3.3.3 Wireless Measurements Sharing Platform Implementation

	3.4 Reducing Energy Consumption
	3.4.1 Minimal Access Point Set
	3.4.2 Performance Evaluation of the Minimal Access Point Set Implementation
	3.4.3 Empirical Evaluation
	3.4.4 Subset Throughput Evaluation Through Simulation
	3.4.5 Minimal Access Point Set Lifetime

	3.5 Reduced Scanning Timers
	3.5.1 Optimal Scanning Parameters
	3.5.2 Empirical Evaluation
	3.5.3 Performance Evaluation of the Optimal Scanning Parameters
	3.5.4 Assisted Scanning

	3.6 Concluding Remarks

	4 Evaluating the Quality of Wi-Fi Networks
	4.1 IEEE 802.11 Overview
	4.1.1 Medium Access Control
	4.1.2 Beacon Transmission
	4.1.3 Channel Saturation

	4.2 Metrics for Characterizing Wi-Fi Networks
	4.3 Beacon Jitter
	4.3.1 Experiments
	4.3.2 Experimental Results

	4.4 Beacon Jitter and Channel Load
	4.4.1 The Kolgomorov-Smirnov Test to Compare Beacon Jitter Distributions

	4.5 Identifying Wi-Fi Channel Load
	4.5.1 Empirical Validation
	4.5.2 Packet Sampling
	4.5.3 Observation Window

	4.6 Concluding Remarks

	5 Conclusions and Perspectives
	5.1 Concluding Remarks
	5.2 Future Work

	 Bibliography

