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ABSTRACT

Congestion in urban areas has become a major issue in terms of economic, social or envi-
ronmental impact. For short or mid term, using dynamic road traffic simulation can help
analyzing and providing guidelines to optimization policies of existing infrastructures. To-
day, because of the complexity of transport systems, classical modeling tools are limited
to small geographical areas (of a district size). Computational time, together with simula-
tion calibration, are notably very constraining at large scales. However, a new generation
of models designed for metropolitan areas has arisen over the past decades. These models
are based on a phenomenological relationship between travel production and the number
of vehicles in a given spatial area of a road network, known as the Macroscopic Fundamen-
tal Diagram (MFD). This relationship, supported by empirical evidences from several cities
around the world, has allowed the study of different traffic control schemes at a whole city
scale, but was rarely used for traffic state forecasting.

The aim of this PhD is to propose an efficient modeling tool, based upon the concept
of MFD, to simulate and analyze traffic states in large metropolitan areas. The theoretical
framework of this tool must be consistent and applicable for traffic state forecasting, de-
velopment of new control policies, traffic emission estimation, etc. There are two major
contributions in this PhD. The first one is analyzing the mathematical and physical proper-
ties of existing models, and formalizing the dynamics of several trip lengths inside the same
urban zone. In particular, this formalization distinguishes between internal trips and trips
crossing the zone. Flow merging and diverging issues are also addressed when congestion
propagates from one zone to another. The second contribution is proposing a new trip-based
model based on individual traveled distance. This approach allows to treat users indepen-
dently (previously represented with continuous flows), and thus to define their characteris-
tics more precisely to couple their trips with assignment models on different paths. Finally,
examples of application from various collaborations are given in the last part of this thesis.
It includes a simulation study of the Grand Lyon urban area (France), as well as new mod-
ules to simulate search-for-parking or perimeter control. This PhD is part of a European
ERC project entitled MAGnUM: Multiscale and Multimodal Traffic Modeling Approach for
Sustainable Management of Urban Mobility.
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RÉSUMÉ

La congestion en milieu urbain est un enjeu majeur que ce soit d’un point vue économique,
social ou environnemental. À court et moyen terme, l’utilisation de la simulation dynamique
du trafic routier peut permettre d’analyser et de guider des politiques d’optimisation des in-
frastructures existantes. Aujourd’hui, du fait de la complexité des systèmes de transport,
les outils de modélisation classiques sont limités à des échelles géographiques peu éten-
dues (de l’ordre du quartier). À grande échelle, le temps de calcul devient rapidement un
facteur limitant tout comme le calibrage et la scénarisation. Néanmoins les dernières décen-
nies ont vu l’apparition d’une nouvelle génération de modèles bien adaptés aux métropoles
urbaines. Ceux-ci sont basés sur une relation phénoménologique entre la production de dé-
placements et le nombre de véhicules dans une zone spatiale d’un réseau routier, appelée
Diagramme Fondamental de Zone (Macroscopic Fundamental Diagram, MFD). Cette relation,
validée empiriquement sur de nombreuses villes, a permis d’étudier différentes méthodes
de contrôle du trafic pour une ville entière, mais a été peu utilisée à des fins de prévision de
la congestion.

L’objectif de cette thèse est de proposer un premier outil opérationnel de simulation et
d’analyse des grands réseaux de métropoles, en utilisant et développant les modèles de tra-
fic basés sur la relation MFD. Cet outil doit posséder un cadre théorique cohérent qui puisse
convenir à des applications telles que la prévision d’états de trafic, le développement de
nouvelles politiques de contrôle, l’estimation de pollutions liées au trafic, etc. Les contribu-
tions de la thèse portent sur deux aspects. Le premier est l’analyse des propriétés mathé-
matiques et physiques des modèles existants, en incluant une formalisation complète de la
gestion de plusieurs longueurs de parcours au sein d’une même zone urbaine. En particu-
lier, cette formalisation traite de la distinction des trajets internes à la zone et des problèmes
de flux convergents et divergents pour les trajets traversant la zone lorsque la congestion se
propage d’une zone à l’autre. Le deuxième aspect est la proposition d’un nouveau modèle
basé sur la distance individuelle parcourue à l’intérieur d’une zone urbaine (trip-based).
Cette approche permet d’individualiser les usagers (auparavant représentés sous forme de
flux continus) et donc de définir plus finement leurs caractéristiques, en vue de coupler
leurs déplacements à des modèles d’affectations sur différentes routes. Enfin, des exemples
d’application illustrant diverses collaborations sont donnés en dernière partie de la thèse. La
simulation du trafic sur l’aire urbaine du Grand Lyon (France) y est présentée, ainsi que de
nouveaux modules de modélisation de la recherche de parking ou de contrôle périphérique.
Cette thèse est partie intégrante d’un projet européen ERC intitulé MAGnUM : Approche
multi-échelle et multimodale de la modélisation du trafic pour une gestion durable de la
mobilité urbaine.
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1.GENERAL INTRODUCTION

1.1 Background

1.1.1 Hypercongestion in metropolitan areas

Over the past several decades, traffic conditions have dramatically gone worse in large
metropolitan areas, so that some researchers sometimes use the notion of “hypercongestion”
(Fosgerau & Small, 2013) to describe the situation. The impacts are negative on economics
regarding the time wasted in jams, on social equity regarding the access to urban mobility,
and on environment regarding the pollution generated in congested areas. According to a
study from the CEBR research institute, road users from the UK, Germany, France and the
USA spend, on average, 36 hours in gridlock every year in metropolitan areas. It is esti-
mated that in 2013, direct costs (fuel consumption and time wasted) and indirect costs (loss
of productivity in business) due to congestion accounted for 22.5 billions dollars in France,
and for 124 billions dollars in the USA. These figures could increase of 31% (France) and
50% (USA) by 2030. During the same year, the fuel wasted in congestion generated extra
amount of CO2 equivalent emissions up to 1.9 megatons in France, and up to 8.6 megatons
in the USA. CEBR also expects these amounts to increase of 13% (France) and 21% (USA) by
2030 if no major change occurs in the transportation systems studied (CEBR, 2014).

The widespread use of individual cars together with the increase of the number of in-
habitants in large cities is the main cause for hypercongestion. Reducing congestion for the
long term implies clear political choices in infrastructure development, urban space alloca-
tion, massive mode share in favor of public transport, cycling and walking, and deployment
of new mobility services. In short-mid term, optimizing the use of existing transportation
modes and infrastructures is probably an efficient management policy to improve traffic
conditions in urban environment.

1.1.2 Traffic flow simulation

In this context, traffic simulation has become a key element for traffic managers to under-
stand, analyze and forecast mobility in a given network. For now, the physics of traffic at
link scale is quite well studied and understood in the research community. Depending on
their description of vehicle interactions, the existing modeling approaches are classified as
microscopic or macroscopic traffic flow models. Microscopic models represent traffic flow
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as a succession of discrete vehicles. The resulting flow is then the consequence of vehicle-to-
vehicle interactions, mostly described by car-following models (e.g. Gazis et al., 1961, Gipps,
1981, Treiber et al., 2000) and lane-changing models (e.g. Gipps, 1986a, Laval & Leclercq,
2008). On the other hand, macroscopic models represent traffic as a continuous flow. They
are based on a simple conservation equation coming from hydromechanics, which describes
the evolution of traffic flow and density. One of the best-known frameworks is the Lighthill-
Whitham-Richards (LWR) model (Lighthill & Whitham, 1955, Richards, 1956). In these
models, vehicle-to-vehicle interactions are implicitly represented by a phenomenological
relationship, called Fundamental Diagram (FD), that relates link flow as a function of link
density. This brief overview on major traffic flow models is not intended to be exhaustive,
the reader can refer to van Wageningen-Kessels et al. (2015) for a more detailed bibliography
review on this topic. Despite still being investigated and extended by researchers, link-scale
models are already implemented in commercial softwares and are thus widely used for traf-
fic operations.

A brief overview of traffic flow models can be seen in Figure 1.1, with corresponding
examples of commercial and open source softwares. The models are classified regarding
their traffic representation (microscopic to macroscopic), and their operating scale (vehicle
level, link level or network level).
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Lane changing
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(Newell)

MFD-based

Bi-dimensional

LWR

LWR

CTM

SCALE

MODEL DYN.
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(Univ. of Florida)
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(TSS)

Movsim
(Kesting, Germ,
Budden, Treiber)

Symuvia
(LICIT)

FIG. 1.1 – Classification of traffic flow models regarding their traffic representation and operating scale, with
examples of commercial (gray) and open source (green) softwares

These models have allowed the development of efficient local control schemes to alle-
viate congestion. Well-known examples of these systems are the Split Cycle Offset Opti-
mization Technique (SCOOT, Robertson & Bretherton, 1991) and the Sydney Coordinated
Adaptive Traffic System (SCATS, Lowrie, 1982) that are used in many cities worldwide.
However, these control algorithms only apply locally (at the scale of an arterial and a few
neighboring intersections) and do not account for vehicle queues that would be induced
outside the controlled area. More generally, it has become clear that large-scale transporta-
tion networks are extremely complex systems: they imply interactions between path flows
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and mode share resulting from users behavior. This can only be studied from a global per-
spective at the whole city scale. Nevertheless, running link flow simulations on very large
networks often requires high computational time, which prevents us from using real-time
simulations for traffic states forecasting or Model Predictive Control (MPC) schemes. More-
over, a key component in the implementation of link-scale models is the demand scenar-
ization, which requires extensive knowledge about travelers’ motivations to choose across
large amounts of paths. Accessing or modeling users’ individual choices is a very tedious
and laborious task to undertake at very large scales. While simulating traffic flows in large
cities can still be achieved thanks to the thorough calibration of Dynamic Traffic Assignment
(DTA) models—see examples for Chicago, USA (Jayakrishnan et al., 1994, Mahmassani et al.,
2013b), Melbourne, Australia (Shafiei et al., 2018) or Beijing, China (Ben-Akiva et al., 2002,
2012)—there is a clear need for a new generation of models especially designed for large-
scale simulation.

1.1.3 New modeling approaches at large scale

Modeling traffic states at an aggregate level is not a new question, various approaches have
been proposed since the 1960s. Smeed (1967) investigated the flow capacity of whole urban
areas such as city centers. Then Godfrey (1969) conjectured that there must be an optimum
in the density of vehicles in a given urban zone, similarly to the existence of a maximum
flow in the Fundamental Diagram (FD) of a single link. Later, Herman & Prigogine (1979)
went further in assuming a relationship between mean speed and mean density in towns.
All these conjectures have been verified with microscopic simulation studies first (Mahmas-
sani et al., 1984, 1987), and quite recently with real data from Yokohama, Japan (Geroliminis
& Daganzo, 2008). Since then, this relationship between network average density and flow
has been called Network or Macroscopic Fundamental Diagram (NFD or MFD), by anal-
ogy with the link Fundamental Diagram concept. A typical shape of MFD is presented in
Figure 1.2. After Yokohama, empirical MFDs were estimated for various cities: Toulouse,
France (Buisson & Ladier, 2009), Nairobi, Kenya (Gonzales et al., 2009), Changsha, China
(Shoufeng et al., 2013), Shenzhen, China (Ji et al., 2014), Brisbane, Australia (Tsubota et al.,
2014) and Zurich, Switzerland (Ambuhl et al., 2017, Loder et al., 2017). Other simulation
studies also estimated the MFDs of Amsterdam, the Netherlands (Ji et al., 2010), Chicago
and Salt Lake City, USA (Saberi et al., 2014). The empirical evidence of the MFD, again re-
cently confirmed by data from numerous cities around the world (Loder et al., 2018), has
opened up a whole new field of research in traffic flow modeling, referred to as MFD-based
models.

These models describe traffic states in a given urban region with a simple flow conserva-
tion equation, first proposed by Daganzo (2007). They were extended to two regions (Geroli-
minis & Daganzo, 2007, Haddad & Geroliminis, 2012) and then multiple regions (Gerolimi-
nis, 2009, Aboudolas & Geroliminis, 2013, Geroliminis, 2015) that exchange flows with each
other. Figure 1.3 shows a representation of the principle of MFD-based modeling with mul-
tiple regions. The simple formulation of traffic dynamics within a region, together with the
limited number of parameters to calibrate, have allowed the development of efficient con-
trol schemes. The main idea is to protect a given area by limiting inflow at its periphery and
thus keeping a maximum throughput in it (in practice, the inflow limitation can be done
via tuning traffic lights or road pricing). This method, known as perimeter control or gat-
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FIG. 1.2 – Typical shape of a MFD. Credits: E. Gonzales, University of Massachusetts

ing, has been successfully implemented in MFD-based models (Keyvan-Ekbatani et al., 2012,
Geroliminis & Boyaci, 2012), and has shown promising results to alleviate congestion in city
centers. This was achieved in simulation studies only, but the city of Zürich in Switzer-
land already designed an efficient gating system, even before the existence of the MFD was
proved (Ambuhl et al., 2018). More recent works showed that route guidance at large scale
by using MFD is also a viable option to improve traffic conditions in cities (Yildirimoglu
et al., 2015, Sirmatel & Geroliminis, 2017a). The increasing number of studies since the early
work of Daganzo (2007) clearly shows that MFD-based models have grown more and more
popular in the traffic flow community.

(a) (b) (c)

FIG. 1.3 – Principle of MFD-based multi-regional simulation. (a) A given network, (b) partitioning in different
urban regions, and (c) flow exchange representation between the regions

To a lesser extend, other approaches have been developed to simulate traffic states at
large scales. While MFD-based models rely on a partitioning of the network in several ho-
mogeneous regions that exchange flow, these approaches consider a two-dimensional con-
tinuous flow propagation over the city urban surface. They are consequently often called
bi-dimensional traffic flow models. They more or less consist in an extension of the LWR
model in two space dimensions, but differ from each other in the formulation of this exten-
sion. In the approach of Saumtally et al. (2011), further developed by Sossoe et al. (2015),
Sossoe & Lebacque (2018), an urban area is discretized into two-dimensional cells which ex-
change flow with neighboring cells. In each cell, a system of unidimensional conservation
equations corresponding to major flow directions are then solved to estimate the density
of the cell. On the other hand, Du et al. (2017) solves the two-dimensional formulation of
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the continuum conservation equation by using local travel cost functions including road
characteristics and assuming isotropic flows. Mollier et al. (2018) recently proposed a two-
dimensional directional field to characterize flow propagation and solve the conservation
equation. But their approach is still limited to static propagation patterns, which are also
hard to link with the classical definition of demand input flows. A detailed review about
bi-dimensional traffic models can be found in Aghamohammadi & Laval (2018).

In this PhD thesis, it has been chosen to focus on MFD-based models to investigate their
properties deeply. The main reasons for this choice are their empirical foundations, and
their advanced level of development and implementation with appealing control strategies
at a large scale. Nevertheless, there is still a lot of research to be done in the field of MFD-
based simulation. MFD models have been mainly used for control applications, which does
not necessarily require an accurate modeling on a long-time horizon as the control feedback
keeps the system in the optimal region. One research direction that received little atten-
tion for now is the application of MFD models for urban traffic simulation over a long-time
horizon (e.g. a day). This PhD thesis is thus devoted to contribute at the understanding,
investigation of current approaches and proposition of new ones, together with their vali-
dation.

1.2 Review on traffic simulation based on the Macroscopic
Fundamental Diagram (MFD)

This section presents the state-of-the-art of MFD-based modeling when this PhD thesis
started in September 2015. Such a review will bring a list of questions that will define the
research objectives for this PhD.

1.2.1 Aggregated variable definition and MFD concept

The concept of the MFD (sometimes called NFD, Network Fundamental Diagram) is gen-
erally attributed to Godfrey (1969) who first conjectured that there must be an optimum
density of vehicles to reach a maximum throughput in a given urban area. This concept
was investigated later by Herman & Prigogine (1979), Mahmassani et al. (1984, 1987), and
the concept of MFD was then formalized by Daganzo (2007) until its existence was proved
on a real city network (Geroliminis & Daganzo, 2008). The urban area on which the MFD
relationship is defined was called “reservoir” or “neighborhood” by Daganzo (2007). Other
names like “region”, “zone” or “bin” are still used in the literature. In this manuscript, we
mostly use the word “reservoir” which refers to the modeling of traffic dynamics at the
network level.

Average flow and density
The MFD basically consists in a relationship between aggregated variables in a given urban
network (a reservoir), such as average flow and density, mean speed, trip completion rate,
perimeter outflow. These variables are defined as follows. Let us assume that the network
considered has Nlink links where each link i has a length li (in [m]), and is defined by its flow
qi(xi, t) (in [veh/s]) and a density ki(xi, t) (in [veh/m]) that may evolve with space xi along
link length and time t. Here each link is assumed to be one-lane, hence multi-lane roads are
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composed by several links. The network aggregated flow Q∆T and density K∆T are often
defined as (Geroliminis & Daganzo, 2008):

Q∆T =
1

Lnet

Nlink

∑
link i=1

li〈qi〉li ,∆T (1.1)

K∆T =
1

Lnet

Nlink

∑
link i=1

li〈ki〉li ,∆T (1.2)

where Lnet = ∑
Nlink
i=1 li is the total length of the network, and 〈qi〉li ,∆T and 〈ki〉li ,∆T are the

mean values of flow and density on link i over the link length and over a given observation
period ∆T (in [s]), also referred to as the aggregation period. The aggregated flow Q∆T is
often called circulating, space-mean or average flow, because it aims at representing the ve-
hicles actually traveling in the network. It can be measured through loop detectors in the
links that count passing vehicles. The average density K∆T can also be measured indirectly
through loop data, via the estimation of occupancy. In practice, it is not necessary to have
Eulerian observations for all the links in the network. A limited set of observations is ac-
tually sufficient, providing the fact that the loop detectors are homogeneously distributed
across the network (see e.g. Ortigosa et al., 2014). However, this is rarely the case in real
cities, as loops are often located near traffic signals for signal control purposes. As shown
by Leclercq et al. (2014), the loop position on links influences the estimation of average flow
and density.

Another definition for these aggregated variables was presented in Edie (1963), it syn-
thesizes time- and space-mean calculations in avoiding undesirable border effects of the
space-time analysis window for the estimation of Q∆T and K∆T:

Q∆T =
1

Lnet∆T

Nveh

∑
veh i=1

tdi =
TTD

Lnet∆T
(1.3)

K∆T =
1

Lnet∆T

Nveh

∑
veh i=1

tti =
TTT

Lnet∆T
(1.4)

In these formulas, the aggregation is made on the number Nveh of vehicles circulating in the
network within the period ∆T. The variable tdi is the distance (in [m]) traveled by vehicle
i, and tti is the time (in [s]) spent by vehicle i during this period. The sum of tdi is often
written as TTD, the Total Travel Distance, and the sum of tti as TTT, the Total Travel Time.
By construction, this estimation method is suitable when the dataset consists in Lagrangian
observations, i.e. individual vehicle trajectories. Like Eulerian observations, only a limited
set of probe vehicles is sufficient to get reliable estimation of the average flow and density
(Nagle & Gayah, 2013). Leclercq et al. (2014) showed that a more accurate estimation can be
obtained in using both loop and probe data. Fusion methods between these two sources of
data are also discussed in Ambuhl & Menendez (2016).

These two definitions are actually equivalent if the link mean flow 〈qi〉li ,∆T and density
〈ki〉li ,∆T are estimated with Edie’s formula, i.e. li∆T〈qi〉li ,∆T = ∑veh j tdi

j and li∆T〈ki〉li ,∆T =

∑veh j=1 tti
j, where tdi

j and tti
j are respectively the distance traveled and time spent by vehicle

j on link i during ∆T.
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Production and accumulation
Interestingly, the average flow and density can be easily transformed into additive variables,
known as the production P∆T (in [veh.m/s]) and the accumulation n∆T (in [veh]):

P∆T = Lnet.Q∆T =
TTD
∆T

(1.5)

n∆T = Lnet.K∆T =
TTT
∆T

(1.6)

The advantage of these new variables is that the aggregation of different regions is straight-
forward: the new region characteristics will be the sum of its subregion ones. The accumu-
lation n∆T is the mean number of circulating vehicles during ∆T. The travel production P∆T
is a measure of the quantity of trips that can be performed by units of time. It can be seen
as a number of vehicles multiplied by a speed; for instance the production of 100 vehicles
driving at 20 km/h is equivalent to the one of 50 vehicles driving at 40 km/h. It can also be
seen as a trip distance multiplied by a flux; for example the production of 400 veh/hr along
1 km of road network is equivalent to the one of 200 veh/hr along 2 km. This corresponds
to a total traveled distance of 400 km during one hour.

Space-mean speed
The mean or average speed V∆T is the space-mean speed of all the vehicles traveling during
the period ∆T. Although it could be accessed through double loop detectors in links, in
practice the mean speed is evaluated by estimating the vehicle travel distance and travel
time. By definition, the mean speed verifies the following relationships:

V∆T =
Q∆T

K∆T
=

P∆T

n∆T
=

TTD
TTT

(1.7)

Exit rate
The network perimeter outflow qout,∆T is the time-mean total flow of users exiting the net-
work through its nodes at periphery. This variable is important as it gives an idea of the
network performance for travelers who are heading to neighboring regions. In practice, this
quantity is however hardly measurable with loop data, as it would require a detector at each
exit node of the network. Using only a subset of exit nodes is not possible, as a significant
part of the total outflow could be missed.

The network trip completion rate G∆T is the mean rate at which users reach their des-
tinations. It includes the perimeter outflow and the arrival rate to destinations inside the
network. This quantity is even more difficult to assess, as the locations of inner destinations
may be various and numerous. A convincing measure of the trip completion rate can only
be achieved by tracking a significant amount of vehicles.

All these aggregated variables have been defined for a given aggregated period ∆T, but
note that by choosing an infinitesimal period, these formulations are still theoretically valid
to define the instantaneous flow Q(t), density K(t), production P(t), accumulation n(t),
mean speed V(t), outflow qout(t), and trip completion rate G(t) at time t.
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Several MFD definitions
Different definitions of MFD exists, depending of the variables involved. The conceptual
formalism of the MFD which is still used today was first established by Daganzo (2007). He
proposed that the accumulation n (or the average density K) could be seen as a state variable,
and that both the average flow Q, the production P and the trip completion rate G would be
expressed as a function of accumulation or density. To avoid confusion, each relationship is
given a different name following the notation in Lamotte & Geroliminis (2018): Q = Q(K)
is the flow-MFD, P = P(n) is the production-MFD, and G = G(n) is the outflow-MFD. The
speed-MFD V = V(n) = P(n)/n can also be defined thanks to the previous relationships.
In this section, we use bold letters to distinguish the MFD functions from the field mea-
surements, but only normal letters will be used in the next sections, since the existence of a
well-defined MFD will be often assumed. Note that the flow-MFD and production-MFD are
linked through the total network length: P(n) = LnetQ(n/Lnet). Hence, these three MFD
definitions (mean flow, production and speed) are equivalent and represent an estimation
of traffic states in the reservoir considered. Their relationships are summarized as follows:

P(n) = nV(n) = LnetQ
(

n
Lnet

)
(1.8)

The relationship between these MFD definitions and the outflow-MFD is quite different,
because a network with the same mean flow (same aggregated traffic state) can exhibit dif-
ferent values of trip completion rate. Total outflow (at perimeter and inside the reservoir)
actually depends on users’ routing in the network, but a simple steady-state relationship
with mean flow can still be defined. Based on theoretical considerations on a ring road with
endogenous traffic, Daganzo (2007) showed that the outflow-MFD is proportional to the
production-MFD if we assume that all users travel the same distance L:

G(n) =
P(n)

L
(1.9)

One should remember that this relationship constitutes a steady-state approximation, if one
considers the existence of a production-MFD in a given reservoir (Lamotte et al., 2018). But
note that a lot of studies assume the existence of the outflow-MFD without referring to a
production- or flow-MFD in their modeling framework (see e.g. Aboudolas & Geroliminis,
2013, Haddad & Shraiber, 2014, Hajiahmadi et al., 2015). In this case, the outflow-MFD is
seen as an intrinsic property of the network, it is also called Network Exit Function (NEF)
by some authors (e.g. Ortigosa et al., 2015, Wang et al., 2017).

The distance L, often called the average trip length, is an essential component of MFD-
based modeling. Equation 1.9 can also be seen as the application of the queuing formula
of Little (1961). Assuming that a reservoir basically consists in a queuing system, the total
queue outflow is equal to the average number of users in the queue divided by the mean
time they spend in the queue, according to this formula. If users travel a distance of L
at speed V on average, the mean travel time can be estimated as L/V. It follows that the
queuing formula corresponds to G = n.V/L = P/L.

Characteristic values
Several characteristic values are particularly important in the MFD shape. Let us take the
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production-MFD and speed-MFD as examples, knowing that the other definitions can be
applied as well by linear transformations. Figure 1.4 presents a simple typical shape of a
production-MFD and its corresponding speed-MFD with the following characteristic values:
the jam accumulation n j (in [veh]), the free-flow speed u (in [m/s]), the critical accumulation
nc (in [veh]) and the maximum production Pc (in [veh.m/s]).

The jam accumulation n j corresponds to the maximum number of vehicles that can pos-
sibly travel in the reservoir, this theoretical state is known as “global gridlock” where the
mean speed becomes null: all the reservoir is jammed so that no one can move anymore.
Such a situation is rarely observed in reality, but can arise locally in dense urban areas. The
theoretical value of n j is Lnetk j, where k j is the average link maximum density. But n j is
generally expected to be lower than this maximum value, as a gridlock situation does not
necessarily imply that all the links are full of vehicles in a network. More details and insights
about this can be found in Mahmassani et al. (2013b).

The free-flow speed u is the maximum speed that can be experienced by travelers in the
reservoir on average. Its upper bound is the average free-flow speed in the network links.
The speed u is generally lower than this bound, because even in free-flow conditions during
a whole trip, on average the cruising speed is reduced by traffic lights at intersections. In
the production-MFD, u corresponds to the slope at origin dP(n = 0)/dn.

The critical or maximum production Pc corresponds to the maximum throughput of the
reservoir. Perimeter control strategies aim at keeping traffic states as close as possible to
this point during demand peak periods. This ensures that the network delivers the best
conditions to travelers when the demand is high. By analogy with traffic on road or highway,
Pc is also called the production capacity of the reservoir. Apart from getting it from the whole
MFD shape, it is generally very difficult to estimate this parameter. Laval & Castrillon (2015)
proposed an analytical method based on some network intrinsic features (mean block length
and traffic signal red-to-green ratio) to estimate Pc. Their method seems promising as they
validated it with the field data from Yokohama, Japan.

The critical accumulation nc distinguishes the free-flow or undersaturation regime (n <
nc) from the congestion or oversaturation regime (n > nc). By definition, the maximum
production is reached at this point: Pc = P(nc). In some cases the MFD shape of a given
reservoir exhibits a flat region around Pc (case of a trapezoidal shape for instance). Then
there are actually two critical accumulation values that define the range of the flat region.
The critical accumulation (or the maximum of the critical accumulation range) serves as the
set point in simple Proportional-Integral (PI) controllers to keep traffic states close to Pc. To
our best knowledge, there is no direct way to get an order of magnitude of this parameter, it
is generally measured after the shape of the MFD has been estimated (estimation methods
are detailed further).

Existence of the MFD
For the existence of the MFD in a reservoir, Daganzo (2007) made the following assumptions:
traffic states within the reservoir must be homogeneous, i.e. the network must be loaded
uniformly so that congestion is evenly distributed among its links. This means that at a given
time, the links must have a similar mean density, or that all the vehicles travel at almost the
same speed. Such a situation was empirically exhibited by Geroliminis & Daganzo (2008).
Thanks to loop data from a 10 km2 district of Yokohama (Japan), the authors showed a
low-scattered and well-defined flow-MFD, as presented in Figure 1.5. The proportionality
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FIG. 1.4 – Typical shape of MFD (Greenshield’s parabolic model) with its characteristic values. (a) production-
MFD and (b) speed-MFD

relationship between trip completion rate and average flow was also verified empirically in
the same study, see Figure 1.6.

(a) (b)

FIG. 1.5 – Experimental MFD from Yokohama, Japan (Geroliminis & Daganzo, 2008, Fig. 2). (a) Map of
Yokohama, (b) aggregated flow vs occupancy (measure of aggregated density)

According to the early studies (e.g. Daganzo, 2007, Daganzo & Geroliminis, 2008, Geroli-
minis & Daganzo, 2007, 2008), the MFD is supposedly an intrinsic feature of a network.
These authors assume that it only depends on the network supply: road layout and geome-
try, traffic signal timings, road capacity, etc. On the other hand, the MFD should be indepen-
dent from the travel demand, i.e. the routing of travelers and the Origin-Destination (OD)
matrix. However, we will see in the next sections that this assumption may be far from what
is observed in reality, real networks have a lot of heterogeneities which could impact the
shape, the scatter and even the existence of the MFD of a given area. OD matrix and user
route choices may also have significant effects on its definition.

Estimation of the MFD
As detailed in Leclercq et al. (2014), there are two kinds of estimation methods for the MFD:
analytical and experimental methods. The first one is based on the Variational Theory and is
widely presented in Daganzo & Geroliminis (2008), Leclercq & Geroliminis (2013). In short
the MFD is approximated with different “cuts” in the flow-density plane, which are upper
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FIG. 1.6 – Time series of the ratio of the circulating flow over the exit flow, data from Yokohama (Geroliminis
& Daganzo, 2008, Fig. 8)

bounds of the MFD. These cuts can be determined thanks to the Variational Theory and
the characteristics of all single links within the network (length, number of lanes, free-flow
speed, congested wave speed, saturation flow, traffic signal times). Under certain regularity
sufficient conditions (slow-varying and distributed demand, redundant network i.e. many
route choices, homogeneous network, links with FD independent from turning movements),
the upper bound constituted by the cuts is a good approximation of the network MFD. The
analytical method is only applicable for the MFD of arterials.

The second kind of estimation methods concerns experimental studies based on Eule-
rian and/or Lagrangian observations. Both are aimed to estimate flow and density for all
links and then aggregate data to obtain a scatter plot approximating the real MFD. Eulerian
observations may come from loop detectors whereas Lagrangian data consists of individual
vehicle trajectories from probe vehicles for instance. Shoufeng et al. (2013) used both kinds
of data, while Nagle & Gayah (2013) focused on the Lagrangian approach only, showing
that limited mobile probes are sufficient to get accurate estimation results.

There is also a third method recently proposed by Laval & Castrillon (2015), who de-
veloped a new way to estimate MFD thanks to stochastic approximations. Their method is
based on the Variational Theory in which stochastic processes are included. The main find-
ing is that on the whole, the MFD of an urban corridor should depend on two dimensionless
parameters: the mean block length to green ratio and the mean red to green ratio.

Consistency and application domain for the MFD
Further studies on the MFD have allowed to exhibit some features influencing its shape
or scatter. These have shed some light about restrictions of its definition domain and thus
allowed to precise the sufficient conditions to observe a well-defined MFD. It has indeed
been observed that in simulated or real situations the main hypothesis for the MFD to be
defined—uniform distribution of congestion—is not verified; most of the time congestion
appeared to be a local phenomenon (Mazloumian et al., 2010, Geroliminis & Sun, 2011b).
Buisson & Ladier (2009) were the first to investigate the impact of heterogeneity on MFD,
that is, heterogeneity in network structure (arterial vs local streets) and in data measure-
ment (position of loop detectors). They concluded that this heterogeneity greatly influences
the MFD shape and scatter. Later on, the impact of road layout on the MFD definition is
also highlighted by Knoop et al. (2014) with simulations on different networks. Mazloumian
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et al. (2010) brought out a clearer understanding about spatial distribution of vehicles and
how it affects the scatter and existence of the MFD. Their simulation results showed that a
well-defined and low-scattered MFD can be related to a given level of spatial heterogene-
ity, measured as the standard deviation of link densities. This finding was then confirmed
by Geroliminis & Sun (2011b) who proposed a general condition to observe a well-defined
MFD: the spatial distribution of vehicles must be similar for times when average network
occupancy is about the same. Heterogeneity in networks and its consequence on network
capacity was also examined by Geroliminis & Boyaci (2012) who focused on the effect of
turning movements.

At the same time, the existence and definition of MFD for freeways is notably discussed
by Geroliminis & Sun (2011b,a), Cassidy et al. (2011). While Geroliminis & Sun (2011a)
showed that freeway MFDs have high scatter and hysteresis thanks to real data, Cassidy et al.
(2011) argued that for a restrained domain area and with an appropriate filtering method,
well-defined MFD could arise for periods when a single regime (free-flow or congestion) is
observed in all links.

The time of the day has also an influence on the MFD shape: hysteresis phenomena can
be observed during morning peaks as illustrated in Figure 1.7, showing a lower network ca-
pacity for congestion recovery than for congestion onset. This was mentioned and analyzed
by many authors (Buisson & Ladier, 2009, Gayah & Daganzo, 2011, Daganzo et al., 2011,
Geroliminis & Sun, 2011a, Muhlich et al., 2015, Saeedmanesh & Geroliminis, 2015). Basically,
the hysteresis phenomenon is explained by the fact that when congestion recovers, reducing
queuing vehicles entails more heterogeneities in spatial distribution and thus a reduction of
the network production, so that a lower MFD appears compared to the first onset of con-
gestion (Gayah & Daganzo, 2011). While analyzing hysteresis patterns for different network
design, Muhlich et al. (2015) found interesting conclusions: the presence of arterial streets
has a significant influence on spatial distribution of congestion, and arterial ring roads seem
to distribute congestion more evenly with better traffic performance than arterial grids.

FIG. 1.7 – Hysteresis phenomenon in the MFD, data from Toulouse, France (Buisson & Ladier, 2009, Fig. 5)

Other factors influencing congestion distribution and MFD, like traveler information,
have also been studied by Zhao et al. (2014). Thanks to numerical simulations on simple
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arterial grids, it was shown that real-time information about congested areas for a part of
the drivers has a dramatic impact on the network MFD. The method used was to introduce
stochastic process in the route choice for travelers. Leclercq & Geroliminis (2013) also ex-
amined the consequences of driver route choices on the MFD shape, using an improved
estimation method based on the Variational Theory.

Developments and extensions, the 3D-MFD
Geroliminis et al. (2014) created the concept of Three-Dimensional MFD to characterize traf-
fic flow in bimodal networks. The idea is to describe interactions between cars and buses as
the road space, and see how the density of vehicles in each mode can affect the mean flow in
the road. With simulation experiments based on a real network (3 km2 area of Downtown
San Fransisco), the authors defined traffic states by means of a point in a 3D-space (flow of
vehicles vs concentration of cars and concentration of buses) instead of a 2D-space for the
standard MFD concept presented earlier. Moreover, a distinction was made between vehi-
cles and passengers, resulting in two models: the 3D-vMFD for vehicles, and the 3D-pMFD
for passengers (see also Chiabaut, 2015) to take into account the fact that a bus carries more
travelers than a car, see Figure 1.8. The relationship between vehicle and passenger flow is
described by p = hc.qc + hb.qb, where p is the total passenger flow, qc and qb are respectively
the car and bus flows, and hc and hb the respective average numbers of on-board passengers.
This new concept allowed to find out the proportion of cars and buses maximizing the total
vehicle flow. The existence of the 3D-MFD was recently shown in the city center of Zurich
(Switzerland) with data from loop detectors and automatic vehicle location devices (Loder
et al., 2017).

FIG. 1.8 – 3D-pMFD, passenger flow vs car accumulation nc and bus accumulation nb, results from simula-
tion (Geroliminis et al., 2014, Fig. 2)

Developments and extensions, the Generalized MFD (GMFD)
Knoop et al. (2015) proposed another kind of extension to take the spatial distribution of
congestion into account. This extension is based on previous studies that addressed the
influence of spatial heterogeneity on the MFD, as presented above when discussing the con-
sistency and application domain for the MFD. Buisson & Ladier (2009) first introduced the
question of spatial heterogeneity and how it affects the MFD definition. Then Mazloumian
et al. (2010) showed with simulations on a regular grid network that there exists a relation-
ship between the network average flow and the standard deviation of link densities. This
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idea is also studied later by Mahmassani et al. (2013b). The effect of spatial variability in ve-
hicle densities on the MFD is explored in more details by Geroliminis & Sun (2011b,a) with
the data from downtown Yokohama, Japan, and the Twin Cities freeway network, USA.
The model developed by Knoop et al. (2015) is called the Generalized MFD (GMFD), and
relates average flow to average density and spatial inhomogeneity of density, as shown in
Figure 1.9. As first introduced by Mazloumian et al. (2010), the spatial inhomogeneity is
defined as the standard deviation of the link densities in the reservoir. The authors showed
with simulation results that the GMFD is able to (i) describe the hysteresis patterns pre-
viously observed in the literature, and (ii) predict the loss of performance due to spatial
heterogeneity.

FIG. 1.9 – GMFD, results from simulation (Knoop et al., 2015, Fig. 1)

Application to city perimeter control
One of the direct applications of the previous models is the control of perimeter flows to
restrain congestion development and try to keep accumulation near the maximum of pro-
duction for a given zone. Haddad & Geroliminis (2012) first investigated on the stability
analysis of traffic control for two-region systems, and dealt with issues about optimality
vs stability in using system phase portraits. The two-reservoir or two-bin model was then
deeply studied by Geroliminis et al. (2013). Aboudolas & Geroliminis (2013), Ampountolas
et al. (2014), Hajiahmadi et al. (2015) further developed the perimeter control approach with
multi-reservoir systems. In their models, a city is partitioned into N reservoirs in which a
well-defined MFD is assumed. Based on flow conservation equations in which a control
parameter is added to regulate inflows, they obtained a set of coupled equations describing
traffic dynamics. Because the resolution of such systems may be very complex, the authors
used linearizing methods around the equilibrium state. Ampountolas et al. (2014) also used
the 3D-MFD model for a mixed bimodal traffic, and the control policy they developed has
allowed to reduce the overall congestion and improve traffic performance. Hajiahmadi et al.
(2015) used two types of controller, one on the boundary to control transfer flows and one
inside each reservoir which affects signal timing to control each MFD shape.

The application of multi-reservoir models implies spatial partitioning of cities into homo-
geneous regions, which remains a challenge and has been particularly studied by Ji & Geroli-
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minis (2012), Zhou et al. (2012), Saeedmanesh & Geroliminis (2016). Another key point of the
aggregated modeling of cities is the description of flow transfer between reservoirs. Whereas
some authors like Aboudolas & Geroliminis (2013) mainly use flow conservation equations
including inflow parameters (which represent control variables), Knoop & Hoogendoorn
(2014) have based their model on the Cell Transmission Model (CTM) of Daganzo (1994) to
build a Network Transmission Model. By determining transit flow with a supply/demand
model at each border of reservoirs, this method seems reliable for the modeling of traffic dy-
namics, but has not been validated yet by experimental studies or microscopic simulations.
Haddad et al. (2013) have explored an interesting case of an urban network with a freeway
connecting two parts of it. While the urban region is modeled with the multi-reservoir ap-
proach, the authors have taken advantage of the CTM to describe the flow in the freeway
between the two parts of the urban network. A new approach about transfer flow was
also presented by Leclercq et al. (2015). In order to observe the effect of route patterns on
the MFD, they modeled explicit macroscopic routes into a reservoir which is a promising
approach to consider flow transmission at the interface of different models. This method
should also provide a better estimation of the average trip length within a reservoir.

Application to route guidance
An alternative or complementary option to perimeter control is to divert users from con-
gested areas in advising them longer but free-flow routes. Knoop et al. (2012) first presented
the problem of routing strategies based on MFD as these ones may have an impact on the ini-
tial MFD in return. Hajiahmadi et al. (2013b), Yildirimoglu et al. (2015) have taken advantage
of the multi-reservoir approach to propose optimal dynamic route guidance.

As first noticed by Knoop et al. (2012), boundary control and routing advice are interde-
pendent. Yildirimoglu & Geroliminis (2014) provided an interesting analysis about dynamic
equilibrium for multi-reservoir systems, in which a methodology was presented to assess
the influence of control on route choice behavior.

1.2.2 Large-scale simulation using a multi-reservoir framework

Multi-reservoir modeling of large-scale urban areas consists in partitioning the network in
N reservoirs. In this way traffic conditions are assumed to be homogeneous in each re-
gion, so that a well-defined and low-scattered MFD can describe traffic dynamics within
each region. In this section we present and discuss the existing formulations of MFD-based
modeling, from a single reservoir to a multi-reservoir system. As mentioned in section 1.1.3,
the purpose of our work is to investigate and challenge these approaches, together with
proposing new ones to overcome some of the limitations that are identified.

The single reservoir model
The dynamics of a single reservoir was described in Daganzo (2007), Geroliminis & Da-
ganzo (2007). It corresponds to a given part of an urban network where the traffic states
are characterized by a well-defined production-MFD P(n) (in [veh.m/s]), where n (in [veh])
is the accumulation (number of circulating vehicles in the reservoir). The production-MFD
is notably defined by its characteristic values: the jam accumulation n j, the critical accu-
mulation nc and the maximum production Pc. All users are assumed to travel the same
average trip length L. The reservoir entry (also conceptually called “upstream boundary”)
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is the aggregation of all individual entry nodes of the network; similarly the reservoir exit
(or “downstream boundary”) aggregates all the exit nodes. Through the entry is defined
the total effective inflow qin(t), and through the exit the total effective outflow qout(t). See
Figure 1.10 for a schematic representation of the single reservoir model with its production-
MFD.

(a) (b)

(c) (d)

n

P(n)

n jnc

Pc

n(t)qin(t) qout(t)

FIG. 1.10 – The single reservoir model. (a) Network with link-scale trips, (b) aggregation into one reservoir,
(c) production-MFD and (c) queuing model

The accumulation n(t) is the state variable of the system. Its evolution is governed by
the following flow conservation equation:

dn
dt

= qin(t)− qout(t) (1.10)

In the most simple approach, the total inflow equals the inflow demand λ(t) (departure
rate of vehicles that want to enter the network or that are created inside), and the total
outflow corresponds to the trip completion rate G(n):∣∣∣∣∣∣

qin(t) = λ(t)

qout(t) = G(n(t)) =
P(n(t))

L

(1.11)

Note that the space dimension is not explicitly considered in this formulation. The distance
traveled is only characterized by the average trip length included in the outflow-MFD. In
equation 1.11, we clearly notice that a sudden modification of the demand will have an
instantaneous effect on the accumulation and thus on the outflow via G(n). That is why,
such modeling framework is suitable for quasi-static conditions only, i.e. when the demand
evolves slowly (Daganzo, 2007, Geroliminis & Daganzo, 2007).

However, such a system is not stable in congestion as mentioned by Daganzo (2007),
because of the shape of the outflow-MFD. In oversaturated conditions, G(n) decreases with
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n, so that an rise in accumulation entails a positive feedback effect on n via the outflow, see
equation 1.10. Thus the accumulation keeps increasing towards global gridlock. This is not
the case of undersaturated situations, where G(n) increases with n and therefore induces a
negative feedback mechanism on the system to keep it stable. As a consequence, there are
two possibilities to reproduce congested states in the single reservoir model. The first one is
to use a demand peak scenario that temporarily exceeds the MFD capacity. In this case, the
system outflow is unable to sustain the departure rate of travelers, so that accumulation can
reach oversaturated states. However, the reservoir can converge to gridlock if the demand
peak lasts for a long time. The second option consists in designing an entrance function I(n)
that automatically restricts inflow for large values of accumulation. This function was first
suggested by Geroliminis & Daganzo (2007), based on simulation results from the network
of Downtown San Fransisco, USA. The advantage of including I(n) in the single reservoir
modeling is that the system is now stable for any demand scenario, because the effective
inflow would be rewritten as:

qin(t) = min [λ(t); I(n)] (1.12)

With this formulation, a queue at the reservoir entry must be included in the model as well,
to take the waiting vehicles into account when the demand is not satisfied. If a point queue
model is used, the exact calculation of inflow is then:

qin(t) =

{
min [λ(t); I(n)] if nq = 0
max I(n) if nq > 0

(1.13)

dnq

dt
= λ(t)− qin(t) (1.14)

where nq(t) is the number of vehicles at t queuing before entering the reservoir.
Such a function is ignored in perimeter control studies, as input flow controllers play

a similar role (i.e. preventing the reservoir from reaching oversaturated states). But some
authors like Knoop & Hoogendoorn (2014), Lentzakis et al. (2016) systematically used this
function, and even proposed a theoretical shape like the one presented in Figure 1.11(b).
Note that no clear consensus exists about I(n) in the literature. For instance, the simulation
study from Geroliminis & Daganzo (2007) suggests that the “critical” point in I(n) is actually
different from (nc, Pc/L).

(a) (b)

n

G(n)

n jnc

Pc
L

n

I(n)

n jnc

Pc
L

FIG. 1.11 – Typical shape of MFD. (a) outflow-MFD and (b) entrance function

In this formulation, another important assumption is that the system outflow exclusively
depends on the reservoir inner conditions. Its possible reduction in oversaturation only
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comes from internal congestion, but in some cases, exogenous limitations at exit could be
included for users who want to leave the network. This is of critical importance when con-
necting several reservoirs together, because the outflow from one reservoir is the inflow for
a neighboring one. And this inflow could be limited if entrance functions are used. Differ-
ent solutions to handle flow exchanges are proposed in two-reservoir and multi-reservoir
models.

The two-reservoir or two-bin model
Different versions of the two-reservoir model (also called “two-bin” model) were presented
in Geroliminis & Daganzo (2007), Gayah & Daganzo (2011), Haddad & Geroliminis (2012),
Tsekeris & Geroliminis (2013), Geroliminis et al. (2013). Most of them consists in the basic
modeling of a city split into two concentric areas, the center and the periphery. Figure 1.12
shows two representations of this model, where region R1 is the periphery and region R2
is the city center. We first present the approach of Geroliminis & Daganzo (2007) which is
the most general one found in the literature. The flows mentioned on this figure are of two
kinds for each reservoir:

• Endogenous inflow/outflow

– qin11(t), qout11(t): allowed inflow into R1 (resp. outflow from R1) for trips ending
in R1

– qin12(t): allowed inflow into R1 for trips ending in R2
– qin22(t), qout22(t): allowed inflow into R2 (resp. outflow from R2) for trips ending

in R2
– qin21(t): allowed inflow into R2 for trips ending in R1

• Exogenous inflow/outflow

– q12(t): allowed transfer flow from R1 to R2
– q21(t): allowed transfer flow from R2 to R1

(a) (b)
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FIG. 1.12 – Two possible representations of the two-reservoir model, (a) adjacent blocks and (b) concentric
zones

No flow from outside the city is considered by the above-mentioned authors (that is
why inflow and outflow are called “endogenous”). However this could be easily taken into
account by including the inflow from outside to R1 in qin11(t) and the outflow from R1 to
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outside in qout11(t). In this section the endogenous flow may correspond to either internal
or exchange flow with the city outside.

The state variables are the accumulations in each region n1(t) and n2(t), decomposed by
trip destination:

n1(t) = n11(t) + n12(t) (1.15)
n2(t) = n22(t) + n21(t) (1.16)

where:

– n11(t) is the number of vehicles at t in R1 whose destination is in R1
– n12(t) is the number of vehicles at t in R1 whose destination is in R2
– n22(t) is the number of vehicles at t in R2 whose destination is in R2
– n21(t) is the number of vehicles at t in R2 whose destination is in R1

The whole dynamics of the system is then described by the following equations, a better
representation of the flow exchange is given in figure 1.13:

dn11

dt
= qin11(t) + q21(t)− qout11(t)

dn12

dt
= qin12(t)− q12(t)

dn22

dt
= qin22(t) + q12(t)− qout22(t)

dn21

dt
= qin21(t)− q21(t)

(1.17)
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FIG. 1.13 – Flow transfers in the two-reservoir model

With the assumption of constant trip lengths, each region Ri has a well-defined outflow-
MFD represented by the trip completion flow Gi(ni) (where i = 1,2) which is the sum of
transfer flow plus endogenous flow (see equations 1.18 and 1.19).

G1(n1) =
n12

n1
G1(n1) +

n11

n1
G1(n1) (1.18)

G2(n2) =
n21

n2
G2(n2)︸ ︷︷ ︸

transfer flow

+
n22

n2
G2(n2)︸ ︷︷ ︸

endogenous flow

(1.19)

To determine the flow that can actually enter or exit the two reservoirs, one must take into
account constraints given by the entrance and exit functions of each reservoir on the one
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hand, and the input demand or supply on the other hand. In free-flow conditions it can be
assumed that all the demand is satisfied, it is however more difficult to arbitrate between the
different inflows and outflows when a reservoir becomes congested. One solution among
others could be to use the merge model of Daganzo (1995). In the literature, authors manip-
ulating this two-reservoir model are more interested by control strategies and prefer simpli-
fying flow exchange.

Geroliminis & Daganzo (2007) assume that there are no restrictions on the demand qin,i1
and qin,i2 (i = 1,2) and that the outflow is given by the exit function with respect to the cor-
responding ratio of accumulation as presented in equations 1.18 and 1.19. Only the transfer
flows q12 and q21 are a mix between the entrance function Ii(ni) of the destination region
and the exit function Gi(ni) of the departure region (i = 1,2). Therefore we have:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

qin11(t) = λ11(t)
qin12(t) = λ12(t)
qin22(t) = λ22(t)
qin21(t) = λ21(t)

qout11(t) =
n11

n1
G1(n1)

qout22(t) =
n22

n2
G2(n2)

q12(t) = min
(

u12(t).I2(n2(t));
n12

n1
G1(n1)

)
q21(t) = min

(
u21(t).I1(n1(t));

n21

n2
G2(n2)

)

(1.20)

The expressions of q12 and q21 include the control parameters u12 and u21 which are set
dynamically by the author to regulate entrance flow from one reservoir to another (these
parameters are between 0 and 1, their sum always being 1), these are introduced for perime-
ter control purpose only. To solve the kind of system presented in equation 1.17 applied to
N reservoirs, authors like Aboudolas & Geroliminis (2013) implement linearization meth-
ods around the equilibrium state. They consider that traffic evolves near the maximum of
production in the city center, as their studies are devoted to perimeter control near this opti-
mal traffic state. This justifies the simplification choice adopted by Geroliminis & Daganzo
(2007) and other authors working on boundary control as for flow merging problems.

Other versions or extensions of this approach can be found in the literature. Tsekeris &
Geroliminis (2013) used exactly the same model assumptions on a simplified case: a con-
vergent flow from the periphery to the center of the city, that is, from R2 to R1. There is
one point where their modeling approach differs from Geroliminis & Daganzo (2007). As
there is only one possible destination in this model, accumulation decomposition is based
on trip origins instead of trip destinations. More precisely, they write the accumulation in
R1 as n1 = n11 + n12, the number of vehicles originated from R1 plus the number of vehicles
originated from R2.

Geroliminis et al. (2013) also founded their modeling on the same dynamic equations, but
without considering any entrance functions. In their study the transfer flows q12 and q21 are
simply the corresponding fractions of exit flow coming from the origin reservoir, multiplied
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by a control parameter (equation 1.21):

q12(t) = u12(t)
n12

n1
G1(n1)

q21(t) = u21(t)
n21

n2
G2(n2)

(1.21)

Haddad & Geroliminis (2012) focused on a very simplified model, with flow from R1 to
R2 and internal flow in R2 only. Accumulation is not decomposed on trip destination or
origin. In this case traffic dynamics are described by:

dn1

dt
= qin1(t)− q12(t)− qout1(t)

dn2

dt
= qin2(t) + q12(t)− qout2(t)

(1.22)

where: ∣∣∣∣∣∣∣∣∣∣∣∣

qin1(t) = λ1(t)
qin2(t) = λ2(t)

qout1(t) = 0
qout2(t) = G2(n2)

q12(t) = u12(t)G1(n1)

(1.23)

The flow qout1 is null, meaning that all the outflow from the periphery R1 is intending to
enter the city center R2. This approach helps the authors studying the dynamics of such a
two-reservoir system. In particular they were able to draw its phase portrait based on the
initial accumulation in each region.

Multi-reservoir models
Multi-reservoir models are generalizations of the different versions of the two-reservoir
model. The present state-of-the-art figures out three main approaches with a decreasing
level of aggregation, that is, a more and more refined view of traffic dynamics. These ap-
proaches are detailed below:

• The first approach is described in Aboudolas & Geroliminis (2013), there is no decom-
position of accumulation in each reservoir (highest level of aggregation) and a constant
average trip length is assumed

• The second approach is presented in Hajiahmadi et al. (2013a) which is a generaliza-
tion of Geroliminis et al. (2013), accumulation is decomposed by trip destination and
constant trip length is also assumed

• The third approach is defined in Yildirimoglu & Geroliminis (2014), accumulation is
decomposed by trip OD and traveled route (in this model a route is seen as a succession
of reservoirs), and the trip length is also decomposed in the same way and can vary
over time

Although not included in multi-reservoir models, a last approach is worth mentioning be-
cause of its potential application. It is presented in Leclercq et al. (2015), where one reservoir

p. 43 / 244



CHAPTER 1. GENERAL INTRODUCTION

is studied with accumulation decomposed by macroscopic OD pairs. This means several
macroscopic routes may be defined for a reservoir (a route is associated to a given OD pair).
The originality of this approach is that it reintroduces the space dimension in the system
dynamics. This system consists in flow-density conservation equations (one per OD pair),
similar to the LWR model applied on several links, but where all the equations are coupled
through the speed-MFD. The extension to a multi-reservoir model could be the distinction
of OD pairs not only by reservoir as proposed in Yildirimoglu & Geroliminis (2014) but by
reservoir border (a more refine view of macroscopic OD pairs).

Multi-reservoir approach 1: Reservoirs with constant trip length and without accu-
mulation decomposition
This modeling approach is first detailed in Aboudolas & Geroliminis (2013) and then ex-
tended in Ampountolas et al. (2014). For a city partitioned in N reservoirs, this model de-
scribes the temporal evolution of the accumulation ni(t) in each region Ri (1 ≤ i ≤ N). The
main hypothesis is time-invariant regional trip lengths Li.

Aboudolas & Geroliminis (2013) defines the MFD of a reservoir Ri as its outflow-MFD
Gi(ni). The outflow Gi(ni) includes the trips ending in region Ri and the trips exiting the
reservoir i. The author also considers a linear relationship between outflow and circulating
flow Qi(ni) due to the above-mentioned assumption:

Gi(ni) =
Lnet,i

Li
Qi(ni) =

Pi(ni)

Li
(1.24)

where Lnet,i is the total network length and Pi(ni) is the production-MFD in reservoir Ri.
The dynamics of the whole system is represented as follows:

∀i ∈ [1, N],
dni(t)

dt
= qin,i(t)− qout,i(t) + di(t) (1.25)

where:

– qin,i(t) is the global effective inflow in Ri
– qout,i(t) is the global effective outflow of Ri
– di(t) is the uncontrolled demand, which represents internal flows (i.e. trips starting

and ending in the region, thus invisible for reservoir boundary control)

There is no entrance function in this model, the reservoir inflow is defined as the sum of
transfer flows from other reservoirs to Ri. The outflow is not limited either, it is precisely
equal to the trip completion rate:∣∣∣∣∣∣

qin,i(t) = ∑
j∈Si

q ji = ∑
j∈Si

β ji(t− τ ji).G j(n j(t))

qout,i(t) = Gi(ni(t))
(1.26)

where:

– Si is the set of origin reservoirs (including reservoir Ri if reachable from the outside
perimeter of the network)
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– q ji is the transfer flow from R j to Ri (for j = i, qii represents the inflow from outside
entering Ri)

– β ji is the fraction of flow rate in region R j allowed to enter the region Ri
– τ ji is the travel time needed for vehicles to approach region Ri from the origin reservoir

R j

Figure 1.14 displays the model overview for flow exchanges. The internal flow di(t) is not
particularly characterized, as part of a perimeter control problem it is more or less consid-
ered as system disturbances by the authors.

R
i

q
ii n

i

q
ij

q
ji

R
j

n
j

R
k

n
k

R
ln

l

outside

S
i
= {R

j
; R

k
; R

l
}

n
i

G
i

reservoir

FIG. 1.14 – Reservoir representation for modeling approach 1

To get the global solution, the authors used the Taylor first order linearization around
the equilibrium state (accumulation in each reservoir near the capacity, i.e. maximum of
outflow). Every internal travel time is moreover assumed equal to zero, τ ji = 0. As no
entrance function is used in practice regulating the region inflow is ensured by limitations
on the fractions of inflows β ji and on accumulations:

∀ j, i 0 < β ji min ≤ β ji(t) ≤ β ji max

∀ j
N

∑
i=1

(β ji(t) +εi(t)) ≤ 1

∀i 0 ≤ ni(t) ≤ ni max

(1.27)

where εi(t) is the portion of uncontrolled (internal) flow entering reservoir Ri.
Other versions or extensions of this modeling approach exist. Ampountolas et al. (2014)

applied the same modeling for a bi-modal control problem in including the concept of three-
dimensional MFD developed by Geroliminis et al. (2014) to the reservoir dynamics. Accu-
mulation in Ri is decomposed by mode:

ni(t) = ni car(t) + ni bus(t) = δi(t).ni(t) +
(
1− δi(t)

)
.ni(t) (1.28)

where δi(t) is the proportion of cars in Ri. The MFD of Ri is then replaced by the corre-
sponding 3D-MFD Q(ni, δi) (see example on Figure 1.8), thus the outflow Gi(ni) in equation
1.24 is replaced by:

Gi(ni, δi) =
Lnet,i

Li
Qi(ni, δi) (1.29)

In Ampountolas et al. (2014), Lnet,i is not the total network length of Ri but the average link
length in Ri.
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Multi-reservoir approach 2: Reservoirs with constant trip length and accumulation
decomposition by trip destination to adjacent reservoirs
The second modeling approach is first detailed in Hajiahmadi et al. (2013a) and then in Had-
dad (2015), this method is a generalization of the two-reservoir model established in Geroli-
minis et al. (2013) extended to a city partitioned into N reservoirs. The main hypotheses are
the same as in the previous approach, that is, trip lengths for all travelers inside a region
are similar (independent from the OD of the trip), and traffic dynamics within a region Ri is
well-described by the outflow-MFD Gi(ni) (1 ≤ i ≤ N).

The accumulation ni in Ri is decomposed by trip destination to its adjacent reservoirs:

ni(t) = nii(t) + ∑
j∈Si

ni j(t) (1.30)

where Si is the set of adjacent regions to Ri, i.e. which are directly reachable from Ri, and
ni j(t) is the number of vehicles in Ri with direct destination to R j. One should notice that this
modeling approach only considers trips between two adjacent reservoirs. This means there
is no tracking on vehicles which could travel between distant regions as no “transferring”
accumulation is taken into account in each region (e.g. vehicles in Ri traveling from Rk to
R j). Consequently, the definition of trip destination in this model must not be confused with
the one of the real trip OD. Figure 1.15 displays the model overview for flow exchanges and
accumulation decomposition.
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FIG. 1.15 – Reservoir representation for modeling approach 2

The trip completion flow Gi(ni) is the sum of exiting flows plus internal flow:

Gi(ni) = ∑
j∈Si

ni j

ni
Gi(ni) +

nii

ni
Gi(ni) (1.31)

The systems dynamics is then described by the following equations:
∀i ∈ [1, N],

dnii(t)
dt

= qin,ii(t) + ∑
j∈Si

q ji(t)− qout,ii(t)

∀i ∈ [1, N], ∀ j ∈ Si,
dni j(t)

dt
= qin,i j(t)− qi j(t)

(1.32)

where:

– Si is the set of regions directly reachable from Ri
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– qin,ii(t) is the effective inflow (allowed flow to enter/circulate in the region) for internal
trips within Ri

– qin,i j(t) is the effective inflow for transfer flow from Ri to R j
– qout,ii(t) is the effective outflow for trips ending in Ri
– qi j(t) and q ji(t) are respectively the effective transfer flows from Ri to R j and from R j

to Ri

The same approach as in Geroliminis et al. (2013) for the two-reservoir model is used:
there is no entrance function in each region, the effective inflows are precisely the demand
for internal flows and transfer flows, the effective outflow is the reservoir trip completion
rate, and the transfer flows are the corresponding fractions of exit flows from departure
regions. That is: ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

qin,ii(t) = λii(t)
qin,i j(t) = λi j(t)

qout,ii(t) =
nii

ni
Gi(ni)

qi j(t) =
ni j

ni
Gi(ni)

q ji(t) =
n ji

n j
G j(n j)

(1.33)

In Hajiahmadi et al. (2013a), Haddad (2015), regulating reservoir inflow is in practice
based on boundary control parameters ui j(t) and u ji(t) that are added to the system dy-
namics to restrict transfer flows. Thus in the previous equations, qi j(t) and q ji(t) must be
respectively replaced by ui j(t).qi j(t) and u ji(t).q ji(t). There are moreover other constraints:

∀i, j 0 < ui j min ≤ ui j(t) ≤ ui j max

∀ j, i 0 < u ji min ≤ u ji(t) ≤ u ji max

∀ j, i ui j(t) + u ji(t) = 1

∀i 0 ≤ ni(t) ≤ ni max

(1.34)

Multi-reservoir approach 3: Reservoirs with time-dependent trip length and accu-
mulation decomposition by trip OD and chosen route
This third approach is the latest evolution of the MFD-based simulators for multi-reservoir
systems. This one has been proposed by Yildirimoglu & Geroliminis (2014), it includes a
DTA procedure in order to better comply with dynamic Stochastic User Equilibrium (SUE)
conditions. In this section however, we only deal with the modeling of reservoir dynamics.
The main change regarding the previous approaches is that the average trip length becomes
time-dependent, and differences in distance traveled by vehicles from different OD are dy-
namically taken into account.

Assuming a city partitioned in N reservoirs, nr(t) is the total accumulation in region Rr.
For all origin reservoirs Ro and destination reservoirs Rd, nr(t) is decomposed into nr

od(t)
which is the number of vehicles in Rr traveling from Ro to Rd. For all regional paths p (or
macroscopic routes, defined as sequences of reservoirs crossed) between origin and destina-
tion reservoir, nr

od(t) is itself decomposed into npr
od(t) which is the number of vehicles in Rr
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traveling from Ro to Rd using path p. We can write:

nr(t) =
N

∑
o=1

N

∑
d=1

Nod

∑
p=1

npr
od(t) (1.35)

where Nod is the number of paths between origin Ro and destination Rd. Each region Rr is
supposed to exhibit a well-defined production-MFD Pr(nr), or equivalently a speed-MFD
Vr(nr) = Pr(nr)/nr. In case of a constant average trip length Lr, the trip completion rate is
simply Pr(nr)/Lr. However in this approach, the average trip length is made variable and
depends on the path used for a given OD pair. Therefore the trip completion rate Gpr

od(t) for
vehicles in Rr traveling from origin Ro to destination Rd using path p is defined by:

Gpr
od(t) =

npr
od(t)

nr(t)
Pr(nr(t))

Lpr
od(t)

(1.36)

where Lpr
od(t) is the average trip length crossed in region Rr by travelers with origin Ro and

destination Rd using path p. Figure 1.16 displays a model overview for flow exchange and
accumulation decomposition.
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FIG. 1.16 – Reservoir representation for modeling approach 3

The reservoir dynamics is described as follows:

∀r ∈ [1, N],
dnrr(t)

dt
= qin,rr(t)− qout,rr(t) case r = o = d

∀r ∈ [1, N], ∀d, ∀p,
dnp

rd(t)
dt

= qp
in,rd(t)− qr→p+(r)

rd (t) case r = o 6= d

∀r ∈ [1, N], ∀o, ∀p,
dnp

or(t)
dt

= qp−(r)→r
or (t)− qp

out,or(t) case r = d 6= o

∀r ∈ [1, N], ∀(o, d) , ∀p,
dnpr

od(t)
dt

= qp−(r)→r
od (t)− qr→p+(r)

od (t) case r 6= o, d

(1.37)

where:
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– qin,rr(t) is the effective inflow for internal trips within Rr
– qp

in,rd(t) is the effective inflow for trips generated in Rr with destination to Rd using
path p

– qout,rr(t) is the effective outflow for internal trips within Rr
– qp

out,or(t) is the effective outflow for trips originated in Ro ending in Rr using path p

– qp−(r)→r
od (t) and qr→p+(r)

od (t) are respectively the effective transfer flows from previous
region Rp−(r) to Rr and from Rr to next region Rp+(r) in path p for the considered OD
pair (od, rd or or)

To calculate these different values of flow, the following assumptions are adopted: en-
trance functions depending on the reservoir sending the inflow are used to regulate transfer
flows between reservoirs, sending flow from a reservoir is given by the corresponding trip
completion rate for the considered OD pair and path (see equation 1.36), inflow for an OD
demand on a given path is not limited, and outflow for trips ending in a reservoir is also not
bounded. This gives:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

qin,rr(t) = λrr(t)

qp
in,rd(t) = λ

p
rd(t)

qout,rr(t) = Grr(t)

qp
out,or(t) = Gp

or(t)

qp−(r)→r
od (t) = min

[
Ip−(r),r(nr); Gp,p−(r)

od (t)
]

qr→p+(r)
od (t) = min

[
ar→p+(r)

od (t).Ir,p+(r)(np+(r)); Gpr
od(t)

]
(1.38)

where:

– λrr(t) is the demand for internal flow in Rr
– λ

p
rd(t) is the demand for trips generated in Rr with destination Rd using path p

– Ip−(r),r(nr) and Ir,p+(r)(np+(r)) are respectively the entrance functions in Rr for sending
flow from Rp−(r) and in Rp+(r) for sending flow from Rr

– ar→p+(r)
od (t) is a coefficient used to take into account the fact that inflow into Rp+(r)

may have several origins if this reservoir is included in many routes crossing Rr, its
formulation given by equation 1.39 is inspired by the queuing formula of Little (1961)

ar→p+(r)
od (t) =

npr
od(t)

Lpr
od(t)

1

∑
N
i=1 ∑

N
j=1 ∑

Nod
t=1 δ

t+(r)
p+(r)

ntr
i j

Ltr
i j

(1.39)

where δ
t+(r)
p+(r) is the Kronecker’s symbol, this term is null unless the next region in path t and

the next one in path p, both paths crossing Rr, are identical.
As regards the entrance functions mentioned in equation 1.38, no further details are pro-

vided by the authors on their shape or particularity.
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1.3 Research objectives and major contributions

1.3.1 Research questions

Based on the previous literature review, it appears that MFD-based models have been widely
used in several studies presenting promising applications. While interesting extensions
or simplifications were proposed for these models (from the single reservoir to the multi-
reservoir case), on the other hand some crucial elements of traffic flow modeling have been
poorly investigated. In general, it seems that each author developed or adapted his own
model for his needs, so that a global and consistent framework designed for any simulation
or control study is missing. Moreover, as most of the works using MFD focus on control
strategies, some strong assumptions are often made to keep the model mathematical formu-
lation quite simple. But these hypotheses have been rarely discussed for other applications
like traffic state estimations at large scale. All these concerns are summed up in the following
list of questions related to short-term and long-term traffic simulation:

• The mathematical formulation of traffic dynamics in the single reservoir model does
not explicitly account for the space dimension. As a result, variation on the inflow
affects the outflow instantaneously: the propagation of information in a reservoir may
appear inconsistent with traffic flow theory in some cases. How can we introduce
delays in the reservoir dynamics to mitigate this effect?

• The single reservoir model is assumed to be valid for slow-varying conditions only.
However, demand surge is expected in many situations (e.g. during peak hours). More-
over, the regulation of inflow due to perimeter control is far from operating at a slow
rate, as most of the cited works show. To what extend can we pretend that the single
reservoir model is accurate? Can we relax the slow-varying hypothesis?

• The MFD has been supposed to be an intrinsic feature of the reservoir, but a lot of
studies actually show that heterogeneities in the demand, routing, congestion distri-
bution, etc, have significant impacts on its shape. How can we account for these het-
erogeneities in MFD-based simulation? What are their effects on simulation results?

• The assumption of a constant average trip length shared by all the travelers has al-
ready been questioned, although still adopted in a lot of studies. Irregular shapes of
reservoirs are very likely to generate various trip lengths experienced by travelers in
real networks. What is the impact of this hypothesis on aggregated traffic simula-
tion? For the multi-reservoir frameworks that account for multiple trip lengths inside
a reservoir, what are the implications of these different lengths on traffic dynamics?

• Several studies have shown that usually, congestion does not propagate uniformly in a
network. Is there a way to fairly reproduce congestion spilling back in multi-reservoir
systems? What are the theoretical implications of the homogeneity assumption on
traffic states while simulating oversaturated conditions in multi-reservoir systems?

• The design of the entrance function is still a matter of debate. What is the inflow ca-
pacity faced by users who want to enter a reservoir? What is the shape of the entrance
function that can fairly reproduce congestion propagation in a reservoir?
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• In case several flows (e.g. coming from different neighboring reservoirs) want to enter
the same reservoir, how is the available entry capacity shared among these incoming
flows? How can we design a proper inflow merging scheme that can apply in any
situation?

• The concept of trip completion rate, widely used in multi-reservoir formulations, mixes
travelers ending inside the reservoir with others willing to exit the network. However,
these two groups of users experience different situations in congestion. The second
group can be blocked and thus have to queue at the reservoir border to enter a neigh-
boring reservoir, while the first group can only experience a reduction of mean speed.
How can we adjust the trip completion rate modeling to describe the interactions be-
tween internal trips and trips that cross the reservoir?

• Finally, a lot of theoretical MFD-based frameworks were developed, but only a few
simulation comparisons were carried on with microscopic models or real data. How
can we validate MFD-based models? What kind of errors can we expect while predict-
ing aggregated traffic states?

We see that these concerns can be classified in two categories. The first one encompasses
the questions concerning the inner dynamics of the single reservoir model itself: instanta-
neous variation of outflow, slow-varying hypothesis, effect on heterogeneities on simulation
results, impact of the constant average trip length assumption. The second category com-
prises the extension to multi-reservoir system and the proper modeling of flow exchanges:
accurate reproduction of congestion propagation between reservoirs, accounting for local
bottlenecks, design of the reservoir entry capacity, inflow merging scheme, outflow restric-
tion modeling. The common methodological aspect between these two categories is the
validation of the different modeling approaches through simulation comparisons.

1.3.2 Thesis outline

The objective of this PhD thesis is to address the aforementioned research questions. Hence,
the thesis outline is built upon the classification discussed previously. The manuscript is
divided into three main parts: the first one deals with the internal dynamics of the single
reservoir modeling, the second one investigates flow exchanges in multi-reservoir systems,
and finally the third part presents the complete MFD-based simulation platform together
with applications on real test cases and other extensions. The thesis outline is illustrated in
Figure 1.17.

In the first part, Chapter 2 investigates analytical and numerical methods to solve the
single reservoir model. In particular, a promising alternative modeling approach is inves-
tigated. This new approach, referred to as “trip-based” in contrast to the traditional one
called “accumulation-based”, received little attention in the literature. The physical proper-
ties of both models are compared, and it is shown that the trip-based framework provides
a more reliable representation of traffic states by construction in undersaturated conditions.
On the other hand, the limitations of the widely used accumulation-based model are clearly
identified, and the inaccuracies due to the slow-varying hypothesis are quantified.

Chapter 3 presents a simulation comparison between the accumulation-based single
reservoir model and a mesoscopic link-scale simulator on a simple Manhattan network. The

p. 51 / 244



CHAPTER 1. GENERAL INTRODUCTION

PART I: Investigations on internal
dynamics of a single reservoir

PART II: Investigations on flow
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FIG. 1.17 – Thesis outline

latter link-scale model is intended to reproduce local bottlenecks and heterogeneities in the
network due to local differences in the boundary conditions (entry demand and exit supply
exogenous flow distributions). It is shown that these variations in perimeter flow settings,
invisible to the single reservoir model because of aggregation, can impact the MFD shape
and the average trip length traveled by the vehicles. The errors from the MFD-based model
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in traffic state predictions are quantified, and correction methods such as the recalibration
of the MFD and the trip length are proposed to reduce the errors.

In the second part, Chapter 4 investigates flow exchanges in multi-reservoir and multi-
route systems. Based on theoretical considerations from well-known principles in traffic
flow theory, general and consistent entrance functions are proposed, together with a unique
inflow merge scheme that complies with flow and production constraints at the reservoir en-
try border. Moreover, a proper treatment of outflow is proposed to account for supply flow
limitation at the reservoir exit border. It is notably shown that such a treatment implies dras-
tic constraints on the outflow diverge scheme in case of several macroscopic routes crossing
the reservoir. Our new multi-reservoir framework is compared to existing ones from the lit-
erature, and great discrepancies are observed on a simple test case. Another contribution of
this study is the extension of the trip-based model to multi-reservoir systems and congested
situations.

Chapter 5 is intended to validate the theoretical findings from the previous chapter, and
also bring new insights about the calibration of the entrance function based on link-scale
information from the microscopic network (e.g. link capacities). The methodology of the
validation study is to compare traffic states simulated by a microscopic platform with the
prediction from an aggregated multi-route modeling. The case of two main macroscopic
trips is investigated: inflow and outflow share in congestion, flow and accumulation steady
state after the network loading, evolution of flow and accumulation per macroscopic trip
when congestion propagates. It is shown that the main findings of the previous chapter are
corroborated by the simulation comparison. A new framework is also proposed to account
for local bottlenecks at the reservoir border. It appears that this extension of the multi-route
model is efficient to handle various demand and supply settings at the reservoir perimeter,
such as the ones studied in Chapter 3.

Chapter 6 presents the architecture of the MFD simulation platform, together with the
merge algorithm used. Several applications and extensions that result from various collab-
orations with PhD, post-docs and researchers are also included. This comprises the imple-
mentation of a DTA model, the extension of a search-for-parking module in the trip-based
approach, and a study on the effects of perimeter control and routing on a simple test case.
A simulation study on the Lyon (France) metropolitan area also illustrates the application
and the potential of this MFD simulation platform. All these collaborations are part of the
ERC project MAGnUM held by Prof. L. Leclercq (Multiscale and Multimodal Traffic Mod-
eling Approach for Sustainable Management of Urban Mobility). This PhD thesis is one of
the contributions of the project, as it connects traffic modeling with control applications at a
large scale.

Most of the chapters in this manuscript are updated versions of papers published or
submitted in peer-reviewed journals or conference proceedings. They all consists of original
works first-authored by the PhD candidate.

1.3.3 Publication list

Peer-reviewed journal papers

• Mariotte, G. & Leclercq, L. (2019). Flow exchanges in multi-reservoir systems with
spillbacks. Transportation Research Part B: Methodological, accepted
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• Mariotte, G., Leclercq, L. & Laval, J. A. (2017). Macroscopic urban models: Analyt-
ical and numerical investigations of existing models. Transportation Research Part B:
Methodological, 101:245–267, doi:10.1016/j.trb.2017.04.002

• Leclercq, L., Sénécat, A. & Mariotte, G. (2017). Dynamic macroscopic simulation of
on-street parking search: a trip-based approach. Transportation Research Part B: Method-
ological, 101:268–282, doi:10.1016/j.trb.2017.04.004

Peer-reviewed conference proceedings

• Mariotte, G., Paipuri, M. & Leclercq, L. (2019). Flow exchanges in multi-trip MFD-
based systems: A validation study against microscopic simulation, In Transportation
Research Board 98th Annual Meeting, Washington DC, USA

• Mariotte, G. & Leclercq, L. (2018). MFD-based simulation: Spillbacks in multi-reservoir
networks, In Transportation Research Board 97th Annual Meeting, Washington DC, USA

• Mariotte, G., Leclercq, L. & Laval, J. A. (2017). Dual expression of macroscopic urban
models: Analytical and numerical investigations, In Transportation Research Board 96th
Annual Meeting, Washington DC, USA

• Sénécat, A., Leclercq, L. & Mariotte, G. (2017). Macroscopic simulation of on-street
parking search: a trip-based approach, In Transportation Research Board 96th Annual
Meeting, Washington DC, USA

International conference presentations

• Mariotte, G., Paipuri, M. & Leclercq, L. (2018). Modeling local flow restriction at
boundaries in multi-reservoir systems: An hybrid approach, hEART 7th Symposium,
Athens, Greece

• Mariotte, G. & Leclercq, L. (2017). The MFD trip-based approach applied to multi-
reservoir systems, hEART 6th Symposium, Haifa, Israel

• Mariotte, G. & Leclercq, L. (2016). Impact of the local demand-supply perimeter distri-
bution and the internal reservoir trip length on MFD-based traffic simulation, hEART
5th Symposium, Delft, the Netherlands

Working papers
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MFD-based traffic simulation, submitted to Transportmetrica B, under review
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Part I

Investigations on internal dynamics of a
single reservoir





Introduction

This first part focuses on the description and the understanding of the internal traffic dy-
namics of a single reservoir. Because this model constitutes the building block of any multi-
reservoir systems, the analysis of its dynamics will serve as a basis for the development of
more complex modeling approaches in the second part.

In the present part, the investigations on internal dynamics are divided into two different
studies. Chapter 2 introduces two existing modeling approaches based on the MFD, namely
the accumulation-based and trip-based models. Theoretical and numerical comparisons be-
tween them allow to address the question of the description of the space dimension in MFD-
based modeling. The validity domain of the widely used accumulation-based model is also
discussed thanks to these comparisons. Then, chapter 3 proposes to challenge the estima-
tion of the key elements in the accumulation-based modeling of a single reservoir, namely
the MFD itself and the average trip length. Thanks to a comparison with link-scale simula-
tion, this chapter aims at finding to which extend the MFD and the average trip length can
be considered as intrinsic properties of the network.
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2.
ANALYTICAL AND NUMERICAL

COMPARISONS OF EXISTING MODELS FOR
A SINGLE RESERVOIR

Large-scale network modeling using the Macroscopic Fundamental Diagram (MFD) is widely
based on the single-reservoir model, where the variation of the accumulation of circulating
vehicles in the reservoir equals inflow minus outflow. However, inconsistent lags for infor-
mation propagation between boundaries may be observed with this single accumulation-
based model. For example, outflow is reacting too fast when inflow varies rapidly, whereas
this information should be carried by vehicles that are never driving faster than the free-
flow speed. To overcome this limitation, a trip-based model has been recently proposed, but
whose solution cannot be obtained analytically.

In this chapter we compare both models under piecewise linear MFD and a piecewise
constant demand. These assumptions allow to establish the exact solution of the accumulation-
based model, and continuous approximations of the trip-based model at any order using
Taylor series. Moreover, a flexible event-based simulation framework is implemented to
solve the latter model, making it a promising tool to account for heterogeneity in distance
traveled. Thanks to these resolution schemes we are able to measure the inaccuracy of the
accumulation-based approach when the demand varies rapidly, and propose a validity do-
main for this model. Other applications with different trip lengths and supply limitations
are also discussed.

This chapter is an updated version of the paper:

Mariotte, G., Leclercq, L. & Laval, J. A. (2017). Macroscopic urban models: Analyt-
ical and numerical investigations of existing models. Transportation Research Part B:
Methodological, 101:245–267, doi:10.1016/j.trb.2017.04.002

http://dx.doi.org/10.1016/j.trb.2017.04.002


CHAPTER 2. EXISTING MODELS FOR A SINGLE RESERVOIR

2.1 Notations for this chapter

TAB. 2.1 – Specific notations in this chapter

Notation Definition [units]

tfree Reservoir free-flow travel time = L/u where u is the free-flow speed [s]
µc Outflow-MFD capacity, maximum outflow = Pc/L where Pc is the production-MFD

capacity [veh/s]
Pi(n) ith branch of the piecewise linear production-MFD P(n) (linear function) [veh.m/s]

wi Slope of the ith branch Pi(n) [m/s]
ηi n-intercept of the ith branch Pi(n) [veh]
ni Accumulation value at the intercept of the ith and the (i + 1)th branches of P(n) [veh]
ti Time at which there is a change in MFD branch [s]
td Time at which there is a change in demand value [s]

nini Initial accumulation at t = 0 [veh]
Tini Initial travel time at t = 0 [s]
λini Initial demand at t = 0 [veh/s]

n0 n(t0) = Accumulation at time t0 [veh]
T0 T(t0) = Travel time at time t0 [s]
λ0 Constant demand value, or λ(t0) = inflow at time t0 [veh/s]
µ0 Constant supply value, or µ(t0) = outflow at time t0 [veh/s]
δt Time step for the Euler-type finite difference resolution method [s]
∆λ Inflow gap in the evolution of the demand λ(t) [veh/s]
∆t Duration of the inflow gap in the evolution of the demand λ(t) [s]
Qλ Demand variation rate = ratio of ∆λ over ∆t [veh/s2]
h0 Height of the travel time drop in the evolution of T(t) [s]
d0 Duration of the travel time drop in the evolution of T(t) [s]
N Vehicle index [veh]

δN Vehicle fraction or increment (may be below 1) [veh]
t0 = tin

N Entering time of vehicle N [s]
t1 = tout

N Exiting time of vehicle N [s]
tin

N+δN Entering time of vehicle N + δN [s]
tout

N+δN Exiting time of vehicle N + δN [s]
δt Elapsed time between the exits of vehicles N and N + δN = tout

N+δN − tout
N [s]

n0, T0, λ0, µ0, V0 Respectively accumulation [veh], travel time [s], inflow [veh/s], outflow [veh/s]
and mean speed [m/s] at time t0 [veh]

n1, T1, λ1, µ1, V1 Respectively accumulation [veh], travel time [s], inflow [veh/s], outflow [veh/s]
and mean speed [m/s] at time t1 [veh]
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2.2 Motivations

Large-scale network modeling based on the Macroscopic Fundamental Diagram (MFD) has
advanced significantly in recent years. It appears as a viable option for congestion manage-
ment applications such as perimeter control (see e.g. Haddad & Geroliminis, 2012, Aboudolas
& Geroliminis, 2013, Ramezani et al., 2015, Haddad, 2017) and for modeling large cities based
on the multi-reservoir framework presented in Hajiahmadi et al. (2013b), Knoop & Hoogen-
doorn (2014), Yildirimoglu et al. (2015), Kouvelas et al. (2017). The theoretical foundations
of all these approaches have been established in Daganzo (2007), Geroliminis & Daganzo
(2007), where the dynamics of a single reservoir is represented by a conservation equation
where outflow is determined by the MFD function. This approach will be referred to as the
“accumulation-based MFD model”. Though it has proved to be an attractive description
of large urban areas, this approach still relies on strong hypotheses, which may have non
negligible impacts. For example, Xue et al. (2016) show that simplifying an urban system by
two reservoirs may lead to a different optimal perimeter-control strategy than when the sys-
tem is described using classical traffic flow theory. Also, it has been shown in Leclercq et al.
(2015) that the accumulation-based model suffers from significant numerical viscosity even
when the time step is small. Outflow (respectively inflow) may then overreact to sudden de-
mand surge (respectively supply drop) leading to inconsistent propagation of information
between opposite perimeter boundaries. The simplest illustration is an empty reservoir and
a demand that starts increasing. The outflow instantaneously also increases creating an im-
mediate reaction that may be interpreted as information that propagates from one boundary
to the other at an infinite speed.

Another crucial point concerns the representation of vehicle trip length within the reser-
voir. It is often assumed constant for all vehicles for the sake of simplicity (see e.g. Haddad
& Geroliminis, 2012, Aboudolas & Geroliminis, 2013, Hajiahmadi et al., 2013b), but this is not
consistent with what is observed when the local dynamics are taken into account (Leclercq
et al., 2015). Trip lengths not only depend on the OD (Origin-Destination) matrix but also
on the traffic conditions within the reservoir. Yildirimoglu & Geroliminis (2014) first high-
light the error made in simulation when using the standard formulation of Daganzo (2007)
in comparison with an improved description taking into account the variability of the trip
length with respect to OD pairs. Such a description requires that the original single con-
servation equation that describes the behavior of the reservoir must be split into different
vehicle classes, for example per OD pairs, with constant travel distances. The influence of
the trip length for the accumulation-based MFD model will be thoroughly investigated in
chapter 3. Leclercq et al. (2015) propose an alternative modeling framework to Yildirimoglu
& Geroliminis (2014) to consider different trip lengths by defining macroscopic routes and
jointly solving the related system of conservation equations. Based on an idea of Arnott
(2013) and Fosgerau (2015), Daganzo & Lehe (2015) and then Lamotte & Geroliminis (2016)
elaborate a simple and elegant reformulation of the single-reservoir dynamics to address the
question of variable trip lengths. This reformulation will be further referred to as “trip-based
MFD model” since the main idea is to guaranty that all vehicles cover their travel distance
within the reservoir by adjusting their instantaneous speed to the current reservoir mean
speed defined by the MFD.

In this chapter, we compare the accumulation-based and the trip-based MFD models
by investigating their analytical and numerical solutions for a piecewise linear MFD and
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piecewise constant inflows. The analytical solutions of the accumulation-based MFD model
can be determined piece by piece while the trip-based MFD model require a continuous
approximation based on the entering vehicle discretization. A major insight of our ana-
lytical developments is that the accumulation-based has no memory while the trip-based
approach accounts for a reaction time. The comparison of the solutions on simple test cases
will permit to further analyze the different model properties. In all cases, the trip-based
approach appears superior as it better represents wave propagation and travel time evolu-
tion within the reservoir. On the other hand, an attempt to define a validity domain for the
accumulation-based model application has been proposed. Numerical schemes are also de-
rived for both approaches. Notably, we propose here an event-based solution method for the
trip-based model that provides the exact solution when the inflow cumulative curve is kept
as a step-function related to the entry of each individual vehicles. This solution method can
be easily extended to account for different trip lengths for each driver, which is a significant
improvement compared to the accumulation-based model. This means that the trip-based
MFD model would be even easier to implement with multiple reservoirs.

The layout of this chapter is as follows: we first present the analytical and numerical
resolution of the accumulation-based reservoir model. Then we introduce the numerical
resolution of the trip-based model and compare its properties with the original model. The
event-based numerical scheme for the trip-based approach is also presented there. Finally,
we compare the results with the previous method and the accumulation-based model on
three case studies: a typical peak-hour demand profile, a supply restriction at the reservoir
exit, and a peak demand case with various trip lengths inside the reservoir.

2.3 Accumulation-based approach

We present in this section the seminal accumulation-based approach for describing the dy-
namics of a single-reservoir system.

2.3.1 The single-reservoir dynamics

The single-reservoir system dynamics has been extensively presented in Daganzo (2007),
Geroliminis & Daganzo (2007). The basic principle is that an urban network can be de-
scribed in an aggregate manner with a reservoir characterized by its accumulation n(t),
the number of circulating vehicles at time t (in [veh]). The traffic state within the reser-
voir is given by a well-defined relationship between the travel production P (in [veh.m/s])
and the accumulation n(t). Note that the mean speed V of travelers (in [m/s]) is given
by V(n(t)) = P(n(t))/n(t) at every time t (Geroliminis & Daganzo, 2007). As in Lamotte
& Geroliminis (2016), P(n) will be referred to as the “production-MFD”, and V(n) as the
“speed-MFD”. According to Geroliminis & Daganzo (2007), the trip length L is the same for
all travelers and satisfies the following equation:

O(n) =
P(n)

L
(2.1)

where O(n) is the reservoir outflow (in [veh/s]). It may represent either trips ending in the
reservoir or trips exiting the area. This equation can be viewed as the application of Little’s
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formula at the reservoir scale (Little, 1961). In this chapter, we first add some further but
non restrictive assumptions in order to facilitate analytical calculations. The initial state of
the reservoir is free-flow so that the outflow is not restricted by the supply at the network
exits. The total demand λ(t) for internal or passing-by trips is always below the network
capacity and therefore not limited by the reservoir entrance or supply function. With these
hypotheses the evolution of the accumulation n(t) is given by:

dn
dt

= λ(t)−O(n(t)) (2.2)

Moreover we choose a piecewise linear shape for P(n), in which each branch Pi of P(n) is
defined by equation 2.3:

Pi(n) = wi(n− ηi) (2.3)

where wi is the slope of the branch Pi (in [m/s]) and ηi the n-intercept (in [veh]), see Fig-
ure 2.1(c). This choice is motivated by the analytical method in Leclercq et al. (2014). This
assumption is not restrictive as any MFD can be approximated by such a family of linear
envelope curves. Our analytical solution also considers that the demand λ(t) is piecewise
constant and thus the cumulative demand count curve is piecewise linear.

Nin(t)

Nout(t)

n(t)

T (t)

tt− T (t)

# veh

t

0

n

P (n)

Pi(n)

ηi

wi

0

n

P (n)

Pi(n)
Pj(n)

nj
∞

L · λ0

ni
∞ = nfinal

n(t)

P (n), L

λ(t) O(n(t))

λ0

t0

n0

(b)

(d)(c)

(a)

FIG. 2.1 – (a) Schematic representation of the single-reservoir dynamics, (b) entering and exiting curves with
the definition of n(t) and T(t), (c) piecewise linear production-MFD P(n), and (d) example of two successive
applications of our analytical formula with a given demand λ0 (transition from the MFD branch Pj to Pi)

2.3.2 Analytical solution

Here we focus on the accumulation n(t) and the experienced travel time T(t), see Figure 2.1(b).
While accumulation evolves on the same branch Pi(n) of the production-MFD and the de-

p. 63 / 244



CHAPTER 2. EXISTING MODELS FOR A SINGLE RESERVOIR

mand remains constant, λ(t) = λ0, the conservation equation 2.2 becomes:

dn
dt

= λ0 −
wi

L
· (n(t)− ηi) (2.4)

which corresponds to a first-order linear differential equation with constant coefficients.
With the initial condition n(t0) = n0 at a given time t0, the solution of n(t) is:

n(t) = (n0 − n∞)e−(t−t0)/τ + n∞ (2.5)

where τ = L/wi is the characteristic time of the system, and n∞ = τλ0 + ηi is the asymptotic
value of n(t) when t→ +∞.

In this study T(t) is the travel time experienced by the vehicle that exits the reservoir
at time t. It corresponds to the time spent by the vehicle in the reservoir. The travel time
evolution results from the model dynamics and can be determined from the integration of
the outflow function, see Figure 2.1(b).

The accumulation can be written as n(t) = Nin(t)− Nout(t), where Nin(t) and Nout(t)
are the cumulative count curves for entering and exiting vehicles respectively. Knowing
that under FIFO Nout(t) equals to Nin(t − T(t)) by definition, this gives directly n(t) =∫ t

t−T(t) λ(s)ds = λ0T(t); see Figure 2.1(b). Therefore the travel time is directly obtained by
dividing equation 2.5 by λ0:

T(t) = (T0 − T∞)e−(t−t0)/τ + T∞ (2.6)

where T0 = n0/λ0 is the initial travel time at t = t0 and T∞ = n∞/λ0 is the asymptotic value
of T(t) when t→ +∞. Note that this equation is only valid if the demand remains constant
during T(t) at least, otherwise the general relation n(t) =

∫ t
t−T(t) λ(s)ds must be used. The

application of such a formula is straightforward as λ(t) is piecewise constant.

2.3.3 Step-by-step analytical resolution in the general case

Because our initial condition in accumulation might take any value, for a given problem
implying more than one branch of the piecewise production-MFD and different levels of
demand evolving with time, a complete solution can be obtained by successive applications
of the previous formulas in equations 2.5 and 2.6. Note that our method can adapt to any
demand variations since these are represented by step functions, and that this scheme does
not require steady state to be reached before the next change in demand. Its principle is the
following:

1. Initialize t0 = 0, n0 = nini (the initial accumulation for the whole problem)

2. Save the current level of demand λ0 and directly calculate the entering vehicle curve
Nin(t) until the next change in demand

3. Determine the current branch of the production-MFD (wi, ηi)

4. Update n(t) and T(t) using equations 2.5 and 2.6 until the minimum tmin between the
time td of the next change in demand and the time ti at which there is a change in the
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production-MFD branch. The latter can be determined by: ti = τ · ln
(

n0−n∞
ni−n∞

)
+ t0,

where ni is the accumulation at the branch change defined in the production-MFD.
Note that just after a change in demand the expression of T(t) must be calculated
using the general relationship n(t) =

∫ t
t−T(t) λ(s)ds as mentioned before.

5. Update the initial condition: t0 = tmin, n0 = n(tmin). If tmin = ti, a change in MFD
branch happens, go to 3. Else if tmin = td, a change in demand happens, go to 2.

It is worth mentioning that during the warm-up period, i.e. when Nout(t) < nini at the
beginning of the simulation, we need additional hypotheses to define properly the travel
time—in particular we need to know the previous demand level λini at t = 0, see point 4
of the process. To this end we suppose that the system is in a steady state before t = 0
characterized by the initial accumulation nini. For t < 0 we have then nini = λiniTini where
Tini is the initial travel time equal to L/V(nini). This yields the demand level that should be
defined for t < 0: λini = niniV(nini)/L.

With our step-by-step process any part of the global solution can be obtained at any preci-
sion. This resolution scheme provides by construction the exact solution of the accumulation-
based model under our hypotheses.

2.3.4 Application to a simple demand step case

Figures 2.2(a) and (b) show a simple case of a one-staircase demand profile and a six-branch
piecewise MFD, describing a 5-km network. The trip length is set to L = 2.5 km, the free-
flow speed to u = 15 m/s, and the maximum production to Pc = 3000 veh.m/s. The initial
number of vehicles nini has been chosen to correspond to the initial value of demand, so that
the system is in steady state at t = 0. These numerical values as well as the chosen MFD
shape will be the same for all the numerical applications in this chapter. Although the in-
stantaneous increase in demand at time td1 = 700 s is rather unrealistic, this simple profile
reveals a first drawback of the accumulation-based model: the analytical solution for the
travel time exhibits a drop of T(t) right when the demand increases. This phenomenon has
also been noticed by Lamotte & Geroliminis (2016). The accumulation-based formulation
in equation 2.2 does not include any features that bound or more precisely delay outflow
variations when demand changes are observed. Hence an increase of the inflow leads to
an instantaneous modification (increase) of the outflow, see Figure 2.2(e). It means that in-
formation (changes of the flow between the reservoir entry and exit perimeter) is traveling
between boundaries at a much higher speed than the maximal vehicle speed, and this infor-
mation speed is even infinite at the time when the inflow changes. Travel time has to adapt
to this immediate variation of the outflow to guaranty vehicle conservation. That means
some vehicles have to drive faster to sustain the outflow rate, which explains the decrease
of the travel time function at time td1.

Figure 2.3 presents the evolution of accumulation and travel time for different initial
conditions nini and different levels of demand λ0. Here the system is in steady state defined
by nini for t < 0, and directly enters in transient state at t = 0 because λ0 6= λini. The same non-
intuitive drops in travel time are encountered. They are all the result of too fast propagation
of the information between the reservoir boundaries. Figure 2.2(f) illustrates this problem
by exhibiting wave propagation within the reservoir. Waves are here defined similarly as
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FIG. 2.2 – (a) One-staircase demand profile λ(t), (b) outflow-MFD with the particular accumulation values
ni, 1≤i≤5 indicating the branch intersections and with the levels of demand, (c) evolution of accumulation n(t)
and (d) evolution of travel time T(t) where the time td1 corresponds to a change in demand, and ti1 to a change
in MFD branch. (e) Evolution of outflow µ(t) and (f) representation of wave propagation in the reservoir, a
wave being defined as a curve connecting an inflow value at upstream to the same outflow value at downstream.
The space axis represents the distance to travel along a trip. Here the maximum vehicle speed is the free-flow
speed

kinematic waves in link traffic flow theory, i.e. as locus in the (x, t) plane where identical
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flow (or speed) values may be observed. Such kinematic waves represent the propagation
of information in traffic stream as a change in flow value at one particular location will then
propagate following such curves. Classically information is propagating forward in free-
flow (positive kinematic wave speed) and backward in congestion. For reservoir models,
there is no explicit representation of the x-axis but we can define wave by analogy to the
link traffic flow theory by connecting identical flow values observed as inflow and outflow,
i.e. between the two boundaries of the reservoir that define the starting and ending locations
of trips. This permits to investigate how information is propagating inside the reservoir.
Figure 2.2(f) clearly shows that some waves are faster than the vehicle speed (and even
tends towards infinity when time tends towards t = td1), because the outflow starts being
modified before the first vehicle experiencing the demand surge joins the exit. This does not
mean that some vehicles experience zero travel time because we are speaking here about the
propagation of information. More precisely, only an infinitesimal small quantity of vehicles
will indeed carry such a super-fast (and even infinite) information propagation. However,
these inconsistent waves and output modifications induce the drop in travel times. This is
why it is currently admitted in link traffic flow theory that waves should not travel faster
than vehicle speeds. We believe that such a requirement is also important for reservoir
models and we will show that the trip-based model in section 2.4 overcomes this problem.

2.3.5 Congestion case and full numerical resolution

In congestion when the outflow is restricted to a given supply value µ0, equation 2.2 trans-
forms to dn/dt = I(n(t)) − µ0, where I(n(t)) is the reservoir inflow. In this case I(n(t))
may indeed depend on n(t) because for high values of accumulation the demand is limited
by the reservoir entrance function. The expression of I(n(t)) is assumed to be equal to the
reservoir capacity in free-flow and to correspond to the congested branch of the MFD in
congestion (Geroliminis & Daganzo, 2007). This means this differential equation will lead to
a quite similar solution as presented in equation 2.5 in switching the role of inflow and out-
flow. This shows that our approach is relevant to examine congested situations too, though
not presented here. With this shape of I(n), intermediate situations where both inflow and
outflow depend on n(t) lead automatically to equilibrium, as I(n) = O(n) on the congested
part. Figure 2.3(e) illustrates the reservoir dynamics in the (λ0, n, t) space. We clearly see
that the free-flow part of the outflow-MFD is attractive, whereas the congested part is re-
pulsive: once an initial condition (λ0, nini) is below the congested branches the solution will
automatically converge to the corresponding point on the free-flow branches. Our choice
here for I(n) makes the solutions with (λ0, nini) above the congested branches stable and not
converging to gridlock, because inflow is instantaneously restricted by I(n) equal to outflow
O(n) in congestion.

In order to ease the implementation of the accumulation-based model, a full numerical
resolution method can be used. To illustrate, we used a first-order Euler-type finite differ-
ence method, where the evolution of accumulation is obtained by the following iterative
process:

n(t + δt) = n(t) + δt ·
(

min[λ(t), I(n(t))]−min[µ0, O(n(t))]
)

(2.7)

where δt is the time step, and µ0 (in [veh/s]) is a given supply value at the reservoir exit,
which may eventually depend on time. Note that if the inflow is restricted, i.e. min[λ(t), I(n(t))] =
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FIG. 2.3 – (a) Different initial conditions nini with demand λ0 = 0.8 veh/s, evolution of accumulation n(t)
and (b) travel time T(t). (c) Different demand levels λ0 with initial condition nini = 10 veh, evolution of
accumulation n(t) and (d) travel time T(t). (e) Phase diagram in the (λ0, n, t) space, one line corresponds to
the solution with initial conditions (λ0, nini), the black line being the outflow-MFD. Initial conditions above
the congested part of the MFD lead to steady state solutions with our choice for the reservoir entrance function
I(n)

I(n(t)), the vehicles waiting at the reservoir entry must be taken into account in case of de-
mand evolution. In terms of computational time, the semi-analytical method is about ten
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times faster than the full numerical one if only a few branches are needed to define the MFD
and if the demand scenario has only a few different levels. But the fully numerical method
becomes the fastest one in case of any given shape for the MFD and continuous variations
of demand. In that case the semi-analytical process will need numerous calculation loops
to approximate both the shape of the MFD and the demand evolution. The influence of the
number of MFD branches and demand steps for the semi-analytical method, and the time
step choice for the full numerical resolution is analyzed in A.2. Results show that 8 MFD
branches and a 40-step demand profile are sufficient to get accurate approximations of the
exact solution. For the full numerical method, a time step equal to 10 % of the reservoir
free-flow travel time is small enough to get acceptable numerical errors. The exact solution
used to make these comparisons has been obtained in Mathematica R©, as further discussed in
Laval et al. (2018).

2.3.6 Validity domain of the accumulation-based model

Based on the first limitations highlighted in this section for the accumulation-based model,
a validity domain can be established regarding the travel time drop phenomenon. Our hy-
pothesis is that this undesirable artifact is due to the demand curve varying too fast. Da-
ganzo (2007) already conjectured that the accumulation-based model is suitable for slow
varying boundary conditions only. What we propose here is to characterize the demand
change rate threshold below which the model can be considered accurate. For this pur-
pose we perform numerous simulations with a logistic “S-shaped” demand defined by two
parameters: the demand gap ∆λ and the gap duration ∆t. The demand variation rate is
described by Qλ = ∆λ/∆t. We observe then the evolution of the travel time drop height h0
and its duration d0 as presented in Figures 2.4(a) and (b). If we compare the blue curve (∆t
= 0.2 s) with the yellow one (∆t = 800 s), we see that the faster the demand varies, the higher
the travel time drop h0 is, but the shorter its duration d0 is. Therefore we could expect h0 and
d0 evolving in opposite directions as Qλ increases. That is exactly what Figures 2.4(c) and
(d) show, where h0 and d0 are plotted in the (∆t, ∆λ) plane. White lines represent the iso-Qλ

curves. Both effects of the drop height and drop duration can be visualized in Figure 2.4(e)
where the product h0 · d0 is plotted.

These graphs point out that the relationship between the travel time drop phenomenon
and the demand variation rate is not obvious, and only considering the value of Qλ to define
an acceptable validity domain of the model may be too restrictive. Considering the global
effect, i.e. the product h0 · d0, it seems that the demand gap ∆λ alone is relevant for the char-
acterization of the validity domain. For example we could claim that a demand increase
below 0.1 veh/s ensures the accumulation-based model accuracy in travel time description,
whatever the time it takes. However, using only the indicator h0 · d0 makes these two sit-
uations equivalent: h0 = 60 s during d0 = 1000 s, and h0 = 6 s during d0 = 10,000 s, which
may not be appropriate for cases when very small differences in travel time are considered
negligible. So if we suppose the drop height is more prejudicial than its duration, only the
indicator h0 should be used. In that case, the validity domain would be ∆λ < 0.1 veh/s or Qλ

< 10−4 veh/s2. Note that these values are completely dependent on our numerical applica-
tion. An attempt to provide a validity domain applicable for any single reservoir problem is
presented in A.2.
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FIG. 2.4 – Influence of the demand variation rate on the accumulation-based model accuracy for travel time.
This accuracy is defined regarding the size of the travel time drop artifact. (a) Demand profiles with different
variation rates, (b) resulting travel time profiles where two inaccuracy factors are measured: the drop height
h0 and the drop duration d0, (c) drop height value in the (∆t, ∆λ) plane, (d) drop duration value, and (e) the
product height-duration value in the same plane
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2.4 Trip-based approach

2.4.1 Theoretical basis

The general principle of the trip-based approach is to derive the inflow and outflow curves
noting that the travel distance L by a driver entering at time t− T(t) should satisfy:

L =
∫ t

t−T(t)
V(n(s))ds (2.8)

This definition is mentioned in the 11th footnote of Arnott (2013) first, and used in the stud-
ies of Fosgerau (2015) and Lamotte & Geroliminis (2016) then. Daganzo & Lehe (2015) also
made use of such an approach, but without explicitly mentioning equation 2.8. Note that
equation 2.8 also resort on the notion of MFD to define the common speed of vehicles within
the reservoir at time t. Note also that this formulation focuses on the distance L traveled by
the vehicle entering at t − T(t) and exiting at T(t), which is defined as the integration of
the reservoir speed during the vehicle traveling period. The evolution of the accumulation
n(t) is then only defined in an implicit way, i.e. it results from vehicles entering and exiting
the reservoir. With this formulation of the reservoir system, it appears clearly that the def-
inition of the individual trip length is no longer a problem as it becomes part of the input
parameters. In this section, we will first consider that L is the same for all travelers. This
assumption allows us to develop a proper resolution scheme, and ensures the validity of
the comparisons we will make with the accumulation-based model. This hypothesis will be
relaxed in section 2.4.4 when presenting our event-based numerical resolution method.

To see the fundamental difference between the trip- and the accumulation-based models,
we rewrite the definition of L for the latter. If we use the formulation of the travel time based
on outflow, namely n(t−T(t)) = Nout(t)−Nout(t−T(t)) =

∫ t
t−T(t) O(n(s))ds, and combine

it with equation 2.1 we find: n(t− T(t)) =
∫ t

t−T(t)
P(n(s))

L ds. As a consequence, we get the
following expression for L in the accumulation-based model framework:

L =
1

n(t− T(t))

∫ t

t−T(t)
P(n(s))ds (accumulation-based) (2.9)

This has to be compared with equation 2.8 for the trip-based model, in which V(n(s)) is
replaced by P(n(s))/n(s):

L =
∫ t

t−T(t)

P(n(s))
n(s)

ds (trip-based) (2.10)

It becomes apparent that the accumulation-based model considers the accumulation n(s)
(s ∈ [t − T(t), t]) constant and equal to n(t − T(t)) during the travel duration [t − T(t), t]
of the vehicle exiting at t for the trip length calculation. On the other hand, the trip-based
model takes the accumulation evolution into account during the same period, which is more
realistic. In particular, this comparison shows that the two approaches are equivalent in
steady state, or when the accumulation varies slowly which is consistent with slow demand
variations. In other cases, e.g. as in peak-hour periods, we expect the accumulation-based
model to be inaccurate during transition phases.
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While being the first to introduce the trip-based model formulation, Arnott (2013) men-
tioned that its analytical resolution is almost impossible considering the current advances
in mathematics. So, he adopted the accumulation-based framework in the following of his
chapter. Fosgerau (2015) proposed some analytical developments of equation 2.8 but de-
fined the departure time rate as a function of the trip length (two users sharing the same
trip distance have necessarily the same departure time), which seems too restrictive for us.
Daganzo & Lehe (2015) and then Lamotte & Geroliminis (2016) presented an interesting res-
olution method for the trip-based model that consists in assigning to each user a trip length
and let him/her travels at the global mean speed V(n(t)) until he/she completes his/her
trip and exits the reservoir. As the departure rate is considered as an input of the simula-
tion, this method provides the arrival rate, i.e. the outflow of the system. Here, we propose
an elegant way to get numerical solutions from the trip length equation 2.8 while control-
ling the accuracy of the approximation by using Taylor developments. This confirms that
the methods originally proposed by Daganzo & Lehe (2015) and Lamotte & Geroliminis
(2016) provide accurate results when discretizing the entry flow in small vehicle fractions.
Our numerical approximation is presented in the following sections 2.4.2 and 2.4.3. Finally,
it appears that Daganzo & Lehe (2015) are using a time step to perform the simulation. We
will show in section 2.4.4 that like in Lamotte & Geroliminis (2016) we can get rid of time
steps to achieve a full event-based simulation process when discretizing the entry flow in
units of vehicles.

2.4.2 Numerical approximation

In a first time, we solve the problem under free-flow conditions. The congested case will
be studied latter. In a free-flow situation, i.e. when inflow and outflow are not restricted,
the behavior of the system is governed by the demand and solving the problem consists
in determining the outflow µ(t). Here the basic idea is to use equation 2.8 to express the
latter. From the definition of the experienced travel time T(t) we know that Nout(t) =
Nin(t − T(t)) for the cumulative count curves Nin(t) and Nout(t), see Figure 2.1(b). The
derivative of Nout(t) with respect to time leads to: µ(t) = (1− dT/dt)λ(t− T(t)). On the
other hand, as L is considered constant here, the time derivative of equation 2.8 is: 0 =
V(n(t))− (1− dT/dt)V(n(t− T(t))). Combining these two relationships gives an explicit
expression of µ(t):

µ(t) = λ(t− T(t)) · V(n(t))
V
(
n(t− T(t))

) (2.11)

This result has already been mentioned by Arnott (2013) as an equivalent problem to equa-
tion 2.8. Introducing this expression into the state equation 2.2 still remains an intractable
mathematical problem because it corresponds to a differential equation with endogenous
delay. However this expression can be transformed into an efficient numerical approxima-
tion by discretizing vehicles into fractions δN.

Let us assume that all the reservoir states are known until a given time t1: the demand
λ(t), the outflow µ(t), the accumulation n(t) and the travel time T(t). We then want to solve
the reservoir dynamics for t > t1. The vehicle exiting at t1 is denoted by the continuous
index N, its entering and exiting times are written tin

N = t0 and tout
N = t1 respectively. The

following vehicle is denoted by the index N + δN and its entering and exiting times are
tin

N+δN and tout
N+δN. Physically speaking δN should be equal to 1 and represents one vehicle.
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However, we deal here with a continuous model, so we can fix δN to very small values to
investigate numerical accuracy. Since we are in free-flow conditions the entering vehicle
time is determined by the demand, thus we have also tin

N+δN = tin
N + δN/λ(tin

N ). Solving
the problem for this vehicle is to determine its exit time tout

N+δN = t1 + δt, that is to say, to
determine the time increment δt after the last exit, see Figure 2.5(a). With these notations
equation 2.11 can be approximated by:

δN
δt

= λ(tin
N ) · V(n(tout

N ))

V(n(tin
N ))

(2.12)

which gives directly an estimation for δt. Actually this corresponds to a first-order approx-
imation on the exiting vehicle curve as the slope µ(t) is estimated by δN/δt. However we
have found an interesting way to perform the calculation of δt at higher orders. This method
is detailed in A.1, results show that in fact the estimation of δt at first order is largely suffi-
cient if δN is small enough (around 0.1 veh).
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FIG. 2.5 – (a) Representation of our resolution scheme on the cumulative count curves, the system evolution
is supposed known until t1 = tout

N , (b) explanation for the first step of the resolution process, the system is
supposed to be in a steady state before t = 0 determined by the choice of initial accumulation nini

2.4.3 Step-by-step numerical resolution in the general case

We present now the complete algorithm to solve any problem that complies with our study
hypotheses stated in section 2.3. It is based on the method previously described and sum-
marized in Figure 2.5(a). Given a choice of a vehicle increment δN, we estimate the exiting
vehicle curve by calculating the time step δt after which the next vehicle N + δN will exit.
Since all the travelers have the same trip length L, this method is consistent with the First-
In, First-Out (FIFO) rule which ensures the validity of this process. Note that unlike the
accumulation-based model which has no memory, solving the system dynamics at any time
t1 for the trip-based model requires the knowledge of the past of the system. This may be
highlighted as another fundamental difference between the two modeling approaches. In
practice, this will be a problem for the simulation initialization, when the first vehicles start
to exit the reservoir without knowing their entering times. This issue is tackled by simply
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considering that the system is in a steady state completely defined by the choice of the ini-
tial accumulation nini for t < 0. This is illustrated in Figure 2.5(b), the demand in the steady
state before t = 0 is given by λini = niniV(nini)/L. In fact, the same consideration was also
observed with the accumulation-based model to define properly the travel time evolution
during the warm-up period. Hence for the simulation initialization the two modeling ap-
proaches are consistent with each other.

The numerical resolution process of the trip-based model is then summarized below:

1. Choose a vehicle increment δN

2. Initialize t1 = 0, n1 = nini, V1 = V(n1), T1 = L/V1 and for the past of the system
t0 = −T1, n0 = n1, V0 = V1, λ0 = n0V0/L, µ0 = λ0

3. Save the current level of demand λ1

4. if t0 > 0, update at t = t0: n0 = n(t0), V0 = V(n0), λ0 = λ(t0), µ0 = µ(t0)

5. Determine the current branch of the production-MFD (wi, ηi)

6. Update the mean speed V1 = V(n1)

7. Calculate the next time step δt at the chosen order, using equation A.6 for order 1 or
equation A.7 for order 2

8. Update at t = t1: t1 = t1 + δt, Nin = Nin + λ1δt, Nout = Nout + δN, µ = δN/δt,
n1 = Nin − Nout, t0 = t0 + δN/λ0, T1 = t1 − t0

9. If t1 has not reached the next change in demand yet, go to 4. Else go to 3.

The application of this process is illustrated on the simple one-staircase demand profile
that we used in section 2.3.4. The calculation of δt is computed at order 1 with δN = 0.1 veh.
Figures 2.6(a) and 2.7(b) show the accumulation and travel time evolution in solid line, the
dashed lines represent the previous solutions obtained with the accumulation-based model.
This example immediately points out the benefit of the trip-based approach, as the results
for the travel time are now consistent. In this case, the absence of drop in travel time may
be explained by the fact that the trip-based model keeps the memory of the past of the
system, and thus provides more reliable results when the boundary conditions are changing.
Moreover we notice that this model is more reactive than the accumulation-based one, the
latter suffers indeed from intrinsic viscosity phenomenon due to the form of equation 2.4.
Figure 2.6(d) shows the wave pattern associated to the trip-based model. This pattern has
been constructed similarly as the one for the accumulation-based model in Figure 2.2(f). It
appears that now no wave is traveling faster than the vehicles, and thus that travel times
are properly reproduced by the trip-based approach. Finally, it should be mentioned that
the trip-based model may exhibit local inconsistencies with respect to the outflow curve,
see Figure 2.6(c). When the demand surge is observed at time td1 the outflow is constant as
expected, but then slightly decreases before the surge in outflow is observed. The reason is
that the trip-based model, while providing a much better description of vehicle trips, still
resorts to an homogeneous speed for all the vehicles within the reservoir. Therefore, even
the vehicles that enter the reservoir before the demand surge are slow down by the increase
of accumulation resulting from this event.
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FIG. 2.6 – Comparison between accumulation-based and trip-based models, the latter is performed with δN =
0.1 veh. (a) Evolution of accumulation n(t) and (b) evolution of travel time T(t) where the time td1 corresponds
to a change in demand, and ti1 to a change in MFD branch, also indicated by the change in color (“br” stands
for “branch”). (c) Evolution of outflow µ(t) and (d) representation of wave propagation in the reservoir for the
trip-based model, a wave being defined as a curve connecting an inflow value at upstream to the same outflow
value at downstream. The maximum vehicle speed is the free-flow speed. (e) Comparison for the trip-based
model with two values of δN, evolution of accumulation n(t) and (f) evolution of travel time T(t)

Figure 2.7 presents, similarly as in Figure 2.3, the evolution of accumulation and travel
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time for different initial conditions nini and different levels of demand λ0. Again because
λ0 6= λini, the system enters the transient phase at t = 0. The same conclusions are observed,
namely the trip-based model gives more realistic travel times in transient phases, and is also
more reactive than the accumulation-based one. In particular we can notice the very bad
description of T(t) in the accumulation-based framework compared with the trip-based one
when the gap of demand is high. For example in Figures 2.7(b) or (d) for nini = 10 veh (which
corresponds to λini = 0.06 veh/s), and for λ0 = 0.8 veh/s, the travel time described by the
accumulation-based model exhibits a high drop during the whole transition period of the
travel time provided by the trip-based model. On the other hand when the value of λ0 is
close to the initial state λini, the effect of the travel time drop is minimized. An example
is the case nini = 110 veh (which corresponds to λini = 0.66 veh/s) with λ0 = 0.8 veh/s in
Figure 2.7(b). In this situation the solutions for T(t) are quite similar in both approaches.
This corroborates our analysis on the validity domain of the accumulation-based model in
section 2.3.6, for which we notice that the height of the demand gap ∆λ seem to have the
most influence on the travel time drop, in comparison with the gap duration ∆t.
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2.4.4 The event-based resolution method

This solver uses the same discretization of entering vehicles into vehicle units like in Da-
ganzo & Lehe (2015) and Lamotte & Geroliminis (2016): we create the vehicles entering the
system in accordance with a given demand level, and assign them a chosen trip length,
which may be eventually different for each vehicle. The users travel at the current global
mean speed V(n(t)) given by the speed-MFD of the reservoir for the current accumulation
n(t), and exit the reservoir once they complete their assigned trip length. This principle is
illustrated in Figure 2.8. Like in Lamotte & Geroliminis (2016), our event-based simulator
does not update the system on a regular time basis, but each time a vehicle enters or exits
the network. Our method takes advantage of the fact that the mean speed is the same for all
travelers, so that the update of V(n) is only needed when the accumulation n changes, i.e. at
a vehicle entry or exit. This speeds up computation as the resulting method is fully event-
based without any variable update on a fixed basis (no need for time step). Our resolution
scheme adapts by itself to the evolution of the system and is always numerically accurate by
construction. When the trip length is the same for all users this approach corresponds pre-
cisely to the discretization of the trip-based model, and is similar to the previous resolution
method computed at order 1 with δN = 1. Comparisons between δN = 0.1 and δN = 1 for
the previous method show similar results in Figures 2.6(c) and (d).

The main structure of the event-based method is detailed below:

1. Entry of the initial vehicles in the reservoir with the same trip lengths. Like the pre-
vious resolution methods, a steady state characterized by this initial accumulation is
considered before t = 0. The traveled distance of these vehicles is then updated at t = 0
in accordance with this hypothesis.

2. Determine the next event which is the minimum between the next vehicle entry (ac-
cording to the current demand level), and the next vehicle exit. This gives the next
time step δt.

3. Update the traveled distance for all the circulating vehicles—i.e. which have not fin-
ished their trip yet—during δt using the mean speed V(n). Actually this update can be
done one for all for the next exiting vehicles by storing the speed evolution, because all
the users travel at the same speed within the reservoir. This can speed up calculations.

4. If the next event is a vehicle entry, create a new vehicle in the reservoir and assign it a
given trip length. Else if it is a vehicle exit, remove the corresponding vehicle from the
reservoir. Update the accumulation n.

5. Update the speed of all the circulating vehicles, evaluated at V(n).

6. Go to 2.

The procedure stops when the simulation time reaches a given simulation duration.
In closing, it is important to point out that under congested conditions the two resolution

schemes proposed for the trip-based model apply with minimal changes. We propose a
three-step procedure, where (i) the problem is solved assuming no supply restriction, (ii)
the outflow is reduced according to the supply profile, and (iii) Newell’s minimum principle
(Newell, 1993) is applied to take the congestion wave impact on inflow into account.
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FIG. 2.8 – Representation of the event-based resolution method in case of a unique trip length for all travelers
(FIFO process)

2.5 Comparison between the accumulation-based and
the trip-based models on three case studies

2.5.1 Typical peak-hour demand profile

We apply now the event-based method on a peak-hour demand case. We compare the re-
sults with the resolution scheme of the trip-based model established in the previous section
and the accumulation-based model. Two simulations are performed: the first one is consid-
ering a slow-varying demand with a simulation duration of 10,000 s, whereas the second one
is characterized by much faster demand variations as the whole simulation lasts only 2000 s.
The two demand profiles are shown in Figures 2.9(a) and 2.9(e), they are identical in shape
and reach the same levels. The continuous aspect of these profiles is actually approximated
by successive small stairs to comply with the piecewise constant hypothesis.

Figures 2.9(b)-(d) present the results for the first simulation, and Figures 2.9(f)-(h) the
results for the second simulation. It appears clearly that the accumulation-based model
is more suitable for slow-varying demand situations, as already mentioned in Daganzo
(2007). In case of fast variations in demand, the slow reaction time of this model, already
highlighted in section 2.4, makes it underestimate the accumulation peak in Figure 2.9(f).
The drop phenomenon in travel time is also noticed in both simulations, but the estima-
tion of T(t) is clearly worse in the second case. For the latter the drop size could have
been forecasted thanks to our study in section 2.3.6. Given an increase of 1 veh/s over
500 s for the demand brings us to a drop of 90 s during 500 s. This is indeed what is
observed in Figure 2.9(g), although the drop height is a bit overestimated. Another phe-
nomenon worth mentioning is the counter-clockwise hysteresis loop occurring for the trip-
based model when displaying the traffic states in the (accumulation, outflow) plane, see
Figures 2.9(d) and 2.9(h). The same phenomenon has been also observed by Lamotte &
Geroliminis (2016). On the other hand, experimental (e.g. Buisson & Ladier, 2009, Geroli-
minis & Sun, 2011a), theoretical (e.g. Gayah & Daganzo, 2011) and simulation (e.g. Mah-
massani et al., 2013b) studies suggested that clockwise hysteresis loops are more likely to
occur in the production-MFD. These authors gave useful insights on heterogeneity in traf-
fic density being one of the causes of hysteresis loops. For instance, Gayah & Daganzo
(2011) highlighted hysteresis in a simplistic two-bin system due to density heterogeneity
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between the two bins, their modeling approach being grounded on the accumulation-based
model. Some authors like Daganzo (2011) explained these phenomena by a growing effect
of instabilities in the network responsible for internal capacity drops during the recovery
of congestion. In our framework this effect is not modeled, nor potential internal hetero-
geneity in density. The counter-clockwise loop we observe in the trip-based approach has
a completely different explanation, and to the authors’ best knowledge, this has never been
exhibited in previous works on hysteresis in MFD, on the notable exception of Lamotte
& Geroliminis (2016). This phenomenon is a direct consequence of the delay between the
evolution of accumulation and the one of outflow which is reproduced by the trip-based
model. This generates traffic states which are below the outflow-MFD during the onset of
congestion (accumulation varies faster than outflow due to the time needed for inflow in-
formation to travel from upstream to downstream), and then traffic states that are above the
outflow-MFD during the offset of congestion (the reduction of accumulation is faster than
the one of outflow for the same reason). It should be also noticed that our observations
apply to the outflow-MFD and not to the production-MFD. This is another major differ-
ence compared with the above-mentioned studies, which either make observation on the
production-MFD or consider that outflow- and production-MFD are simply proportional
(use of the accumulation-based model). More data and especially reliable outflow data are
required to have a complete picture of which effects are the most significant. All effects can
also be combined for real observations.

2.5.2 Temporary supply restriction at exits

This case study aims to analyze the effect of a temporary supply restriction at the reservoir
exit. This supply restriction is followed by a demand decrease to retrieve an equilibrium in
free-flow conditions. Two scenarios described in Figures 2.10(a) and (e) are compared. The
first one concerns a short supply reduction, and we see that the accumulation-based and
the trip-based models are almost equivalent in these conditions, see Figures 2.10(a)-(d). The
second one is about a longer supply reduction, and results show very different conclusions
depending on the hypotheses made for the accumulation-based model in congestion.

In Figures 2.10(f)-(h), the green curves (“model 1”) correspond to our basic assumption of
an entrance function I(n) equal to the outflow-MFD in congestion, which is consistent with
a CTM-based approach for inflow management. In this case the accumulation-based model
reaches an equilibrium point on the congested part of the outflow-MFD and remains here
even when the boundary conditions become more favorable after 5000 s. With this approach
the system is very sensitive to a supply reduction: if it is short enough the reservoir will re-
turn to a free-flow state after the demand has decreased like in Figures 2.10(a)-(d), but if it is
longer than a critical value, i.e. the time required to reach the congested part of the outflow-
MFD, then the system state is permanently degraded. This situation may be even worse if no
inflow limitation I(n) is taken into account. The results in that case are represented by the
red curves (“model 2”), after hitting the congested branch the accumulation-based model
immediately converges to global gridlock. The last option corresponds to the yellow curves
(“model 3”), it assumes an outflow-MFD which is not restricted in congestion, i.e. O(n) is
constant equal to the outflow capacity for high values of accumulation. This hypothesis al-
lows a quasi-perfect matching between the accumulation-based and the trip-based models.
In fact, the way we implemented congestion management in the trip-based approach in us-
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ing Newell’s method makes our reservoir behaving like a freeway in congestion. Then it is
no surprise that its equivalent for the accumulation-based model is a CTM-like modeling
approach.

2.5.3 Case of different trip lengths

This last case study is taking advantage of the event-based resolution method for the trip-
based model to account for different groups of travelers having their own trip length. This is
compared with an approach proposed by Geroliminis (2015) to include different trip length
classes in the accumulation-based framework. This author considers N classes of travelers,
each class having a current accumulation ni(t) and a trip length Li, 1 ≤ i ≤ N. The total
accumulation is n = ∑

N
i=1 ni. A distinction is made for the outflow of each class, which

means the system dynamics is described by the following equations in free-flow conditions:

∀i ∈ {1, . . . , N}, dni

dt
= λi(t)−Oi(ni(t)) (2.13)

where λi(t) and Oi(ni(t)) are respectively the demand and the outflow for class i. We sup-
pose the sum of all demands is below the global outflow capacity and no supply at exit is
limiting the sum of all outflows. Otherwise a merge function has to be employed to manage
inflows and outflows.

To calculate the average trip length L, note that it satisfies L = nV(n)/O(n) and that
O(n) = ∑

N
i=1 Oi(ni), where each outflow function Oi(ni) is determined by applying Little’s

formula (Little, 1961): Oi(ni) = niV(n)/Li. Combining these equations, gives:

L(t) =
n(t)

∑
N
i=1

ni(t)
Li

(2.14)

which is time-dependent since ni = ni(t). An alternative definition can be obtained by
noting that ∑

N
i=1 OiLi = nV(n) and therefore:

L(t) =
∑

N
i=1 Oi(ni(t))Li

O(n(t))
(2.15)

which means that the average trip length is also the arithmetic mean of all Li weighted by
their corresponding outflow Oi.

Figures 2.11(a)-(d) present a situation with two classes: L1 = 1000 m and L2 = 2000 m
with the same initial demand. A peak for the first class occurs at t = 500 s. For the trip-
based model the evolution of the average trip length is calculated by successive means of
individual trip lengths over a given time period. It is the discretized version of L(t), seen
as the mean of all Li weighted by outflows. We expect a temporary drop in the evolution of
L(t), due to the demand peak for the smallest trip distance L1. This should result in a higher
outflow for this class, and thus a greater impact in the mean calculation for L(t) compared to
those traveling a longer distance L2. On the whole the two modeling approaches reproduce
this effect quite well, although the accumulation-based model emphasizes it more than the
trip-based one, see Figure 2.11(b). As regards the accumulation and travel time evolution,
there is a clear overestimation of the demand peak for the accumulation-based model.
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This study has been compared to a demand peak case with a unique trip length presented
in Figures 2.11(e)-(h). The demand profile λ(t) is exactly the global demand of the previous
case: λ(t) = λ1(t) + λ2(t). Two situations are examined, one considers a constant trip length
L0 = 1500 m equal to the mean of L1 and L2 in steady state, whereas the other concentrates
on a time-varying trip length L(t) which corresponds to the instantaneous mean of L1 and
L2 at each time, i.e. L(t) = (λ1(t)L1 + λ2(t)L2)/λ(t).

We observe in Figure 2.11(f) that L(t) reproduces almost the same evolution as the pre-
vious one in Figure 2.11(b). However, the behavior of accumulation and travel time is
completely different in this case. As seen in Figures 2.11(g) and (h), using either a con-
stant or dynamic trip length L(t) leads to an underestimation of the demand peak for the
accumulation-based model as it was already noticed in section 2.5.1. However, if we assume
that the most accurate modeling for this two-class problem is the trip-based approach with
L1 and L2, then the accumulation-based model paradoxically gives better results in accumu-
lation with L0 or L(t) than with L1 and L2. In this case, we have to compare the evolution
of total n(t) in Figure 2.11(c) with n(t) in Figure 2.11(g). We observe that the overestimation
of the accumulation peak given by the accumulation-based model is lower in Figure 2.11(g)
than in Figure 2.11(c).
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FIG. 2.9 – Comparison between models on two simulations. Simulation 1 with a slow-varying demand over
10,000 s: (a) peak demand profile, (b) outflow vs accumulation at each time, (c) evolution of accumulation and
(d) evolution of travel time. Simulation 2 with a fast-varying demand over 2000 s: (e) peak demand profile, (f)
outflow vs accumulation at each time, (g) evolution of accumulation and (h) evolution of travel time.
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FIG. 2.10 – Comparison between models on two simulations. Simulation 1 with supply reduction over 1000 s:
(a) demand and supply profiles, (b) outflow vs accumulation at each time, (c) evolution of accumulation and
(d) evolution of travel time. Simulation 2 with supply reduction over 3000 s, three cases for the accumulation-
based model: 1, CTM-like I(n), 2, no I(n) and 3, CTM-like I(n) and O(n). (e) Demand and supply profiles,
(f) outflow vs accumulation at each time, (g) evolution of accumulation and (h) evolution of travel time.
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FIG. 2.11 – Comparison between models on two simulations. Simulation 1 with traveler trip lengths separated
by class: (a) demand profile for each class, (b) evolution of the average trip length, (c) evolution of accumulation
and (d) travel time for each class. Simulation 2 with a unique trip length varying or not through time: (e)
demand profile, (f) evolution of the trip length, (g) evolution of accumulation and (h) travel time.
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2.6 Discussion and conclusion

In this chapter we proposed different resolution schemes for the accumulation-based and
the trip-based models. For the first one, exact solutions have been established with piece-
wise linear functions thanks to the semi-analytical method, although this process may be
limited when changes in demand are numerous. The full numerical scheme proved to have
acceptable numeric errors as well, and is more flexible than the semi-analytical method. Its
basic formulation has also been extended to solve the approach of Geroliminis (2015) inte-
grating multiple trip lengths. As for the trip-based framework, in comparison with Arnott
(2013), Fosgerau (2015), Daganzo & Lehe (2015), Lamotte & Geroliminis (2016) we devel-
oped a numerical resolution method that can approximate the model solution in an efficient
way, and can offer some theoretical support to our second resolution scheme. While having
some similarities with the methods presented by the previous authors, the latter is event-
based like in Lamotte & Geroliminis (2016), and does not introduce any numerical bias by
the choice of a time step. With encouraging applications and results, it proved to be a very
simple and convenient way to account for varying trip lengths among travelers, and thus
may be considered as a promising tool for further applications like multi-reservoir model-
ing, studies including on-street parking search, or integration with route choice problems.

Apart from these consideration about resolution methods, this chapter made a large com-
parison between the trip-based model and the accumulation-based one, which is still widely
used for the development of more complex applications like multi-reservoir simulation and
dynamic control. Our literature review allows to draw a synthesis about the hypothesis
history of both approaches. Their differences are then clearly stated: unlike the trip-based
model the accumulation-based one (i) mostly ignores traveled distances, (ii) has no mem-
ory of the past of the system, and (iii) considers that accumulation remains constant when
a user travels in the reservoir. These assumptions are responsible for the incoherence in
the model results during transient phases: drop in travel time when the demand increases
and slow response of the system in fast-varying conditions are notably observed. In steady
state however, the two models give the same results. Regarding the travel time drop phe-
nomenon, we have then proposed a validity domain of the accumulation-based model with
respect to the demand variation rate. We have also provided error estimation depending
on the size of the demand variations. It should be noted that such errors correspond to
simulation where the demand is determined from the beginning. Control applications for
which the accumulation-based model is widely used introduce a feedback on this demand
with respect to the reservoir state. Such feedback loop may certainly help to correct the
mistakes of the accumulation-based model and then reduce the inaccuracies. On the other
hand, multi-reservoir simulation grounded on the accumulation-based framework may be
more obviously affected by the artifacts we highlighted.
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3.
IMPACT OF HETEROGENEOUS

PERIMETER FLOW DISTRIBUTIONS ON A
SINGLE RESERVOIR SIMULATION

The concept of Macroscopic Fundamental Diagram (MFD) appears to be an attractive option
for the large-scale simulation of urban networks. However, many authors have pinpointed
that the implementation of an MFD in a given region can be jeopardized by network or
traffic heterogeneities. So far, most studies have focused on internal heterogeneities and
their impacts on the MFD shape. Little attention has been paid to their impacts on the
accuracy of MFD-based simulation outputs. Heterogeneities not only affect the MFD shape
but also the distance traveled in an area. Furthermore, heterogeneities can be observed not
only inside the area but also at its border.

This chapter investigates how network and traffic heterogeneities influence the accuracy
of the MFD-based model with a single reservoir. To this end, a simple network is simu-
lated using a mesoscopic kinematic wave model and extensive local demand and supply
settings at the boundaries. All such settings generate homogeneous or heterogeneous net-
work loadings both within and at the border of the region studied. The simulation results
are then compared to the MFD model outputs when steady conditions are reached. This
shows significant discrepancies between both approaches, in flow and accumulation, when
heterogeneous distributions of demand (or supply) are applied to the local entries (or the
exits) of the mescocopic model. Discrepancies can be drastically reduced for heterogeneous
demand settings, when the MFD shape and the average trip length are calibrated accord-
ingly. However, no simple solution exists for heterogeneous supply settings because they
may drive very different internal congestion patterns in the network due to local spillbacks.
We propose a correction method in this chapter to adjust the MFD-based model outputs in
such a case.

This chapter is an updated version of the paper:

Mariotte, G. & Leclercq, L. (2018). Heterogeneous perimeter flow distributions and
MFD-based traffic simulation, submitted to Transportmetrica B, under review
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3.1 Notations for this chapter

TAB. 3.1 – Specific notations in this chapter

Notation Definition [units]

qD
in Nominal inflow demand at each entry network link [veh/s]

qS
out Nominal outflow supply at each exit network link [veh/s]
a1 heterogeneity coefficient for the network entry, slope of the demand distribution along links.

a1 = 0: homogeneous distribution, a1 = 1: highly heterogeneous distribution [–]
a2 heterogeneity coefficient for the network exit, slope of the supply distribution along links. a2

= 0: homogeneous distribution, a2 = 1: highly heterogeneous distribution [–]
QD

in Reservoir inflow demand = 6 qD
in [veh/s]

QS
out Reservoir outflow supply = 6 qS

out [veh/s]
Qin(t) Reservoir effective inflow [veh/s]

Qout(t) Reservoir effective outflow [veh/s]
Lsimul Estimation of the average trip length for a given mesoscopic simulation [m]
LMFD Estimation of the average trip length with a linear regression on steady state outflows from a

set of simulations [m]
Tc Time at which a slope break appears in Nout(t) [s]

Qeff
out Total effective outflow obtained in the mesoscopic simulation after the slope break [veh/s]
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3.2 Motivations

The Macroscopic Fundamental Diagram (MFD) has received much attention in the litera-
ture over the last decade, in particular for control applications, (e.g. Haddad & Mirkin, 2017,
Sirmatel & Geroliminis, 2017b, Ampountolas et al., 2017). Partitioning a city into a multi-
reservoir system characterized by MFDs also appears to be an appealing and computation-
ally efficient method for simulating urban multimodal networks at a large scale (e.g. Knoop
& Hoogendoorn, 2014, Yildirimoglu et al., 2015). The concept of MFD was first introduced
by Godfrey (1969), Herman & Prigogine (1979) and Mahmassani et al. (1984). However,
Daganzo & Geroliminis (2008) were the first authors to present a well-defined MFD based
on real data. Since then, numerous studies have investigated the conditions for good MFD
definition. Network and/or traffic heterogeneities are strong sources of MFD scattering.
Heterogeneities can be driven by: (i) non-consistent network definition (Buisson & Ladier,
2009), (ii) data sources and processing methods (Leclercq et al., 2014), (iii) the spatial distri-
bution of vehicles within the reservoir (Mazloumian et al., 2010, Geroliminis & Sun, 2011b,
Saberi & Mahmassani, 2012), (iv) time of the day (Gayah & Daganzo, 2011), (v) network
layout and configuration (Knoop et al., 2014, Ortigosa et al., 2015, Muhlich et al., 2015), (vi)
traffic signal settings (de Jong et al., 2013, Zhang et al., 2013, Gayah et al., 2014, Girault et al.,
2016), (vii) the definition of the Origin-Destination (OD) matrix (Doig et al., 2013, Leclercq
et al., 2015) and (viii) traveler information (Zhao et al., 2014).

Most studies dealing with heterogeneities in traffic networks mainly focused on the
shape of the MFD. Geroliminis & Sun (2011a), Gayah & Daganzo (2011), Daganzo (2011),
Saeedmanesh & Geroliminis (2015) presented hysteresis loops during congestion on- and
offset. Leclercq & Geroliminis (2013) showed that different route flow distributions on par-
allel networks lead to different MFD shapes, in particular when the network is close to its
maximal capacity. Networks with uneven and inconsistent distribution of congestion may
exhibit traffic states that are well below the upper bound of an MFD, and that are too much
scattered to define the MFD precisely (Ji et al., 2010, Daganzo et al., 2011, Geroliminis & Sun,
2011b, Mahmassani et al., 2013b, Knoop et al., 2015).

Surprisingly, little attention has been paid in the literature to assess the impacts of het-
erogeneous network loadings on the accuracy of MFD-based simulation outputs. As hetero-
geneities not only affect the MFD shape but also the distance traveled in an area (Leclercq
et al., 2015), the impacts on simulation results may be even more considerable. Furthermore,
heterogeneities may be observed not only inside the area but also at its border. This may
trigger major simulation issues as borders correspond to boundary conditions not only for
a reservoir but also for its neighborhood. A simple way to assess the accuracy of MFD-
based simulation results is to compare them with those of more refined traffic flow models
using microscopic (e.g. Gipps, 1986b, Barcelo et al., 2006) or mesoscopic approaches (e.g.
Ben-Akiva et al., 2002, Mahut et al., 2003, Burghout et al., 2005, Leclercq & Becarie, 2012).
Geroliminis & Daganzo (2007) were the first to compare the single reservoir model with a
microscopic simulator on a 2.5 square mile area of Downtown San Francisco. They showed
that the results from the reservoir model fit the micro-simulation outputs quite well, mainly
because the network studied exhibits a low-scattered MFD which seems independent from
OD tables. But this low scattering is not universally expected, as suggested by the above-
mentioned studies on network heterogeneities. Yildirimoglu & Geroliminis (2014) also com-
pared the evolution of the perimeter flow estimated by a multi-reservoir MFD model with
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microscopic simulation. The results are more mitigated as consistency is obtained by inte-
grating a feedback mechanism that adjusts the accumulation in the MFD model from time to
time, depending on the current state predicted by the microscopic model. In this chapter, the
authors also clearly pinpointed that assuming a single and constant trip length for all vehi-
cles within a reservoir may lead to strong bias with the microscopic simulation results. Such
an assumption was first conjectured by Daganzo (2007). Since then, most papers that have
used MFD simulation (mostly for control applications) have taken advantage of this simpli-
fication. However, recent results (e.g. Yildirimoglu & Geroliminis, 2014, Leclercq et al., 2015,
Lamotte & Geroliminis, 2018) are now questioning this hypothesis. They show that not only
traffic conditions but also the OD matrix may significantly affect the mean travel distance in
a reservoir.

In this study we aim to characterize how the MFD model is sensitive to network het-
erogeneities generated by uneven demand and supply settings at the local entries and exits
that define the perimeter of a single reservoir. In the following, for the sake of simplicity we
use the terms “exit supply” or sometimes “supply” to mean the capacity of the exit nodes
(expressed in [veh/s]). Such capacities can simulate downstream link-level restrictions due
to spillbacks from an adjacent zone for instance. MFD simulation results are compared with
a mesoscopic simulator (Leclercq & Becarie, 2012) capable of reproducing local dynamic ef-
fects in the network and in particular spillbacks between intersections during congestion.
This link-level simulator is used in our study as the ground truth to identify possible limi-
tations in the MFD model. We choose the same 2×4 network as presented in Leclercq et al.
(2015) because this network, although very simplistic, permits generating a wide range of
different heterogeneous loadings. Its features (asymmetrical shape, one-way streets, etc)
are deliberately exaggerated to emphasize heterogeneities and thus identify possible short-
comings while simulating traffic states with the MFD. This network is not meant to be gen-
eral, dense and homogeneous, but rather to represent a simplified version of the irregular
and asymmetrical reservoir shapes often exhibited by partitioning algorithms (see e.g. Ji &
Geroliminis, 2012, Saeedmanesh & Geroliminis, 2016). We focus on the ability of the MFD
model to predict accurate traffic states in the steady phase, i.e. after the initial network load-
ing. Comparisons are based on the dynamic evolution of the vehicle accumulation within
the reservoir, and inflows and outflows. Our results show that in the case of perturbations
in the boundary conditions (heterogeneous settings), the reservoir model fails to reproduce
the network-level states predicted by the mesoscopic simulator. More interestingly, it ap-
pears that the effects of perturbations on the demand loadings are quite different from those
of modifications of the supply settings. When the demand distribution is heterogeneous
at the network boundary, the reservoir model gives accurate results only if both the MFD
and the mean trip length are properly re-calibrated to adjust the modifications at the reser-
voir perimeter. But in the case of a heterogeneous distribution of supply at the reservoir
boundary, such re-calibrations in the MFD model prove to be insufficient to properly re-
produce the network-level steady state of the mesoscopic model. Indeed, heterogeneous
supply distributions may trigger local bottlenecks that result in specific congestion patterns
when congestion spills back. This reduces the total outflow at the perimeter compared to the
total available capacity obtained by simply summing the local exit capacities. A thorough
analysis of this phenomenon makes it possible to propose a framework to adjust the MFD
simulation outputs to what is predicted at the mesoscopic scale. Although dealing with a
simplistic network configuration, this study provides insight on how to apply MFD-based
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simulation properly when heterogeneous boundary conditions are observed at the network
perimeter. In practice, for applications based on the MFD, like perimeter control, this work
suggests that both the MFD and the average trip length should be re-calibrated on a regular
time basis to account for changes in OD patterns. In further studies, it would be interesting
to investigate the time scale of the re-calibrations, i.e. how often we should re-calibrate. Both
time scales for MFD and trip length might be different, but this aspect is out of the scope of
the present chapter.

This chapter is organized as follows. Section 3.3 introduces the case study and the two
modeling approaches (mesoscopic and MFD-based). Section 3.4 presents the MFD and av-
erage trip length estimations made with the link-level simulations for different boundary
settings. Section 3.5 presents the comparison of the simulation outputs in steady state be-
tween the two modeling scales. Guidelines will be proposed on the best way to set up the
MFD-based model. Section 3.6 discusses the major findings of this study while presenting
new results obtained on a bigger network.

3.3 Presentation of our case study

3.3.1 Mesoscopic simulation settings

3.3.1.1 Network configuration and geometry

In this study, we focus on a very simple 2×4 Manhattan-type network where all the links are
one-way and have one lane. Thus, the network has 6 entries and 6 exits, see Figure 3.1(a).
The West-East inner links are more than twice as long as the North-South ones. All the in-
tersections are controlled by traffic lights with the same green and red times equal to 30 s.
All the signals have the same offset. This asymmetrical network configuration has been de-
signed to favor heterogeneous loadings. The geometry ensures highly variable trip lengths
as a function of the OD matrix, as the West-East routes are much longer than the North-
South ones (Leclercq et al., 2015). Furthermore, uneven supply distributions at the exits will
trigger many different congestion patterns. We keep the network configuration simple as a
large number of mesoscopic simulations must be run in order to investigate the influence of
the demand and supply distribution over the entries and exits.

3.3.1.2 Origin-Destination matrix

Since our aim is to investigate the impact of boundary loadings on MFD-based simulation,
we consider only transferring trips for the sake of simplicity. By ignoring internal trips, we
decided to limit the number of potential parameters in the demand settings to keep the anal-
ysis simple. Moreover, the treatment of internal trips might differ from that of transferring
trips in MFD-based simulation. Consequently, considering only the latter allows omitting
this research question which is out of the scope of this study. Thus, in the following, ori-
gins and destinations refer to the 6 entries and 6 exits defining the network perimeter, see
also Figure 3.1(a). In the whole study, the distribution of destinations among users starting
from a unique origin remains constant, i.e. the coefficients of the normalized OD matrix in
Figure 3.1(b) are time-invariant. Such a distribution guarantees that homogeneous demand
loadings (same demand at all entries) will correspond to a homogeneous flow distribution
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at the exits. This does not imply a homogeneous use of the network however. Here, the OD
flow matrix depends only on the demand values assigned to each entry.

3.3.1.3 Traffic simulation settings

The mesoscopic simulator in this study is fully described in Leclercq & Becarie (2012), Joueiai
et al. (2015). This simulator is based on the space-Lagrangian resolution of the LWR model
(Lighthill & Whitham, 1955, Richards, 1956) and provides the exact solutions of this model
for links (Laval & Leclercq, 2013). At the link level, traffic flow is characterized by a triangu-
lar fundamental diagram (FD) with the following parameters: free-flow speed u = 25 m/s,
wave speed w = 5 m/s, and jam density k j = 0.2 veh/m. Outputs of one simulation provide
the passing times of all the vehicles at each node.

3.3.1.4 Assignment and convergence

One simulation lasts 5000 s including a 1000 s warm-up period. For all local OD pairs, a
maximum of the three shortest routes in distance may be used by vehicles. The flow distri-
bution over the different routes is calculated by the mesoscopic simulator based on the first
Wardrop principle (user equilibrium), i.e. all users travel on the paths with the minimum
travel time. To distribute the users between the different routes, different simulations are
run iteratively using the Method of Successive Averages (MSA). The travel time values are
based on the free-flow speed for the first simulation, and on the previous simulation output
for the next iterations. The traffic assignment process converges once the mean travel time
of 95% of all the link lengths is almost constant (less than 5% variation over two successive
iterations).

250 m50 m

50 m

100 m

O1

O2

O3 O4 O5 O6

D2

D1

D6D5D4D3

D1 D2 D3 D4 D5 D6

O1 1/6 0 1/3 1/4 1/4 0

O2 0 1/6 1/3 1/6 1/6 1/6

O3 0 0 1/3 1/4 1/6 1/4

O4 1/4 1/4 0 1/3 1/6 0

O5 1/4 1/4 0 0 1/4 1/4

O6 1/3 1/3 0 0 0 1/3

(a) (b)

FIG. 3.1 – (a) Network configuration. (b) Normalized origin-destination matrix

3.3.1.5 Demand scenarios

A wide range of constant demand values at the entries and constant supply (capacity) val-
ues at the exits are applied to this network. The reference scenario, named SC0 hereon,
corresponds to a uniform distribution between the entries for the total demand and uniform
distribution between the exits for the total supply, see Figure 3.2(a). The demand at each en-
try is equal to qD

in (in [veh/s]) and the supply at each exit is qS
out (in [veh/s]). Heterogeneous

network loadings will be obtained by either using uneven demand distribution over all the

p. 92 / 244



3.3. Presentation of our case study

entries (scenario SC1), see Figure 3.2(b), or uneven supply distribution at the exits (scenario
SC2), see Figure 3.2(c). Demand and supply patterns are considered linear by the network
directions. For a given value of qD

in (or qS
out in the case of scenario SC2), a single parameter a1

(or a2 in the case of scenario SC2) which ranges from 0 to 1 is thus sufficient to define the de-
mand values at all the entries (or the supply values at all the exits for SC2), see Figure 3.2(b)
and (c). Parameters a1 and a2 are called the heterogeneity coefficients. Note that a1 and a2
= 0 for SC0. Also note that the sum of the demand flow on all the entries (or the sum of the
flow restrictions on all the exits) is always the same, i.e. independent from the heterogeneity
coefficients. It is equal to QD

in = 6qD
in for the demand, and to QS

out = 6qS
out for the supply.

qout
S

qout
S

q in
D

q in
D

(1+a1)q in
D

(1-a1)q in
D

(1+a1)q in
D

(1-a1)q in
D qout

S

qout
S

(1+a2)qout
S

(1+a2)qout
S

(1-a2)qout
S

(1-a2)qout
S

q in
D

q in
D

(a) – SC0 

(b) – SC1 (c) – SC2

FIG. 3.2 – (a) Scenario SC0: Homogeneous demand and supply distribution. (b) Scenario SC1: Heteroge-
neous demand distribution at the entries with homogeneous supply distribution at the exits. (c) Scenario SC2:
Heterogeneous supply distribution at the exits with homogeneous demand distribution at the entries.

3.3.2 Single reservoir implementation of the MFD-based model

In parallel to the mesoscopic simulations, the traffic states in the network are estimated using
an MFD-based model (Daganzo, 2007, Geroliminis & Daganzo, 2007). Here, we consider
that the whole network is described by a single reservoir with a total inflow Qin(t) and a
total outflow Qout(t) (in [veh/s]). Traffic states within the reservoir are characterized by the
vehicle accumulation n(t) (in [veh]), which is the number of vehicles circulating at time t.
Cumulative count curves Nin(t) and Nout(t) (in [veh]) are also calculated by respectively
integrating inflows and outflows to monitor the reservoir perimeter. The network MFD
is defined as the relationship between the travel production P(n) (in [veh.m/s]) and the
accumulation n. The existence of a well-defined MFD will be tested against the mesoscopic
simulation results in the next section 3.4.1. According to Daganzo (2007), the evolution of
n(t) is given by the following conservation equation:

dn
dt

= Qin(t)−Qout(t) (3.1)
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The same author makes the following crucial assumption: the outflow Qout(t) is propor-
tional to the MFD travel production P(n(t)), where the proportionality factor is the inverse
of the average trip length L (in [m]) in the reservoir, as detailed in equation 3.2. This means
that all vehicles have almost the same travel distance whatever their origins and destina-
tions.

Qout(t) =
P(n(t))

L
(3.2)

When capacity restrictions are applied to the exits, the outflow formulation must be up-
dated to account for the exogenous boundary condition (total supply) QS

out; see equation 3.3.
Similarly, the total demand inflow QD

in may be reduced to adjust the reservoir supply func-
tion I(n(t)), see equation 3.4. Note that Qin(t) is set at the maximal demand value during
the whole period during which a stock of vehicles is waiting to enter the reservoir due to
capacity supply regulation. Note also that we do not consider internal flow generation in
the reservoir as this does not occur in the mescoscopic simulation.

Qout(t) = min
[

P(n(t))
L

; QS
out

]
(3.3)

Qin(t) = min
[

I(n(t)); QD
in

]
(3.4)

The definition of the supply or entrance function I(n(t)) is introduced in Geroliminis &
Daganzo (2007) and its shape is presented in Figure 3.3(b). The role of this function is to
simulate spillbacks reaching the reservoir entry when studying transfer flows through a
reservoir. However, considerations of its use and shape are still being discussed in the liter-
ature1. Thus, as there is no clear consensus on this question and to keep our model simple,
we chose to adopt the definition of Knoop & Hoogendoorn (2014), Hajiahmadi et al. (2013b),
Lentzakis et al. (2016), which is based on the supply function of a cell in the Cell Transmis-
sion Model (CTM) of Daganzo (1994), see equation 3.5. Since our goal is to study steady
state flows in this chapter, this choice does not have any impact on the final results. We will
actually see that the role of I(n(t)) is basically to ensure that the equilibrium flow is equal
to the total supply QS

out in congestion for the MFD-based simulation.

I(n) =

{
Pc/L = max O(n) if n < nc = argmax O(n)
O(n) else

(3.5)

where O(n) = P(n)/L is the outflow function, and Pc the maximum network production
estimated with the MFD P(n). O(n) may be also referred to as the outflow-MFD, while
P(n) is denoted the production-MFD to avoid confusion. Such a distinction was proposed
in Lamotte & Geroliminis (2018).

Figure 3.4 synthesizes the MFD-based modeling approach. For a given and constant
set of boundary conditions

(
QD

in; QS
out
)
, the network steady state can be directly calculated

by solving Qin(t) = Qout(t). Note that at this aggregated level, neither the total demand
QD

in nor the total supply QS
out depends on the heterogeneity coefficients a1 and a2. This is

because the MFD-based model considers homogeneous perimeter flows. Thus in this model,

1Most large-scale control applications do not even consider it because of the feedback loop introduced with
the controller, thus protecting the reservoir from oversaturated states. But in our case, I(n(t)) is needed to
simulate congested steady states
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the network steady state depends only on
(
QD

in; QS
out
)
, the production-MFD P(n) and the

average trip length L. However, a crucial question is whether P(n) or L may be affected by
heterogeneous network loadings and therefore by a1 or a2. This will be investigated in the
next section.

n
n
c

0

I(n)

Pc
L

n
n
c

0

O(n)

Pc
L

(a) (b)

n
j

n
j

FIG. 3.3 – (a) Typical shape of the outflow function O(n) and (b) the supply or entrance function I(n)

Q in
D  = 6×q in

D Qout
S  = 6×qout

S

n(t)

global
demand

global
supply

n

P
MFD

L

Trip length

FIG. 3.4 – MFD-based model definition

3.4 Influence of the boundary settings on the MFD and
the average trip length

3.4.1 MFD estimation based on the mesoscopic outputs

The production-MFD P(n) is estimated by simulating different traffic loadings with the
mesoscopic framework. One simulation corresponds to one particular loading, and the
steady state reached after the warm-up period defines a single point in the (accumulation,
production) plane. The different states for the free-flow part of the MFD are obtained from
simulations with local demand values varying from qD

in = 0.1 to 0.5 veh/s and a supply value
fixed to qS

out = 1 veh/s at each exit. On the other hand, the dots for the congested part of the
MFD are obtained by varying the supply at the exits from qS

out = 0.1 to 1 veh/s and fixing
the demand at its highest level qD

in = 0.5 veh/s at each entry. These two simulation settings
allow us to almost completely estimate the network MFD.

For one simulation, the steady state accumulation n is calculated as the mean difference
between the entering and exiting cumulative count curves during the time period [1000;
5000 s]. The count curves are direct outputs from the simulation because the mesoscopic
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simulator provides all the entering and exiting times for all vehicles. On the other hand, the
steady state production P is calculated with Edie’s formula (Edie, 1963):

P =
1
∆T

Nveh

∑
i=1

tdi (3.6)

where ∆T is the duration of the aggregation period [1000; 5000 s], Nveh the total number of
vehicles circulating during the same period, and tdi the distance traveled by the ith vehicle
during this period.

The MFD is estimated for homogeneous loadings (SC0) but also for different degrees of
heterogeneous loadings (SC1 and SC2), i.e. when coefficient a1 varies from 0 to 0.8, and a2
from 0 to 0.6. The resulting MFDs and their fits by a semi-parabola and semi-linear function
can be seen in Figures 3.5(a) and (b). A clear impact of the heterogeneity coefficients appears
on the MFD shape. Figure 3.5(a) shows the results for SC1. It can be seen that the more
heterogeneous the demand on entries is, the lower the MFD capacity is. This is because the
flows concentrate on a few entries when the demand distribution becomes heterogeneous.
In this case certain OD pairs are almost not used. This has no effect when the demand rates
are low, but creates uneven density distribution between the links when the demand reaches
its highest level. This uneven density distribution is therefore responsible for the decrease
in the network’s global capacity, as shown previously by Geroliminis & Sun (2011a), Knoop
et al. (2015) in bigger networks. Zhang et al. (2013) also studied the influence of anisotropic
demand settings at network boundaries on the MFD shape. Likewise, their simulations
show a decrease in the network capacity when anisotropy exists in the demand distribution.

On the other hand, heterogeneity among the supply values at the exits does not affect
the MFD capacity, see Figure 3.5(b). This is because the network capacity is reached for net-
work loadings where the exit flows are not limited, whatever the heterogeneity coefficient
a2 is. However, a clear decrease of the average flow in the congested part is observed. This
underlines that traffic states become even worse as congestion increases, when the hetero-
geneity coefficient a1 is high. Reducing outflow at some exits may lead to severe congestion
on several network links, which may also affect other exits when spillbacks occur.

Figures 3.5(c) and (d) show the increase of spatial heterogeneity among link traffic states
when the spatial mean density increases for both scenarios SC1 and SC2. These two graphs
are based on the same data points we used for the MFD estimations. For one simulation,
link densities are calculated as the mean of link accumulation over the period [1000; 5000 s],
divided by the link length. Then, the spatial mean density k and the spatial link heterogene-
ityσk respectively correspond to the arithmetic mean and the standard deviation of all these
link densities. This definition of spatial link heterogeneity has already been used in Zhang
et al. (2013), Zhao et al. (2014), Knoop et al. (2015). Figure 3.5(c) shows the results for SC1.
The more heterogeneous the demand distribution is, the more heterogeneous the link traffic
states. On the contrary, Figure 3.5(d) shows the results for SC2. It obviously appears that
high heterogeneity coefficients for supply values lead to highly heterogeneous link densities
in congestion. In free-flow however, the heterogeneity coefficient a2 has no impact, see also
Figure 3.5(b). In both figures, a linear trend can also be seen between the spatial mean den-
sity k and the spatial heterogeneityσk. This trend was noticed by Knoop et al. (2012), and by
Mahmassani et al. (2013a), Kim & Mahmassani (2015) about the variability in travel times.
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FIG. 3.5 – (a) MFD estimation for SC1 (heterogeneous demand / homogeneous supply), a1 = 0 to 0.8. (b) MFD
estimation for SC2 (homogeneous demand / heterogeneous supply), a2 = 0 to 0.6. (c) Spatial heterogeneity
(standard deviation) of link densities vs spatial mean link density in SC1 with a1 = 0 to 0.8, and (d) in SC2
with a2 = 0 to 0.6

3.4.2 Mean trip length estimation based on the mesoscopic outputs

The average trip length L can be estimated in two ways. First, the mesoscopic model pro-
vides the trip distances directly for all exiting vehicles. The average trip length for a given
simulation can then be calculated as the arithmetic mean of these distances during the obser-
vation period. This estimation is denoted Lsimul as it refers to one single simulation setting.
The second method consists in determining the slope of the linear fit between the outflow
and the production values; see equation 3.2. For each level of heterogeneity, i.e. a couple of
a1 and a2 values, a linear regression is applied to all the simulation results to estimate the
mean trip length, here referred to as LMFD because it corresponds to one MFD estimation.

Lsimul values are presented in Figures 3.6(a) and (b) for the two scenarios SC1 and SC2
respectively. For each simulation, Lsimul is given versus the corresponding steady state ac-
cumulation. Figures 3.6(c) and (d) show the same data points, but versus the heterogeneity
coefficient a1 (resp. a2). The network state, i.e. free-flow or congested, related to the MFD
estimation (see section 3.4.1) is mentioned in the figure. The second estimation LMFD is
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also presented in these two graphs for each heterogeneity coefficient, including the 95%
confidence interval of the slope estimation in the linear regression. It clearly appears that
the average trip length greatly depends on the boundary conditions and may have signifi-
cant variability (from 350 to 500 m). An interesting observation is that although the confi-
dence intervals are small for the LMFD values, the second estimation method proved to be
insufficient to capture the great variability that may exist between the different simulations.
Other network-specific trends of lesser importance can also be noticed. Such observations
are more specific to the network studied and should not be expected as universal results.
First, one counter-intuitive phenomenon is that the average trip length decreases as conges-
tion becomes heavier, because the inflow is more reduced drastically for the longest routes
when congestion propagates. Second, the heterogeneity in the demand distribution at en-
tries has a clear impact on the average trip length in free-flow: Figures 3.6(a) and (c) show
that higher heterogeneity coefficient values increase the user flow on longer routes, see also
Figure 3.2(b). On the other hand, in Figures 3.6(b) and (d) the average trip length is in-
dependent of the heterogeneity coefficient in free-flow (a2 characterizes the heterogeneity
on supply). This is because the demand is homogeneous in scenario SC2. The impact of
these differences in MFD and/or trip length estimations on the reservoir simulation will be
examined next.
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FIG. 3.6 – (a) Average trip length Lsimul versus accumulation for SC1 (heterogeneous demand), a1 = 0 to 0.8.
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3.5 Comparisons of MFD and mesoscopic simulation re-
sults for different network loading cases

3.5.1 Comparison between mesoscopic and MFD-based approaches
for homogeneous loadings

In this section we present the simulation results on a simple network loading case: the simu-
lation starts with an empty network and then reaches a steady state defined by the demand
level in free-flow, or the supply level in congestion. Both levels are constant during the
whole simulation period. We first focus on two typical network loadings: (i) the free-flow
case, defined by qD

in = 0.2 veh/s and qS
out = 1 veh/s; (ii) the congested case, characterized

by qD
in = 0.5 veh/s and qS

out = 0.1 veh/s. These are the reference values for one entry or one
exit in SC0. The effective local inflows and outflows are then derived based on the a1 and
a2 coefficients in SC1 and SC2, see section 3.3.1. At the aggregated (reservoir) level, we have
QD

in = 1.2 veh/s and QS
out = 6 veh/s for free-flow, and QD

in = 3 veh/s and QS
out = 0.6 veh/s for

congestion.
We first compare the simulation results between the mesoscopic and MFD-based ap-

proaches for the homogeneous case SC0, when a1 and a2 are set to 0. The evolution of
accumulation and N-curves are presented in Figures 3.7(a) and (b) for the free-flow situa-
tion, and in Figures 3.7(c) and (d) for the congested situation. Overall, a good concordance
is observed between the two modeling frameworks in steady state. Of course, the traffic
description at the aggregated (reservoir) level cannot capture all the variability which is
rendered at the lower (link) level by the mesoscopic simulator. Note that the scattering is
considerable in congestion for the mesoscopic results.

3.5.2 Comparison between mesoscopic and MFD-based approaches
for heterogeneous demand and homogeneous supply loadings
– scenario SC1

We now focus on the impact of heterogeneity in SC1, by setting the a1 value to 0.8 (highly
heterogeneous distribution) and a2 to 0 for both free-flow and congested situations. Sev-
eral options are available for calibrating the reservoir model, i.e. the MFD shape and the
mean trip length value. We can either consider that the reservoir model has been calibrated
for the homogeneous case, i.e. when a1 = 0 and that we are not aware of the change of the
demand distribution; or we can re-calibrate the reservoir model using heterogeneous data
observations. We consider updating the MFD shape and the trip-length separately, which
makes four cases in total: the estimated MFD with a1 = 0 (initial calibration), or with a1
= 0.8 (re-calibration), and the estimated average trip length when a1 = 0 (estimation by re-
gression LMFD), or a1 = 0.8 (the estimation from the mesoscopic simulation results Lsimul).
These calibration cases are summarized in Table 3.2. The results for these four calibration
options are presented in Figures 3.8(a) and (b) for the free-flow and congested cases respec-
tively. It appears that the reservoir model fails to reproduce the mean steady state value
given by the mesoscopic simulator if no re-calibration is performed on the MFD and the
average trip length. On the other hand, the steady state is properly estimated when the
two components of the model are fully re-calibrated. This demonstrates how sensitive the
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FIG. 3.7 – Comparison between the mesoscopic and the MFD-based framework when a1 = 0 and a2 = 0. (a)
Evolution of accumulation n(t) for the free-flow case (b) Nin(t) and Nout(t) for the free-flow case (the time
window was reduced to improve the graph’s readability). (c) Evolution of accumulation n(t) for the congested
case (d) Nin(t) and Nout(t) for the congested case

reservoir model is to local changes in demand distribution, which requires re-calibration.
Figure 3.8(a) shows that the improvements gained by re-calibrating the trip length only are
much better than re-calibrating the MFD only for this case. This suggests that the average
trip length is indeed a key parameter that should be updated as soon as the mobility pat-
tern changes in the reservoir. This can be seen in Figure 3.6(a), where Lsimul varies greatly
with respect to a1, whereas the free-flow part of the MFD is not really influenced by a1; see
also Figure 3.5(a). The opposite observation can be made for the congested case; see Fig-
ure 3.8(b). The main improvement comes from the MFD calibration. This can be explained
when looking at Figure 3.5(a) and 3.6(a). The trip length is less sensitive than the MFD to
a1 for congested situations. A synthesis of the improvements due to the different possible
calibration methods is presented in Table 3.3.

It should be noted that the relative error on the steady state accumulation predicted by
the reservoir model can be directly calculated for a given MFD, L and the boundary condi-
tions

(
QD

in; QS
out
)
. In fact, the steady state related to equation 3.1 can be analytically deter-

mined without resorting to simulation. We use equation 3.2 to estimate the error propaga-
tion in the reservoir model. Assuming that there is an absolute error ∆P on the steady state
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TAB. 3.2 – The four calibration cases for the MFD model

Calibration case no calibration MFD calibration L calibration both calibrations

MFD used MFD (a1 = 0) MFD (a1) MFD (a1 = 0) MFD (a1)
Trip length used LMFD(a1 = 0) LMFD(a1 = 0) Lsimul(a1) Lsimul(a1)
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FIG. 3.8 – Comparison between the mesoscopic and the MFD-based framework when a1 = 0.8 and a2 = 0 –
SC1. Different calibrations are considered for the MFD-based model: MFD and/or mean trip length calibrated
from data corresponding to a1 = 0 or a1 = 0.8. (a) Evolution of accumulation n(t) in free-flow, and (b) evolution
of accumulation n(t) in congested conditions

production P and an absolute error ∆L on the average trip length L, the absolute error ∆O
on the steady state outflow O is:

∆O =
1
L
∆P− O

L
∆L (3.7)

This error is related to the absolute error ∆n on the steady state accumulation n via the
derivative O′(n) of the outflow function, which satisfies |O′(n)| = ∆O/∆n in the first ap-
proximation. Then, for the free-flow situations, we can neglect ∆P and estimate ∆L at 100 m
by referring to Figures 3.5(a) and 3.6(a). In free-flow steady state, the outflow value should
be O = QD

in = 1.2 veh/s, and the value of L corresponds to Lsimul = 515 m given by the
mesoscopic simulation, see Figure 3.6(a). The derivative O′(n) = P′(n)/L = 0.012 s−1 is
determined from the MFD plot for n = nmeso = 66 veh in Figure 3.5(a). As a result, the
relative error ∆n/nmeso from the mesoscopic approach can be roughly estimated at 30%,
which corresponds quite well to the error given in Table 3.3 when the MFD-based model is
not re-calibrated. Similarly, for the congested situation, we can estimate ∆P = 230 veh.m/s
for n = nmeso = 232 veh, and neglect ∆L. We obtain L = Lsimul = 370 m in Figure 3.6(a)
and |O′(n)| = 0.016 veh/s in Figure 3.5(a). Thus, the relative error ∆n/nmeso is estimated at
16%, which again provides a good prediction of the error given in Table 3.3 for congestion
situations and the initial MFD-based model setting.

We now present the evolution of MFD-based errors for different heterogeneity coeffi-
cients varying from a1 = 0 to 0.8 when a2 = 0. The same free-flow and congested situations
are studied, as described in section 3.5.1. The relative errors are calculated for the steady
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TAB. 3.3 – Comparison of accumulation values in steady state between the mesoscopic and the MFD-based
approaches for scenario SC1 (a1 = 0.8 and a2 = 0). Lowest errors are indicated in bold face

value mesoscopic MFD-based

no calibration MFD calibration L calibration both calibrations

n (free-flow) [veh] 66 44 46 58 63
error from meso [%] 0 33 29 12 4

n (congestion) [veh] 232 264 220 269 225
error from meso [%] 0 14 5 16 3

state accumulation, and now also for the outflow. Note that the inflows and outflows have
the same values in steady-state. The steady state outflow is estimated by calculating the
mean slope of the exit count curve Nout(t) over the analysis period [1000; 5000 s].

Figure 3.9 shows the relative errors in the MFD model in comparison with the mesoscopic
one. It can be seen clearly that the higher the heterogeneity coefficient is, the higher the rela-
tive error. These results above all confirm that an accurate estimation of the mean trip length
is essential in free-flow to obtain good simulation results from the MFD-based approach; see
Figure 3.9(a). On the contrary, re-calibrating the MFD shape is crucial during congestion, see
Figure 3.9(b). If the MFD shape and the mean trip length are not re-calibrated when the de-
mand or supply distribution changes at the reservoir boundaries, simulation errors up to
30% can be observed. When re-calibration is performed for these two key elements, the
errors fall below 5% for all levels of heterogeneity.

Figures 3.9(c) and (d) show very different patterns when considering outflow errors.
They appear to be independent of the calibration methods. This is because the total flow
in steady state is completely defined by the global demand QD

in in free-flow, and the global
supply QS

out in congestion. Thus we would have expected a perfect estimation of the in- and
outflows in steady state using the MFD-based approach whatever the calibration method
applied. However, some small discrepancies (around or less than 5%) can still be observed
in Figures 3.9(c) and (d). These are due to numerical approximations in the mesoscopic
framework as the outflows are discretized in vehicle units.

3.5.3 Comparison between mesoscopic and MFD-based approaches
for homogeneous demand and heterogeneous supply loadings
– scenario SC2

We now focus on free-flow and congested network loadings with homogeneous demand
distribution a1 = 0 and heterogeneous supply distributions a2 = 0.6, i.e. scenario SC2. The
total demand and supply values are the same as in section 3.5.2. As in the previous section,
mesoscopic and MFD-based simulation results are compared when the MFD and the mean
trip length are re-calibrated or not with respect to the fully homogeneous case a1 = 0 and
a2 = 0.

Figure 3.10 presents the evolution of accumulation for the mesoscopic and the MFD-
based simulations with the four calibration cases. Figure 3.10(a) shows the results in the free-
flow situation. It appears that the different calibration methods have no effect on the MFD-
based simulation outputs, and that the steady state accumulation is rather well estimated
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FIG. 3.9 – Relative comparison of the MFD-based and the mesoscopic simulation results for SC1 (a2 = 0).
(a) Relative errors for steady state accumulation n for different heterogeneity levels, in free-flow and (b) in
congestion. (c) Relative errors for steady state outflow Qout for different heterogeneity levels, in free-flow and
(d) in congestion.

in this case. This is not surprising because heterogeneous supply distributions only affect
network loadings when exits act as bottlenecks, which is not the case in free-flow. This is
confirmed by Figures 3.5(b) and 3.6(b), where neither the free-flow part of the MFD nor the
estimated average trip length in free-flow depend on the heterogeneity coefficient a2. The
results are different in the congested situation; see Figure 3.10(b). The same conclusions
are observed as in scenario SC1: re-calibrating the MFD allows reducing the error when
estimating the steady state accumulation. The re-calibration of the average trip length has
little impact in this case. This can be explained by the differences observed between cases a2
= 0 and a2 = 0.6 in Figure 3.5(b) for the MFD, and in Figure 3.6(b) for the mean trip length.
A synthesis of the errors in steady state for SC2 is proposed in Table 3.4.

TAB. 3.4 – Comparison of accumulation values in steady state between the mesoscopic and the MFD-based
frameworks for scenario SC2 (a1 = 0 and a2 = 0.6). Lowest errors are indicated in bold face

value mesoscopic MFD-based

no calibration MFD calibration L calibration both calibrations

n (free-flow) [veh] 49 43 44 45 46
error from meso [%] 0 11 10 8 7

n (congestion) [veh] 223 264 209 275 216
error from meso [%] 0 18 6 23 3

As in section 3.5.2, we now present the evolution of MFD-based errors for different het-
erogeneity coefficients varying from a2 = 0 to 0.6 when a1 = 0.

Figure 3.11 shows the relative errors in the MFD model in comparison with the meso-
scopic one. The trends oppose each other as in scenario SC1 when considering free-flow and
congested situations. In congestion, errors may increase up to 30% and almost vanish when
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FIG. 3.10 – Comparison between the mesoscopic and the MFD-based approaches for SC2 (a1 = 0 and a2 =
0.6). (a) Evolution of accumulation n(t) in free-flow, and (b) evolution of accumulation n(t) in congestion

proper calibrations of both MFD and mean trip length are performed; see Figure 3.11(b). In
free-flow, Figure 3.11(a) shows that there is almost no observable error because the hetero-
geneous supply distribution has no impact in this case.

As in SC1, almost no errors are observed for the outflow in free-flow conditions, see Fig-
ure 3.11(c). This is no longer the case for congestion as huge errors that increase with the
heterogeneity coefficient (almost up to 150%) are observed in Figure 3.11(d). The phenom-
ena behind this unexpected result will be described extensively in the next section. In brief,
discrepancies between the mesoscopic and the MFD models can be explained by congestion
patterns that propagate within the reservoir in the mesoscopic simulation. The total out-
flow Qout from the network falls below the global supply limitation QS

out in the mesoscopic
outputs, while Qout remains exactly equal to QS

out in the MFD-based approach. The meso-
scopic simulator is able to account for congestion spillbacks between internal intersections
that induce flow reduction at several local exits. This phenomenon is not reproduced by
the MFD-based approach as the perimeter flow is always considered as uniform. In fact,
this phenomenon also influences the accumulation values in steady states, but this is hardly
visible in Figure 3.11(b) as the differences in accumulation are relatively small for severe
congestion. Moreover, the range of accumulation errors is of the same magnitude as the
variability of the n(t) outputs from the mesoscopic simulation. Unlike in SC1, this shows
that, while being sufficient to accurately estimate the mean steady state accumulation, the
proper calibration of the reservoir model (MFD shape and mean trip length) cannot ensure
a good estimation of steady state flow in congestion.

3.5.4 Studying drops in total outflow due to internal congestion pat-
terns

This section investigates in detail the congestion patterns that appear within the reservoir
when using the mescoscopic simulator. We notably aim to propose a correction method
capable of reducing the discrepancies observed in the outflow for the MFD simulation and
that cannot be improved by simply re-calibrating the MFD or the trip length.
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FIG. 3.11 – Relative comparison of the MFD-based and the mesoscopic simulation results for SC2 (a1 = 0).
(a) Relative errors for steady state accumulation n for different heterogeneity levels, in free-flow and (b) in
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(d) in congestion.

Let us now focus on the evolution of the global outflow Qout(t) given by the mesoscopic
simulator for different supply values at the exits. Both scenarios SC1 and SC2 are studied.
Figure 3.12 shows the simulation results when the total demand QD

in is equal to 3 veh/s
and QS

out = 0.6 to 6 veh/s. Figure 3.12(a) shows the results for SC1, and Figure 3.12(b) the
results for SC2. In these figures, one point corresponds to the steady state global outflow
Qout obtained in the mesoscopic simulation for a given global supply QS

out. Two reference
lines have been added to the graphs: the MFD capacity (maximum outflow) obtained with
homogeneous boundary conditions (SC0) and the first bisector that corresponds to total
outflow equal to the total supply. Two very distinct situations are observed for scenarios
SC1 and SC2. For SC1, the steady state outflow matches either the network capacity (gray
area in the graph) or the available total supply QS

out. It should be recalled that the network
capacity depends on the heterogeneity coefficient a1 in SC1, see Figure 3.5(a). For SC2, the
total outflow starts to decrease well before the supply becomes a constraint at the aggregated
level. Furthermore, the difference between the total outflow and the available total supply
increases with the level of heterogeneity. As already mentioned, this is the result of internal
and local congestion patterns with spillbacks between intersections that reduce the local
outflows even below the available local capacity.

A simulation example including internal congestion patterns that leads to a drop in out-
flow is presented in Figure 3.13. The N-curves corresponds to scenario SC2 with a2 = 0.6. In
the MFD-based modeling it can be seen that the steady state outflow corresponding to the
N-curve slopes is QS

out = 0.6 veh/s. However, the total outflow starts decreasing after t =
1500 s in the mesoscopic simulator, and then stabilizes to a value of almost half of the total
supply. This can be explained as follows. At the link level, due to heterogeneity in supply
distribution, only a small fraction of vehicles can exit through D2; see Figure 3.2(c). This
makes the route O2-D2 increasingly congested. Before the congestion propagates through
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FIG. 3.12 – Steady state total outflow versus total supply in the mesoscopic framework. (a) Results for scenario
SC1 (heterogeneous demand distribution), and (b) scenario SC2 (heterogeneous supply distribution).

the whole route, the outflow still corresponds to the maximum flow allowed for each exit.
This is the situation at time t1 for instance, for which the network state (density in each link)
is described in figure 3.13(b). However, after a certain time (around 1500 s) route O2-D2 be-
comes fully congested. This makes all the users go to destinations other than D2, but travel
on at least one link of the arterial O2-D2, thus exiting the network at a lower rate. As a result,
the other exits D1 and D3 to D6 do not function at full capacity; see time t2 in Figure 3.13(c).
As a result, the total steady state outflow is below the sum of all the exit capacities.
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FIG. 3.13 – An example of outflow drop due to a local internal congestion pattern in the mesoscopic framework
– SC2 with a2 = 0.6. (a) N-curves calculated by the mesoscopic and the MFD-based approaches, (b) traffic
states at the link-level (density on each link calculated with the mesoscopic simulator, the black color meaning
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We further analyze this internal congestion pattern to implement a possible correction
in the MFD-based model. We observe that such a pattern is actually characterized by two
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parameters: the time Tc at which a slope break appears in Nout(t), and the new value of
the slope, i.e. the effective global outflow Qeff

out, see figure 3.14(c). Note that this new value
defines the steady-state situation. Several simulations were run in scenario SC2 with a2 = 0
to 0.9 and QS

out = 0.6 to 3 veh/s to study the evolution of these two parameters. The results
are presented in Figure 3.14(a) for Tc and Figure 3.14(b) for Qeff

out. The results for Tc are only
given for QS

out lower than 1.2 veh/s. This is because as the supply value increases, the drop
in the total outflow occurs near t = 0 during the warm-up period, before the first equilibrium
state has been reached. Thus for QS

out > 1.2 veh/s we can consider that Tc is equal to 0.
When a drop in outflow is actually observed, we find that the two parameters Tc and

Qeff
out may be well approximated by a bilinear function of the heterogeneity coefficient a2

and the global supply QS
out:

Tc

(
a2, QS

out

)
=

{(
αtQS

out +βt
)

a2 +γtQS
out + δt if a2 ≥ 0.2 and QS

out ≤ 1.2 veh/s
0 otherwise

(3.8)

Qeff
out

(
a2, QS

out

)
=
(
αqQS

out +βq

)
a2 +γqQS

out + δq (3.9)

where αt = 1.8×103 veh−1.s2, βt = -4.2×103 s, γt = -2.1×103 veh−1.s2, βt = 4.9×103 s, αq

= -1.1, βq = 0.071 veh/s, γq = 1.1, and δq = -0.051 veh/s. Note that the fit for Qeff
out is still

consistent when a2 = 0 (scenario SC0), as the bilinear function gives Qeff
out almost equal to

QS
out.

As we now have a complete description of the effect of the congestion pattern on outflow,
it is easy to implement a correction method in the MFD-based model to account for the
outflow limitation Qeff

out
(
a2, QS

out
)

after the time Tc
(
a2, QS

out
)
. The result of this correction

method is presented in Figure 3.14(d) for the same example we analyzed in Figure 3.13(a).
It shows that the correction method greatly improves the MFD-based results compared to
Figure 3.13(a).
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3.5. Comparisons of MFD and mesoscopic simulation results for different network loading cases
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different heterogeneity levels a2 in scenario SC2 and different supply values QS

out. (b) Evolution of the effective
steady state total outflow Qeff

out after the outflow drop in the mesoscopic simulation, for different a2 and QS
out.
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3.6 Discussion

In this study, we compared steady state simulation results for an MFD-based model and a
mesoscopic model when considering a simple network. The MFD-based model describes
traffic states at the aggregated (reservoir) level, while the mesoscopic tool provides a com-
plete description of traffic dynamics at the link level inside the reservoir. The purpose of
such a comparison was to test the robustness of the aggregated approach to different hetero-
geneous loadings at the network perimeter. Two heterogeneous scenarios were considered.
SC1 assumes a heterogeneous demand distribution at the network entries, while the supply
distribution is homogeneous. The reverse case, i.e. SC2, considers a heterogeneous supply
distribution at the network exits, while the demand distribution is homogeneous. The re-
sults on the network studied showed that heterogeneity coefficients a1 and a2 have a strong
impact on its MFD shape and its average trip length. While such impacts may not be uni-
versally expected for other network configurations, we showed that the proper calibration
of these two crucial features of the MFD-based approach is essential to avoid errors (up to
30% in our case study) when predicting steady traffic states.

More interestingly and more generally, we highlighted a major difference between the
two scenarios. In SC1, a proper re-calibration of the MFD and the mean trip length al-
lows reducing the prediction errors completely (down to 5%). However, in SC2, the appear-
ance of internal congestion patterns including spillbacks between intersections close to the
reservoir perimeter makes the re-calibration almost inefficient. In this case, the MFD-based
model fails to reproduce the network’s internal dynamics. In particular, we noticed signif-
icant drops in the total outflow in the mesoscopic outputs that were not reproduced by the
MFD-based approach. Analyzing congestion patterns with spillbacks using the mesoscopic
simulator makes it possible to propose a correction method to account for the outflow drop
in the MFD-based model.

With our simple network, it should be kept in mind that the congestion observed with
highly heterogeneous supply values is emphasized by the constraints of our simple network,
i.e. the users are forced to exit through a specific link. In a context of a multi-reservoir
system, a dense and well-connected grid network would offer several re-routing options to
avoid local congestion at the exit border of a reservoir. If such a border has many connections
to the downstream reservoirs, the spillbacks and resulting outflow drops observed may be
less severe in reality. Nevertheless, sparse connectivity between reservoirs is very likely to
be observed in European type cities, in the case of bridges or major arterials that connect
different urban areas. In such a configuration, the users are forced to exit through a specific
connection point in their trip, unless major re-routing is imposed. Our study is specifically
intended to question the robustness of MFD-based simulation when the capacities of such
critical connection points are heterogeneously distributed along the reservoir border.

3.6.1 New results on a bigger network

As one of the most critical limitation of the present work is the relatively small size of the
network, and thus the lack of redundancy and routing options, we provide additional results
for a bigger grid network with the same kind of configuration, see Figure 3.15. This new
topology consists of a 6×6 one-way Manhattan network with West-East links more than
twice as long as North-South ones. The same scenarios SC1 and SC2 have been applied
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to this network. Figure 3.16 shows clearly that the various boundary settings significantly
influence the MFD shape. Nevertheless, a lesser influence on the trip length is noticed in
this case of a more redundant network: the order of magnitude of its variations in free-flow
is only around 7% for SC1.
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FIG. 3.15 – New network configuration with scenarios SC1 and SC2 settings

The relative errors in the MFD model compared with the mesoscopic simulations are
presented in Figure 3.17 for SC1 and in Figure 3.18 for SC2. Regarding the steady state
accumulation, both figures show that the errors can be reduced to acceptable values once the
MFD and the trip length are well calibrated. Similar conclusions are found with this new
network in free-flow, i.e. re-calibrating the trip length only improves the MFD simulation
results much more than re-calibrating the MFD only. Regarding the steady state outflow,
we observed huge errors for congested situations in both scenarios. In SC2, these errors
can be explained by outflow drop phenomena, similar to what we observed in the 2×4
network, as Figure 3.19(b) suggests. However, the major difference with this 6×6 network
is the significant error (more than 20%) in outflow made for the homogeneous case (a1 =
a2 = 0). This is also due to an outflow drop, independent of the heterogeneity coefficient,
as presented in Figure 3.19(a). This means that even homogeneous loadings can trigger
internal congestion patterns in this bigger network. Such an outflow drop phenomenon was
in fact impossible to present with our smaller network. While this new mechanism should
be further investigated, a simple outflow correction method can still be implemented in the
reservoir MFD model to account for it. Note that such a correction does not depend on the
boundary settings in SC1, therefore the total effective outflow Qout eff can be estimated one
for all as shown in figure 3.19(a), and then implemented in the MFD model to modify the
outflow Qout during congestion. This is completely different from the heterogeneous supply
case (SC2), where the correction method we propose actually depends on the boundary
settings, see section 3.5.4.
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FIG. 3.16 – (a) Network MFD for different coefficients a1 in SC1 and (b) for different a2 in SC2; (c) vehicle
average trip length for different coefficients a1 in SC1 and (d) for different a2 in SC2

3.6.2 General conclusion

While being specific to the kind of grid networks studied here, the results of this chapter
permit highlighting possible shortcomings in MFD-based simulation due to heterogeneous
link-level settings at reservoir boundaries. In particular, this chapter clearly shows that un-
like the hypothesis made in the seminal paper on MFD, the OD matrix and the flow dis-
tribution between local entries and exits may matter when studying traffic dynamics at the
network level. Large changes for these elements are likely to require re-calibrating both the
MFD and the mean trip-length, especially for irregular and asymmetrical networks. More-
over, our conclusions show that in some cases, an accurate calibration may not be suffi-
cient to reproduce the network dynamics well with the MFD-based model. More detailed
knowledge of local capacity at exits, meaning a more detailed description of how conges-
tion propagates from the links connected with the reservoir neighborhood, is required to
catch the outflow drops that may occur. Note that this crucial issue has not been addressed
when studying multi-reservoir systems (Yildirimoglu et al., 2015) and thus will need fur-
ther research. Interestingly, we showed that a simple correction method based on network
observations in different configurations may be sufficient to update MFD-based simulation
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outputs.
Further research is needed to study the propagation of simulation errors in multi-reservoir

systems to guaranty that such an approach can be a valid option for simulating large-scale
urban areas and making traffic predictions. Efficient methods for re-calibrating the model
on line should also be investigated.

p. 113 / 244



CHAPTER 3. IMPACT OF HETEROGENEOUS PERIMETER FLOW DISTRIBUTIONS

global supply Q
out
S  [veh/s]

0 2 4 6

gl
ob

al
 o

ut
fl

ow
 Q

ou
t [

ve
h/

s]

0

1

2

3

4

5

6

MFD capacity in SC0

Q
out

 = Q
out
S

Q
out eff

(a)

a
1
 = 0

a
1
 = 0.2

a
1
 = 0.4

a
1
 = 0.6

global supply Q
out
S  [veh/s]

0 2 4 6

gl
ob

al
 o

ut
fl

ow
 Q

ou
t [

ve
h/

s]

0

1

2

3

4

5

6

MFD capacity in SC0

Q
out

 = Q
out
S

(b)
a

2
 = 0

a
2
 = 0.2

a
2
 = 0.4

a
2
 = 0.6

a
2
 = 0.8

FIG. 3.19 – (a) Total effective outflow vs total exit supply for different coefficients a1 in SC1 and (b) for different
a2 in SC2

p. 114 / 244



Conclusion of part I

In this first part, we investigated the internal traffic dynamics in the simplest modeling of a
single reservoir (with one trip category). Regarding the theoretical modeling, thorough com-
parisons between the existing accumulation-based and trip-based approaches were made.
While both models rely on the homogeneity hypothesis defined by the production- or speed-
MFD, they fundamentally differ on the description of the reservoir outflow. In the accumula-
tion-based model, the description of outflow is grounded on the outflow-MFD, whereas in
the trip-based model, the outflow is implicitly defined by the mean speed and travel time
evolution (the latter being notably defined through the average trip length). Because it ac-
counts for the delay experienced when traveling from the reservoir entry to the exit, the
trip-based model appears as a promising framework to run MFD simulation in fast-varying
conditions (e.g. as during peak hours).

On the other hand, regarding the practical implementation of a simple MFD simula-
tion, comparisons between link-scale mesoscopic simulations on a grid network and its
accumulation-based modeling as a single reservoir were performed to assess the accuracy of
the MFD simulation. It was shown that heterogeneous distribution of perimeter flows might
generate uneven traffic conditions within the network that are critical for the MFD simula-
tion. Traffic state estimated in the single reservoir model may notably exhibit significant
bias as compared to the aggregation of link-level simulation outputs. In particular, it was
confirmed that the MFD and the average trip length both depend on the perimeter demand
and supply settings. Hence they are not pure intrinsic properties of the network only, but
are also defined by the mobility patterns resulting from users own choices and adaptation
to the network boundary conditions.

The contributions of this part can be summarized as follows:

X Proposition of numerical methods based on linear approximation to solve both the
accumulation-based and trip-based models. In particular, an efficient event-based
scheme is designed to solve the trip-based model with individual vehicle trajectories
to represent flows in the reservoir.

X Identification of the validity domain for the accumulation-based description of traffic
flow in a reservoir. This domain is characterized by the inaccurate representation of
travel time in this model when traffic conditions evolve quickly.

X Comparison between the accumulation-based modeling of traffic flow and the aggre-
gation of link-level simulation outputs for a simple grid network. The study of differ-
ent perimeter flow conditions shows the importance of the re-calibration of both the
production-MFD and the average trip length to avoid significant bias in traffic states
predicted by the MFD simulation.

The investigations conducted in this part have been focused on the single reservoir
model with a unique average trip length. However, the literature on MFD models already
provided new frameworks with multiple trip lengths inside the same reservoir. Thus, the
further research directions should now investigate the traffic dynamics of a single reservoir
with several trip lengths. Moreover, as the comparisons between accumulation-based and
trip-based models were made in undersaturated conditions, the extension to oversaturation
should also be included in our scope. All these research directions are then detailed below:



Conclusion of part I

O Extend the investigation of the single reservoir dynamics to multiple trip categories,
for both accumulation-based and trip-based models.

O Extend the study of MFD traffic dynamics in highly congested situations. This should
include the extension of the trip-based framework to oversaturated conditions, and a
proper understanding of inflow restriction and merging at the entry of a single reser-
voir.

O Further validate the proposed approaches by comparing MFD simulations with link-
level simulation or real traffic data
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Part II

Investigations on flow exchanges in
multi-reservoir systems





Introduction

This part aims at extending the investigations presented in the first part to the case of multi-
ple trip categories in a single reservoir. Whereas still focusing on the single reservoir model,
this part is heading towards the building of a consistent multi-reservoir simulation plat-
form by representing the interactions between a reservoir and its neighbors with exogenous
boundary conditions. In this perspective, close attention is paid to the modeling of flow ex-
changes at the perimeter (entry and exit) of the single reservoir, because in a multi-reservoir
context all reservoirs interact with each other by sending or receiving flows.

This part is split into two different studies. The first one deals with the understanding
of theoretical models including multiple trip categories that have been proposed in the lit-
erature. Several limitations are addressed, notably the fact that the proposed approaches
are valid in undersaturation only, or not well applied in oversaturation. This first study
thus develops a new framework to handle inflow merging and outflow diverging in a sin-
gle reservoir. This framework is consistent for any traffic conditions, and applies for both
accumulation-based and trip-based models. The second study is devoted to the validation
of this framework and other approaches from the literature. To this end, the predictions of
different MFD-based models are compared against link-level simulation results on a grid
network.

Contents

4 Investigations on flow exchanges in multi-reservoir systems 121

4.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.2 Flow transfer in a single reservoir with a unique trip length . . . . . . . . . . . 124

4.3 Flow transfer in a single reservoir with multiple trip lengths . . . . . . . . . . 131

4.4 Comparisons with existing models . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

5 Comparison between flow exchange modeling approaches 153

5.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

5.2 Multiple trips in the single reservoir model: review of existing approaches . . 156

5.3 Presentation of the validation case study . . . . . . . . . . . . . . . . . . . . . . 162

5.4 Comparisons between the entry merging schemes with network loading sce-
narios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

5.5 Comparisons between the exit diverging schemes . . . . . . . . . . . . . . . . 170

5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174





4.INVESTIGATIONS ON FLOW
EXCHANGES IN MULTI-RESERVOIR AND

MULTI-ROUTE SYSTEMS

Most of large-scale traffic flow models based on the Macroscopic Fundamental Diagram
(MFD) are grounded on what has been called the “accumulation-based” approach by some
authors. Recent studies have highlighted the limitations of such an approach in fast-varying
conditions, and have focused on a better and more flexible representation of the reservoir
inner dynamics, which has been referred to as “trip-based”. However, when connecting sev-
eral reservoirs together, the management of inflows and outflows to propagate congestion
properly through the reservoirs is still a challenge in both modeling approaches. In partic-
ular, in saturated traffic conditions, handling inflow merge at a reservoir entry or outflow
diverge at exit is of crucial importance as it governs the whole system evolution.

In this chapter, we propose a thorough analysis of the way congestion is usually handled
in the accumulation-based framework. This serves as a basis to implement a proper con-
gestion propagation model in the trip-based approach. Theoretical and simulation studies
show that in case of several trip lengths in a reservoir, there exists only one form of in-
flow limitation at the reservoir entry that complies with the global constraints on flow and
production. Moreover, the outflows from all trips exiting the same reservoir have to be all
interdependent to satisfy the definition of the reservoir total exit production. This has strong
implications when several reservoirs are connected together. We notably point out that the
system can easily converge to global gridlock if an outflow management based on the most
constrained exit of each reservoir is not adopted. Comparisons are given with the latest
developments from the literature.

This chapter is a preliminary version of the paper:

Mariotte, G. & Leclercq, L. (2019). Flow exchanges in multi-reservoir systems with
spillbacks. Transportation Research Part B: Methodological, accepted



CHAPTER 4. INVESTIGATIONS ON FLOW EXCHANGES IN MULTI-RESERVOIR SYSTEMS

4.1 Motivations

Over the past decade, the Macroscopic Fundamental Diagram (MFD) has appeared to be
a powerful tool to describe traffic states at the network level with few implementation
and computational efforts. Many studies have notably used MFD-based traffic simula-
tors for several promising applications, like traffic state estimation (where contributions can
be found in Knoop & Hoogendoorn, 2014, Yildirimoglu & Geroliminis, 2014), perimeter
control (Keyvan-Ekbatani et al., 2012, Haddad, 2015, Haddad & Mirkin, 2017, Ampounto-
las et al., 2017), route guidance at large scale (Hajiahmadi et al., 2013b, Yildirimoglu et al.,
2015, Ding et al., 2017), or analyzing cruising-for-parking issues (Leclercq et al., 2017, Cao &
Menendez, 2015, Zheng & Geroliminis, 2016). Their modeling approaches take advantage
of the multi-reservoir representation of a city, where the dynamics of each urban reservoir
(sometimes also called “neighborhood”, “zone” or “region”) is described by the single reser-
voir model of Daganzo (2007). This framework, also referred as the “accumulation-based”
model, assumes that the reservoir outflow is proportional to the total circulating flow inside
the zone if one consider a constant average trip length assigned to all travelers. Some au-
thors have extended this approach to account for multiple trip lengths in a reservoir, either
to develop new applications like modeling search-for-parking (Geroliminis, 2009, 2015) and
macroscopic routing (with contributions in Yildirimoglu et al., 2015, Ramezani et al., 2015);
or to highlight inaccuracies in MFD-based models due to the constant trip length hypothesis
(Yildirimoglu & Geroliminis, 2014, Leclercq et al., 2015). More recently, a “trip-based” for-
mulation of the single reservoir model has gained a new interest in the community. Based
on a idea of Arnott (2013), this approach has been exploited in Daganzo & Lehe (2015), then
in Lamotte & Geroliminis (2018), Leclercq et al. (2017) and in chapter 2. The principle is that
all users in a reservoir share the same space-mean speed (given by the MFD) at a given time,
and exit once they have completed their individually assigned trip length. As shown in
our thorough comparison with the accumulation-based model in chapter 2, the trip-based
approach gives more accurate results during transient phases, especially in terms of travel
time. Nevertheless, some authors like Haddad & Mirkin (2016), Haddad & Zheng (2017)
suggest that the inaccuracies of the accumulation-based model can be taken into account
directly by implementing delays either in the control inputs or in the state of the dynamic
system. A proper investigation about the properties of these new modeling approaches is
still missing, in particular to assess their differences with the trip-based model. While we
choose to focus on the accumulation-based and trip-based models in this chapter, integrat-
ing these new approaches could be worth for further research.

However, from the modeler’s perspective, despite all these recent advances in MFD-
based simulation, congestion propagation in a multi-reservoir framework is not fully un-
derstood yet. Notably, the questions of if and how boundary flows should be limited when
a reservoir is oversaturated, and how to distribute inflows and outflows have not been com-
pletely addressed. In details, as the wide majority of MFD-based simulators are developed
for control applications, most authors argue, with reason, that the controllers will not al-
low the reservoir to reach highly congested states, so that the aforementioned concerns may
be eclipsed in their traffic flow models (see e.g. Kouvelas et al., 2017). However, other ap-
plications of MFD-based models should not ignore them. Actually some interesting works
already propose incomplete but viable solutions to deal with congestion propagation. Ha-
jiahmadi et al. (2013b), Lentzakis et al. (2016), whose simulator is based on the Network
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Transmission Model (NTM) of Knoop & Hoogendoorn (2014), consider exogenous bound-
ary capacities between reservoirs and a global entry supply function per reservoir, similar
to the Cell Transmission Model (CTM) of Daganzo (1994). Their approach ensures a perfect
protection of the reservoirs from global gridlock, nevertheless this one can hardly be ex-
tended to heterogeneous trip lengths within reservoirs. Yildirimoglu & Geroliminis (2014)
certainly developed the more advanced tool in MFD-based simulation, as they account for
different trip lengths and manage flow exchanges with a Dynamic Traffic Assignment (DTA)
procedure on macroscopic routes (a route being a succession of reservoirs, sometimes called
a regional path). However, they handle each boundary between two adjacent reservoirs sep-
arately with a pro-rata inflow merge, and do not provide any further information on how
the global protection of each reservoir is ensured.

In this chapter, we investigate the constraints and the requirements to design a proper
congestion propagation model, valid in any situations for an MFD-based multi-reservoir
system. The main objective of this study is to build up a consistent simulation framework
that properly addresses congestion spillbacks in a multi-reservoir system. In particular, we
will ensure that flow exchanges at interfaces are consistent with classical kinematic wave
theory principles (conservation, supply limitation, etc). For the accumulation-based model,
we will refer to the framework of Yildirimoglu & Geroliminis (2014), Geroliminis (2015). For
the trip-based model, we will pursue our effort in chapter 2 to provide a first attempt to han-
dle spillbacks in this formulation. For both modeling approaches, it appears that elementary
constraints on flow and production lead to a unique definition of the entry supply function
for each accumulation or trip length category in one reservoir. Moreover, applying the same
constraints for exit flows allow us to show that each partial outflow cannot be treated inde-
pendently from the other trip outflows in a reservoir. It follows that if one wants to preserve
the consistency of an MFD-based model with multiple trip lengths (i.e. that the users are
traveling at the same mean speed at each time), one must let the inflow merge and outflow
diverge allocation be endogenously defined by the reservoir state. Consequently, only a few
degrees of freedom are left to the modeler to control flow exchanges in simulation. Com-
parisons between our framework and the initial approaches of Yildirimoglu & Geroliminis
(2014) and Knoop & Hoogendoorn (2014) show significant variations in the simulation re-
sults.

This chapter is organized as follows: section 4.2 presents the case of a single reservoir
with a unique trip length. This section allows to set the background of our study and its
assumptions, and also discusses and proposes an efficient method to account for spillbacks
in the trip-based approach. Section 4.3 deals with inflow and outflow allocation between
multiple accumulation or trip length categories in one reservoir, especially when congestion
propagates through the reservoir. Section 4.4 illustrates the differences in simulation be-
tween our approach and two existing models from the literature for a simple multi-reservoir
system. Finally section 4.5 discusses the introduction of internal trips in our framework.
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4.2 Flow transfer in a single reservoir with a unique trip
length

4.2.1 Accumulation-based modeling

In this study, we focus on how a reservoir should interact with its neighbors in the context
of a multi-reservoir representation of a city.

The concept of the single reservoir model has been first presented in Daganzo (2007),
Geroliminis & Daganzo (2007). It corresponds to a given part of an urban network where
the traffic states are characterized by a well-defined production-MFD P(n) (in [veh.m/s]),
or equivalently, a speed-MFD V(n) = P(n)/n (in [m/s]), where n (in [veh]) is the accu-
mulation (number of circulating vehicles in the reservoir) . The reservoir entry (also con-
ceptually called “upstream boundary”) is the aggregation of all individual entry nodes of
the network; similarly the reservoir exit (or “downstream boundary”) aggregates all the exit
nodes. Through the entry is defined the total effective inflow qin(t), and through the exit
the total effective outflow qout(t). In a first approach, we do not consider internal trips (trips
that start and end into the reservoir) and assume that traffic states result from “transfer”
trips only (trips from the aggregated entry to the aggregated exit). The question of internal
trips will come up in the discussion (section 4.5). In this framework, the reservoir dynamics
are governed by the following vehicle conservation equation (Daganzo, 2007):

dn
dt

= qin(t)− qout(t) (reservoir dynamics) (4.1)

The accumulation and trip-based models differ from the definition of qin(t) and qout(t). We
present here the accumulation-based model first. Most of the previous studies dealing with
MFD-based aggregated dynamics actually do the distinction between internal and transfer
trips, however their treatments are often mixed in the same modeling approach, so that a
proper definition of inflow and outflow is sometimes missing. In control-oriented works,
some authors like Aboudolas & Geroliminis (2013), Ampountolas et al. (2017), Kouvelas
et al. (2017) split the inflow into the receiving flow from adjacent reservoirs (for which the
controllers apply), and the “uncontrolled demand” which may be from inside or outside.
Because we focus on a reservoir with no internal demand and interacting with its neigh-
bors here, we propose a definition of flow exchange at boundaries inspired by the CTM
(Daganzo, 1994) and the NTM (Knoop & Hoogendoorn, 2014). Thus, at the reservoir entry,
the effective inflow results from the competition between a given demand λ(t) from some
sending reservoirs and an entry supply function I(n) depending on the reservoir state and
restraining the inflow when the reservoir becomes congested:

qin(t) = min[λ(t); I(n)] (effective inflow) (4.2)

At the reservoir exit, the effective outflow balances a given supply µ(t) (inflow restriction
into some destination reservoirs in case of congestion), and an outflow demand function
O(n) also depending on the reservoir state:

qout(t) = min[µ(t); O(n)] (effective outflow) (4.3)

The single reservoir model and its boundary conditions are represented in Figure 4.1(a). As
there is no spatial extension in the reservoir, the simplest version of the accumulation-based
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model assumes an average trip length L for all travelers and applies the queuing formula
of Little (1961) to define the “trip completion rate” G(n) = n/L ·V(n) = P(n)/L (Daganzo,
2007, Geroliminis & Daganzo, 2007). This quasi-static approach has several limitations as
detailed in chapter 2. To our best knowledge, all the studies from the literature consider that
the system demand for outflow (or effective outflow if they do not apply supply limitations)
always equals G(n). In our opinion however, we believe that this is only true to model in-
ternal congestion for the outflow of internal trips, but that a distinction between O(n) and
G(n) should be made for transfer trips. That is why we use a special definition of O(n) to
describe the demand for outflow. Note that O(n) is not the effective outflow qout(t), which
is the result of the competition between demand and supply as written in equation 4.3. Oth-
erwise with the traditional approach, the reservoir can easily converge to heavily congested
situations without any possibility to recover. This phenomenon was notably highlighted in
chapter 2 with a supply reduction scenario at exit. This issue happens only if O(n) describes
the demand for outflow and not the effective outflow. In classical kinematic wave theory,
the observed flow at the head of a queue is always equal to the available capacity. This is
mathematically expressed by a demand value equal to the maximal capacity. We should
observe the same behavior when a reservoir is discharging without external downstream
constraints. If O(n) always equals G(n), the outflow demand is very low for a high accu-
mulation n. The consequence is that the queue cannot empty, and thus the reservoir cannot
retrieve a free-flow situation after a congestion period. This situation will be also illustrated
in section 4.2.3. This can be avoided if we adopt the following definition of outflow demand:

O(n) =

{
n
L V(n) = G(n) if n < nc
Pc
L otherwise

(outflow demand function) (4.4)

Without having access to the ground truth, we cannot claim that the latter expression is more
or less realistic than the traditional approach O(n) = G(n). Nevertheless, our proposition is
specifically designed to handle flow exchanges during congestion periods in multi-reservoir
systems, according to what is already well-known in link-scale traffic flow theory. Because
temporarily supply limitations are very likely to occur at the reservoir perimeter when con-
gestion propagates, assuming O(n) = G(n) would often lead to gridlock, making such a
model quite useless in practice to study oversaturated situations over a large-time horizon.
The traditional approach is actually based on observations from either simulation studies
(Geroliminis & Daganzo, 2007) or empirical evidences (Geroliminis & Daganzo, 2008), but
what these authors observed is the effective outflow. Whereas our modeling framework
is based on the demand for outflow, a quantity which is not measurable in simulation nor
the real field. This concept proves to be efficient to avoid the extreme situation mentioned
above and presented in section 4.2.3 when considering transfer trips only. Moreover, we
show in the the discussion (section 4.5) that the traditional approach can be well observed
and explained in our framework once internal trips are added.

At the reservoir entry, the general shape of the entry supply function I(n) is first intro-
duced in Geroliminis & Daganzo (2007), based on simulation results on the San Fransisco
downtown network, but the authors do not mention any explicit formulation. Like in Haji-
ahmadi et al. (2013b), Knoop & Hoogendoorn (2014), Lentzakis et al. (2016), we define I(n)
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in accordance with the basic principles of traffic flow theory:

I(n) =

{
Pc
L if n < nc
n
L V(n) = G(n) otherwise

(entry supply function) (4.5)

It should be mentioned that the limitation Pc/L in undersaturated regime certainly corre-
sponds to the most restrictive conditions that can be applied when defining I(n). Pc/L
corresponds to the reservoir capacity in a stationary state. When this capacity is driven
by internal bottlenecks in the middle of the reservoir, it would not be surprising to observe
higher inflow values during the reservoir loading. The maximal bound for inflow for low
accumulations is certainly closer to the sum of all entry link capacities, especially when the
reservoir loading is done with a sharp demand profile. The shape of I(n) appears then as an
important element when doing the model calibration. One proposition is to define I(n) as
a monotonic decreasing curve for n < nc, starting from a point between Pc/L and the total
entry capacity, and ending at Pc/L for n = nc. The choice of the critical accumulation nc to
distinguish under- and oversaturated conditions in I(n) is also a matter of debate. Despite
the above-mentioned studies adopted the same hypothesis, Geroliminis & Daganzo (2007)
found with simulated data that the critical accumulation of I(n) is higher than nc. However,
to keep the analysis simple, we choose to describe I(n) as in equation 4.5 in this study. This
choice does not change our overall methodology. The complete definition of the shape of
I(n) is out of the scope of the current study.

Thanks to the previous definitions of O(n) and I(n), we can also use the concept of “exit
production demand” Pd(n) and “entry production supply” Ps(n) written as:

Pd(n) =

{
P(n) if n < nc

Pc otherwise
(exit production demand) (4.6)

Ps(n) =

{
Pc if n < nc

P(n) otherwise
(entry production supply) (4.7)

With this concept, the outflow demand and inflow supply functions are simply defined as:

O(n) =
Pd(n)

L
and I(n) =

Ps(n)
L

(4.8)

The definitions of Pd(n) and Ps(n) do not consist in new concepts, they are simply the
translation of outflow demand and inflow supply into production quantities. These nota-
tions are mostly useful for the following of this chapter. The two functions O(n) and I(n)
are represented in Figures 4.1(c) and (d), for a typical shape of the production-MFD in Fig-
ure 4.1(b). Note that O(n) and I(n) are similar to the entry and exit functions of a cell in
the CTM (Daganzo, 1994). When dealing with transfer trips only, such a formulation for the
accumulation-based model is fully consistent to handle both free-flow and congested situa-
tions in the reservoir. Figures 4.1(c) and (d) show examples of equilibrium states reached in
free-flow and congestion respectively with given boundary conditions.

4.2.2 Trip-based modeling

The theoretical background of the trip-based model has been first introduced by Arnott
(2013). Let us consider a single reservoir with a unique trip length L. At each time t, all
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FIG. 4.1 – (a) Representation of a single reservoir and its boundaries, (b) typical shape for the production-MFD,
(c) outflow demand function O(n): example of an equilibrium point for a given inflow demand λ in free-flow
conditions, (d) inflow supply function I(n): example of an equilibrium point for a given exit restriction µ in
congestion, and (e) cumulative count curves with the accumulation n(t), the experienced travel time T(t) and
the exact predictive travel time T∗(t)

the vehicles are traveling at the same speed V(n(t)). A user exiting the reservoir at t has
experienced a travel time of T(t). This user thus entered the reservoir at t−T(t), and his/her
trip distance was L. The trip-based model considers that the accumulation and therefore the
mean speed may change during the user’s trip, which is mathematically expressed as:

L =
∫ t

t−T(t)
V(n(s))ds (4.9)

By using basic relationships based on entering and exiting count curves, it can be shown
that the derivative of equation 4.9 leads to (see e.g. Arnott, 2013):

qout(t) = qin(t− T(t)) · V(n(t))
V
(
n(t− T(t))

) (4.10)

Using equation 4.10 to solve the conservation equation 4.1 leads to a differential equation
with endogenous delay. Despite being mathematically intractable, this formulation of the
outflow can allow the development of efficient numerical resolution schemes (continuous
approximation on vehicle indexes or event-based resolution method), as shown in chapter 2.
A simpler formulation integrating static delays has been proposed for the accumulation-
based model by Haddad & Zheng (2017). However, a comparison study is currently missing
to assess the differences between these both approaches, so that in this chapter we decided
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to focus on the more refined trip-based formulation. These resolution methods of the latter
work in free-flow only, where qin(t) is the input, equal to the inflow demand λ(t), and
where qout(t) is the consequence of the system evolution. In congestion however, the role
of inflow and outflow are switched, as qout(t) becomes the given boundary condition, equal
to the outflow supply µ(t), and qin(t) has now to adapt to the system evolution due to the
restriction at exit. It can be shown that equation 4.10 can be reversed to express qin(t) as a
function of qout(t):

qin(t) = qout(t + T∗(t)) · V(n(t))
V
(
n(t + T∗(t))

) (4.11)

where T∗(t) is the exact predictive travel time, i.e. the time during which the user entering
at t will travel, see also Figure 4.1(e). By construction we have: T(t) = T∗(t − T(t)). But
equation 4.11 means that to calculate the effect of an exit flow limitation on the entry, one
needs to know the future of the system, which is problematic. First, it is not possible to
deduce the inflow when downstream supply restriction should apply, and second, if this
was possible we have no clue on how to make the switch.

Thus in practice, this model needs to be coupled with another model for reproducing
congestion propagation. A first attempt has been made in chapter 2. They assume a free-
flow evolution of the system and then apply the outflow reduction and the minimum prin-
ciple of Newell (1993) on the inflow. This method with off-line calculations is sufficient for
the analysis of a single reservoir, but not suitable in a multi-reservoir context where traffic
states in the reservoirs depend from each other all the time.

In our study, we propose a simple way to perform in-line computations of inflow limita-
tions in the trip-based model. It consists in switching to the accumulation-based framework
in congestion, by using the same entry supply function I(n) which restrains inflow for high
values of accumulation n. We show in the next section with simple simulation scenarios that
such a method works well in practice.

4.2.3 Numerical implementation

In the following of this chapter, we will use the event-based scheme presented in chapter 2
to solve numerically the trip-based model. In congestion, the reservoir exit flow is limited
to µ(t) at each time by retaining the vehicles inside the zone until the next exit time, even
if they have already completed their trip length. At entry, the inflow limitation is ensured
with the definition of a minimum or supply time for entering the reservoir:

tNin

entry supply = tNin−1
entry +

1
I(n)

(entry supply time) (4.12)

where tNin

entry supply is the supply time for the Ninth vehicle to enter the reservoir, tNin−1
entry

is the entering time of the previous vehicle, and I(n) is the entry supply function of the
accumulation-based model, see equation 4.5.

The application of this method is illustrated with two test cases. The first one is about a
demand peak temporarily exceeding the exit supply, and the second one concerns a sup-
ply reduction at exit below the demand level at entry. These numerical examples con-
sider a single reservoir with maximum accumulation n j = 1000 veh, average trip length L =
2.5 km, free-flow speed u = 15 m/s, and characterized by a production-MFD built with two
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parabolic branches, with maximum production Pc = 3000 veh.m/s and critical accumulation
nc = 400 veh.

Figure 4.2(a1) shows the demand λ(t) and supplyµ(t) profiles for the demand peak case.
The simulation scenario has been designed to let the congestion reach the entry before the
demand decreases. The reservoir state evolution is presented in Figures 4.2(b1) and (c1) with
the inflow/outflow and accumulation. The blue curves correspond to the accumulation-
based model, the green ones to the trip-based model. Note that a queue at the reservoir
entry is taken into account when vehicles are waiting to enter if the inflow is limited in
both models, though not presented here. All graphs show similar results for both modeling
approaches. This was actually expected, since the modeling of spillbacks is handled in the
same manner in both models. This also proves that the switch to the accumulation-based
model works well in the trip-based framework with few modifications in the event-based
resolution scheme.

Figure 4.2(a2) shows the demand λ(t) and supply µ(t) profiles for the supply reduction
case. Similarly, the simulation scenario has been designed to let the congestion reach the
entry before the exit supply increases again. In Figures 4.2(b2) and (c2), the red and yellow
curves corresponds to the evolution of inflow/outflow and accumulation when O(n) always
equals G(n) as it is traditionally assumed in the literature. In the accumulation-based model
(in red), we observe that the system reaches an equilibrium point once inflow equals outflow
shortly after 4000 s. Then, the reservoir state does not evolve anymore because after this
point the outflow corresponds to the exit demand O(n), and thus qout(t) is not impacted by
an increase of µ(t), see equation 4.10. In the trip-based approach (in yellow), the users travel
at a low mean speed after 4000 s to adapt the exit supply reduction. But when this limitation
disappears, the vehicle exit rate is still the same because the mean speed remains low, and
consequently the system cannot recover from congestion in this framework too. We can
fix this problem if we keep the outflow demand O(n) maximum during severe congestion
periods. This can be modeled in the trip-based framework only if we force the travelers
to complete their trip length at a pace that matches the exit time defined by the outflow
when n ≥ nc. Theoretically, it implies that the related users will have a speed different
from V(n) during congested situations. This formulation happens to be equivalent to the
outflow demand definition of equation 4.4. This is illustrated by the blue and green curves
in Figures 4.2(b2) and (c2), which also show similar results for both models.
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FIG. 4.2 – (a1) Demand peak at the reservoir entry, demand λ(t) and supply µ(t) profiles where the gray
area indicates when demand exceeds supply, (b1) inflow qin(t) and outflow qout(t) and (c1) accumulation n(t)
for the accumulation and trip-based models. (a2) Supply reduction at the reservoir exit, demand and supply
profiles where excess of demand compared to supply is indicated by the gray area, (b2) inflow and outflow and
(c2) accumulation for the accumulation- and trip-based models, where model “2” corresponds to the situation
when O(n) always equals G(n)
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4.3 Flow transfer in a single reservoir with multiple trip lengths

4.3.1 Accumulation-based framework

The aim of our study is to propose a robust modeling framework for congestion propagation
in a multi-reservoir environment. Like in the approach of Yildirimoglu & Geroliminis (2014),
we consider that users are assigned to a set of given “macroscopic routes”, i.e. successions
of reservoirs, as illustrated in Figure 4.3(a), and that the system state can be described at the
level of a macroscopic route, later simply referred as “route”. As a reservoir can be crossed
by different routes with different trip lengths, the thorough understanding of flow dynamics
in one reservoir with heterogeneous trip lengths is essential to build a proper multi-reservoir
simulation tool.

The extension of the single reservoir model with one trip length to several trip lengths
has been first established in Geroliminis (2009, 2015). This theoretical framework has then
been used in various studies with more complex multi-reservoir settings (e.g. Yildirimoglu
& Geroliminis, 2014, Ramezani et al., 2015). Note that the present study also applies for a
reservoir with different accumulation categories (users are distinguished by their route or
destination) but with a unique trip length (users are assumed to travel the same distance).
This will lead to several simplifications in the following, nevertheless the conclusions will
be the same.

Let us consider a single reservoir with N trip length categories Li, or N routes with length
Li, as presented in Figure 4.3(b). All accumulations ni in each route i should satisfy the
following system (Geroliminis, 2015):

∀i ∈ {1, . . . , N}, dni

dt
= qin,i(t)− qout,i(t) (4.13)

where qin,i(t) and qout,i(t) are respectively the effective inflow and outflow for route i. In this
framework, the potential connection to neighboring reservoirs is represented by boundary
conditions. As depicted in Figure 4.3(b), each inflow i is induced by an exogenous demand
λi(t) coming from a given upstream reservoir, and each outflow i may encounter an exoge-
nous supply limitation µi(t) imposed by a given downstream reservoir.

Conceptually, the reservoir is split into “sub-reservoirs” governed by the accumulation
ni. These sub-reservoirs are coupled together by the mean speed V(n) or the total pro-
duction P(n), where n = ∑

N
i=1 ni. It is assumed that in slow-varying conditions, the trip

completion rate Gi of each route i satisfies the queuing formula of Little (1961):

Gi(n1, . . . , nN) = Gi(ni, n) =
ni

Li
V(n) =

ni

n
P(n)

Li
(trip completion rate) (4.14)

Like in section 4.2, we distinguish the outflow demand Oi from the trip completion rate Gi
for each class i. Likewise, note that Oi is a demand for outflow, which may be different
from the effective outflow qout,i. Oi is supposed to be maximum in oversaturated situations
(n > nc):

Oi(ni, n) =
ni

n
Pd(n)

Li
=

{
ni
n

P(n)
Li

= Gi(ni, n) if n < nc
ni
n

Pc
Li

otherwise
(outflow demand) (4.15)
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where Pd(n) is the exit production demand previously defined in equation 4.6. We have
moreover by definition:

n =
N

∑
i=1

ni (total accumulation) (4.16)

G(n) =
N

∑
i=1

Gi(ni, n) (total trip completion rate) (4.17)

O(n) =
N

∑
i=1

Oi(ni, n) (total outflow demand) (4.18)

Note also that a dynamic average trip length L(t) can be defined by applying Little’s
formula at the reservoir scale: G(n) = n/L ·V(n). It comes (Geroliminis, 2009):

L(t) =
n(t)

∑
N
i=1

ni(t)
Li

=
∑

N
i=1 Gi(ni(t), n(t))Li

G(n(t))
(average trip length) (4.19)

The major difference with the unique trip length model is that here, each outflow demand
Oi depends not only on ni, but also on the other accumulations n1, . . . , nN through the total
accumulation n.

4.3.2 Calculating perimeter inflows

All the effective inflows qin,i(t) for each route i may be treated as independent variables.
They are the result of the competition between the corresponding demand λi(t) and an entry
supply function Ii(n1, . . . , nN):

∀i ∈ {1, . . . , N}, qin,i(t) = min[λi(t); Ii(n1(t), . . . , nN(t))] (effective inflow route i)
(4.20)

There is no clear consensus on the definition of each entry supply function Ii(n1, . . . , nN)
in the literature for multi-reservoir systems. Geroliminis (2009), Knoop & Hoogendoorn
(2014), Yildirimoglu & Geroliminis (2014), Ramezani et al. (2015) consider a global supply
function I(n) at the reservoir entry that applies for all routes crossing the reservoir. Knoop
& Hoogendoorn (2014) use the same definition as in equation 4.5 for this function, but they
also define exogenous boundary capacities between adjacent reservoirs. Ramezani et al.
(2015) simplify the shape of I(n) for n > nc with a linear curve, however they give no
further details on the maximum flow capacity they use for n < nc. The general idea is
to allocate portion of flows regarding a global inflow limitation for the whole reservoir to
prevent it from gridlock1. Main issues are the definitions of: (i) the allocation scheme, (ii) the
maximum allowed flow for each route (capacity at entry), and (iii) the distinction between
under- and oversaturated states.

In this study, we assume that the functions Ii(·) must be designed to ensure that the total
effective inflow and total entry production (i) never exceed the reservoir capacity and (ii)
adapt to the reservoir state in oversaturated regime. As discussed earlier when presenting

1Our point is that gridlock may happen due to internal demand but not due to external loading at the
perimeter
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FIG. 4.3 – (a) Examples of three routes (i, j, k) for a macroscopic OD (Ro, Rd) in a multi-reservoir system, (b)
representation of the reservoir R crossed by the routes in the accumulation-based and (c) trip-based frameworks

the entry flow function, see section 4.2.1, the separation between the under- and oversatu-
rated regimes may happen at a different nc value than for the production-MFD (Geroliminis
& Daganzo, 2007). Here, we simply assume that the nc values are the same but a particular
attention to this question should be paid when undertaking the model calibration.
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4.3.2.1 Case when all the routes are congested

If all the routes have their inflow limited, ∀i, qin,i = Ii(n1, . . . , nN), at the reservoir scale the
functions Ii(·) must comply with two global constraints, on flow and on production, de-
scribed as follows. In free-flow, the total inflow and production cannot exceed the reservoir
flow and production capacity respectively, and in congestion, the total entering flow and
production must adapt to the reservoir current trip completion rate and production respec-
tively (the ni variables are omitted for the sake of simplicity):

N

∑
i=1

Ii =
Ps(n)

L
(flow constraint) (4.21)

N

∑
i=1

Li Ii = Ps(n) (production constraint) (4.22)

where Ps(n) is the entry production supply defined in equation 4.7, and L the average trip
length defined in equation 4.19. We will demonstrate that under these two constraints, the
unique possible definition of these functions Ii(·) is:

∀i ∈ {1, . . . , N}, Ii(ni, n) =
ni

n
Ps(n)

Li
=

{ni
n

Pc
Li

if n < nc
ni
n

P(n)
Li

= ni
Li

V(n) otherwise
(entry supply function)

(4.23)

Proof. Let assume without loss of generality that each function Ii can be regarded as a por-
tion of a global entry supply I(n): ∀i ∈ {1, . . . , N}, Ii = αi I(n) where the αi(·) are functions
of (n1, . . . , nN). As we have ∑

N
i=1 Ii = I(n), the functions αi(·) should verify ∑

N
i=1αi = 1.

The application of the flow constraint (equation 4.21) forces I(n) = Ps(n)/L, whereas the
application of the production constraint (equation 4.22) leads to I(n)∑

N
i=1 Liαi = Ps(n), and

thus ∑
N
i=1 Liαi = L. Let us express the αi(·) functions as follows: ∀i ∈ {1, . . . , N},αi =

βiL/Li, where βi(·) are any functions of (n1, . . . , nN) and satisfy ∑
N
i=1 βi = 1. Knowing

that ∑
N
i=1αi = 1, it results that ∑

N
i=1 βi = 1/L = ∑

N
i=1 ni/(nLi). Again, the βi(·) functions

can be expressed as follows: ∀i ∈ {1, . . . , N},βi = γini/n, where γi(·) are any functions of
(n1, . . . , nN) and must verify ∑

N
i=1 βi = ∑

N
i=1 γini/n = 1. Because the last equality if true

whatever the accumulations (n1, . . . , nN), it entails that ∀i ∈ {1, . . . , N},γi = 1, and there-
fore ∀i ∈ {1, . . . , N},αi = ni/n · L/Li. Finally we have shown that ∀i ∈ {1, . . . , N}, Ii =
ni/n · Ps(n)/Li.

In the literature, the above-mentioned authors who use a global entry supply function
with multiple trip lengths (Geroliminis, 2009, Yildirimoglu & Geroliminis, 2014, Ramezani
et al., 2015) only focus on the flow constraint. Despite some differences between their treat-
ment of flow exchanges, they all apply a pro-rata merge at each reservoir entry to allocate
the portions of flow in case of congestion. With our notations, this would be equivalent to
define the entry supply functions as: ∀i ∈ {1, . . . , N}, Ii(ni, n) = αiPs(n)/L where the coeffi-
cientsαi would represent the inflow pro-rata merge, and thus depend on the corresponding
demands λi from each route i. They may take any values as soon as: ∑

N
i=1αi = 1. By defini-

tion, such an approach ensures a strict compliance with the flow constraint (equation 4.21).
However, we demonstrated above that the production constraint is respected if and only
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if ∀i ∈ {1, . . . , N},αi = ni/n · L/Li, which will be hardly the case in practice for any αi.
Therefore, without any other constraints, a pro-rata merge is not likely to fulfill the pro-
duction constraint (equation 4.22). This is one of the major differences between this current
approach and the ones from the existing literature2. This will be illustrated in section 4.4.

4.3.2.2 Case when only some of the routes are congested

When only a fraction of the routes are congested (λi > Ii(ni, n)) while the others are not
limited (λ j < I j(n j, n)), the reservoir entry capacity may not be fully used if equation 4.20
is applied as it is. Following the idea of the fair merge of Daganzo (1995), the remaining
part of the capacity can be then allocated to the congested routes. In this case, the entry
capacity may be either the flow capacity described in equation 4.21 or the production ca-
pacity in equation 4.22. However, we show with a simple example of two routes in B.1 that
it is impossible to ensure a strict compliance with both flow and production constraints at
the same time in this case. Thanks to some simulation tests detailed in section 4.3.5, we
observe that if we force the sum of all inflows to equal the flow capacity Ps(n)/L, then the
sum of all entering productions may exceed the production capacity Ps(n). However, in the
reverse case, i.e. when the merge is applied to the entering productions instead of the in-
flows, the resulting total inflow almost never exceeds the flow capacity. This may actually
happen during short periods, but then Ps(n)/L adapts very fast to the total inflow, notably
through the evolution of the average trip length L(t). Thus in practice, we choose to apply
the generalized merge of Leclercq & Becarie (2012) to the entering production:

∀i, Liqin,i(t) =


Liλi if λi ≤ Ii(ni, n)

ni

∑qin, j>I j(n j ,n) n j

Ps(n)− ∑
qin, j≤I j(n j ,n)

L jqin, j

 otherwise
(entry merge)

(4.24)
By definition, this guaranties that the available production capacity is always fully reached
when some routes are congested, i.e. the total entering production ∑

N
i=1 Liqin,i always equals

Ps(n) during congestion. Nevertheless, the flow capacity may be under-used, i.e. the total
inflow qin = ∑

N
i=1 qin,i is often below Ps(n)/L during the same period, although this flow

capacity may be exceeded at some points as mentioned earlier. Due to the analytical com-
plexity of the system, even with two routes, we cannot provide any further proof of our
statements. These are only illustrated by simulation in the upcoming section 4.3.5.

4.3.3 Calculating perimeter outflows

Because they are the result of the reservoir inner dynamics, the situation may be differ-
ent for the outflows qout,i(t) of each route i. Without loss of generality we can consider
that each outflow qout,i is a fraction of the total outflow qout (time t is omitted): ∀i ∈
{1, . . . , N}, qout,i = αiqout where the αi(·) may eventually be function of (n1, . . . , nN). Be-
cause by definition ∑

N
i=1 qout,i = qout, the coefficients αi(·) verify ∑

N
i=1αi = 1. If we assume

2Note that this comparison is not perfectly fair, as we are not sure that the mentioned authors use Ps(n)/L
as the inflow supply.
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that the expression of the average trip length L(t) is always defined by equation 4.19 at any
time, then the total exit production should be:

N

∑
i=1

Liqout,i(t) = L(t)qout(t) (exit production) (4.25)

Replacing qout,i by αiqout in equation 4.25 leads to: ∑
N
i=1 Liαi = L. Thus our previous

demonstration about inflow management in section 4.3.2.1 can also apply here. Knowing
that ∑

N
i=1αi = 1, such a relationship results in: ∀i ∈ {1, . . . , N},αi = ni/n · L/Li.

Therefore it appears that, to be consistent with the reservoir inner dynamics (character-
ized by the average trip length), the definition of the exit production imposes the exit flows
to be all interdependent. Because in our study the supplies µi(t) represent the connection
to the “downstream” reservoirs, they may take any values, which in general have a few
chances to comply with these interdependence relationships. This is illustrated in an sim-
ulation example with two routes in the following. Actually, our analysis shows that there
exists only one degree of freedom to restrain the outflow of all routes at the reservoir exit.

In a first approach, we may use the total supply µ(t) = ∑
N
i=1 µi(t) to limit the total out-

flow demand. We call this the “total supply” restriction approach, and it gives the following
effective outflows:

qout(t) = min[µ(t); O(n(t))] (total effective outflow) (4.26)

∀i ∈ {1, . . . , N}, qout,i(t) =
ni(t)
n(t)

L(t)
Li

qout(t) (effective outflow route i) (4.27)

Note that in free-flow, the expressions of qout,i(t) simplify to Gi(ni, n). During congestion,
this choice ensures that the reservoir exits the maximum flow possible allowed by all down-
stream reservoirs. However, there is a chance that one or more routes exceed the local exit
supply, i.e. there may exist a given i for which qout,i(t) > µi(t) because no constraints are
applied locally. This would be critical for the corresponding downstream reservoir (next
reservoir in route i), as this would mean that an excess of inflow could enter the latter (µi(t)
represents the inflow limitation of this downstream reservoir).

For this reason, we propose a second approach called the “most constrained” supply
method. To avoid that one route might send excess of flow to the next reservoir, we have
to ensure that all exit restrictions are respected: ∀i ∈ {1, . . . , N}, qout,i(t) ≤ µi(t). This is
possible if we define all the outflows thanks to the most restricted exit k:

qout,k(t) = min[µk(t); Ok(nk, n)] (most constrained outflow) (4.28)

where: k = arg min
1≤i≤N

µi

Oi(ni, n)

∀i 6= k, qout,i(t) =
ni(t)
nk(t)

Lk
Li

qout,k(t) (effective outflow route i) (4.29)

Note that in free-flow, no exit is constrained so that qout,k(t) = Ok(nk, n). In congestion,
with this formulation, the system will adapt to the limitation µk(t) for route k, so that at
equilibrium we have Gk(nk, n) = nk(t)/LkV(n(t)) = µk(t) (assuming that µk(t) is constant
after a given time). Knowing that outflow k is chosen as the most constrained one, i.e. with
the highest difference between demand Ok(nk, n) and supply µk (demand being higher than
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supply, see equation 4.28), we have then: ∀i 6= k, Oi/Ok = ni/nk.Lk/Li ≤ µi/µk, and thus
qout,i ≤ µi because qout,k = µk. It results that all effective outflows i in equation 4.29 will
be automatically lower than their respective limitations µi(t). However, while protecting
the downstream reservoirs from an excess of flow and thus from a possible gridlock, the
consequence of this approach is that the flow in many routes may be actually lower than
their respective limitations. This is illustrated in the upcoming section 4.3.5.

4.3.4 Implementation in the trip-based model

The management of both inflows and outflows can be easily implemented in the trip-based
framework. Inflow restrictions are described following the same principle as in the single
reservoir model, we switch to the accumulation-based for each route in congestion. As for
the interdependence between the outflows, this is even more simple here: keeping the global
order of the vehicles by their arrival times ensures that the reservoir inner dynamics are
preserved on each route. In practice, there is a waiting list of users which may have different
trip lengths in the reservoir, and because there are all traveling at the same speed, they can
be simply ordered by their remaining travel distance.

At the reservoir entry, each route i may restrain its inflow by a supply time tNin
i

entry supply,i

for the Nin
i th vehicle willing to enter:

∀i ∈ {1, . . . , N}, tNin
i

entry supply,i = tNin
i −1

entry,i +
1

Ii(ni, n)
(entry supply time) (4.30)

where tNin
i −1

entry,i is the entry time of the previous vehicle in route i, see also Figure 4.3(c). In
case only some of the routes are congested, we can also apply the fair merge as described in
section 4.3.2.2 to ensure that the total entering production capacity is used. In practice, this is
achieved in the event-based resolution scheme by modifying the entry supply times of the
congested routes. This modification is done directly in the entry supply function Ii(ni, n)
used in equation 4.30:

∀i, Ii(ni, n) =


λi if λi ≤ Ii(ni, n)

ni

∑qin, j>I j(n j ,n) n j

1
Li

Ps(n)− ∑
qin, j≤I j(n j ,n)

L jqin, j

 otherwise
(4.31)

where Ps(n) is the entry production supply defined in equation 4.7.
At the reservoir exit, the vehicles are kept in order inside the reservoir until the next

exit is possible. The two outflow management methods differ on the definition of the exit
supply time of the first vehicle Nout

j of the waiting list. Here, the {Nout
i }1≤i≤N represent

the numbers of the next vehicles to exit in each route i. For the total supply approach, the
calculation of the total flow supply µ(t) as the sum of all µi(t) is translated in a mean time
headway estimation:

t
Nout

j
exit supply = t

Nout
k −1

exit,k +
1

∑
N
i=1 1/

(
t

Nout
i

exit supply,i − t
Nout

i −1
exit,i

) (total supply time) (4.32)
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where t
Nout

j
exit supply is the total supply time for the next vehicle to exit (to a given route j),

t
Nout

k −1
exit,k is the exit time of the previous vehicle (to another route k, which may differ from j),

and
(

tNout
i

exit supply,i − tNout
i −1

exit,i

)
represents the admissible headway for entering the next reser-

voir in route i.
For the most constrained exit approach, respecting the downstream inflow limitations is

ensured by defining the exit supply time as the supply time of the actual route of vehicle
Nout

j :

t
Nout

j
exit supply = t

Nout
j

exit supply, j (local supply time) (4.33)

where t
Nout

j
exit supply, j is the local supply time of route j, defined by the next reservoir entry

limitation.

4.3.5 Example of two routes

We present here the above-mentioned results with a simple case of a sudden demand in-
crease in two routes. The network and MFD characteristics are the same as in section 4.2.2.
The reservoir configuration is presented in Figure 4.4(a), route 1 has a length of L1 = 2000 m,
route 2 of L2 = 1000 m.

4.3.5.1 Illustration of inflow merge when both routes are congested

Figure 4.4(b) presents a scenario of a demand gap on both routes. After 1000 s we have λ1(t)
= 1.8 veh/s and λ2(t) = 2 veh/s, whereas the exit supplies are µ1(t) = µ2(t) = 0.5 veh/s.
Note that such extreme and rather unrealistic boundary settings will bring the reservoir
state close to gridlock, nevertheless this numerical application is only intended to illustrate
the action of the inflow limitation when both routes are highly congested. Figures 4.4(c-
g) respectively show the evolution of the average trip length L(t), the accumulations, the
mean speed, the inflows and outflows. One can see in Figure 4.4(f) that before congestion
reaches the reservoir entry, the total inflow is fully limited by the capacity Pc/L(t) between
t = 1000 s and 1200 s while the total accumulation n is still below nc. Once n ≥ nc, the
limitation becomes P(n)/L(t) which reproduces spillbacks reaching the entries dynamically.
Such limitations at entry allow the system to reach a steady state after t = 2000 s, the inflow
reaches the same value as outflow on each route, see Figure 4.4(g). The outflow share in
steady state will be described in more details latter.

4.3.5.2 Illustration of inflow merge when only one route is congested

A similar demand gap scenario is now studied, but the boundary settings are chosen to
create congestion on route 1 only. Here after 1000 s we have λ1(t) = 1.5 veh/s and λ2(t) =
0.4 veh/s, whereas the exit supplies are µ1(t) = µ2(t) = 0.5 veh/s. Figures 4.5(a1) and (b1)
present the evolution of inflows and entering productions respectively, when each route
inflow is calculated through equation 4.20 only. One can clearly see that either the total
inflow or production capacity is not fully used although inflow on route 1 is significantly
limited. Figures 4.5(a2) and (b2) present the same results when the fair merge described
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FIG. 4.4 – (a) Two routes in a reservoir. (b) Case of a demand gap with demand λi(t) and supply µi(t) profiles,
(c) average trip length L(t), (d) accumulation ni(t) for each route i, (e) mean speed V(n(t)), (f) inflow qin,i(t)
and (g) outflow qout,i(t) for each route i

in section 4.3.2.2 is applied to allocate the remaining flow capacity to route 1. We observe
that even though all the flow capacity is used as shown in Figure 4.5(a2), the total enter-
ing production exceeds the production capacity, see Figure 4.5(b2). Such an inconsistency
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leads us to rather apply the fair merge on production instead, which is presented in Fig-
ures 4.5(a3) and (b3). In Figure 4.5(b3), the total entering production is now using the full
available capacity, however, we are still missing a small portion of the total inflow capacity,
see Figure 4.5(a3). As we show in a simple example in B.1, both inflow and entering produc-
tion capacity cannot be fully used at the same time, except from very particular situations.
Figures 4.5(a4) and (b4) present the same results in the trip-based model with the fair merge
on production. A similar evolution is observed, which validates the methods introduced in
section 4.3.4 to reproduce our findings from the accumulation-based framework.

4.3.5.3 Illustration of outflow diverge

All these previous results have been performed using the total supply approach. In Fig-
ure 4.4(g), we notice that the total outflow corresponds to µ(t) = µ1(t) + µ2(t) = 1 veh/s
at equilibrium. However it appears clearly that the equilibrium flow on route 2 exceeds its
limitation µ2(t) = 0.5 veh/s. Consequently, the next reservoir in the considered route may
encounter gridlock if such a situation lasts a significant period. As explained previously, this
approach may have significant impacts in a multi-reservoir context, which explains why we
designed the second method based on the most constrained exit.

Before illustrating the differences in simulation between these two approaches, it is in-
teresting to note that it is almost impossible to identify in advance the most constrained
exit, prior to the simulation. While this exit can be determined at each time step or each
event during the simulation as shown in sections 4.3.3 and 4.3.4, we cannot predict what
the outflow share will be in steady state, and thus find the final critical exit, before simulat-
ing the whole congestion propagation in the reservoir. Finding the final outflow distribu-
tion would actually require to solve the system equation 4.13 under congested conditions
with the first approach. Using equations 4.23 and 4.27 leads to: ∀i ∈ {1, . . . , N}, qin,i(t) =

ni(t)/LiV(n(t)) = qout,i(t) = ni(t)
n(t)

L(t)
Li

µ(t), thus n(t)/L(t)V(n(t)) = µ(t), but this is insuf-
ficient to get the final solution. Actually, solving analytically this system seems intractable
as the equilibrium state in congestion depends also on the demands λi(t). This is shown
in Figure 4.6(a), where the outflow ratio qout,2/qout,1 in steady state is displayed for differ-
ent simulation runs. We observe that a high demand on a route does not necessarily imply a
high outflow on this route. This is because the outflow ratio also depends on the trip lengths,
namely a high demand on a long route often results in a low outflow compared to the short
route. Actually, four different cases of outflow share can be exhibited out of these results, as
presented in Figure 4.6(b):

• Case 1: intuitive, λ1 < λ2 gives qout,1 < qout,2
• Case 2: less intuitive, λ1 < λ2 gives qout,1 > qout,2
• Case 3: less intuitive, λ1 > λ2 gives qout,1 < qout,2
• Case 4: intuitive, λ1 > λ2 gives qout,1 > qout,2

Cases 1 and 4 are intuitive, as the order of flows (according to the demands) is respected
in the outflow share. But cases 2 and 3 are less intuitive, as the order of flows is reversed
in the outflow share. This phenomenon is due to the differences in trip lengths. Although
these graphs can provide some insights about the inner dynamics of such a system, they still
depend on specific values for λ1 and L1, and could be hardly generalized to three or more
routes.
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FIG. 4.5 – (a1) inflow qin,i(t) for each route i calculated without fair merge, (a2) with a fair merge on flows, (a3)
with a fair merge on entering production for the accumulation-based and (a4) trip-based model. (b1) entering
production Liqin,i(t) for each route i calculated without fair merge, (b2) with a fair merge on flows, (b3) with a
fair merge on entering production for the accumulation-based and (b4) trip-based model

The differences between the two outflow management approaches are presented in Fig-
ures 4.7(a) and (b) for the accumulation-based model, and 4.7(c) and (d) for the trip-based
model. The outflow share corresponds to case 4 here, with L1 = 1000 m, L2 = 1800 m,
λ1 = 1 veh/s, and λ2 = 0.9 veh/s. Like the case of one trip length in section 4.2.2, the
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FIG. 4.6 – (a) Outflow ratio qout,2/qout,1 in steady state for different simulations with different trip length
L2/L1 and demand λ2/λ1 ratios, (b) four areas in the same graph delimiting different steady state cases

accumulation- an trip-based models give similar results in congestion for both approaches.
Figure 4.7(a) shows the evolution of (n1(t), n2(t)) in the accumulation plane, where the total
trip completion rate function G(n1, n2) is also plotted. The red line corresponds to all the
equilibrium points verifying G(n1, n2) = µ(t) = 1 veh/s. Although the evolution of accu-
mulations is quite similar in both outflow managements, the flow equilibrium is completely
different. Figure 4.7(b) shows the evolution of (qin,1(t), qin,2(t)) and (qout,1(t), qout,2(t)) in
the flow plane. Each route exit limitations µ1, µ2 are indicated, along with the brown area
which represents the total supply. One clearly notices that the only point allowing a maxi-
mum global outflow and complying with each local constraint is µ1 = µ2 = 0.5 veh/s. This
would be possible if L1 = L2 and λ1 = λ2. But here the first route sends the higher outflow,
this is the critical exit in this scenario. With the first approach, its outflow exceeds the down-
stream limitation, leading the next reservoir to gridlock. Whereas with the second approach,
its outflow is set to the right limitation, reducing automatically the outflow of route 2 (the
longest) in the same time.

The same conclusions are observed in Figure 4.8, where the outflow share corresponds
to case 3, with L1 = 1000 m, L2 = 500 m, λ1 = 1 veh/s, and λ2 = 0.9 veh/s. It is interesting to
notice how the dynamics of the system give priority to route 2 here, whereas this route has
a lower inflow demand. Note also that for both accumulation- and trip-based models, the
most constrained exit approach does not converge to a point on the red line in the accumu-
lation plane (n1, n2). This line actually corresponds to the equilibrium G(n1, n2) = µ(t) =
1 veh/s, which is reached with the total supply method only. Whereas with the most con-
strained approach, the system reaches an equilibrium where the total steady flow is below
the total supply µ(t).
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FIG. 4.7 – Evolution of the system in case 4. (a) Accumulation-based model with the total supply and
most constrained supply approaches, evolution of (n1(t), n2(t)) in the accumulation plane, (b) evolution of
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lution of accumulations, (d) inflows and outflows
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4.4 Comparisons with existing models

In this section, we present an application of our framework in a simple multi-reservoir envi-
ronment. We aim at illustrating some phenomena we observed with the previous two-route
case, and also compare our framework with two models from the literature.

4.4.1 Test case configuration and scenario

The reservoir system configuration is presented in Figure 4.9(a). It basically consists in two
macroscopic routes [R1 R3 R4 R5 R7] (route 1) and [R2 R3 R4 R6 R8] (route 2) that share some
reservoirs in common. The idea is to see the influence of the modeling choices on the flow
exiting from R4 and its consequences on the two downstream reservoirs R5 and R6. The
characteristics of the reservoirs are mentioned in table 4.1.

TAB. 4.1 – Reservoir characteristics, where L1 refers to route 1 and L2 refers to route 2

Characteristics [units] R1 R2 R3 R4 R5 R6 R7 R8

jam accumulation n j [veh] 1000 1000 4000 1000 500 500 500 500
max. production Pc [veh.m/s] 3000 3000 3000 3000 3000 3000 600 600

free-flow speed u [m/s] 15 15 15 15 15 15 15 15
trip length L1 [m] 500 – 500 1000 500 – 1000 –
trip length L2 [m] – 500 500 600 – 500 – 1000

The demand scenario is presented in Figure 4.9(b). This scenario together with the reser-
voir configurations are designed to create congestion on both routes due to the low entry
capacity of R7 and R8 (equal to Pc, see table 4.1). Thanks to these capacities and the high
jam accumulation of R3, the origins R1 and R2 and destinations R7 and R8 are kept free of
congestion during the whole simulation period. All queuing vehicles are then stored in R3,
R4, R5 and R6.

The two-route case from section 4.3.5 is reproduced in R4 with L1 = 1000 m different
from L2 = 600 m. In the following, we will focus on the evolution of the total accumulation
in reservoirs R4, R5 and R6 only. Many more things could be described in this system, but
the idea is to keep the simulation analysis simple and exhibit some features from the two-
route case that have been already explained in details in the previous section.

4.4.2 Comparison between the most constrained exit and total sup-
ply approaches

Figure 4.9(c) shows the results for the accumulation-based model with the most constrained
exit and total supply approaches. Because the demand peak for route 1 arises first, full access
is given to this route at the entry of R4 from t = 2000 to 4000 s approximately. During this
period, we have a high flow on the longest route and a low flow on the shortest one, which
is similar to the situation of section 4.3.5.2. In such a case, we have seen that the total supply
approach sends too much flow on the longest route. In the present configuration, this results
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in an excess of flow into R5 where spillbacks happen due to the limitation at its exit, i.e. the
low entry capacity of R7. Therefore R5 converges to gridlock around t = 3000 s as shown by
the evolution of accumulation (green dashed line). On the contrary, the most constrained
exit approach (green solid line) limits the flow of route 1 out of R4, so that the situation in
R5 evolves very close to gridlock but avoid it as the equilibrium in flow is preserved at each
time with this approach. Once accumulation in R5 starts emptying after t = 7000 s, a similar
evolution happens in R6 (red solid line). Then, exit of route 2 from R4 becomes the most
critical exit in R4, so that gridlock is also avoided in R6, though getting very close to it.

Figure 4.9(d) shows the results for the trip-based model with the most constrained exit
and global supply approaches. Not surprisingly, very similar conclusions are observed
with this framework too, as the modeling of spillbacks is similar to the accumulation-based
model. Both models differ from each other mostly in free-flow conditions. Almost no signif-
icant discrepancies are noticed between them here, because our system is quite simple and
our test scenario has been designed to exhibit highly congested situations. However, much
more differences may be expected in a more realistic case study.

4.4.3 Comparison between the most constrained exit approach and
two other frameworks from the literature

We then compare the framework of the most constrained exit approach in the accumulation-
based model with two simulators from the literature. The first one is developed in Yildiri-
moglu & Geroliminis (2014) and can account for different trip lengths within a reservoir.
The results are shown in Figure 4.9(e). It clearly appears that our considerations about in-
flow and outflow definition have a significant impact on the simulation results, compared
to what is usually done in the literature. To analyze these results, we choose to focus on
the most important discrepancy between the two simulations: the congestion of R6 which
is predicted in our model but not in the other. This can be mainly explained by the differ-
ent treatments of the flow entering into R4 and exiting from R4. At t = 3000 s, the sharp
increase of accumulation in R5 is due to the limitation at the entry of R7. Because the flow
transferring from R4 to R5 becomes limited too, congestion propagates into R4 until a highly
oversaturated steady state at t = 4000 s. Up to this time, our simulation and the other one
experience quite the same evolution. However, during the propagation of congestion in R4
the outflow from route 2 is not treated the same way in our model. To fulfill the constraint
on the total exiting production of R4 as described by equation 4.25, this outflow has to adapt
to the dynamics of R4 (the sudden decrease of the mean speed), and is thus also reduced.
This interdependency between all the outflows from a same reservoir is precisely discussed
in section 4.3.3. Whereas in the model of Yildirimoglu & Geroliminis (2014), this constraint
on the total production is not respected, and the two outflows from R4 can therefore behave
independently, the outflow on route 1 being restricted, while the one on route 2 can remain a
bit higher. It entails that the queue on route 2 in R4 is growing faster in our model because of
the lower outflow, which consequently allows more flow to enter (remember that the entry
supply is proportional to the ratio ni/n, i.e. the more vehicles on route i, the more could en-
ter). The situation is a bit different in the other model as the inflow share is operated through
a pro-rata merge, but the smaller queue on route 2 in R4 is also responsible for a lower in-
flow. In the end, once the exit to R5 (route 1) is no longer the most constrained one after t =
6000 s, the queue on route 2 in R4 can directly exit into R6, which creates congestion in R6
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due to the limitation at the entry of R8. Whereas in the other model, the flow into R6 remains
low, thus avoiding the creation of congestion. The counterpart is that the vehicles are stored
in R4 for a longer period, up to 11,000 s as shown by the evolution of accumulation (blue
dashed line).

The second simulator is presented in Knoop & Hoogendoorn (2014) and can distinguish
flows between simple routes but assumes the same trip length for all travelers in each reser-
voir. In this second case, we make some minor modifications in the reservoir settings to
ensure a fair comparison: we set L1 = L2 = 1000 m in R4. We should notice that such a sim-
plification makes flow and production constraints equivalent, as Li = L for all routes i cross-
ing a given reservoir. The results are shown in Figure 4.9(f). The differences between both
models look quite similar as in the previous comparison. But in this case, they are mainly
explained by the inflow treatment at the entry of R4. Like in our previous analysis, our
model allows more flow to enter R4 on route 2, whereas the other one uses a pro-rata merge
at the entry of R4 which results in a different inflow share. Such a situation, as described
above, creates a longer queue on route 2 in R4 in our model, which is then responsible of the
congestion appearing in R6.

These two comparisons highlight the major difference between our framework and the
approaches from other authors, because we focus on the production constraint. In our case,
including production limitations both at the entry and exit perimeter of the reservoir pro-
vides additional constraints to the definition of inflow and outflow share. Whereas the men-
tioned authors have more “freedom” to design the allocation of inflows and outflows while
only the flow capacity is respected. They usually make pro-rata merges at entry, but one
can imagine that other choices like fair merges would also work. We should notice that the
case with several trip categories sharing the same trip length, like in Knoop & Hoogendoorn
(2014), is a bit special, as flow and production limitations merge into a single constraint. In
this case any merge and diverge models would automatically comply with the production
restrictions once the ones on flow are verified. Nevertheless, our approach is more robust in
this case too, as the extension to multiple trip lengths is straightforward, which is not true
for a simulator with another design of merge and diverge than ours.

One still needs to remember that without access to any ground truth, we cannot bench-
mark the different models over a well-defined reference. However, based on an analysis
from the kinematic wave theory, we believe that production constraints must not be ig-
nored. As shown in this study, their inclusion introduces significant changes in the treat-
ment of inflow merge and outflow diverge for one reservoir, and thus different modeling of
flow exchanges in multi-reservoir systems.
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FIG. 4.9 – (a) Reservoir system configuration, (b) demand profiles for the two routes. (c) Accumulation in
reservoirs 4, 5 and 6, comparison between the two outflow management approaches with the accumulation-
based model and (d) the trip-based model, (e) comparison between the most constrained supply approach and
the model of Yildirimoglu & Geroliminis (2014), (f) comparison between the same approach and the model of
Knoop & Hoogendoorn (2014) with identical trip lengths in R4
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4.5 Discussion

4.5.1 Conclusion about flow exchanges for transfer trips only

This study proposed a general framework to handle flow exchanges in multi-reservoir sys-
tems for the accumulation and trip-based models, in particular when congestion spillbacks.
We focused on a single reservoir crossed by multiple commodities (e.g. macroscopic routes
or trip categories with potential different trip lengths) because it corresponds to the building
block of any multi-reservoir simulator. In comparison with existing works from the litera-
ture, a major contribution of this chapter is the introduction of production constraints at
the reservoir perimeter, defined through the dynamic average trip length. It appears that
accounting for such constraints leads to a unique possible design of inflow merge at the
reservoir entry, and outflow diverge at the reservoir exit. Although we have developed
two approaches to handle outflows, we have illustrated with many examples that only the
most constrained exit approach is sustainable in a multi-reservoir model. As shown with
a simple multi-reservoir configuration at the end of this chapter, significant differences in
simulation results are expected depending on the choice made by the modeler to include
production constraints or not. According to basic principles from traffic flow theory, we be-
lieve that they must not be ignored, while we still need comparisons with some ground truth
(microscopic simulation or real data) to validate our assumptions. The framework we devel-
oped (entry flow functions and allocation scheme for downstream capacities) resorts to the
accumulation-based formulation, but we demonstrated that it can be easily implemented in
the trip-based formulation too by using the same entry supply functions. Not surprisingly,
the results are similar for both modeling approaches when congestion is propagating. This
constitutes a second important contribution, as the trip-based model has only been studied
in undersaturated conditions to the authors’ best knowledge.

4.5.2 Introduction of internal trips

The last ingredient we can include in our framework is internal trips (starting and ending
in the reservoir). Inflows and outflows for such trips should have special treatments as they
can start or end anywhere within the reservoir and should not be restricted by perimeter
constraints. As such, we assume that internal inflow is unrestricted, i.e. qin,i(t) = λi(t)
for the internal trip category i. As for internal outflow (rate at which the users reach their
destinations), we consider that it decreases proportionally to the production-MFD in the
accumulation-based model, i.e. qout,i(t) = ni/n.P(n)/Li, or that the vehicles go on driving
at the speed-MFD during congestion until they reach destination for the trip-based model.
This modeling is intended to capture the limitation of outflow due to internal congestion, as
it is traditionally assumed in the literature (see e.g. Daganzo, 2007, Geroliminis & Daganzo,
2007). Nevertheless, if a transfer flow happens to be limited at the reservoir exit, the effec-
tive outflow of internal trips will be also impacted, as it still depends on the other outflows
through equation 4.29 (most constrained exit approach). Actually, all outflows, internal or
transferring, are the result of the reservoir inner dynamics and must then comply with the
exit production constraint defined in equation 4.25. A simulation example is presented in
Figure 4.10(a) for a simple demand peak scenario with two trips, internal and transferring,
in one reservoir. The evolution of the system is shown in Figures 4.10(b), (c) and (d). It
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clearly appears that even with the inflow boundary at the perimeter the reservoir can reach
oversaturated regimes due to the presence of internal trips. Figure 4.10(d) shows that the
total inflow temporarily exceeds the reservoir capacity Pc/L(t). We can also notice a clock-
wise hysteresis loop for the exit production of internal trips. Note that internal trips may
easily lead the reservoir to gridlock when the internal inflow is high, see Mahmassani et al.
(2013b) for more information on urban gridlock. Although this simple test case certainly
needs more investigations, it proves that the integration of internal trips is straightforward
in our framework. Note also that other kinds of trips like the ones starting in the reservoir
and exiting the reservoir (or the reverse case) simply consist in a combination of internal and
transferring trips. In general, a trip starting in the reservoir will not be limited for inflow,
and a trip ending in the reservoir will have an outflow decreasing with total accumulation
in congestion, just as stated earlier.
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FIG. 4.10 – Case of a demand peak for internal trips in a single reservoir. (a) demand profile λ(t) for internal
trips and external trips, (b) evolution of the system in the (accumulation ni, production Pi = Liqout,i) plane for
each trip class i (“internal” or “external”), (c) evolution of accumulation and (d) inflow and outflow for each
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4.5.3 General conclusion and future work

This study constitutes a significant step forward a deeper understanding on flow exchanges
in multi-reservoir systems with multiple regional routes. This chapter focused on theoret-
ical considerations to ensure the framework we developed is consistent with some basic
principles from traffic flow theory. The natural next step is to focus on the validation of
this framework based on real observations, or by comparing with microscopic simulation
results.

Further developments of our MFD-based simulator will include a macroscopic route
choice set generator and a DTA module for several applications like routing strategies,
search-for-parking or perimeter control. The application of our framework with a control
system can be envisioned in two different ways: the first one is the comparison of the con-
trol strategy when our approach is used instead of a simpler one; and the second one is the
preliminary validation of different control strategies (based on a simple model) by simulat-
ing the resulting traffic states with a more detailed multi-reservoir and multi-route frame-
work. Despite the relative complexity of the latter, this second option is considerably less
demanding than setting a microscopic simulation in terms of computational effort and de-
mand estimation.

p. 151 / 244





5.COMPARISON BETWEEN FLOW
EXCHANGE MODELING APPROACHES

AND VALIDATION VERSUS MICROSCOPIC
SIMULATION

Multi-reservoir systems based on the Macroscopic Fundamental Diagram (MFD) appear
attractive for simulating traffic states at large urban scales. Nevertheless, flow limitation
due to spillbacks between reservoirs is still not fully understood. In the previous chapter,
we analyzed flow exchange properties and formulated new merging and diverging models,
different from those previously proposed in the literature. However, both the latter and our
approach received very little support from aggregated link-scale data (real or simulated).

The contribution of this chapter is to validate different MFD-based modeling approaches
by using microscopic simulation. To this end, we focus on an artificial Manhattan network
crossed by two regional paths (West-East and North-South). We then analyze the aggre-
gated accumulation, inflow and outflow of these paths for different congestion scenarios,
and compare the results with the outputs predicted by the MFD-based models. These com-
parisons first allow us to investigate and calibrate the network entry capacity, known as the
entry supply function. Then we show that using a demand pro-rata merging scheme in the
MFD-based model, as is usually done in the literature, is the best option for determining
partial inflows properly. Finally, regarding the network exit, we also show that the outflow
diverging scheme is critical to reproduce microsimulation results well. During congestion
onset, the widely used approach of a decreasing outflow demand with independent partial
outflow treatment provides a good estimation of transient states, but fails to predict reliable
network unloading during congestion offset. The modified approach we developed in our
previous study takes advantage of setting the reservoir outflow demand to maximum and
applying inter-dependency relationships between outflows to overcome this issue.

This chapter is an updated version of the conference paper:

Mariotte, G., Paipuri, M. & Leclercq, L. (2019). Flow exchanges in multi-trip MFD-
based systems: A validation study against microscopic simulation, In Transportation
Research Board 98th Annual Meeting, Washington DC, USA
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5.1 Motivations

Since the early works of Daganzo (2007), Geroliminis & Daganzo (2007), using the Macro-
scopic Fundamental Diagram (MFD) to simulate traffic states at the city scale has attracted
increasing interest in the literature. In particular, numerous studies (see e.g., Kouvelas et al.,
2017, Sirmatel & Geroliminis, 2017a, Zhong et al., 2017, Yang et al., 2018) have used MFD-
based simulation to design promising traffic control frameworks for large-scale networks,
where such networks are split into several homogeneous reservoirs (urban areas) with a
well-defined MFD. However, there is still a lack in understanding flow exchanges and lim-
itations at the reservoir boundaries in multi-reservoir systems. More precisely, we identify
three research questions which need to be investigated: (i) How can the maximum available
flow that can enter a reservoir, for both under- and oversaturated conditions be defined dy-
namically? (ii) How can inflow merging be managed? and (iii) How can outflow diverging
be managed when different demand flows are distinguished (by their origins, destinations,
or regional paths)?

The literature provides no complete response to any of these questions. The first refers
to what is sometimes called the “entry supply function” of the reservoir (also named “re-
ceiving capacity” or “boundary capacity”). It is assumed to be a decreasing function of the
reservoir accumulation, and represents the total available inflow that can enter the reservoir.
Its value is maximum when the accumulation is small (undersaturation), and goes down
to zero when the accumulation is high (oversaturation). Its existence has been shown by
Geroliminis & Daganzo (2007) through a simulation study. Other authors like Hajiahmadi
et al. (2013b), Knoop & Hoogendoorn (2014), Lentzakis et al. (2016) adopted an entry sup-
ply function with a shape based on the Cell Transmission Model (CTM) of Daganzo (1994).
The reason behind this approach is that the theoretical formulation of the reservoir dynamics
may correspond to cell dynamics in the CTM. Thus, connecting together a sequence of reser-
voirs would be similar to connecting a sequence of cells. This solution is appealing as we
know from kinematic wave theory that such a formulation efficiently reproduces congestion
propagation between entities. However, the objection to this approach is that the cell prop-
erties cannot be scaled up at the reservoir level. In particular, the maximum inflow capacity
and the critical accumulation (at which the inflow capacity starts decreasing) of the entry
supply function may be different from the MFD’s capacity and critical accumulation. For in-
stance, Geroliminis & Daganzo (2007) showed with their simulation results that the critical
accumulation of the supply function is double that of the critical accumulation of the MFD.
In Ramezani et al. (2015), Sirmatel & Geroliminis (2017a), a simple piecewise linear function
was used with these two parameters (the maximum inflow capacity and the critical accumu-
lation). This was also probably the approach taken by Yildirimoglu & Geroliminis (2014),
Yildirimoglu et al. (2015), although not explicitly mentioned in their works. Interestingly,
these authors designed a supply function for each reservoir boundary (thus each function
limits inflow from a specific neighboring reservoir), but they did not provide further details
about the interactions between these functions. Their implementation was merely justified
by technical reasons, i.e. avoiding gridlocks in some scenarios, and the authors acknowl-
edged the fact that their shapes would have negligible influence on their simulation results
due to the action of perimeter control or route guidance. This was notably illustrated by
Sirmatel & Geroliminis (2017a) who performed a sensitivity analysis on the two function
parameters they used, and showed that these parameters had little impact on their study.
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More recently, Kim et al. (2018) explored flow exchanges between reservoirs with the results
from a micro-simulation, and proposed an even simpler shape for this function (linearly
decreasing), also used in Zhang et al. (2015). Nevertheless, only inflow and outflow shares
were tested with network loading scenarios, and the proposed entry supply function was
not implemented in an MFD-based simulation.

The second problem about inflow allocation is often solved by using merging rules based
on demand pro-rata (see e.g., Geroliminis, 2009, Knoop & Hoogendoorn, 2014, Yildirimoglu
& Geroliminis, 2014, Ramezani et al., 2015), or less often fair merging rules (see e.g., Zhong
et al., 2018). Ge & Fukuda (2018) developed a unified merge and diverge model similar to
Jin & Zhang (2004) to determine turning fractions in their multi-reservoir modeling, which
is also based on demand pro-rata rules. On the other hand, we found in chapter 4 that incor-
porating constraints on production into the merging scheme potentially leads to a different
flow allocation. In this case, the inflow share at entry would also depend on the reservoir
inner dynamics (i.e. evolution of each partial accumulation) and the different trip lengths
inside the reservoir.

Finally, the third question on outflow diverging is rarely investigated in the literature. To
the author’s best knowledge, almost all studies on MFD-based modeling assume a decreas-
ing reservoir outflow in oversaturated conditions. However, by reproducing the effect of
reservoir internal congestion, and through simulation and empirical studies, in chapters 2
and 4 we showed that this assumption may lead to inefficient modeling of congestion propa-
gation between reservoirs. They insisted in particular on the fact that the outflow demand of
transferring trips that aim to enter a neighboring reservoir must be maximum in congestion,
which is what would be observed on a simple network like an arterial. Recently, Wada et al.
(2018) derived an analytical method to track congestion patterns and spillbacks in networks
by solving an inverse Dynamic User Equilibrium (DUE) problem. Their method provided
an analytical formulation of the network throughput, validated with link-level simulation.
They showed that the network exit flow remains constant in oversaturated conditions for
simple configurations, but decreases for more complex grid networks where users have
many different destinations.

In this work, we want to further investigate these three questions by comparing differ-
ent assumptions in MFD-based approaches with microsimulation outputs. Our case study
consists of a regular grid network crossed by two main regional flows (West-East and North-
South). On the one hand, network-level traffic states on each regional flow (accumulation,
inflow, outflow, production) are estimated by aggregating the link-level outputs from the
microsimulation. These states are assumed to represent the ground truth of the grid net-
work traffic dynamics. On the other hand, aggregated traffic states are simulated with an
MFD accumulation-based model including multiple trips, so that each regional flow is rep-
resented by a partial accumulation, inflow and outflow. Two different representations of
traffic dynamics exist in the literature, namely accumulation-based and trip-based models,
see chapter 2 for an extensive review. As we will focus on highly congested situations in
this study, we use only the accumulation-based approach and not the trip-based one, as the
latter was found to behave similarly to the accumulation-based model in such situations.
At the network entry, two inflow merging schemes are tested against the microsimulation
results: (i) demand pro-rata merging, depending on the ratio of external demands that want
to enter the reservoir (commonly used in the literature); and (ii) endogenous merging, de-
pending on the ratio of partial accumulation inside the reservoir (our new approach, see
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chapter 4). Also tested at the network exit are two outflow diverging schemes based on (i) a
decreasing outflow demand in oversaturation (widely used in the literature), and (ii) based
on a maximum outflow demand in oversaturation (our approach). We particularly focus on
steady state predictions of network loading scenarios, where congestion is created by fix-
ing exogenous flow limitation at the network exit links. This is the most stressful situation
for MFD models as oversaturation is discussed less in the literature. The network MFD is
calibrated using stationary network loadings with microsimulation. Our results first allow
the calibration of a reliable entry supply function for the network studied, and second, the
comparison between the above-mentioned inflow merging and outflow diverging models.
Generally, using the demand pro-rata merge at entry with the maximum outflow demand
at exit is found to be the best option for reproducing the microsimulation results well.

This chapter takes the following structure: in section 5.2, a review on existing MFD-
based modeling approaches is proposed. Then in section 5.3, the simulation case study
is presented and the network MFD is estimated. Finally, the microsimulation results are
analyzed and compared with the different MFD models introduced earlier, section 5.4 deals
with the entry merging problem, while section 5.5 is about the exit diverging problem.

5.2 Multiple trips in the single reservoir model: review of
existing approaches

In this section, we present the main approaches that have been developed in the literature
to describe flow exchanges in a single reservoir with multiple trip categories.

5.2.1 General framework

We consider an urban area described by a single reservoir model (Daganzo, 2007, Gerolimi-
nis & Daganzo, 2007), i.e. where traffic states are represented by a well-defined production-
MFD P(n) (in [veh.m/s]) or speed-MFD V(n) = P(n)/n (in [m/s]), n(t) (in [veh]) being the
total accumulation (number of vehicles traveling in the reservoir at time t). The production-
MFD is defined by: the jam accumulation n j and the critical accumulation nc where the
production reaches its maximum Pc = P(nc). We investigate flow exchanges in the frame-
work of multiple trip categories, as presented in Geroliminis (2009, 2015) and further used in
Yildirimoglu & Geroliminis (2014), Ramezani et al. (2015), Haddad (2015), Zheng & Geroli-
minis (2016). In this study, a trip category defines a “macroscopic route” (sometimes called
“regional path”) or simply “route” in the following. It corresponds to the aggregation of
multiple individual paths on the real street network that shares certain common character-
istics (e.g. similar topology or length, following the same sequence of reservoirs in multi-
reservoir systems, etc.). It usually has its own length, which requires considering multiple
trip lengths in each reservoir. The reader can refer to Batista et al. (2019) for a more detailed
description of the methods used to aggregate link-level traveled distances into reservoir-
level trip lengths.

Let us assume that the single reservoir considered comprises N routes with lengths
{Li}1≤i≤N and corresponding accumulations {ni(t)}1≤i≤N, the total accumulation being
n(t) = ∑

N
i=1 ni(t). The system dynamics are described by the following conservation equa-
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tions (Geroliminis, 2015):

∀i ∈ {1, . . . , N}, dni

dt
= qin,i(t)− qout,i(t) (5.1)

where qin,i(t) and qout,i(t) are route i effective inflow and outflow, respectively. These flow
values therefore govern the entire evolution of the system, and are the result of the entry
supply and merging and diverging schemes that are presented next. The general configura-
tion of the reservoir exchanging flows with its neighbors is summarized in Figure 5.1.

Depending on the route origin and destination (outside or inside the reservoir), its inflow
and outflow treatment may be different. Therefore, to include any possible case, we define
four sets of routes:

• Pext
in contains all the routes that originate outside the reservoir,

• Pext
out contains all the routes that end outside the reservoir,

• P int
in contains all the routes that originate inside the reservoir,

• P int
out contains all the routes that end inside the reservoir.

Any route i is included in two of the above-mentioned sets.

(a) (b)

R
qin ,i(t )λ i

μ i

ni(t )
Li

Cb

Oi (ni , n)

...

...

P s(n) Pd(n)

qout ,i(t )λ i '

FIG. 5.1 – Single reservoir configuration crossed by multiple routes, (a) multi-reservoir context where one of
the reservoir borders is represented by a dashed line, and (b) detail of flow exchanges on a given route

5.2.2 Reservoir entry supply and inflow merging scheme

The question of inflow limitation only concerns the routes that originate outside the reser-
voir and thus have to cross the entry boundary (set Pext

in ). The other routes in P int
in corre-

spond to vehicles created inside the reservoir that do not have their inflow restricted:

∀i ∈ P int
in , qin,i(t) = λi(t) (5.2)

where λi(t) is the inflow demand for route i.
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5.2.2.1 Total entry supply

At the reservoir entry, the inflow from neighboring reservoirs may be limited by several
factors. Two situations must be distinguished depending on the source of limitation. First,
in undersaturated conditions, a natural restriction is the sum of the physical capacity of
all the links at a specific border of the reservoir (links connected to a specific neighboring
reservoir). In this case, it makes sense to design independent and fixed flow capacities per
reservoir border, as in Ramezani et al. (2015), Sirmatel & Geroliminis (2017a). If we assume
that the reservoir considered has NB borders (i.e. common boundaries with neighboring
reservoirs), these capacities {Cb}1≤b≤NB are expressed as:

∀b ∈ {1, . . . , NB}, Cb = ∑
link l∈b

ql (5.3)

where ql is the flow capacity of link l (in [veh/s], including traffic signal settings of its ex-
tremity node intersection).

Second, in oversaturated conditions, the cause of inflow restriction may be seen in two
different ways, conveying the same idea but with different implications: (i) the reduction
of available space in the reservoir, or (ii) the propagation of congestion waves. The first
interpretation (i) accounts for the fact that the higher the number of vehicles traveling in
the reservoir, the fewer can enter it. This can be formulated with a simple linearly decreas-
ing function like C(n) = wcs(n j − n) for n > ncs (the subscript cs is used for the related
parameters of the entry supply function to avoid confusion with the MFD parameters). It
corresponds to the choice of Ramezani et al. (2015), Zhang et al. (2015), Sirmatel & Geroli-
minis (2017a), Kim et al. (2018). However, the definition of the rate wcs (in [s−1]) at which
the inflow reduction applies is critical. In Ramezani et al. (2015), Sirmatel & Geroliminis
(2017a), this rate depends on the border b considered, it is set as wb

cs = Cb/(n j − ncs). The
other interpretation (ii) is related to kinematic wave theory, where inflow reduction mimics
congestion spilling back to the entry. In this case, the propagation speed of this information
has a physical meaning as it should precisely correspond to the derivative of the congested
MFD branch. This interpretation assumes that the MFD can be considered as an extension of
the Fundamental Diagram (FD) concept at the network level. That is the viewpoint adopted
in chapter 4 and by Hajiahmadi et al. (2013b), Knoop & Hoogendoorn (2014), Lentzakis et al.
(2016). These authors defined inflow limitation with the function C(n) by analogy with the
CTM supply function: C(n) = Pc/L for n ≤ nc and C(n) = P(n)/L for n > nc, where
L is the average trip length, assumed constant by some authors, or defined dynamically
through L = n

/
∑

N
i=1

ni
Li

(Geroliminis, 2009) by others. The latter formulation ensures that
any equilibrium in congestion complies with Little’s formula (Little, 1961).

Based on these different approaches, in this study we thus assume a general shape of a
decreasing entry supply function, denoted Ps(n), that reproduces spillbacks when the reser-
voir is oversaturated, as in the second interpretation (ii). It is expressed in production units,
because this definition is seen as an intrinsic property of the reservoir, and therefore should
be free of any trip length dependency. As in chapter 4, we postulate that internal trip cre-
ation may reduce the available entry capacity for transferring routes. Hence, the total entry
supply should be modified accordingly: Pext

s (n) = Ps(n)− ∑i∈P int
in

Liλi. This modified en-
try supply function can be converted into flow units as Pext

s (n)/Lext thanks to the dynamic
average trip length of routes from outside Lext = ∑i∈Pext

in
ni

/
∑i∈Pext

in

ni
Li

. The validation and
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calibration of this entry supply function will be investigated in section 5.4.1.

5.2.2.2 Merge coefficients

Once we can determine the total available reservoir inflow, an allocation scheme must be
designed to calculate partial inflows. For each route i ∈ Pext

in , the effective inflow qin,i(t)
is the minimum between its corresponding demand λi(t) from an upstream reservoir and
a proportion αi(t) of the total available inflow. As described in the introduction, to the
authors’ best knowledge the merge coefficientsαi are almost always assumed to correspond
to pro-rata demand (see e.g., Geroliminis, 2009, Knoop & Hoogendoorn, 2014, Yildirimoglu
& Geroliminis, 2014, Ramezani et al., 2015):

∀i ∈ Pext
in , αi(t) =

λi(t)
∑ j∈Pext

in
λ j(t)

(demand pro-rata coefficients) (5.4)

On the other hand, in chapter 4 we proposed these coefficients as defined endogenously by
the reservoir state:

∀i ∈ Pext
in , αi(t) =

ni(t)
∑ j∈Pext

in
n j(t)

(endogenous coefficients) (5.5)

to comply with the two following constraints at the reservoir entry:

∑
i∈Pext

in

qin,i(t) ≤
Pext

s (n(t))
Lext(t)

(flow constraint) (5.6)

∑
i∈Pext

in

Liqin,i(t) ≤ Pext
s (n(t)) (production constraint) (5.7)

The first constraint indicates that the sum of all route inflow restrictions must equal the
global reservoir restriction. The second expresses the same idea, but applies to the entering
productions instead of inflows. Moreover, unlike previous approaches, these authors split
the total entering production into partial entering productions rather than total inflow into
partial inflows. They showed that when all the partial inflows are limited, only the choice
of endogenous merge coefficients on entering productions can ensure that the total inflow
equals Pext

s (n)/Lext and that the total entering production equals Pext
s (n). Note that as long

as their sum is one, the choice of any other merge coefficients (including the demand pro-rata
coefficients) on inflows ensures by construction that the flow constraint is always satisfied,
but not necessarily the production constraint.

5.2.2.3 Merging scheme

Finally, in this study we combine the two sources of inflow limitation for undersaturated
and oversaturated situations by designing a two-layer merging scheme, as illustrated in
Figure 5.1(b). The first layer applies the border flow restrictions to original demands λi,
while the second layer takes the restricted demands λ′i as inputs and applies the reservoir
supply Pext

s (n) to them. For any given merge coefficients, the first layer always consists of a
flow merge. On the other hand, the second layer is either a flow merge when using demand
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pro-rata coefficients (with available capacity Pext
s (n)/Lext), or a production merge when us-

ing endogenous coefficients (with available capacity Pext
s (n)). This two-layer scheme is de-

scribed as follows:

∀b ∈ {1, . . . , NB}, {λ′i}i∈Pb = Merge

(
{λi}i∈Pb ,

{
αi

∑ j∈Pb α j

}
i∈Pb

, Cb

)
(5.8) {qin,i}i∈Pext

in
= Merge

(
{λ′i}i∈Pext

in
, {αi}i∈Pext

in
, Pext

s (n)
Lext

)
for demand pro-rata coeff.

{Liqin,i}i∈Pext
in

= Merge
(
{Liλ

′
i}i∈Pext

in
, {αi}i∈Pext

in
, Pext

s (n)
)

for endogenous coeff.

(5.9)

where each set P b gathers all the routes crossing the corresponding border b. Equation 5.8
corresponds to the first layer merge, and equation 5.9 to that of the second layer. The merge
algorithm used here was presented in Leclercq & Becarie (2012) and consists of an extension
of the fair merge of Daganzo (1995). For any set of M merging demands {Λi}1≤i≤M with re-
spective merge coefficients {αi}1≤i≤M towards a unique entry with capacity C, the resulting
effective inflows {Qi}1≤i≤M are calculated as:

∀i ∈ {1, . . . , M}, Qi =


Λi if Λi ≤ αiC

αi

∑Q j>α jCα j

C− ∑
Q j≤α jC

Q j

 otherwise
(fair merge) (5.10)

This merging algorithm ensures that the total available capacity C is always used when
only certain inflows are limited while others are not. Its principle is that all demands Λi
below their respective limitation αiC are served, and then the remaining capacity is shared
among the remaining inflows according to merge coefficients. If some of these remaining
inflows exceed their respective demand after sharing, then these demands are served and
the remaining capacity is adjusted accordingly and shared among the remaining inflows.
This process is repeated until all the inflows are served and/or the capacity C is fully used.
Note that this algorithm is applied similarly for both productions and flows.

This single reservoir framework also includes a point-queue model for each route to store
queuing vehicles at entry when the corresponding demand is not satisfied. Once a queue has
formed for a specific route i, its demand λi is set to maximum, equal to its border capacity
Cb, provided that the queue is not empty.

5.2.3 Reservoir exit demand and outflow diverging scheme

The question of outflow diverging concerns all the routes within the reservoir, since it is
the result of its internal dynamics. However, the difference between the two sets Pext

out and
P int

out is that each route i ending outside the reservoir may undergo an exogenous outflow
limitation µi(t) when crossing the exit boundary (representing inflow restriction to the next
reservoir), while the outflow of each route ending inside the reservoir is not exogenously
limited:

∀i ∈ P int
out, µi(t) = +∞ (5.11)
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5.2.3.1 Exit demand

When considering the routes in Pext
out, the exit demand is the rate at which users want to cross

the reservoir exit boundary to reach a neighboring reservoir. The exit demand is not measur-
able in practice, but it is an essential concept to define the reservoir outflow in oversatura-
tion. While rarely mentioned in other works, it is implicitly involved as soon as the potential
outflow of a reservoir may be limited by the entry capacity of a neighboring reservoir, as in
the studies mentioned earlier (e.g., Knoop & Hoogendoorn, 2014, Yildirimoglu & Gerolim-
inis, 2014, Ramezani et al., 2015, Sirmatel & Geroliminis, 2017a). In the accumulation-based
model, this rate has been defined through the reservoir production-MFD since the seminal
work of Daganzo (2007). Hence, as with the entry supply in the previous section, we define
the exit demand function denoted Pd(n) in production units, seen as an intrinsic property
of the reservoir and free of any trip length definition. In the literature, the common ap-
proach is that Pd(n) simply corresponds to the production-MFD, and thus decreases with n
in oversaturated states to mimic the effect of internal congestion:

Pd(n) = P(n) (decreasing exit demand) (5.12)

However, in chapters 2 and 4 we pinpointed a drawback of this formulation for the routes
crossing the exit boundary. During the offset of a congestion peak, these authors showed
with simple simulation scenarios that oversaturation in the reservoir results in very low
demand for outflow, and thus prevents it from proper recovery after the peak. They thus
proposed that the exit demand should be maximum for the routes in Pext

out:

Pd(n) =

{
P(n) if n < nc

Pc otherwise
(maximum exit demand) (5.13)

5.2.3.2 Diverging scheme

Then, the total exit demand is split between the routes according to Little’s formula. The
outflow demand of the routes in Pext

out is defined as (Geroliminis, 2015):

∀i ∈ Pext
out, Oi(ni, n) =

ni

n
Pd(n)

Li
(outflow demand) (5.14)

In chapter 4, we showed that to comply with the accumulation-based main assumption,
i.e. that travelers are assumed to have the same speed V(n), a proper outflow model must
ensure that Little’s formula is valid for all the routes within the reservoir in any steady state
situation (under- or oversaturated): the flow on each route i must equal niV(n)/Li. This
means that all the effective outflows are actually interdependent through the mean speed
V(n), or the production P(n).

In the common approach in the literature (decreasing exit demand), this interdependency
is ensured by the fact that the exit demand Pd(n) always equals P(n). Thus, the effective
outflows can be calculated as:{

∀i ∈ Pext
out, qout,i(t) = min[µi(t); Oi(ni, n)]

∀i ∈ P int
out, qout,i(t) =

ni(t)
n(t)

P(n)
Li

(for decreasing exit dem.) (5.15)
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However, in the approach developed in chapter 4, the fact that we postulated Pd(n) as max-
imum and constant in oversaturation introduces too many degrees of freedom in the defini-
tion of each partial outflow demand Oi(ni, n). Therefore, these authors used the following
constraint on total exit production to ensure interdependency between all the effective out-
flows:

N

∑
i=1

Liqout,i(t) = L(t)
N

∑
i=1

qout,i(t) (exit production) (5.16)

This constraint implies in particular that the definition of the dynamic average trip length
L(t) must always be valid at any time. Thus, the authors developed what they called the
most constrained exit approach to calculate the effective outflows:

qout,k(t) = min[µk(t); Ok(nk, n)] (most constrained outflow) (5.17)

where: k = arg min
1≤i≤N

µi

Oi(ni, n)

∀i ∈ {1, . . . , N}, i 6= k, qout,i(t) =
ni(t)
nk(t)

Lk
Li

qout,k(t) (for maximum exit dem.) (5.18)

The latter approach has been designed to comply with the exit production constraint in
equation 5.16, while ensuring that none of the partial outflows qout,i(t) exceeds its corre-
sponding exogenous limitation µi(t). Note that these calculations apply to all the routes,
i.e. in both Pext

out and P int
out.

5.3 Presentation of the validation case study

In order to validate or invalidate the different approaches for the single reservoir model
presented in the previous section, the MFD-based simulation results will be compared with
heterogeneous microscopic simulation results aggregated at the network level. In the first
step, we focus on the two-route case, for which the properties of MFD-based models have
been extensively studied in chapter 4. The use of microsimulation on an artificial network
is preferred versus real field data, because we need to control link-scale settings (e.g. distri-
bution of link trip lengths to create different average trip lengths, distribution of link paths
to ensure quite homogeneous traffic states) to make a good comparison. Moreover, we need
a perfect estimation of regional information, such as inflow and outflow per main flow di-
rection, to avoid any bias in the assessment of the MFD-based models. This information is
usually very difficult to obtain in real situations. Nevertheless, the microsimulation settings
are tuned to provide traffic states that are as realistic as possible. We include a Dynamic
Traffic Assignment (DTA) procedure to approximate User Equilibrium (UE) conditions.

5.3.1 Network configuration

The network designed for this case study consists of a 5-by-15 Manhattan grid network, as
illustrated in Figure 5.2(a). Each link is two-way with two lanes for each way, and 105 m
long. Each intersection includes a traffic light with a cycle time Tc of 60 s, green time Tg of
30 s and offset of 0 s. The traffic dynamics on each lane are described by a triangular FD
with typical parameter settings for urban traffic conditions: k j = 0.17 veh/m (jam density),
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w = 5.9 m/s (congestion wave speed) and u = 15 m/s (free-flow speed). For each way,
each link l has thus the following capacity: ql = 2 lanes× Tg/Tc × qc = 0.72 veh/s, where
qc = k j/(1/u + 1/w) is the maximum flow per lane.

(a) (b)

O1 D1

O2

D2

n2 (t )

L1n1(t )

L2

O1 D1

O2
D2

n3(t ) L3
n4 (t )
L4

FIG. 5.2 – (a) Grid network with two major OD pairs and background traffic, and (b) single reservoir modeling
with four routes

5.3.2 Simulation settings

Link-level traffic states are simulated by using the microsimulation platform Symuvia devel-
oped by LICIT (Univ. Lyon, France). This simulator is based on the car-following model of
Newell (2002), the lane-changing model of Laval & Leclercq (2008) and further extensions
for node merge models and multi-class traffic (Leclercq, 2007b,a, Leclercq & Laval, 2009,
Chevallier & Leclercq, 2009). Network loading and unloading are investigated for a simula-
tion duration of 20 hrs. Path flow distributions are updated for every period of 1 hr 40 min
to reach UE conditions. The convergence loop uses the classical Method of Successive Av-
erages (MSA), involving the travel times of each path averaged over the last time period
(Lu et al., 2009, Ameli et al., 2018). Two main flow directions are defined: O1-D1 aggregates
all the trips from the West to the East boundary, and O2-D2 comprises all the trips from 5
entries in the North to five exits in the South boundary, as depicted in Figure 5.2(a).

The demand scenarios for these trips always include a 30 min warm-up period, possi-
bly followed by a high demand surge per origin O1 and/or O2. The total demand for a
given macroscopic origin (O1 or O2) is equally distributed among its corresponding entry
links. Each origin link flow is sent evenly to the exit links of the corresponding macroscopic
destination (D1 for O1, D2 for O2). For a given macroscopic exit (D1 or D2), each exit link
thus receives the same portion of flow. Apart from the two main flows O1-D1 and O2-D2,
the background traffic is set with a total constant demand of 0.075 veh/s evenly distributed
among all the remaining entries and exits. A total constant demand of 0.035 veh/s is also
set for the internal trips with the origin and destination links evenly distributed inside the
network.

5.3.3 MFD-based modeling

In parallel to microsimulation, traffic states are predicted by a multi-trip single reservoir
model as described in section 5.2. The reservoir model includes four routes, i.e. 1, 2, 3 and
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4, representing link-level trips from O1 to D1, from O2 to D2, and background and internal
traffic respectively, see Figure 5.2(b). Based on our review in the previous section, different
approaches will be studied, named as follows:

• MFD model 1/1: uses pro-rata merge coefficients at entry, and decreasing exit demand
at exit
• MFD model 1/2: uses pro-rata merge coefficients at entry, and maximum exit demand

at exit
• MFD model 2/2: uses endogenous merge coefficients at entry, and maximum exit de-

mand at exit

The trip length of each route is estimated as the mean of all individual trips recorded in
several microsimulations: L1 = 1850 m, L2 = 1250 m, L3 = 1350 m and L4 = 1330 m. These
mean values may change by about 100 m from one simulation to another. The global routing
in this network has been designed to obtain a significant difference between the trip lengths
L1 and L2 of the two routes 1 and 2. The border capacities of O1 and O2 are calculated as:
C1 = C2 = 5× ql = 3.6 veh/s.
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FIG. 5.3 – (a) Estimation of the production-MFD P(n) of the grid network using different loading scenarios
in microsimulation, (b) the calibration of the entry production supply Ps(n) with three constant network load-
ings indicated by three different shades of gray, and (c) exit production demand Pd(n) for the two diverging
approaches

The production-MFD P(n) of the grid network is estimated with several microsimula-
tions of constant demand loading on all entries. The results of 8 different simulations are
presented in Figure 5.3(a), where total production and accumulation are aggregated over
10 min periods. This permits calibrating a piecewise linear MFD with maximum production
Pc = 2640 veh.m/s and two critical accumulations nc1 = 660 veh, nc2 = 1700 veh defining the
flat domain in P(n). The points that determine the congested branch of P(n) are obtained by
limiting the network outflow exogenously. There are two ways of creating congestion in the
network to estimate the congested branch of the MFD. The first is frequently used in other
studies and consists in increasing the number of internal trips. Such scenarios favor the cre-
ation of local bottlenecks inside the network, thus reducing the average speed of all traveling
vehicles. The second method instead focuses on the boundary conditions and exogenously
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limits the potential outflow of exit links. In this case bottlenecks are explicitly generated at
the network perimeter, from where congestion starts propagating until it finally reaches the
entire network. In this study, we adopt this second method because we particularly focus
on flow exchanges at the network borders. Thus, we want to calibrate an MFD that mainly
describes the behavior of transferring trips. As for the exit demand function, the two models
of Pd(n) are directly derived from P(n), as illustrated in Figure 5.3(c).

The first calibration of the entry supply function Ps(n) is shown in Figure 5.3(b). In the
first test, a simple way of calibrating Ps(n) consists in loading the network with a total enter-
ing production demand ∑

4
i=1 Liλi higher than the MFD capacity Pc, with each macroscopic

demand λi evenly distributed among all its corresponding entry links. As we know from
the MFD calibration that the network cannot sustain a total production higher than Pc at
equilibrium, we expect these loading simulations to provide an evolution of the total enter-
ing production as follows: from the warm-up level to the demand level ∑

4
i=1 Liλi, and from

the demand level to Pc. This latter transient period should provide insight into how the
inflows/entering productions adapt dynamically to the network capacity. Moreover, as we
assumed that Ps(n) is an intrinsic property of the network, we need to run several loadings
to ensure that a unique function is enough to describe the dynamic reduction of the total
inflow. To this end, three constant loading scenarios were used to calibrate Ps(n), their re-
spective evolutions in the (accumulation, production) plane are plotted in the same figure
with three different shades of gray. While the total entering production demand ∑

4
i=1 Liλi

of each loading is greater than the MFD capacity Pc, we observe in the microsimulation that
the traffic states always reach the critical accumulation nc2 and stabilize around the capacity
Pc. Thus we conclude that ncs = nc2 is the critical accumulation of Ps(n) in this network con-
figuration, delimiting saturated and oversaturated states in the reservoir. To be consistent
with the MFD definition, for n > ncs the entry supply function corresponds to the congested
branch of P(n), because this branch was obtained precisely when the inflow equilibrated
with the outflow exogenous limitation we set (see the description of the MFD estimation
above). On the other hand, the estimation of Ps(n) for n ≤ ncs was made using the highest
demand loading case in Figure 5.3(b). For this setting, in the microsimulation the entering
production decreases along the line of Ps(n) we plotted. This first calibration serves as a
baseline for running the MFD simulations. Its relevance is investigated further in the fol-
lowing section on inflow merging.

5.4 Comparisons between the entry merging schemes with
network loading scenarios

The merging of inflows at the network entry is investigated with three sets of loading sce-
narios detailed below:

• Entry case 1: simulations with a high demand on route 1 and an increased demand on
route 2 at each simulation;
• Entry case 2: simulations with a high demand on route 2 and an increased demand on

route 1 at each simulation;
• Entry case 3: simulations with medium demands on routes 1 and 2, and an increased

demand on route 4 (internal traffic) at each simulation.
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These test cases have been designed to stress the network by setting high demand flows
at entry, and thus queues are observed spilling back to the entry links due to interactions
between the two routes 1 and 2 in the middle of the network. Each simulation is run for 3 hrs,
including a 30 min warm-up period followed by an instantaneous demand increase on both
routes at the same time. The network traffic states reach steady states after approximately
1 hr 30 min of simulation.
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FIG. 5.4 – Evolution of total entering production ∑
4
i=1 Liqin,i(t) in the (accumulation, production) plane
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indicated by the dashed line. Each color corresponds to one simulation. (a) Results of entry case 1 for 11
simulations with increasing demand λ2, (b) entry case 2 for 11 simulations with increasing demand λ1 and (c)
entry case 3 for 11 simulations with increasing demand λ4

5.4.1 Investigation on the network entry supply function

Figure 5.4 shows the evolution of the total entering production ∑
4
i=1 Liqin,i(t) in microsimu-

lation for the three above-mentioned entry loading cases. For both cases 1 and 2, the demand
of one route i is set to its border capacity Ci = 3.6 veh/s (i = 1 for case 1 and i = 2 for case
2) while different simulations are run with an increased demand on the other route in each
simulation. We note that the traffic states do not even reach the demand level during the
loading. This is due to the aggregation period of 5 min used to calculate the inflows in the
microsimulation. They must be higher than the signal cycle time of 1 min to smooth the
inflow variations induced by green and red phases. Indeed, with an aggregation period of
a few seconds, the entering production can be seen to reach the demand level for less than
1 min, and then rapidly decreas. However, the results are too scattered with such a small
aggregation period to identify a clear trend in the transition period of the network load-
ing. This means that the intersections close to the entries are not operating at the maximum
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capacity of the entry links (including signal timings), but at a lower capacity due to interac-
tions between turning vehicles. Here, it can be seen that this transition period depends on
the demand settings in each simulation. This suggests that a single entry supply function
Ps(n) cannot capture the variety of these transition periods. Whereas it might constitute a
reliable approximation for cases 1 and 3, we clearly see that the network loadings of the
simulations in case 2 are not well described by the shape of Ps(n). Thus, a recalibration of
the entry supply function is obviously required for this case if we want the MFD simulation
to reproduce this transition period accurately. However, given the fact that in all cases the
shape we choose always leads to a reliable steady state near (nc2, Pc), this shape can be con-
sidered acceptable if we want to preserve the generality of its application and not go into
too much detail for the transient period. This is the modeling choice we adopt for the rest of
this study.
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FIG. 5.5 – Comparison between microsimulation and two MFD models for a network loading case. (a) Evo-
lution of inflows and (b) entering productions vs time and (c) total entering production vs total accumulation
for model 1/2. (d) Evolution of inflows and (e) entering productions vs time and (f) total entering production
vs total accumulation for model 2/2

5.4.2 Comparisons between the entry merging schemes

We now compare the two merging schemes presented in section 5.2.2 for a given network
loading scenario from the entry case 2. We investigate this case first as it gives the most
obvious differences between the merging schemes. At equilibrium, we know thanks to our
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previous investigations that the total production is always around Pc. This will allow prop-
erly comparing the share of inflow or entering production between routes 1 and 2 in steady
state.

Figures 5.5(a), (b) and (c) show the evolution of inflows, entering productions vs time,
and entering productions vs total accumulation, respectively, in both the microsimulation
and the MFD model 1/2. Figures 5.5(d), (e) and (f) show the same results but for model 2/2.
In this scenario of a sudden demand loading after 30 min, each inflow equals its correspond-
ing demand, so that the first layer of our merge algorithm (applying the border limitations)
is not involved here. But it is clear that both the reservoir inflow supply Pext

s (n)/Lext for
model 1/2 and production supply Pext

s (n) for model 2/2 limit the demand. In Figures 5.5(c)
and (f), clear discrepancies can be seen between the microsimulation and the MFD model
during the transient period of the network loading. Note that these discrepancies are also
due to the 5 min aggregation period in the microsimulation. However, they only account for
around 15 min of simulation (from t = 30 to 45 min), as shown in e.g. Figures 5.5(d) or (e).
As the steady state of the total inflow qin(t) and entering production Pin(t) = ∑

4
i=1 Liqin,i(t)

are well reproduced by both MFD models, we conclude that this entry supply function is
sufficient for our needs. We will show with more complex test cases in section 5.5 that the
inflows from the microsimulation are well estimated and that the discrepancies observed
during the short transient phase of network loadings are negligible.

We observe numerical flow oscillations due to the demand pro-rata merge in model 1/2,
see Figures 5.5(a) and (b). This is due to the background traffic of route 3 which also un-
dergoes a restricted inflow, because of its small merge coefficient (proportional to demand).
Thus, queuing vehicles are stored at entry, suddenly creating a maximum demand for route
3 which therefore has a higher merge coefficient. The result is that a higher flow portion
is temporally allocated to route 3 to empty its small queue, and then to a smaller merge
coefficient. This process is thus periodically repeated, entailing the oscillations. This is a
well-known problem in merging models, with respect to the invariance principle (basically,
here the model is not invariant as it oscillates when demand reaches capacity). It is the
consequence of the demand pro-rata rule. This numerical phenomenon is mainly due to
the point queue model used to account for the storage of vehicles at the entry of this sin-
gle reservoir model, but the oscillations would likely disappear in a multi-reservoir context
when vehicles are stored in another reservoir.

However, despite this numerical issue, the demand pro-rata merge in model 1/2 is found
to better reproduce the inflow or entering production share observed in microsimulation, in
comparison to the endogenous merge in model 2/2. This is quite obvious in steady state,
where the microsimulation results shows q∗in,1 ≈ q∗in,2 ≈ 1 veh/s while model 2/2 predicts
q∗in,1 ≈ 0.1 veh/s and q∗in,2 ≈ 1.9 veh/s, see Figures 5.5(a) and (d). For model 2/2, the equi-
librium inflow share is explained during the transient phase of the network loading. In this
test, the maximum demand of route 2 is equal to 3.6 veh/s, which results in a higher increase
of accumulation n2(t) compared to n1(t). Thus, in this model since the endogenous coeffi-
cient assigned to route 2 is n2(t)/(n1(t) + n2(t)), the greater the accumulation on this route,
the more the flow can enter as this ratio becomes higher. This explains the significant differ-
ence between qin,2(t) and qin,1(t) after t = 30 min. Then, the system stabilizes to this share
ratio because the same ratio of accumulations is implied in the outflow calculations, which
naturally equilibrate with the inflows. On the other hand, for model 1/2, the same trend
is observed at the beginning of the loading just after t = 30 min, because the high demand
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on route 2 entails a higher allocation ratio for this route. However, as both routes become
rapidly limited at entry, a queue forms for both of them and generates a high demand. Both
routes are subject to the same demand, because queuing vehicles want to enter as soon as
possible regardless of their origin. By default, their maximum entrance rate is fixed to the
border capacity Ci = 3.6 veh/s as long as the queue for route i is not empty. With C1 = C2 the
two merging coefficients are both equal to 0.5, which explains the identical steady inflows
for both routes.

Both models 1/2 and 2/2 are also compared against the microsimulation results for all
the simulations of the three network loading cases. Figures 5.6(a), (b) and (c) present the
steady state inflow for routes 1 and 2 obtained with the microsimulation and MFD models
1/2 and 2/2, for entry cases 1, 2 and 3, respectively. In each simulation, the steady state
inflow is calculated as the mean inflow evolution from 1 hr 30 min to 3 hr. In each plot, one
point corresponds to one simulation (one value of steady state inflow per route). As illus-
trated in Figure 5.6(b), the demand pro-rata merge in model 1/2 clearly better reproduces
the inflow share observed in the microsimulation, in comparison to the endogenous merge
in model 2/2. This corroborates our first conclusion from Figure 5.5. Model 1/2 also pro-
vides a better estimation of the steady state inflows in entry case 1, although a bias can be
noticed in the inflow in route 1 between the microsimulation outputs and both MFD models,
see Figure 5.6(a). In entry case 3, the difference between both MFD models is less obvious;
nevertheless, model 1/2 appears more accurate than model 2/2 for predicting the outputs
of the microsimulation, notably for the inflow in route 2, see Figure 5.6(c). In conclusion to
this section, despite the bias that may appear in the calibration of Ps(n), the demand pro-rata
merging scheme detailed in section 5.2.2 is shown to efficiently reproduce the inflow share
observed in the microsimulation in a variety of situations.
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5.5 Comparisons between the exit diverging schemes with
congestion onset-offset scenarios

In this section, we present the comparisons between the microsimulation and MFD models
1/1 and 1/2 to investigate the effect of both exit diverge models: the decreasing outflow de-
mand in oversaturation with the independent treatment of partial outflows (in model 1/1),
and the maximum outflow demand in oversaturation with the interdependent treatment of
partial outflows (in model 1/2), see section 5.2.3. In both MFD models, we use the demand
pro-rata merge at entry, which was found to be the best option in the previous section. The
demand scenarios for routes 1 and 2 consist of a 30 min warm-up period (around 0.1 veh/s)
followed by a high demand surge of around 1 veh/s per origin O1 and/or O2 (equally
distributed among entry links). Congestion is created inside the network by limiting the
potential outflow from exit links in D1 and/or D2 below the corresponding origin demand.
This supply limitation at the exits is then released at t1 = 6 hr 40 min. Finally, the high de-
mand suddenly falls to its initial level after t2 = 10 hr to observe the full recovery of the
network. Three test cases are investigated:

• Exit case 1: homogeneous outflow limitation is applied on the exits of D1 and D2
• Exit case 2: homogeneous outflow limitation is applied on the exits of D1 only
• Exit case 3: homogeneous outflow limitation is applied on the exits of D2 only

Their demand and supply scenarios are presented in Figures 5.7(a), (b) and (c), respectively.
Note that these simulation settings are not intended to correspond to any real situations,
the high demands and their long durations are designed to stress the network and to ob-
serve clear congestion wave propagation until the next steady state. In the microsimulation,
accumulation, inflow and outflow are calculated for every 5 min aggregation period. Af-
ter running the MFD simulations, we filter the inflow oscillations generated by the pro-rata
merge coefficients. This helps when presenting the results because only the mean value are
of importance for our analysis.
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5.5.1 Exit case 1: outflow limitation on both routes

The results for the first case are given in Figure 5.8. The corresponding demand and sup-
ply settings are presented in Figure 5.7(a). The evolutions of accumulations, inflows and
outflows in microsimulation are compared against the predictions of each MFD model: in
Figures 5.8(a), (b) and (c) for model 1/1, and Figures 5.8(d), (e) and (f) for model 1/2. Several
interesting observations can be made, as detailed below.

We first focus on the period [0, t1] which corresponds to the onset of congestion due to
the high increase in demand above the outflow limitations for both routes. At the network
exit, all the results show that the outflow of route 2 remains equal to its limitation while
the outflow of route 1 decreases after t = 2 hr. This is due to the interaction between the
two routes in the middle of the network: the vehicles traveling longer trips on route 1 are
blocked by congestion on route 2, which spills back faster because of shorter distances. This
is quite well reproduced in both MFD models.
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We then focus on the second period, from time t2 to the end of the simulation, when all
outflow limitations are released. As hypothesized and highlighted in MFD simulation in
chapters 2 and 4, it clearly appears that the decreasing exit demand function in model 1/1
prevents the reservoir from recovering after the congestion period. In Figure 5.8(c), it can
be seen that the outflows do not react to the release of exit limitations after t1, whereas the
microsimulation exhibits a sudden increase of outflow at this time. On the contrary, model
1/2 using the maximum exit demand function adequately reproduces the queue discharge
at the network exit after t1. Then, the network can finally recover after t2 once the demands
fall to their initial levels. Model 1/1 is still able to recover because of the fall in demand at
entry after t2, but the assumption of a low outflow demand results in a much longer con-
gestion period. Congestion vanishes just before t = 20 hr, which is nearly twice as long as in
model 1/2. However, this model overestimates the outflow of route 1 after t2, as it predicts
a high and fast discharge of the remaining vehicles in the reservoir. This is not the case in
the microsimulation, where residual congestion is observed in route 1 until t = 17 hr. The
outflow of route 1 is lower and thus the time needed to empty the queues on this route is
longer in comparison to the MFD simulation. This phenomenon is the result of internal con-
gestion that can be captured by link-level simulation, but this is hardly reproducible in MFD
models. One possible solution would be to adjust the exit demand function Pd(n), for which
two opposite approaches have been presented in equations 5.12 and 5.13. Based on this
comparative analysis, it appears that the decreasing exit demand model is too pessimistic to
reproduce internal congestion. On the other hand, the maximum exit demand model works
nicely for short routes like route 2 in this case, but it is too optimistic for longer routes where
residual queues need more time to empty. The differences between both routes exhibited
in microsimulation are the results of the heterogeneity of traffic states inside the network.
Thus, an exit demand function that would work in any situation is impossible to design if
such a function is based on a unique MFD P(n), because of the mean speed assumption
shared by all vehicles.

The conclusion of this test case comparison is that the best match with microsimulation
outputs is obtained with model 1/2, with the maximum exit demand function.

5.5.2 Exit case 2: outflow limitation on route 1 only

The results for the second case are given in Figure 5.9. The corresponding demand and
supply settings are presented in Figure 5.7(b). The evolutions of accumulations, inflows and
outflows in microsimulation are compared against the predictions of each MFD model: in
Figures 5.9(a), (b) and (c) for model 1/1, and Figures 5.9(d), (e) and (f) for model 1/2.

In this scenario, similar observations can be made as compared to exit case 1. From t = 0
to t1, both models 1/1 and 1/2 provide on average a reliable estimation of the inflows and
outflows of the microsimulation. We note however considerable scatter in these flow values
given by the microsimulation. This scatter results in significant variations observed in the
evolution of accumulations, in particular for route 1, as shown in Figures 5.9(a) and (d). As
in exit case 1 after t1, model 1/1 fails to reproduce the queue release as the outflow of route
1 remains low and equal to its previous exogenous limitation of µ1 = 0.5 veh/s, applied
during [0, t1]. On the other hand, the queue discharge observed in the microsimulation is
quite well predicted by model 1/2 after t1. Because of the scatter in the microsimulation
outputs, in this case the increase of outflow of both routes after t1 is less obvious than in exit
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FIG. 5.9 – Comparison between microsimulation and different MFD models for case 2: exit limitation on
route 1. Times t1 and t2 corresponding to supply release and demand decrease, respectively, are indicated. (a)
Evolution of accumulation, (b) inflow and (c) outflow with model 1/1, (d) accumulation, (e) inflow and (f)
outflow with model 1/2

case 1. As with the latter case, a residual congestion can be seen in Figures 5.9(c) and (f) in
the microsimulation results. Again, none of the MFD models is able to describe it; however,
model 1/2 is still the most accurate regarding the whole simulation period. The evolution
of traffic states on route 2 is particularly well reproduced with model 1/2, as presented in
Figures 5.9(d), (e) and (f).

The conclusions in this test case are hence the same as in exit case 1.

5.5.3 Exit case 3: outflow limitation on route 2 only

The results for the third case are given in Figure 5.10. The corresponding demand and sup-
ply settings are presented in Figure 5.7(c). The evolutions of accumulations, inflows and
outflows in microsimulation are compared against the predictions of each MFD model: in
Figures 5.10(a), (b) and (c) for model 1/1, and Figures 5.10(d), (e) and (f) for model 1/2.

First, during the onset of congestion before t1, we can clearly see in Figures 5.10(c) and
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(f) the outflow limitation of route 2 and its impact on the outflow of route 1. The latter is
significantly reduced, although no exogenous limitation is applied on this route in this test
case. Likewise with exit case 1, it is interesting to note that during the first two hours of the
simulation, model 1/1 adequately reproduces the high outflow of route 1, while model 1/2
clearly misses this outflow peak. This underestimation is even more significant in this case
than in case 1, due to the diverge outflow model. When using the maximum exit demand
assumption, in chapter 4 we showed that explicit interdependency relationships must be
employed, as presented in equation 5.18. While ensuring consistent steady states after con-
gestion onset, as we can see after t = 2 hr, the drawback is that these relationships are applied
instantaneously to route outflows. Consequently, once the outflow of route 2 is limited at
the very beginning of the simulation, that of route 1 is instantaneously reduced to accom-
modate this limitation through the formula in equation 5.18. In this case, the exit of route
2 is that which is most constrained, as described in equation 5.17. The situation is different
with the other diverge outflow model in model 1/1. Because each exit limitation is applied
independently, the outflow of route 1 can reach the flow level sent by the entry earlier, as can
be seen in Figure 5.10(c). But after t = 2 hr, the increase of accumulation in the reservoir due
to the onset of congestion causes the mean speed to decrease, and thus reduces the potential
outflow of route 1 to finally reach almost the same steady state as in model 1/2. In this ap-
proach, the interaction between the route outflows is implicitly described through the speed
or production-MFD. Regarding the microsimulation results, it appears that this approach is
therefore better for transient evolution during congestion onset.

However, during the offset of congestion after t1, the diverge outflow of model 1/1 is
unable to predict the queue discharge on route 2 once its corresponding limitation is released
at exit, see Figure 5.10(c). This is similar to what we observed in exit cases 1 and 2. Here
also, model 1/2 provides better results for congestion offset, although the total outflow is
noticeably overestimated after t2. This model anticipates the unloading of route 1 at the
same time as for route 2, due to the interdependency relationships mentioned above. But this
does not occur in the microsimulation as this outflow remains low. The simulation duration
is not long enough to observe full network recovery, and residual congestion on route 1 is
still observed at t = 20 hr. Hence, the exit demand of model 1/2 is again too optimistic for the
congestion offset, while the exit demand of model 1/1 is clearly too pessimistic. Though not
presented here, model 1/1 is still able to recover due to the decrease in demand at entry after
t2. But the assumption of a low outflow demand results in a much longer congestion period.
If we run the MFD simulation for a longer time frame, the offset of congestion appears at t
= 24 hr, nearly twice as long as in model 1/2.

In conclusion for this test case, although no MFD approach was found to be fully sat-
isfactory to reproduce the microsimulation results due to local congestion (high link-level
heterogeneity), the maximum exit demand function of model 1/2 can at least match the
evolution of traffic states in route 2 quite well.

5.6 Conclusion

In this chapter, we compared different MFD models against microsimulation on an artificial
grid network crossed by two regional flows having different mean trip distances. The MFD
frameworks we tested include two inflow merging models (demand pro-rata merge with
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FIG. 5.10 – Comparison between microsimulation and different MFD models for case 3: exit limitation on
route 2. Times t1 and t2 corresponding to supply release and demand decrease, respectively, are indicated. (a)
Evolution of accumulation, (b) inflow and (c) outflow with model 1/1, (d) accumulation, (e) inflow and (f)
outflow with model 1/2

flow merge from the literature, and our endogenous merge with production merge), and
two diverging outflow models (decreasing outflow demand in oversaturation with indepen-
dent treatment of partial outflows from the literature, and our maximum outflow demand in
oversaturation with interdependent treatment of partial outflows). The first contribution of
this chapter was to propose a unified two-layer merging scheme to handle both inflow merg-
ing models. Thanks to microsimulation, the reservoir entry supply function was calibrated
with several network loadings. A thorough analysis of these loadings with different demand
patterns showed that the shape of this function may not be unique, as it depends on the de-
mand configuration for its undersaturated branch. However, this non-uniqueness would
be critical only during the transient period of the network loading, because our results also
showed that an identical equilibrium point is almost always reached in the production-MFD.
As the transition period was found to be quite short in our loading simulation tests, the cal-
ibration issue of the entry supply function in undersaturation would not be a major source
of error in a general case.
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The second contribution was the comparison between the merging and diverging mod-
els. At the network entry, three sets of 11 simulations were used to study various situations
of network loadings. In all these situations, we found that the demand pro-rata merging
model provided a better estimation of flow equilibrium after the congestion onset, in com-
parison to our endogenous merging model. At the network exit, three test cases of a long
scenario with congestion onset and offset were thoroughly investigated. The following ob-
servations were made. While adequately reproducing transient states during congestion
onset, the approach of a decreasing outflow demand was found to be too pessimistic to pre-
dict the unloading of queues once the exit limitations were released. On the other hand,
our approach assuming a maximum outflow demand led to better results. Nevertheless, the
drawback of the latter framework was that interdependency between all the partial outflows
had to be explicitly formulated in the diverging outflow scheme to comply with the reser-
voir mean speed hypothesis (homogeneity in traffic states). This resulted in faster network
recovery in comparison to the microsimulation outputs, where local link-level interactions
generated more internal congestion than predicted by the MFD simulation. Interestingly,
more internal congestion was found in the case when spillbacks on shorter routes interacted
with undersaturated traffic flows on longer routes. Such a scenario is likely to generate more
heterogeneous traffic states, and be thus more challenging for MFD-based simulation. Nev-
ertheless, while being rather optimistic during congestion offset, on the whole our approach
of the maximum outflow demand proved capable of overcoming the issues encountered
with the approach of decreasing outflow demand generally adopted in the literature.

The latter results still need to be confirmed with other network and demand configura-
tions. Our simulation case was designed to create strong internal correlations between the
two major flows, which is certainly a limit case compared to reality. However, it provided
a better overview of the aggregation of microscopic dynamics and the way MFD models
reproduce it. Thus, further work on more complex simulation cases and real field studies is
essential to corroborate these results, especially with more OD options on bigger networks.
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Conclusion of part II

In this second part, we investigated flow exchanges in a single reservoir where the gen-
eral context of multi-reservoir interactions (sending or receiving flows) were represented by
exogenous boundary conditions. The extension of the single reservoir model with a unique
trip length to multiple trip lengths was also thoroughly analyzed. While the approaches pro-
posed in the literature mainly apply MFD-based simulations in undersaturated situations,
we particularly focused on the modeling of congestion propagation within a reservoir, and
its effects on inflow restrictions and potential outflows. To this end, we proposed flow and
production constraints at the reservoir entry and exit to design new inflow merging and
outflow diverging schemes, and ensure their consistency with the reservoir dynamics and
homogeneity assumption (i.e. at equilibrium, the accumulation and flow of each trip cate-
gory should comply with Little’s queuing formula, and all trip categories should experience
the same speed given by the speed-MFD). In comparison with the existing works in the
literature, our inflow restriction formulation consists of a two-layer fair merging scheme,
where the first layer accounts for the reservoir physical limitations (link capacities at entry),
and the second one reproduces congestion spilling back to the reservoir entry with an en-
try supply function. On the other hand, our new formulation of outflow in oversaturation
consists of a maximum outflow demand function combined with a new outflow diverging
scheme. This new formulation is intended to reproduce queue discharge after a congested
period due to a temporary flow restrictions at exit (that may represent congestion spilling
back from a downstream reservoir). Both entry and exit flow models were implemented in
the accumulation-based and trip-based models.

Our new modeling approaches and the ones from the literature were then compared
against microscopic simulation outputs, for a grid network crossed by two main sets of
trips. At entry, a demand pro-rata merging rule embedded in our two-layer scheme was
found satisfactory to reproduce the steady state inflow share observed in the microscopic
simulation. Moreover, the study of entering flows allowed us to calibrate a general shape of
entry supply function. The latter proved to be accurate enough for steady state estimation.
At exit, our new formulation of outflow to describe queue discharge was confirmed by the
results from the microsimulation. Besides, the widely used outflow model from the liter-
ature (decreasing with accumulation to mimic internal congestion in oversaturation) was
found too pessimistic, as it clearly overestimates the congestion period duration in the test
cases we studied.

The contributions of this part can be summarized as follows:

X Proposition of a new framework to handle spillbacks in multi-reservoir systems with
multiple trip categories

X Extension of the event-based resolution method for the trip-based model in oversat-
urated situations. At the reservoir entry, this consists of the transformation of the
accumulation-based merging scheme.

X Validation of the demand pro-rata merging rule embedded in our two-layer scheme
at reservoir entry, and of our new outflow formulation combined with a new outflow
diverging scheme against microsimulation results.



Conclusion of part II

The studies conducted in this part were still focused on the traffic dynamics in a single
reservoir. Now that we have developed the required component to connect several reser-
voir together (inflow and outflow models), further applications with multi-reservoir systems
should be investigated on larger networks. Moreover, to pursue the effort of our modeling
validation, a confrontation between MFD simulation and real data should be envisioned.
All these further works are then detailed below:

O Provide an overview of a multi-reservoir simulation for a large-scale network

O Present the implementation of the accumulation-based and trip-based models for multi-
reservoir systems

O Calibrate a multi-reservoir simulation and confront its outputs with real data
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Part III

Developments and applications





Introduction

The purpose of this part is to introduce the different steps and components required to run
a multi-trip and multi-reservoir simulation. It describes the MFD-based simulation plat-
form that has been developed during this PhD, and which constitutes the major practical
achievement of the research work presented in the two previous parts. This part includes
the presentation of the context and assumptions for the design of a multi-reservoir simula-
tion, the detailed description of the variables and structures used, and the analysis of the
pre-processing phase with a discussion about the required input data. A DTA module at
the reservoir level, which is the result of a collaboration with another PhD student, is also
presented to distribute the flows between the reservoirs. Regarding the modeling of traffic
flow, the practical implementation of both the accumulation-based and trip-based frame-
works is detailed in the platform solver. This implementation is the result of our previous
investigations about flow exchanges for a single reservoir, as studied in the last part.

Finally, a first application to a real city network is carried on. The whole calibration
process is presented and discussed, and MFD simulation outputs are compared with real
data. Despite the many issues encountered and the relative limitation of the study, this first
real test case shows promising results for the multi-reservoir simulation.
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6.MODEL IMPLEMENTATION AND
FIRST APPLICATION TO A REAL NETWORK

6.1 Presentation of the multi-reservoir MFD-based simula-
tion platform

6.1.1 Modeling purposes and assumptions

In this section, we introduce the multi-reservoir MFD-based simulation platform that was
developed during this PhD thesis. The simulation core of this platform is based on our
investigations about flow exchanges in the single reservoir model, as detailed in the previous
chapters of the manuscript. This platform is designed to be practice-ready in order to help
traffic managers to analyze traffic dynamics at a large scale. It could also help designing
or testing new control policies, such as perimeter control or route guidance, to regulate
large metropolitan areas. The simulator is a research tool including useful pre-processing
and post-processing functions. The platform consists of a standalone source code written
in MATLABTM. It will be shared on GitHub in open source when this PhD thesis will be
published.

General framework and options
The purpose of this MFD-based simulator is to reproduce macroscopic traffic flows in a
large urban area (a city for instance) under the multi-reservoir and multi-trip framework.
Hence, the studied urban region is divided into Nr reservoirs in which a well-defined MFD
is assumed. A set of Np possible macroscopic routes (sequences of reservoirs) with specific
lengths into each reservoir of their respective sequence is also supposed known. Then, con-
sidering the macroscopic OD matrix as input (demand profile from each origin reservoir to
each destination reservoir), the simulation outputs provide the evolution of aggregated traf-
fic states, such as accumulation, inflow, outflow and travel time in each reservoir per route.
The simulator can thus capture undersaturated conditions as well as propagation of con-
gestion on specific routes. A DTA convergence loop to approximate network equilibrium is
also embedded in the platform to study user routing.

Several modes and options are available to the modeler for a specific simulation study:

Utilization mode The simulator can be used in two ways. The first one is when the simu-
lation is based on a real network. In this case, the network configuration, trip lengths,
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MFD, traffic and demand data are supposedly known at the beginning of the simula-
tion. These input data are the result of preliminary studies on the microscopic (link-
level) network. The second one is when the simulation is only based on the design
of artificial reservoirs encompassing all required information (MFD, trip lengths, de-
mand, etc). This simulation mode is useful to develop benchmark scenarios to test and
compare new theoretical modeling approaches.

Path flow distribution mode The demand can be defined at two different levels. The first
one is the definition for reservoir OD pairs: a demand profile per destination reservoir
is set in each origin reservoir. Then a path flow distribution module embedded in the
simulator is in charge of distributing these demand profiles among the possible routes.
The initial set of routes can be determined in different ways, depending on the initial
knowledge of the network one may have. This will be detailed further. The second
level is the direct definition of demand profiles on a selection of routes. For this mode,
no assignment is proceeded.

Assignment model In case of a demand definition per OD, a Dynamic Traffic Assignment
(DTA) loop can dynamically calculate the path flow distributions. A fruitful collabora-
tion with PhD student Sergio Batista has allowed to implement different convergence
mode: User Equilibrium (UE), Bounded Rational User Equilibrium (BRUE) and Regret
Theory User Equilibrium (RTUE).

Solver model Both accumulation-based or trip-based traffic modeling approaches can be
run. Other specific options about inflow merging and outflow diverging schemes are
also available, as investigated in chapter 5.

Trips starting and ending outside the studied area
The demand flow from an origin reservoir is always supposed to be created inside this reser-
voir (internal demand creation), and then eventually propagates to the next reservoirs of the
corresponding route. The flow reaching its destination reservoir is also always supposed
to end in this reservoir. Hence, the modeling of transfer flows outside the studied network
perimeter must be handled by adding “ghost” reservoirs to the simulation. These reser-
voirs represent external sources and destinations. In case of a congestion wave reaching
the perimeter, these ghost reservoirs are assumed to store the waiting vehicles, but not to
be oversaturated. Therefore, their parameters must be set so that their own dynamics have
a negligible influence on the simulation results (very high jam accumulation, critical accu-
mulation and production, high free-flow speed, short trip lengths, compared to the other
reservoirs).

Initial state
By default, the initial simulation state is always an empty network. Although any initial
state (initial accumulations) can be set for the accumulation-based model due to its memory-
less property, it is difficult to begin a trip-based simulation with traveling vehicles in the
network. The trip-based model does not accommodate an initial condition which is not at
equilibrium (steady traffic states complying with Little’s formula), and even with an initial
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steady state condition, it is tricky to assign a remaining travel distance to each vehicle com-
plying with this state. That is why an empty initial state is set by default. Running a short
warm-up simulation period then allows to generate any network loading that one might
require.

Variable definitions and notations
The platform conception is based on an object-oriented design. We present here the main
structures that characterize a simulation:

• The Reservoir structure encompasses all information related to each reservoir (Nr
reservoirs, denoted by index r):

– production-MFD Pr(nr) and speed-MFD Vr(nr) = Pr(nr)/nr, nr being the total
accumulation

– MFD parameters: jam accumulation nr
j, critical accumulation nr

c, maximum pro-
duction Pr

c , free-flow speed ur, and more depending on the MFD shape function
– entry production supply function Pr

s (nr) and exit production demand function
Pr

d(n
r)

– set of adjacent reservoirs (that share a common border, i.e. directly reachable)Rr

– maximum boundary capacity per adjacent reservoir (aggregation of physical bor-
der limitation due to the real network link connections) Cr

r′(t) = ∑l∈Border(r,r′) ql,
r′ ∈ Rr, where ql is the flow capacity of link l (including immediate traffic signal
settings)

– set of routes crossing the reservoir P r, see below
– trip lengths per route Lr

p, p ∈ P r

– simulation variables: reservoir mean speed vr(t), accumulation nr
p(t), inflow qr

in,p(t),
outflow qr

out,p(t) per route, cumulative count curves per route Nr
in,p(t), Nr

out,p(t)

• The Route structure gathers all data related to each macroscopic route (Np routes,
denoted by index p for “path”):

– corresponding sequence of reservoirs Rp = [r1, . . . , rn]
– trip lengths in the reservoirs Rp

– path flow coefficient ap, proportion of OD flow, from origin reservoir r1 to desti-
nation reservoir rn, assigned to route p

– demand profile λp(t)
– experienced travel time Tp(t), calculated as the horizontal difference between the

origin entering count curve Nr1
in,p(t) and destination exiting count curve Nrn

out,p(t)

• The Vehicle structure is only used when running the trip-based model. It includes
individual vehicle trajectories in the reservoir network (Nu vehicles, denoted by index
u for “user”):

– creation time tu
crea

– assigned route p

– sequence of trip lengths experienced in reservoirs Rp of route p: Lu = [LRp[1]
p , . . . , LRp[n]

p ]
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– sequence of entry and exit times in reservoirs Rp of route p: Tu
in and Tu

out

• The Simulation structure contains the required simulation settings and options (de-
noted by subscript s):

– simulation duration Ts and time step δts (for the accumulation-based solver)
– utilization mode (based on a real network or not)
– path flow distribution mode (demand definition per OD with embedded assign-

ment loop, or per routes, which does not require assignment calculation)
– solver (accumulation-based or trip-based) and options (inflow merge, outflow di-

verge models)
– trip length calculation method (aggregation by either reservoir, destination, origin

and destination, or route)

• The Assignment structure includes all options related to traffic assignment (denoted
by subscript a):

– assignment period Ta for dynamic re-assignment on the routes during the sim-
ulation: calculation of constant path flow distributions over Ta, and update of
these distributions every Ta (Ta < Ts in general, but Ta is set to Ts for a unique
assignment period or when no assignment loop is performed)

– convergence criteria (gap, threshold and tolerance for the number of violations,
maximum number of iterations)

– equilibrium model (UE, BRUE, RTUE)
– parameters of utility models (number of draws for Monte-Carlo calculations for

all equilibriums, bounded rationality and regret aversion parameters for BRUE
and RTUE)

The platform is then organized in several modules that load or create these structures
and interact with them:

• The SIMULSETTINGS module defines the simulation settings and options, via the cre-
ation of the Simulation and Assignment structures.

• The RESDEF module loads the Reservoir structure with its topology information and
properties. The structure is directly created in the module if the simulation is not based
on a real network.

• The DEMDEF module loads the aggregated demand data. Depending on the assign-
ment mode, the temporal demand profile is either set in each origin reservoir per des-
tination reservoir, or directly in each route.

• The ROUTECALC module loads the route choice set and selects some of them according
to the simulation options and demand definition.

• The ASSIGNCALC module updates the assignment coefficients of the selected routes at
the beginning of each assignment period.
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• The MFDSOLVER module solves traffic dynamics for the current assignment period. It
either corresponds to the accumulation-based model, or to the trip-based model where
the additional Vehicle structure is created.

• The CONVERGECALC module tests the convergence criteria at the end of each assign-
ment period, based on the previously simulated traffic states.

More details are given further about the assignment updates, convergence tests and
solver algorithms.

6.1.2 Simulation input data and pre-processing

Before running a simulation, several information and data must be provided to the platform.
These data either come from preliminary studies on the real network at link-scale, or are
given as direct inputs in case of the second utilization mode (artificial reservoir network).
Figure 6.1 presents the general picture of a simulation for the first utilization mode. The
simulation study is divided into four phases: (I) input data collection, (II) pre-processing,
(III) simulation loop and (IV) post-processing.

The input data collection (I) involves several data sources, as presented below (see also
Figure 6.1):

1. The first essential data input is the real network topology, which is quite easy to access.
It consists of link and node connections and link lengths, possibly with additional
information such as link speed limit, number of lanes, lane capacity, jam density, and
node signal settings. If not available, orders of magnitude can be given for a lane
FD characteristics (free-flow speed, capacity and jam density). Together with the link
length data, this allows to define upper bounds for the reservoir free-flow speeds and
jam accumulations (see also section 1.2.1). The knowledge of the lane number per
link is very useful, as it allows to calculate link capacities and aggregate them into
reservoir border capacities Cr

r′ . Otherwise a default value may be given. Information
on signal timings is useful to refine the calculation of these capacities in accounting
for the proximity of signalized intersections. Moreover, it could help estimating the
reservoir MFD capacity, according to the method of Laval & Castrillon (2015). The
network topology is also an essential ingredient to estimate trip lengths in reservoirs
when no real trip data is available (see Batista et al., 2019).

2. The second essential information is the demand profiles. This data can be defined at an
aggregated level (urban areas), but which should be equal to or smaller than the future
reservoir aggregation level. Having some insights about regional flow distribution
would be very useful for the assignment model calibration.

3. The third data source is traffic data. This one may either come from real field measure-
ments, such as loop detector data, probe vehicle data and historical mean speed data,
or from simulation studies on the real network in using microsimulation softwares.
Like the demand data, traffic information can be aggregated at a similar or lower level
than the reservoir level. This data is the best information source to estimate the future
reservoir MFDs, and to eventually apply a clustering algorithm to define the reser-
voirs.
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4. The fourth type of information corresponds to vehicle paths (trip data) on the real
network. It consists of sequences of links, and may come from real or simulated tra-
jectories. This information is very useful to estimate the possible route choice set and
their respective trip lengths in the reservoirs. It may be a part of traffic data, if probe
vehicle trajectories are accessible.

Having access to all these data is obviously the best situation, as it ensures a minimum
bias when scaling up link-level information to network-level features. Unfortunately, this
is not always the case, and sometimes even accessible information sources do not provide
sufficient data for a given study (e.g. available traffic data but only in undersaturated con-
ditions).

The pre-processing phase (II) includes the following steps (see also Figure 6.1):

5. The clustering consists in partitioning the network into reservoirs. In the first utiliza-
tion mode, a reservoir is defined as a set of connected links. The nodes inside the
reservoir only belong to this reservoir, while the nodes at its border also belong to the
corresponding adjacent reservoirs. On the one hand, the network can be clustered by
an algorithm in supervised learning, e.g. k-means (Forgy, 1965, Lloyd, 1982) or k-NN
(Altman, 1992) algorithms, based on link traffic data. This method should ensure that
the hypothesis of traffic state homogeneity is satisfied for the created reservoirs. This
clustering is thus referred to as “traffic-oriented”. However, this method may result in
strange area shapes with a lack of connectivity between the links of each reservoir. One
might thus prefer methods and algorithms that were especially developed for traffic
problems (see Ji & Geroliminis, 2012, Zhou et al., 2012, Saeedmanesh & Geroliminis,
2016, 2018). Insightful discussions about network clustering are also found in Lopez
et al. (2017). On the other hand, if traffic data is not available, insufficient, or does not
give compact shapes with a clustering algorithm, the reservoirs can be designed by
hand based on the modeler’s experience about the studied network. As the demand
data is generally provided on predefined urban areas, these areas may be eventually
aggregated to create suitable reservoirs. In this case, the clustering is referred to as
“demand-oriented”.

6. The MFD estimation is a critical step in the pre-processing phase, as the MFD governs
traffic states within its reservoir during the simulation. The MFD estimation based on
traffic data is discussed in section 1.2.1. Then any mathematical function form can be
used to fit MFD data points. In practice, using a piecewise linear function is conve-
nient, as it can adapt to many cases. In case of missing data, one can only get orders
of magnitude of the MFD critical parameters, as detailed earlier for the network data
collection.

7. The microscopic trip set (set of link paths) is essential to estimate the mean trip lengths
inside the reservoirs, and eventually to get an idea of the most likely macroscopic
routes (sequences of reservoirs corresponding to real mobility patterns). It may come
directly from trip data if available. Otherwise, another method can be the use of short-
est path calculations on the real empty network (only the distances are considered,
not the possible reduction of travel time due to traffic). In this last case, a very high
number of calculation has to be carried on to cover the traveling possibilities on the
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FIG. 6.1 – General picture of a simulation study with pre-processing phase

studied network. Each calculation consists of a random draw of an origin and a des-
tination point on the real network, where the shortest path in distance between them
is estimated by e.g. Dijkstra’s algorithm (Dijkstra, 1959) or A∗ algorithm (Hart et al.,
1968) that achieves better performance on large networks. The drawback of shortest
path calculations is that despite a good network coverage (every link has been visited),
there is no evidence that the resulting link paths represent the users’ mobility on the
network studied. Besides, these paths are dependent on the algorithm used. A possi-

p. 189 / 244



CHAPTER 6. MODEL IMPLEMENTATION AND FIRST APPLICATION

ble solution to this issue, proposed in Batista & Leclercq (2018b), Batista et al. (2019),
is to perform the calculations after the reservoir definition, and force the link paths to
follow specific macro routes that are supposed to represent aggregated mobility on the
network.

8. The trip length estimation is another critical step in the pre-processing phase, as trip
lengths are one of the components of the reservoir trip completion rates. In the first
utilization mode, there are four different methods to aggregate link information from
the microscopic trip set to the macroscopic route scale. These methods have been pro-
posed and implemented by Batista et al. (2019). For a given reservoir, the first method,
denoted M1, computes the mean of all the micro trips crossing this reservoir, which
results in a unique average trip length whatever the route considered. The second
one, M2, distinguishes all the micro trips crossing the reservoir by their destination
reservoirs, and computes the mean of each group that share a common destination.
The third one, M3, is similar to M2 except that micro trips are distinguished by their
origin and destination reservoirs. Finally, the fourth method M4 classifies the micro
trips crossing the reservoir by the macro route they follow. This last method is sup-
posed to be the most accurate one, as it accounts for all the topology constraints of
each macro route. One must remember that these estimated trip lengths may depend
on traffic states if the micro trips are generated via shortest path calculations, as shown
by Batista et al. (2019). In reality, travelers are indeed likely to adapt their mobility pat-
terns to traffic conditions, a mechanism that may modify mean trip length values, but
that cannot be captured by random draw of shortest paths where traffic states are ig-
nored. This issue has been already mentioned in the previous point about the selection
of microscopic trip sets. Further research is needed to clarify this concern. In the sec-
ond utilization mode, the set of macro routes and their corresponding trip lengths in
reservoirs are defined manually by the modeler, depending on his/her needs for the
simulation studied.

9. The demand aggregation step is aimed at setting the regional OD matrix in the first
assignment mode, or directly the demand per route in the second mode. This step is
straightforward if the clustering is demand-oriented, as explained earlier. Otherwise
if some urban units (at which the demand is defined) are split by the clustering, then
the corresponding demand values may be split according to some basic weighting
rules (values weighted by the corresponding total link lengths, or socio-demographic
information such as number of houses, etc).

10. The simulation settings and options are specific to each study and depend on its pur-
poses. This is detailed in the Simulation and Assignment structures.

The second utilization mode does not require any real field or simulated data. Hence
in this mode, the reservoir network is designed independently. In Figure 6.1, the input
data collection phase is thus skipped, as well as the network clustering and microscopic
trip set generation. Then, MFD, trip length and demand data are set manually, or by using
automated scripts to define regular network configurations. A benchmark example may be
the honeycomb city model, as presented in Yildirimoglu et al. (2015), Ramezani et al. (2015).

Then the simulation phase (III) and post-processing phase (IV) are detailed next.
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6.1.3 General architecture

Main file
We present here the general architecture of the simulation code. A simulation is launched
via a main file, see Figure 6.2. In the first assignment mode, two loops are embedded in the
simulation process to simulate traffic states with DTA. The detail of these loops is explained
further. In the second mode however, the main file successively runs all blocks without any
loop.

Simulation definition
(choice of a network)

Initialization
SIMULSETTINGS, RESDEF, DEMDEF

Route set calculation
ROUTECALC

1. Initialize new assignment period
(load final traffic states from previous period)

2. Assignment on routes
ASSIGNCALC

3. Solve traffic dynamics
MFDSOLVER

4. Calculate convergence criteria
CONVERGECALC

Convergence?

Go to next assignment period

End of simulation?

Save output files

no

Update assign-
ment coeffcients

yes

no

Save current
simulation state

yes

FIG. 6.2 – Flow chart of the platform main file

Assignment and convergence loops
The ASSIGNMENT and CONVERGECALC modules are presented in more details here. These
modules have been designed during the collaboration with PhD student Sergio Batista.
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The DTA process consists of two loops. The first one simply splits the simulation dura-
tion in several periods of a duration Ta, mentioned in the Assignment structure. The sec-
ond one aims at assigning flows or vehicles on the routes so that the resulting traffic states
comply with a given equilibrium specified in Assignment for the current period. This op-
timization problem corresponds to the classical problem of traffic assignment, it is solved
via a widely used fixed-point method, known as the Method of Successive Averages (MSA).
Hence, the second loop consists of the following steps (see also Figure 6.2):

1. At the beginning of the current period, the final simulation state from the previous
period is loaded (basically the Reservoir, Route and eventually Vehicle structures),
and it becomes the initial state of the current period. The first period is based on the
simulation initial condition (empty network as explained earlier).

2. The assignment coefficients are calculated in the ASSIGNCALC module. At each it-
eration iMSA of the MSA loop, traffic results from the previous iteration are used to
estimate the disutility of each route p, i.e. its travel time Tp(t). In classical assignment
problems, this travel time is derived from the route cumulative count curves. The sit-
uation is different in multi-reservoir systems however, as the correlation between the
routes is not only due to fluctuations in the reservoir mean speed but also to fluctua-
tions between trip lengths inside each reservoir. This leads us to calculate the travel
time by using both mean speed and trip length data. More details are given in Batista
& Leclercq (2018a) who proposed this approach. Then, the new assignment coefficient
ap∗

iMSA
proposed at iteration iMSA corresponds to the probability of choosing route p for a

given OD. The calculation of this probability depends on the equilibrium type. For UE,
the choice is given by the minimum of the mean travel time 〈Tp〉Ta = ∑r∈Rp Lr

p/〈vr〉Ta

of all routes of a given OD, calculated for the current assignment period. When includ-
ing uncertainty in UE, Monte-Carlo calculations of possible travel times are performed:
the same formula is used, but with distributed values of length and speed. The dis-
tribution of trip lengths corresponds to the lengths from the micro trip set, while the
distribution of speeds comes from the mean speed evolution during the last simulation
iteration iMSA − 1 (of period Ta). Then, the route choice for each Monte-Carlo draw is
the minimum of the travel times among possible routes of each OD. The average choice
among all draws gives each probability ap∗

iMSA
for the current iteration iMSA of choosing

route p for a given OD. Options are available in the module to select only one source
of uncertainty (trip length or mean speed). Other equilibriums like BRUE and RTUE
are also included in the module, but not detailed here, see Batista & Leclercq (2018a)
for more information. The updated assignment coefficient is finally obtained via the
MSA formula (Sheffi, 1985):

ap
iMSA

=
1

iMSA
ap∗

iMSA
+

(
1− 1

iMSA

)
ap

iMSA−1 (6.1)

For the first iteration, the initial mean speed values of the current period are provided.

3. The solver is run for the current period with the updated assignment coefficients that
indicate the demand per route. At the end of the period, the mean speed evolution
vr(t) in the reservoirs is saved for the next assignment update.
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4. The convergence of the MSA is tested in the CONVERGECALC module, where we focus
on two criteria. The first one is called the Gap criterion (Sbayti et al., 2007). The Gap
corresponds to the total relative difference between the route mean travel time and the
minimum travel time among all OD pairs:

Gap = ∑
OD

1
〈Tmin〉Ta

∑
p∈OD

ap
iMSA

(
〈Tp〉Ta − 〈Tmin〉Ta

)
(6.2)

where 〈Tmin〉Ta = minp∈OD〈Tp〉Ta . This criterion is satisfied once the Gap is lower than
a given value indicated in Assignment. The second criterion is called the number of
violations. It corresponds to the number of routes with the difference between old
and updated coefficients ap

iMSA
− ap

iMSA−1 greater than a given threshold indicated in
Assignment. This criterion is satisfied if the proportion of routes in violation is below
a given threshold. Then the convergence of the current period is achieved once one or
both criteria are satisfied, depending on the options. The procedure goes back to step
2 while the convergence is not achieved.

6.1.4 Accumulation-based and trip-based solvers

We present here the accumulation-based and trip-based algorithms used in the MFDSOLVER
module. Both solvers take the period initial accumulations and demand on all the routes as
input, and return the evolution of the system for the current assignment period (accumula-
tion, mean speed, inflow/outflow or cumulative count curves for each route).

Main differences between the accumulation-based and the trip-based solvers
The theoretical formulations of the accumulation-based and trip-based models are presented
in chapter 2 for a single reservoir with a unique trip category, and in chapter 4 for a single
reservoir in a multi-reservoir environment with multiple trip categories. The differences
between both models, in terms of traffic dynamics, are extensively reported in these chap-
ters. Here, we rather describe the general differences regarding the implementation of these
models, as explained below:

• About the representation of traffic dynamics, the accumulation-based solver deals with
continuous vehicle flow and may eventually handle fractions of vehicles, whereas the
trip-based solver keeps track of individual vehicle trajectories and cannot split a single
vehicle into several fractions.

• About the general solver algorithm, the accumulation-based model includes a finite
difference method with a fixed time step, i.e. the accumulation at the next time step
is calculated with the inflow and outflow difference of the previous time step. On the
other hand, the trip-based solver is an event-based scheme, as previously detailed in
chapter 2

• Concerning the computational complexity, it appears that the accumulation-based solver
has a complexity proportional to the number of time steps. Its computational time can
be improved by increasing the time step. The number of calculations at each time
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step are always the same regardless of each reservoir traffic state. However, the trip-
based solver complexity is proportional to the number of traveling vehicles and thus
increases during congestion periods where more events are computed during a given
time period. In case of very low demand flows, the trip-based solver may eventually
have a faster computational time than the accumulation-based one. But very low de-
mand flows are unlikely in large-scale simulation studies, and the trip-based complex-
ity is generally much higher than the accumulation-based one. A simple simulation
example is given in the following to illustrate this.

• Regarding the algorithm stability, the accumulation-based solver is deterministic and
stable as long as the time step does not exceed the minimum free-flow travel time in
any reservoir (general stability condition for a finite difference method). It provides a
smooth evolution of flows and accumulations (which may be not very consistent with
usual traffic dynamics, see our discussion in chapter 2). Because a vehicle unit cannot
be split in the trip-based solver, random draws are required to arbitrate between dif-
ferent vehicles that want to enter or exit a reservoir at the same time. This stochastic
component has a few impacts on the system stability in undersaturated conditions, but
may be problematic when some reservoirs are oversaturated. In this case, instabilities
come from two phenomena: first, there are much more event conflicts than in under-
saturation, because all the waiting vehicles in different reservoirs want to enter or exit
as soon as possible, and second, the modeling of congestion propagation in the trip-
based model may be very sensitive to numerical differences of the order of one vehicle.
Actually, the modeling of spillbacks in the trip-based model is an event-based tran-
scription of the flow merging model implemented in the accumulation-based model,
where the possibility of splitting fractions of vehicles may be required to ensure the
consistency of the merging scheme. When splitting vehicles is not possible as in the
trip-based model, numerical errors are thus introduced.

Accumulation-based solver algorithm
The accumulation-based solver is described by the pseudo-code in algorithm 2. Below are
the additional notations used throughout the algorithm:

• In the Reservoir structure, r ∈ {1, . . . , Nr}:

– subset P r
int of the routes in P r that originate inside reservoir r

– subset P r
ext of the routes in P r that originate outside reservoir r

– modified entry production supply Pr
s,ext accounting for internal trip generation in

reservoir r
– average trip length Lr

ext corresponding to the routes originating outside reservoir
r only

– subset IBr
r′ of the routes in P r coming from neighboring reservoir r′ ∈ Rr

– outflow demand Or
p and outflow supply µr

p per route p ∈ P r

– inflow supply Ir
p and inflow merge coefficientαr

p per route p ∈ P r

• In the Route structure, p ∈ {1, . . . , Np}:

– origin reservoir Rp[1], destination reservoir Rp[end]
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– previous reservoir p−(r) and next reservoir p+(r) for a given reservoir r ∈ Rp

Then the cumulative count curves and travel times are calculated in post-processing:

∀r ∈ {1, . . . , Nr}, p ∈ P r, Nr
in,p(t) =

∫ t

0
qr

in,p(τ)dτ + nr
p(0) (6.3)

Nr
out,p(t) =

∫ t

0
qr

out,p(τ)dτ (6.4)

The Merge() algorithm used to calculate inflow supply in reservoirs was proposed in
Leclercq & Becarie (2012) and consists in an extension of the fair merge of Daganzo (1995). It
ensures that the total available capacity is always fully used when only some of the merging
flows are limited. It is described by the pseudo-code in algorithm 1. Note that it can be
applied to either flow or production values.

ALG. 1 – Fair merge with multiple incoming flows
Function Merge({Λi}1≤i≤M, {αi}1≤i≤M, C)

Input: set of M incoming demand flows (resp. productions) {Λi}1≤i≤M with
respective merge coefficients {αi}1≤i≤M towards a unique entry with flow
(resp. production) capacity C

Output: resulting effective inflows (resp. entering productions) {Qi}1≤i≤M

Initialization:
set of unserved flows: U = {1, . . . , M}
sum of all coefficients in U: αU = 1
total inflow already served: QF = 0

while U 6= ∅ do
set U′ = ∅; α′U = 0; Q′F = 0
for i ∈ U do

if Λi < αi/αU(C−QF) then
demand i is served: Qi = Λi
Q′F = Q′F + Qi

else
demand i is not served: Qi = αi/αU(C−QF)
U′ = {U′, i}
α′U = α′U +αi

end if
end for
update U = U′; αU = α′U ; QF = QF + Q′F
if ∑

M
i=1 Qi = C then
stop the procedure by setting U = ∅

end if
end while

end function
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ALG. 2 – Accumulation-based solver
Input: reservoir initial accumulation nr

p(t0) per route, route demand profile λp(t)
Output: reservoir accumulation nr

p(t), inflow qr
in,p(t) and outflow qr

out,p(t) per route

Initialization: load from previous assignment period iperiod − 1
initial time: t0 = (iperiod − 1)Ta

initial accumulation: ∀r ∈ {1, . . . , Nr}, p ∈ P r, nr
p(t0)

for t = t0 to t0 + Ta by δts do
for r = 1 to Nr do

Outflow demand: ∀p ∈ P r, Or
p =

nr
p(t)

nr(t)
Pr

d(n
r(t))

Lr
p

Production supply: Pr
s,ext = Pr

s (nr(t))− ∑p∈P r
int

Lr
pλ

p(t)
Average trip length: Lr

ext = ∑p∈P r
ext

nr
p(t)/∑p∈P r

ext
nr

p(t)/Lr
p

end for
for r = 1 to Nr do

Merging coefficients:

∀p ∈ P r
ext,

{
αr

p = nr
p(t)/∑k∈P r

ext
nr

k(t) if endogenous coeff.

αr
p = Op−(r)

p /∑k∈P r
ext

Ok−(r)
k if demand pro-rata coeff.

Border inflow supply:

∀r′ ∈ Rr, {Ir∗
p }p∈IBr

r′
= Merge

(
{Op−(r)

p }p∈IBr
r′

,
{

αr
p

∑k∈IBr
r′
αk

}
p∈IBr

r′
, Cr

r′

)
Reservoir inflow supply: {Lr

p Ir
p}p∈P r

ext
= Merge

(
{Lr

p Ir∗
p }p∈P r

ext
, {αr

p}p∈P r
ext

, Pr
s,ext

)
if endogenous coeff.

{Ir
p}p∈P r

ext
= Merge

(
{Ir∗

p }p∈P r
ext

, {αr
p}p∈P r

ext
, Pr

s,ext
Lr

ext

)
if demand pro-rata coeff.

end for
for r = 1 to Nr do

Outflow supply: ∀p ∈ P r, if r 6= Rp[end] then µr
p = Ip+(r)

p else µr
p = +∞

Effective outflow:
∀p ∈ P r, qr

out,p(t) =
nr

p(t)
nr

k(t)
Lr

k
Lr

p
min

[
Or

k;µr
k
]

if maximum outflow demand

where: k = arg minp∈P r
µr

p
Or

p

qr
out,p(t) = min

[
Or

p;µr
p

]
if decreasing outflow demand

Effective inflow: ∀p ∈ P r, qr
in,p(t) =

{
λp(t) if r = Rp[1]

qp−(r)
out,p (t) otherwise

Accumulation update: ∀p ∈ P r, nr
p(t + δts) = nr

p(t) + δts

(
qr

in,p(t)− qr
out,p(t)

)
end for

end for
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Trip-based solver algorithm
The trip-based solver is described by the pseudo-code in algorithm 3. Below are the ad-
ditional notations used throughout the algorithm (other notations from the accumulation-
based solver are also used):

• In the Reservoir structure, r ∈ {1, . . . , Nr}:

– entry demand time tr
in,d,p and supply time tr

in,s,p per route p ∈ P r

– exit demand time tr
out,d,p and supply time tr

out,s,p per route p ∈ P r

– last entry time tr
last in,p and last exit time tr

last out,p per route p ∈ P r

– estimated inflow demand qr
in,d,p per route p ∈ P r

– possible next entry time tr
in and next exit time tr

out
– list of traveling vehicles per route Ur

p sorted by remaining travel distance, p ∈ P r

– traveled distance during the elapsed time ∆t for all the vehicles in r: TDr

• In the Vehicle structure, u ∈ {1, . . . , Nu}:

– current traveled distance TDu

– current traveled time TTu

Then the inflow and outflow are calculated in post-processing:

∀r ∈ {1, . . . , Nr}, p ∈ P r, qr
in,p(t) =

dNr
in,p

dt
(6.5)

qr
out,p(t) =

dNr
out,p

dt
(6.6)

In practice, the derivatives are not computed on the direct outputs from the trip-based solver
to avoid high oscillations in flow. The cumulative count curves are thus smoothed and fil-
tered over a fixed number of consecutive vehicles before the numerical derivative is applied.

The MergeTime() algorithm used to calculate entry supply times in reservoirs corresponds
to the adaptation of the function in algorithm 1 used in the accumulation-based solver. It is
described by the pseudo-code in algorithm 4.
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ALG. 3 – Trip-based solver
Input: reservoir initial accumulation nr

p(t0), cumulative count curves Nr
in,p(t0) and

Nr
out,p(t0) per route, route demand profile λp(t), beginning trajectory of

vehicles that already started traveling Lu, Tu
in and Tu

out
Output: reservoir accumulation nr

p(t), cumulative count curves Nr
in,p(t) and Nr

out,p(t)
per route, vehicle trajectory Lu, Tu

in and Tu
out

Initialization: load from previous assignment period iperiod − 1
initial time: t = t0 = (iperiod − 1)Ta, and elapsed time ∆t = 0
initial accumulation: ∀r ∈ {1, . . . , Nr}, p ∈ P r, nr

p(t0)

current vehicle: u0 (loaded from previous period or first vehicle if iperiod = 1)

while t < t0 + Ta do
Set by default:
∀r ∈ {1, . . . , Nr}, p ∈ P r, nr

p(t) = nr
p(t− ∆t), Nr

in,p(t) = Nr
in,p(t− ∆t), Nr

out,p(t) =
Nr

out,p(t− ∆t), vr(t) = vr(t− ∆t)
Update traveled distances and times:
for r = 1 to Nr do

TDr = ∆t.vr(t)
for u ∈ Ur do

TDu = TDu + TDr

TTu = TTu + ∆t
end for

end for
Current vehicle u0 information:
traveling in reservoir r0, at index i0 on route p0 (r0 = Rp0 [i0])
set of reservoirs where accumulation/mean speed changed: SR = ∅
Update entering and/or exiting reservoir information:
if vehicle u0 exits r0 then

Tu0
out[i0] = t

nr0
p0(t) = nr0

p0(t)− 1, Nr0
out,p0

(t) = Nr0
out,p0

(t) + 1, vr0(t) = Vr0(nr0(t))
SR = {SR, r0}
remove u0 from the list Ur0

p0

end if
if vehicle u0 enters r0 or enters next reservoir p+0 (r0) of the route p0 then

if vehicle enters p+0 (r0) then r0 = p+(r0), i0 = i0 + 1
Tu0

in [i0] = t
nr0

p0(t) = nr0
p0(t) + 1, Nr0

in,p0
(t) = Nr0

in,p0
(t) + 1, vr0(t) = Vr0(nr0(t))

SR = {SR, r0}
append u0 to the list Ur0

p0 and sort the list by remaining travel distance
Lu[i]− TDu, u ∈ Ur0

p0

else
vehicle u0 completed its trip
route travel time: Tp0(t) = Tu0

out[end]− Tu0
in [1]

end if
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Reservoir exit demand times:
for r ∈ SR do

for p ∈ P r do
first vehicle to exit: u0 = Ur

p[1] at reservoir index i0

if nr(t) > nr
c and maximum outflow demand then TDu0 = Lu0 [i0]

tr
out,d,p = t + (Lu0 [i0]− TDu0)/vr(t)

end for
end for
Reservoir entry demand times and estimated inflow demand:
for r ∈ SR do
∀p ∈ P r, if r 6= Rp[1] then tr

in,d,p = tp−(r)
out,d,p else tr

in,d,p = tr
last in,p + 1/λp(t)

∀p ∈ P r, if r 6= Rp[1] then qr
in,d,p = 1/

(
tp−(r)
out,d,p − tp−(r)

last out,p

)
else qr

in,d,p = λp(t)

end for
Reservoir entry supply times:
for r ∈ SR do

merging coefficients:

∀p ∈ P r
ext,

{
αr

p = nr
p(t)/∑k∈P r

ext
nr

k(t) if endogenous merge
αr

p = qr
in,d,p/∑k∈P r

ext
qr

in,d,k if pro-rata merge
modification of entry demand times due to border supply:
∀r′ ∈ Rr, {tr∗

in,d,p}p∈IBr
r′
=

MergeTime

(
{tr

in,d,p}p∈IBr
r′

,
{

αr
p

∑k∈IBr
r′
αk

}
p∈IBr

r′
, {1}p∈IBr

r′
, {tr

last in,p}p∈IBr
r′

, Cr
r′

)
∀r′ ∈ Rr, p ∈ IBr

r′ , tr
in,d,p = max

[
tr
in,d,p; tr∗

in,d,p

]
production supply: Pr

s,ext = Pr
s (nr(t))− ∑p∈P r

int
Lr

pλ
p(t)

average trip length: Lr
ext = ∑p∈P r

ext
nr

p(t)/∑p∈P r
ext

nr
p(t)/Lr

p
entry supply times: {tr

in,s,p}p∈P r
ext

=
MergeTime

(
{tr

in,d,p}p∈P r
ext

, {αr
p}p∈P r

ext
, {Lr

p}p∈P r
ext

, {tr
last in,p}p∈P r

ext
, Pr

s,ext

)
if endogenous merge

MergeTime
(
{tr

in,d,p}p∈P r
ext

, {αr
p}p∈P r

ext
, {1}p∈P r

ext
, {tr

last in,p}p∈P r
ext

, Pr
s,ext

Lr
ext

)
if pro-rata merge

end for
Reservoir exit supply times:

∀r ∈ {1, . . . , Nr}, p ∈ P r, if r 6= Rp[end] then tr
out,s,p = tp+(r)

in,s,p else tr
out,s,p = t
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Next possible entry time (vehicle creation):
∀r ∈ {1, . . . , Nr}, tr

in = minp∈P r
int

tr
in,d,p

tin = min1≤r≤Nr tr
in

Next possible exit time:
∀r ∈ {1, . . . , Nr}, tr

out =
max[tr

out,d,k; tr
out,s,k] if maximum outflow demand

where: k = arg minp∈P r tr
out,d,p

minp∈P r

[
max[tr

out,d,p; tr
out,s,p]

]
if decreasing outflow demand

tout = min1≤r≤Nr tr
out

Next event time:
tevent = min[tin; tout]
Save corresponding vehicle u0
Time update:
∆t = tevent − t
t = tevent

end while
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ALG. 4 – Fair merge with multiple incoming flows to determine entry supply times
Function MergeTime({Td,i}1≤i≤M, {αi}1≤i≤M, {Li}1≤i≤M, {Tlast,i}1≤i≤M, C)

Input: set of M incoming flows with entry demand times {Td,i}1≤i≤M with
respective merge coefficients {αi}1≤i≤M, trip lengths {Li}1≤i≤M and last
entry times {Tlast,i}1≤i≤M towards a unique entry with flow (resp.
production) capacity C. If C is in flow units, put by default
∀i ∈ {1, . . . , M}, Li = 1 (no need for the trip length input)

Output: resulting entry supply times {Ts,i}1≤i≤M

Initialization:
set of unserved flows: U = {1, . . . , M}
sum of all coefficients in U: αU = 1
total inflow already served: QF = 0

while U 6= ∅ do
set U′ = ∅; α′U = 0; Q′F = 0
for i ∈ U do

Inflow supply for demand i: Qs,i = αi/αU(C−QF)/Li
Entry supply time for demand i: Ts,i = Tlast,i + 1/Qs,i
Effective flow for demand i: Qi = LiQs,i
if Td,i ≥ Ts,i then

demand i is served
Q′F = Q′F + Qi

else
demand i is not served
U′ = {U′, i}
α′U = α′U +αi

end if
end for
update U = U′; αU = α′U ; QF = QF + Q′F
if ∑

M
i=1 Qi = C then
stop the procedure by setting: U = ∅

end if
end while

end function
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Improving the computational time of the trip-based solver
One of the drawbacks of the trip-based solver is its high complexity compared with the
accumulation-based one. Moreover, while the computational time of the latter can be im-
proved by increasing the time step (up to the stability limit), nothing can be done to reduce
the number of calculations in the trip-based solver. However, if one is only interested in
the evolution of aggregated variables (accumulation, flow, mean speed, etc), and not in the
detail of each individual vehicle trajectory, a solution to improve the computational time
of this solver exists. Its principle is the following: because the complexity depends on the
number of vehicles handled during the simulation, the idea is to reduce the demand to cre-
ate less vehicles. Obviously, other boundary conditions like supply limitations must also be
modified accordingly, as well as each reservoir MFD, to observe the same traffic evolution.

Here, we explain our solution method in more details for a single reservoir with a unique
trip category. The demonstration for a multi-reservoir system with multiple trips will fol-
low the same logic but is not presented. This method is based on a transformation of the
reservoir conservation equation. Considering a reservoir with a production-MFD P(n), an
average trip length L, and being loaded by a demand λ(t) in undersaturated conditions, the
conservation equation governing its traffic dynamics is:

dn
dt

= λ(t)− P(n(t))
L

(6.7)

where n(t) is the accumulation. In order to reduce the demand, we introduce the scaling
factorαscf in [0, 1]. After multiplying both sides of the previous equation, it comes:

d(αscf.n)
dt

= αscf.λ(t)−
αscf.P(n(t))

L
(6.8)

Then, we can modify the MFD function P(n) to integrate the scaling factor in it. This func-
tion can have any shape, but its only requirement is to be concave as suggested by the ana-
lytical method for MFD estimation developed by Daganzo & Geroliminis (2008). In practice,
this means that a set of linear functions can be a good approximation of any MFD shape:

P(n) = min
1≤i≤Nb

[wi.n + Pc,i] (6.9)

where Nb is the number of MFD branches (linear functions) and Pi(n) = wi.n + Pc,i is the ith
branch of P(n). Under this approximation, it follows that:

αscf.P(n) = min
1≤i≤Nb

[wi.αscf.n +αscf.Pc,i] = Pαscf(αscf.n) (6.10)

Thus in modifying the MFD function into Pαscf(n), the conservation equation finally be-
comes:

d(αscf.n)
dt

= αscf.λ(t)−
Pαscf(αscf.n(t))

L
(6.11)

which can be rewritten in:
dn′

dt
= λ′(t)− Pαscf(n

′(t))
L

(6.12)

Hence, we conclude that solving the initial problem in equation 6.7 is completely equivalent
to solve the new problem in equation 6.12, where the demand has been scaled down and the
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MFD modified accordingly. Note that the same demonstration applies during a congestion
period with an exit limitation µ(t), where the conservation equation is written as dn/dt =
Ps(n(t))/L−µ(t).

Hence, assuming that the MFD functions are always approximated by piecewise linear
functions, the computation improvement for the trip-based solver is described as follows:

1. Apply a scaling factorαscf to all boundary conditions, i.e. demands and supply limita-
tions, and modify the MFD functions accordingly with the transformation Pαscf(n).

2. Solve the new problem with these scaled boundary conditions and transformed MFD
(which is much faster than solving the initial problem because of the demand reduc-
tion).

3. Get the results of the initial problem by applying the inverse scaling on the outputs
of the new problem: apply the factor 1/αscf to accumulations, inflows and outflows
previously calculated with the new problem.

Our previous explanations on a single reservoir do not replace a rigorous mathemat-
ical proof of the equivalence of the two problems in any case of multi-reservoir systems
with multiple trips. Nevertheless, they bring the idea behind the down-scaling of demand
through the transformation of the conservation equation. More investigations are needed to
confirm the validity of this method in any case.
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FIG. 6.3 – Example of a single reservoir settings. (a) Production-MFD defined by multiple branches, (b)
demand and supply scenario

We provide here a simple example on a single reservoir with two trip lengths to illus-
trate the performance of this method. Two trip-based simulations are performed, the first
one corresponds to the initial reservoir settings (initial problem), while the second one uses
a scaling factor equal to αscf = 0.1. Figures 6.3(a) and (b) respectively show the production-
MFD and the demand/supply scenario considered. This scenario includes a network load-
ing with congestion onset and offset due to the limitation on route 2. The two trip lengths
are 4 km and 9 km. Figure 6.4 presents the evolution of accumulation, inflow and outflow
for both simulations. On average, it can be seen that the second simulation reproduces the
same traffic dynamics as in the initial settings. This second simulation takes 25 s to compute
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around 30,600 vehicle trajectories (for a single reservoir, a trajectory corresponds to an entry
and exit time), compared to 18 min for the first simulation where 306,000 vehicles have been
created (computational time given for a personal laptop with a 1.2 GHz processor and 8 Go
memory). This illustrates the use of the scaling factor to greatly reduce the computational
burden. As a comparison, the accumulation-based solver only takes 0.5 s to compute 4320
iterations with a time step δts = 5 s.
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FIG. 6.4 – Comparison between the initial problem settings and the new results after applying the scaling
factor. (a) Evolution of accumulation, (b) inflow and (c) outflow per route

6.2 Simulation of traffic states for the Lyon metropolitan
area (France)

We present now the first application of the MFD simulation platform to a real network case:
the urban area of Lyon and Villeurbanne (France). This case study is a joint work with master
student Victor Boulanger and post-doc Mahendra Paipuri, both involved in the MAGnUM
project. It is based on different sources of data processed by other members of the project,
master student Yann Lebrech, research engineers Jean Krug and Arthur Burianne.

The aim of this case study is to propose a first validation of the MFD simulation platform
on a real large-scale network, by comparing our simulation results with real traffic data.
However, due to the specificity of the available data, this validation test is clearly incom-
plete as it does not imply all the different modules we developed in our simulation platform.
The observed traffic states are notably undersaturated, so that the modeling of congestion
propagation cannot be tested here. In any case, another purpose of this study is also to illus-
trate the different steps involved in a MFD simulation, notably the pre-processing phase, as
described in the previous section.

6.2.1 Case study and input data presentation

Network data and configuration
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Lyon has the second greatest urban area of France, with more than 2 million inhabitants.
The network studied includes the inner city of Lyon and the city of Villeurbanne, which
corresponds to the urban area inside the first ring road of Lyon. This network comprises
27,000 links, with an area of 170 km2 and where around 1 million trips are recorded each day.
The network configuration with its environment is given in Figure 6.5. This area exchanges
traffic with its surroundings via mainly 4 freeways related to 4 origin/destination cities as
presented in Figure 6.5: freeway A6 from/to Paris, freeway A42 from/to Geneva, freeway
A43 from/to Grenoble and freeway A7 from/to Marseille.

Paris Geneva

Grenoble

Marseille

N

2 km

FIG. 6.5 – The network of Lyon-Villeurbanne with its urban environment (background map credits: c© Open-
StreetMap)

The available network data includes the number of lanes and the signal settings at each
node with traffic lights. As mentioned in section 6.1.2, this can help to determine some
characteristic values for the MFD estimation.

Demand data
The demand was estimated for a typical weekday in a preliminary study from J. Krug and
A. Burianne, research engineers from the MAGnUM project. Their study uses a four-step
model based on household trip surveys and socio-demographic data to improve the local-
ization of trip origins and destinations. The estimated OD matrix is defined for each hour
of the day at the level of IRIS urban areas, the French partitioning system for demographi-
cal data. The spatial extension of an IRIS area may thus vary as its definition is based on a
fixed range of inhabitants, workers, etc. In the network studied, each IRIS area comprises
around 2000 inhabitants and may extend from 0.5 to 2 km2. The OD matrix also includes
the demand for trips from and to outside the perimeter of interest.
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FIG. 6.6 – Demand profile for a typical weekday split into 3 sets of trips distinguished by their origin and
destination

For this first application example, the network will be clustered into reservoirs by ag-
gregating several neighboring IRIS areas together (demand-oriented clustering). The total
demand profile is presented in Figure 6.6. This graph also shows the proportion of the total
demand regarding each trip origin and destination location inside or outside the perimeter
studied. We distinguish 3 sets of trips: (i) internal origin to internal destination, (ii) external
origin to internal destination and (iii) internal origin to external destination. A fourth cate-
gory of trip actually exists which gathers the trips crossing the whole area (external origin to
external destination). Despite being characterized by a high volume of traffic (not shown in
the graph), these trips are not considered in our case study because the traffic they generate
is mostly located on the ring road where we have a few loop detectors. Thus, this amount
of traffic is not well captured in our MFD estimation, so that we decided to neglect this part
of the demand to avoid important bias in the following.

Traffic and trip data
The traffic data was gathered in a previous study from Y. Lebrech to estimate the MFD of the
area. This data consists of GPS trajectories of taxi fleets in Lyon, and all the loop detectors
available in the area. The data was recorded over several days, three of them were selected
for this study. The large amount of taxi trips allows to determine the mean speed of each
link with an aggregation period of ∆T = 18 min. The mean speed Vr

∆T of a given reservoir r
can be thus calculated as:

Vr
∆T =

TTDr
taxi

TTTr
taxi

=
∑

Nr
taxi

taxi i=1 tdr
i

∑
Nr

taxi
taxi i=1 ttr

i

(6.13)

where TTDr
taxi is the total travel distance and TTTr

taxi the total travel time in r for the taxis
only. There are Nr

taxi taxis circulating in r within the period ∆T, tdr
i is the distance traveled by

taxi i, and tti is the time spent by the same taxi in r during this period. This estimation of the
mean speed is considered quite accurate as all the cars in a link experience the same speed
on average. However, it is not possible to use the same data to estimate the production or
accumulation of reservoir r if we do not know the penetration rate of the taxis among all the
circulating vehicles. That is why another source of data is essential to get these values.
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The loop data provides a measure of the mean flow of each equipped link with the same
aggregation period. Then, the production of reservoir r can be estimated as follows:

Pr
∆T =

Lr
net

Lr
equip

 ∑
equipped
link i∈r

li〈qi〉li ,∆T

 (6.14)

where Lr
equip = ∑equipped link i∈r li is the total length of equipped links, Lr

net = ∑link i∈r li is
the total network length in r, li is the length of link i (each lane being defined by a separate
link) and 〈qi〉li ,∆T is the measured mean flow in link i over ∆T. The ratio of the equipped
length over the total length is here to compensate the fact that not all the link mean flows
have been measured. The use of this ratio supposes that traffic states are quite homogeneous
in r. While this is what we expect from a well-defined reservoir, this might not be the case
at any time in reality. Hence, we consider that there may be a bias in the estimation of the
production.

Finally, the accumulation in reservoir r is derived from the two previous estimations:

nr
∆T =

Pr
∆T

Vr
∆T

(6.15)

The accuracy of the estimation of accumulation is thus the same as the one of the production,
i.e. there is the same (unknown) bias in nr

∆T and in Pr
∆T.

The taxi data is also used to estimate average distances traveled. The resulting average
distances for the three sets of trips defined earlier (inside to inside, outside to inside, inside
to outside) are given in Table 6.1. Note that there may be a bias in these values too, as taxi
trips are not necessarily representative of other users’ trips.

TAB. 6.1 – Average distances traveled by taxis for the three sets of trips

Trip length [Units] Value

Trips from inside to inside Lint>int [m] 4800
Trips from outside to inside Lext>int [m] 5900
Trips from inside to outside Lint>ext [m] 6000

6.2.2 Example of a single reservoir simulation

In this first simulation test, we consider the whole area as a single reservoir. Its production-
MFD and speed-MFD are estimated with the data of the three days available. With the ag-
gregation period of ∆T = 18 min, there are 80 points (n∆T , P∆T) and (n∆T , V∆T) per day. The
two estimated MFD with the theoretical fit are presented in Figure 6.7. A parabolic fit model
is found satisfactory to match both the production-MFD and the speed-MFD (transformed
into a linear fit). As the observed traffic states do not reach oversaturation (the production
does not decrease with accumulation up to a given point), we only fit the undersaturated
part of the MFD. The data points are distinguished by morning and evening data, the morn-
ing data corresponds to traffic states from 00:00 to 12:00, while the evening data corresponds
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to states from 12:00 to 24:00. We can see that both sets of data follow the same pattern, thus
no hysteresis nor bifurcation phenomenon are noticeable. In Figure 6.7, both the accumula-
tion and production data have been modified by a correction factor of 0.8 compared to the
original dataset. This correction factor represents the bias of estimation mentioned earlier
(see equation 6.14), it has been calibrated thanks to the comparison of accumulation evolu-
tion presented next.

0 0.5 1 1.5 2 2.5
accumulation n [veh] 104

0

5

10

15

pr
od

uc
tio

n 
P

(n
) 

[v
eh

.m
/s

]

104 (a) - production-MFD

0 0.5 1 1.5 2 2.5
accumulation n [veh] 104

0

2

4

6

8

10

12

m
ea

n 
sp

ee
d 

V
(n

) 
[m

/s
]

(b) - speed-MFD

morning data
evening data
theoretical fit

FIG. 6.7 – MFD of the whole area as a single reservoir. (a) Production-MFD and (b) speed-MFD

The single reservoir modeling of the area includes three macroscopic routes representing
the three sets of trips introduced in the previous section. The trip lengths corresponding to
these routes are mentioned in Table 6.1, and the related demand profiles are given in Fig-
ure 6.6. The solver used is the accumulation-based model with by default the endogenous
inflow merging model at entry and the maximum outflow demand at exit. But because traf-
fic states remain undersaturated, the entry merge and exit diverge models do not matter
here.

The resulting total accumulation and mean speed evolution from the MFD simulation is
then compared against the 3-day real data. The results are shown in Figure 6.8. The MFD
simulation is found to reproduce the shape of the morning peak quite well, as seen in accu-
mulation or mean speed evolution. The original real dataset has been actually adjusted with
a correction factor of 0.8 on accumulation to improve the original fit of the morning peak
by MFD simulation. Other factors like the trip lengths or the demand levels could have
been modified instead, however the corresponding data sources for these factors are con-
sidered more reliable than the ones of accumulation/production values, see our discussion
in the previous section. Consequently, we assumed that the origin of mismatch between
the original data and MFD simulation comes from the estimation bias in accumulation and
production, as introduced with equation 6.14. On the other hand, the MFD simulation does
not reproduce the shape of the evening peak very well for both accumulation and mean
speed evolution. This is probably due to the shape of the demand profiles in Figure 6.6. In
undersaturated conditions, the evolution of accumulation follows more or less the shape of
the demand profile. As presented in chapter 2, accumulation-based results actually consist
of a sequence of exponential functions following the piecewise constant demand evolution.
Therefore, when comparing the demand profile in Figure 6.6 and the real accumulation evo-
lution in Figure 6.8(a), we can observe similar shapes for the morning peak but different ones
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for the evening peak (the one of the real data is notably wider than the one of the demand
profile).

This simulation of a single reservoir has allowed us to identify the first shortcomings in
the comparison with real data. For the next simulation test with 5 reservoirs, we will thus
apply the same correction factor of 0.8 on accumulation and production data. We can also
expect a better match between morning peaks than evening peaks.
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FIG. 6.8 – Comparison between real data and MFD single reservoir simulation. (a) Evolution of total accu-
mulation and (b) mean speed

6.2.3 Example of a simulation with five reservoirs

In this second test, the studied area is split into 5 reservoirs. The network is clustered by
aggregating several adjacent IRIS areas together to keep the demand definition simple (the
original OD matrix is estimated at the IRIS area level). The area aggregation is done manu-
ally in following a set of practical rules: get a well-defined MFD in each reservoir, get simple
and compact reservoir shapes, follow the natural geographical frontiers to define the reser-
voir borders (e.g. along rivers), do not split two reservoirs along a major road axis (because
of the hypothesis of homogeneous traffic states in MFD simulation, we prefer having a con-
centration of traffic in the middle of a reservoir than at its border in the real network). Our
partitioning is presented in Figure 6.9. Reservoir 1 has been first delimited by the two rivers
crossing Lyon, the Saône and the Rhône, and then the West and East areas have been split
into 2 reservoirs each so that each new reservoir can exhibit a well-defined MFD.

The production-MFD of each reservoir is shown in Figure 6.10. The data points are cal-
culated via the formulas in equation 6.14 and equation 6.15 applied to the 3 days of avail-
able data. Likewise the single reservoir modeling, a parabolic fit model is found suitable
to match the data in all the reservoirs. Similar observations are also made: undersaturated
states only, no hysteresis nor bifurcation. All the MFD are well-defined except the one of
reservoir 5 which is quite scattered. This may be explained by the few available data in
this reservoir, this part of the city being actually a residential area with few loop detectors.
These MFD have been also modified by a correction factor of 0.8 applied on accumulation
and production values, as detailed in the previous section.
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1
2

3

4
5

FIG. 6.9 – Road network of Lyon-Villeurbanne clustered in 5 reservoirs

Figure 6.11 presents the histogram of trip lengths in each reservoir for all the routes cross-
ing each reservoir. These trip lengths are based on a set of link paths on the real network,
determined with shortest path calculations in distance (no effect of traffic is considered).
The resulting trip distances were then aggregated at the reservoir level by using the fourth
aggregation method presented in section 6.1.2: for a given macroscopic route p, the length
Lr

p of the portion of route p crossing reservoir r is calculated as the mean length of all link
paths crossing reservoir r and following the sequence of reservoirs defining route p. The
taxi data was then used to adjust these trip lengths so that the average trip length in each
reservoir matches the average distances given by the taxi data.

The OD matrix is calculated by aggregating the demand levels of all the IRIS areas in-
cluded in each reservoir. The demand from and to outside the perimeter is equally dis-
tributed among the four main directions described earlier: Paris, Geneva, Grenoble and
Marseille. Each of these directions is represented by a reservoir linked to the area perime-
ter. Figure 6.12 depicts the general configuration of the five original reservoirs with the
added four reservoirs, each of them representing an external origin or destination. These
new reservoirs are aimed at sending flow to or receiving flow from the area studied, they
are supposed to always remain in quasi free-flow state to have a minimal influence on the
simulation. Thus, they are characterized by an artificial parabolic MFD with very high jam
accumulation and maximum production. Their trip length is set to 1 km by default, a smaller
value could have been chosen but this would imply a small time step for the accumulation-
based solver. At a free-flow speed of 15 m/s, such a default trip length introduces a delay
of 1 min in the simulation, negligible for a full day time frame. New macroscopic routes are
also generated to include the external reservoirs. These reservoirs are simply added to the
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FIG. 6.10 – Production-MFD Pr(nr) of each reservoir r. (a) Reservoir R1, (b) R2, (c) R3, (d) R4 and (e) R5

existing route paths to create new ones, e.g. the route [2 1 3] can generate the new routes [6
2 1 3] and [2 1 3 7]. Like the single reservoir modeling, the trips crossing the perimeter are
not considered in this study, e.g. the route [6 2 1 3 7] is not included.

Unlike the single reservoir simulation, this test case requires additional information to
understand how the demand is distributed among the possible routes for each reservoir
OD pair. This information is critical for reproducing reliable traffic states within the reser-
voirs, but is unfortunately hardly accessible. In a first test, we assume that users choose
their route according to Wardrop’s first principle, i.e. that they travel on the route with the
shortest travel time to get to their destination (UE conditions). Because traffic states are un-
dersaturated and because the system of reservoirs is quite simple here, UE conditions can
be achieved by distributing demand flows on the routes with the shortest free-flow travel
time of each OD pair. This first path flow distribution has then been manually adjusted to
improve the accuracy of the accumulation prediction by the MFD simulation compared to
real data. In total, 136 routes are used in the MFD simulation, represented with arrows in
Figure 6.13(a). The thickness of each arrow indicates the assigned demand mean value on
the corresponding route (the thicker, the higher the assigned demand). High flow transfers
are observed between reservoirs 1, 2, 3 and 4, while lower route flows cross reservoir 5. This
is consistent with the lower production estimated in the MFD of reservoir 5, and the fact that
this reservoir corresponds to a residential area. Figure 6.13(b) shows the route cumulative
demand in each reservoir, i.e. the sum of the demand mean values of the routes crossing
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each reservoir. Similarly, we notice heavier traffic load on reservoir 1, 2, 3 and 4, and lighter
traffic load on reservoir 5. Reservoir 4 which has the widest area is the most loaded one.
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Finally, the comparison between MFD simulation and real data is presented in Figures 6.14
and 6.15, where the evolution of accumulation (respectively mean speed) is plotted for each
reservoir. The MFD simulation is run with the accumulation-based solver. Like in the sin-
gle reservoir simulation, we use by default the endogenous inflow merging model at entry
and the maximum outflow demand at exit, although these modules are not involved in un-
dersaturated conditions. While providing a reliable estimation of the accumulation level
in reservoir 1, the MFD simulation under-estimates the number of circulating vehicles in
other reservoirs 2, 3 and 4, with a relative error of 20-30%, see Figures 6.14(a)-(d). As sim-
ilarly observed in the single reservoir simulation, in reservoir 1 the morning peak is better
reproduced, compared to the evening peak. Because of the scatter in reservoir 5 between
the different day datasets, it is hard to evaluate the accuracy of the simulation results in this
reservoir, see Figure 6.14(e). Nevertheless, the overall accumulation trend and mean value
are consistent with the data. As for the evolution of mean speed in each reservoir, similar
observations are made as shown in Figure 6.15. The mean speed in reservoir 1 is well esti-
mated, but the simulation is too optimistic for the other reservoirs, as it over-estimates their
mean speed evolution.

In this 5-reservoir simulation test, the causes of the discrepancies between simulation
and real data are likely to be multiple. The general under-estimation of accumulation levels
may be due to either an under-estimation of the trip lengths in reservoirs 2, 3 and 4, or
an under-estimation of the demand crossing these reservoirs. Both reasons are possible,
because both the estimation of the trip lengths and the demand may contain some bias. The
trip lengths come from shortest path calculations on an empty network (only the distances
are considered, not the possible reduction of travel time due to traffic) corrected by taxi
trip data. This calculation method is not necessarily representative of the real distances
traveled by all vehicles. In the demand profiles, the part of traffic corresponding to trips
crossing the area has been removed from our study, as explained in section 6.2.2. This was
justified because we assume that these trips are mostly located on the ring road, and are
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thus not captured by both sources of data (the loop data and the taxi data). Actually, a small
portion of them could take the city streets, which would correspond to the fraction of the
accumulation we are missing. The routing of users could be also improved, but this would
not solve the problem of accumulation under-estimation, which is general (3 reservoirs out
of 5). In any case, additional data is required (either real or simulated in the real network) to
better understand the sources of errors in this case study.
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FIG. 6.14 – Comparison between real data and MFD 5-reservoir simulation. (a) Evolution of accumulation in
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Conclusion of part III

In this part, we introduced the multi-trip and multi-reservoir simulation platform devel-
oped during this PhD. A complete overview was given about the different assumptions, im-
plementation issues, modeling approaches and options, and the data required to calibrate
a simulation. The purpose of this part was to present the practical implementation of our
findings about the investigation of flow exchanges in a single reservoir, as detailed in part II.
To this end, both the accumulation-based and trip-based solver algorithms were described
with all the required simulation variables. The idea of the platform presentation was also
to give some insights about the pre-processing of input data. This notably illustrated the
collaboration with PhD student S. Batista, who worked on the trip length estimation and the
assignment module to calculate path flow distributions on macroscopic routes.

The application of the simulation platform was then tested on a real case, the city of Lyon
(France). This consisted in reproducing traffic states for a typical weekday with a 5-reservoir
simulation. This application case was limited regarding traffic flow modeling because each
reservoir was undersaturated, but it allowed to highlight several issues encountered during
the simulation calibration. First, an unknown bias was reported in the estimation of produc-
tion and accumulation, because both measures come from the same source of loop detector
data. The bias is due to the fact that these detectors do not cover all the links in the network.
Hence, both variables were estimated as if traffic states were homogeneous in a given reser-
voir, which might not be always true. We tried to measure this bias with a single reservoir
simulation test in assuming that the other parameters were correctly defined. Second, our
method to calculate trip lengths in the reservoirs (mean values of shortest distances in the
real network for a given reservoir OD pair) was limited because it was probably not rep-
resentative of users’ mobility patterns. Nevertheless, we corrected our estimations thanks
to taxi data trajectories. Third, the demand profile we obtained from a preliminary study
made by other members of the project might not perfectly correspond to the traffic states we
observed in our dataset. And finally, we had no clue on the path flow distributions between
many routing possibilities among the 5 reservoirs. The method of trial-and-error was used
to get the best fit between the MFD simulation and the real data. Although some of these
bias were more or less identified, the main difficulty in this application case was to arbi-
trate between the different sources of error and try to assess their reliability. At the end, the
predictions given by the MFD simulation were quite promising though, knowing the issues
faced during the calibration process. Unfortunately, this case lacks oversaturated states to
confront the aggregated modeling to real data.

The contributions of this part can be summarized as follows:

X Detailed presentation of the multi-reservoir platform including the different elements
of research from the two previous parts

X First application of this simulation platform on a real city case. While critical calibra-
tion issues were identified, the final results are promising but need to be refined with
additional information





GENERAL CONCLUSION

Summary and global overview

Modeling the dynamic evolution of traffic states on large-scale urban networks was the pur-
pose of this PhD thesis. Our research has been entirely focused on MFD-based models, for
which a rich and prolific literature has been produced over the past decade, as shown in
the introduction chapter and the beginning of each following chapter of this manuscript.
The MFD itself also received empirical support with data from various cities all around the
world, which makes it a promising tool for designing such models. However, despite the
growing attention paid to MFD-based modeling, the literature review of our introduction
chapter unveiled several theoretical and methodological issues in the way multi-reservoir
models are generally implemented. The reason for this situation lies in the fact that most
of the time, the use of MFD-based models is included in larger studies dealing with global
traffic management methods (e.g., perimeter control, route guidance, search-for-parking).
These methods are often promising and take advantage of a much simpler and computa-
tionally more efficient formulation of traffic flow problems, but do not aim at providing
accurate predictions over a long-term horizon. Only a few studies focused on MFD simu-
lation for traffic state prediction. Moreover, as the development of multi-reservoir models
has been generally subordinated to specific applications (like the examples listed above),
the domain of use of these models is often limited to what is required for these applications
only. In studies about traffic control for instance, the consistency of the model is rarely in-
vestigated in highly congested situations because the control module does not let the system
go into these situations.

In this context, the objective of our work was two-fold: (i) first, analyze and investigate
the properties of the latest and most advanced multi-reservoir models, and (ii) second, ex-
tend them to any case of application in proposing new modeling approaches to fill the gap
in the literature. For the first objective, our main contribution was the identification and
the quantification of theoretical and practical sources of errors introduced by the aggregated
representation of traffic states in MFD-based modeling. Although discussed all along the
whole manuscript, these questions were mainly in the topics of chapters 2 and 3 (part I). For
the second objective, our main contribution was the thorough examination of the dynamic
traffic state evolution of a single reservoir in oversaturated regimes. This supported the de-
velopment of a consistent model of congestion propagation between several reservoirs. The
theoretical building of this framework and its confrontation with microscopic simulation
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were thus the main questions discussed in chapters 4 and 5 (part II). Parallel to these two
objectives, the storyline of this manuscript can be seen as the introduction of gradually re-
fined and complex modeling approaches, from a single reservoir with a unique trip category
in chapters 2 and 3, to a single reservoir with multiple trip categories in chapters 4 and 5,
and finally the connection between several reservoirs with multiple macroscopic routes in
chapter 6.

The evolution of the modeling approaches, from chapter 2 to chapter 5, also aimed at
questioning the role of a critical component of MFD simulation: the average trip length.
This element is essential as it is the only spatial variable in MFD-based models, and has
thus a direct impact on the definition of outflow and travel time. This space variable is
hidden in many studies when their approach is grounded on the outflow-MFD and not the
production-MFD. Therefore, another important contribution of the present work was the
discussion on this component all along the thesis. In that sense, the second part reflected the
questions addressed in the first one: the introduction of multiple trip lengths inside a single
reservoir not only allowed the proper definition of macroscopic routes for the following
development of the multi-reservoir platform, but also permitted to relax the assumption of
a unique average trip length that may bring out inaccuracies as notably shown in chapter 3.
Interestingly enough, the framework of multiple trip categories moreover proved to be a
viable option to reintroduce heterogeneity, at least partially, in the dynamics of the single
reservoir model. As described in chapter 5, the MFD model with several trip categories
can capture the heterogeneity observed at the network level in microsimulation and due to
different boundary conditions applied at two network borders.

Finally, the practical output of our work was the development of the multi-reservoir sim-
ulation platform presented in chapter 6. This platform contains one of our notable contribu-
tions to the field of MFD simulation, namely the implementation of the trip-based approach
for multi-reservoir systems, operating in both under- and oversaturated conditions. From
a wider research perspective, the development of this platform also illustrated the different
collaborations with other members involved in the MAGnUM project.

Contributions to our initial research questions

Regarding the list of the research questions that was presented at the beginning of this
manuscript (see section 1.3.1), our main contributions are listed below in the same order:

• The refinement of the spatial propagation of information in the single reservoir model
was studied with the introduction of the trip-based model in chapter 2. This alternative
modeling approach based on the speed-MFD accounts for a delay in the propagation of
flow, from downstream to upstream, which results in a better representation of outflow
and travel time.

• Concerning the slow-varying hypothesis in the accumulation-based model, it was shown
in chapter 2 that this is indeed a limitation for this framework. With simple simula-
tion studies, underestimation of accumulation peak and drop in travel time were the
two artifacts found during fast-varying demand scenarios. These artifact thus allowed
us to define a validity domain for the accumulation-based model, depending on the
amount of error on travel time the modeler is ready to accept.
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• About the estimation of the MFD, chapter 3 showed that heterogeneities at the bor-
der of a network can trigger very different traffic patterns inside the network that
impact both the production-MFD and the average trip length estimation. A direct
consequence of this is that recalibration would be needed when boundary conditions
drastically change, to avoid significant bias in steady traffic state predictions by the
MFD model.

• The assumption of an average trip length for all the travelers inside a single reservoir
was first discussed in chapter 3, and the relaxation of this hypothesis together with
the implication of multiple trip length modeling on traffic dynamics were studied in
chapter 4. In chapter 3, the importance of recalibrating the average trip length was
demonstrated on a simple network. In chapter 4, we showed that different categories
of macroscopic trips with different trip lengths must still share the same mean speed
according to the single reservoir dynamics, and that this assumption implies interde-
pendency between all the outflows of these categories.

• The question of congestion propagation was first introduced in chapter 2, and then
further extended to the multiple trip framework in chapters 4 and 5. As mentioned
earlier, having multiple trip categories in a reservoir proved to be an efficient option to
reproduce heterogeneities at the reservoir perimeter, because spillbacks can be distin-
guished between different flow directions. However, the shared speed (or production)
among all travelers remain a strong assumption. As shown with simulation examples
in chapter 5, this makes sense for highly correlated flow directions, but cannot capture
heterogeneities inside the network due to local bottlenecks, see chapters 3 and 5.

• The design and calibration of the entry supply function was investigated in chap-
ter 5. It appeared that this function is not unique and should depend on each spe-
cific demand pattern for the reservoir considered. Nevertheless, the equilibrium point
reached in the MFD plane was found quite unique, so that the exact shape of this func-
tion only matters for the transient loading of the reservoir. It was shown that even a
rough approximation of its shape provide reliable results in steady state.

• Following the design of the entry supply function, two merging schemes were also
studied in chapter 5 to split incoming flows that are exceeding this total entry sup-
ply in total. The first merging scheme is a demand pro-rata rule, widely used in the
literature, while the second one consists in an endogenous formulation including the
ratio of partial accumulations in the reservoir receiving the flows. Comparisons with
microsimulation showed that the demand pro-rata rule is the most accurate one.

• At the network exit, a major discussion was started in chapter 2, continued in chap-
ter 4 and finally verified on the comparison with microsimulation in chapter 5. Unlike
most studies from the literature, we postulated that the demand for outflow of trav-
elers heading in a neighboring reservoir must be maximum in oversaturation. With
this new formulation, we distinguished transfer trips from internal trips (the ones re-
sponsible for the decrease of outflow demand in our approach). The consistency of
our formulation was illustrated with theoretical simulation examples first, in chap-
ters 2 and 4, and was validated with a comparison against microsimulation then, in
chapter 5.
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• Comparing the different MFD-based approaches with link-level simulation or even
real data was one of the key points in our methodology. Investigations on a very small
network were presented in chapter 3, then on a larger one with more complex settings
in chapter 5. Despite their own specificity, each of these test cases proved to be useful
to observe how accurate MFD-based simulation might be compared to the aggregation
of link-level phenomena. An application to a real case was also presented in chapter 6.
While limited to undersaturated states, this case allowed to illustrate different issues
in the calibration of a multi-reservoir simulation of a city.

Research perspectives

Different perspectives can be envisioned for the follow-up of this work. We present some of
them in this last section:

• First of all, other comparison studies should definitively be carried on to further val-
idate and investigate the different modeling approaches we introduced. Indeed, al-
though we tried to keep them quite general, one major issue with the tests we con-
ducted is that we designed them to create specific congestion patterns. This choice
was deliberated and motivated by the fact that we wanted to observe clear differences
between two MFD-based approaches for instance. Therefore, to ensure that our results
are not too case-specific, other configurations and patterns should be investigated as
well. With an artificial grid network, a nice extension of our study in chapter 5 would
be to connect explicitly the grid network, represented as a reservoir, to other grid net-
works representing neighboring reservoirs. Various congestion patterns could be cre-
ated in distributing trips among these reservoirs. A similar study might be also done
on a real network, with synthetic data so as to control the input data and assess the
bias that come directly from the aggregated representation of the MFD simulation.

• Following the extension of the single reservoir model to multiple trip categories, a
new framework worth investigating could be the hybrid modeling of border nodes for
multi-reservoir systems. The idea behind this approach is to discretize the border be-
tween two adjacent reservoirs into several connection nodes. These nodes can either
correspond to physical link connections (like a bridge or a major arterial), or represent
an aggregation of different link connections. The flows in a reservoir are thus distin-
guished by their entry and exit connection nodes. This idea is extending the concept
of macroscopic route, before defined as a succession of reservoirs, and now defined
as a succession of connection nodes. This means that two routes may have an identi-
cal succession of reservoirs but differ through the connection nodes they used at the
reservoir borders. Regarding flow dynamics, this model is identical to the multi-trip
representation, as a single reservoir is still crossed by several routes. This framework
would allow a more refined representation of the trip lengths inside a reservoir, and
the proper treatment of local boundary flow restrictions. This could be useful for the
simulation of cities with critical links such as bridges.

• Another hybrid modeling that can be envisioned is the coupling between a multi-
reservoir system representing secondary city streets and a microscopic simulation rep-
resenting major arterials and ring roads. The question of traffic on the ring road was
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slightly addressed in the application example of chapter 6, where it appeared clearly
that flows on the ring road might be distinguished from flows on city streets (in terms
of trip lengths, mean speed, main origin and destination, etc). Such an hybrid mod-
eling is likely to be a promising approach for large-scale cities, however some critical
points must be clarified. First, the treatment of flow interfaces between the reservoirs
and the major road portions: are all connection nodes being kept? how to eventu-
ally aggregate them? Here, the new framework presented previously with connection
nodes could be very useful to provide a first answer to these questions. The choice be-
tween accumulation-based or trip-based modeling may also depend on the available
microsimulator, the use of a CTM would be convenient with an accumulation-based
model, while the use of a car-following law would be more suitable for a trip-based
model.

• The simulation platform we developed can also be involved in other applications.
The problem of cruising-for-parking is one of them, for which a first study has been
already carried on. This study was the output of a collaboration with master stu-
dent Alméria Sénécat, and was reported in a publication authored by Prof. Ludovic
Leclercq. Our methodology took advantage of the event-based representation of the
trip-based model to assign an extra distance to travel for users that arrived at destina-
tion and start looking for a free parking spot (defined as a new event in the resolution
scheme). The additional trip length is calculated with a Bernoulli trial on all park-
ing spots, where the probability of success corresponds to the parking occupancy ratio
(number of available places over the total number of places). This ratio is thus updated
every time a vehicle parks after traveling its previously calculated search distance. This
extension of the trip-based, inspired by the work of Cao & Menendez (2015), consti-
tutes an interesting tool to study interactions between traffic and search-for-parking
behavior with few modeling and computational efforts.

• Another application is the case of perimeter control and route guidance. Although
this topic has been deeply studied in the literature, here the novelty of our approach
would lie in the integration of users’ behavior and reaction to the control system. This
problem was already investigated during a collaboration with post-doc Deepak Ingole
for a simple test case of a single reservoir and a freeway. The principle is to implement
perimeter control on the single reservoir with several crossing routes, and to give an
alternative option for one of the routes: a freeway portion portion with a free-flow
travel time a bit higher than the reservoir travel time on the corresponding route in
undersaturated conditions. UE discipline is assumed for the behavior of users, so that
for this route, all of them choose to travel inside the reservoir (city streets) in normal
conditions. But once the perimeter control applies because of some congestion gener-
ated in the reservoir, users will wait for entering the reservoir and eventually choose
the freeway option to get to their destination. In this framework, UE is ensured by es-
timating predictive travel times on the cumulative count curves of the reservoir. Such
settings allow then to study the overall performance of the system (in terms of total
time spent, emissions produced, etc).
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A.1 Trip-based model resolution at higher orders

We use here the notations described in section 2.4.1 and on Figure 2.5. As the vehicle N and
the vehicle N + δN have the same trip length L, the definition in equation 2.8 allows us to
write: ∫ tout

N

tin
N

V(n(t))dt = L =
∫ tout

N+δN

tin
N+δN

V(n(t))dt (A.1)

Splitting the integral limits on the left side of this equation in [tin
N , tin

N+δN] = [t0, t0 +

δN/λ(t0)] and [tin
N+δN , tout

N ], and these on the right side in [tin
N+δN , tout

N ] and [tout
N , tout

N+δN] =
[t1, t1 + δt] simplifies the equation to:

∫ t0+δN/λ(t0)

t0

V(n(t))dt =
∫ t1+δt

t1

V(n(t))dt (A.2)

where V(n) is given by the branch Pi of the production-MFD, V(n) = Pi(n)/n = wi(1 −
ηi/n) on the interval [t0, t0 + δN/λ(t0)]; and by the branch Pj, V(n) = Pj(n)/n = w j(1−
η j/n) on the interval [t1, t1 + δt]. In order to solve equation A.2 in δt, we choose to approxi-
mate V(n(t)) by its Taylor polynomial at a given order. Then the resolution of the integrals
should give polynomial expressions in δt. Let us start with order 2, if δN is small enough
we have for t ∈ [t0, t0 + δN/λ(t0)] the following approximation:

V(n(t)) ≈ V(n0) +
∂V
∂n

(n0) · (n(t)− n0) +
∂2V
∂n2 (n0) ·

(n(t)− n0)
2

2
(A.3)

where n0 = n(t0). For δt small enough, which should be the case if δN is small, a similar
approximation of V(n(t)) can be written for t ∈ [t1, t1 + δt] in replacing t0 by t1 and n0 by
n1 = n(t1). The differences in accumulation (n(t)− n0) and (n(t)− n1) can be expressed in
assuming a linear variation of accumulation on each interval. With the simplified notations
λ0 = λ(t0), µ0 = µ(t0) and λ1 = λ(t1) we can write:

n(t) =

{
n0 + (λ0 −µ0) (t− t0) for t ∈ [t0, t0 + δN/λ0]

n1 +
(
λ1 − δN

δt
)
(t− t1) for t ∈ [t1, t1 + δt]

(A.4)
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which gives the two approximations of V(n(t)) on the two intervals:

V(n(t)) =

V0 +
wi−V0

n0
(λ0 −µ0) (t− t0)− wi−V0

n2
0

(λ0 −µ0)
2 (t− t0)

2 t ∈ [t0, t0 + δN/λ0]

V1 +
w j−V1

n1

(
λ1 − δN

δt
)
(t− t1)− w j−V1

n2
1

(
λ1 − δN

δt
)2

(t− t1)
2 t ∈ [t1, t1 + δt]

(A.5)
where V0 = V(n0) and V1 = V(n1). At order 0 for V(n(t)) the latter expressions simplify
to the constant terms, and in this case the solution in δt after integrating on both intervals is
straightforward (order 1 for δt):

δt =
V0

V1
· δN
λ0

(A.6)

At order 1 for V(n(t)) the approximations of V(n(t)) are reduced to the constant terms and
the terms in t, which gives after integration a second-order polynomial in δt to solve (order
2 for δt):

λ1(V1−w j) ·δt2−
(
2n1V1 + (V1 − w j)δN

)
·δt+ 2n1

(
V0

δN
λ0
− V0 − wi

2n0

(
1− µ0

λ0

)
δN2

λ0

)
= 0

(A.7)
Note that when V0 = wi and V1 = w j, which is possible only if wi = w j is the free-flow speed
(i.e. i = j = 1, we are on the first branch of the MFD), equation A.7 reduces to equation A.6.
In a similar way, order 2 for V(n(t)) will provide a third-order polynomial in δt which is not
mentioned here.

Comparisons between the calculations of δt at different orders are presented in Fig-
ures A.1(a)-(c). These calculations have been carried on with different values for the ac-
cumulation n1 at time t1 (from 30 to 800 veh) and for the demand ratio λ1/λ0 (from 0.5 to 2).
In each case we have chosen n1− n0 = 20 veh and λ1 = 0.5 veh/s. Slight differences between
the choices of order are only noticed for a high value of δN (10 veh). This means for a rea-
sonable value of δN (e.g. 0.1 veh), the order 0 (i.e. the order 1 for δt) is largely sufficient for
our resolution scheme.
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FIG. A.1 – Values of the time step δt calculated at different orders for V(n(t)) and for different accumulation
n1 and ratio of demand level λ1/λ0. The difference n1 − n0 is equal to 20 veh in each case and λ1 = 0.5 veh/s.
(a) Case of a vehicle increment of δN = 0.1 veh, (b) δN = 1 veh, and (c) δN = 10 veh
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A.2 Numerical investigations for a parabolic MFD with di-
mensionless parameters

We provide here some insights about a possible generalization of some of our conclusions
about the accumulation-based model. For this purpose, we use a parabolic (Greenshield)
MFD and the following dimensionless variables:

• n∗ = n/n j: the accumulation n to the maximum jam accumulation n j ratio
• t∗ = t/tfree: the time to the reservoir free-flow travel time tfree = L/u ratio, where u is

the free-flow speed.
• λ∗ = λ/µc: the demand to the outflow-MFD capacity µc = Pc/L (maximum outflow)

ratio, where Pc is the production-MFD capacity

We use also two dimensionless parameters:

• ρ = λ0/µc: the initial demand to the outflow-MFD capacity µc ratio
• β = tdem/tfree: the demand relaxation time tdem to the MFD free-flow travel time tfree

ratio

Laval & Castrillon (2015), Laval & Chilukuri (2016) showed that under linear transformation
of flow, accumulation, space and time, delays and other performance indicators are invari-
ant. This allows the simplification of any problem to a symmetric MFD shape case. That is
why we choose here a simple parabolic MFD, which characteristic parameters are normal-
ized by the transformations mentioned above. Hence the results presented in this appendix
are intending to be universally applicable.

Figure A.2 illustrates the influence of the number of steps used to approximate a contin-
uous demand profile. We choose here an exponential function:

λ(t) = λ0 + (µc − λ0) ·
(

1− e−t/tdem
)

(A.8)

which in dimensionless form reads:

λ∗(t∗) = ρ+ (1− ρ) ·
(

1− e−t∗/β
)

(A.9)

Here the parameter ρ is chosen equal to 0.1 and β equal to 1.5. The solutions provided
by our semi-analytical process are compared with a full analytical solution obtained with
Mathematica R© for this kind of demand. The detailed analytical expression can be found
in Laval et al. (2018). Results show that if the number of demand steps is high enough
for our semi-analytical resolution (e.g. more than 40), the solution we get is very close to
the exact solution. On the other hand a few branches (around 8) are sufficient to get good
approximation of the MFD shape.

Figure A.3 also illustrates the influence of the time step δt choice for the full numerical
resolution, in comparison with the full analytical one from Mathematica R© for the same de-
mand case. It is observed that a timestep small enough leads to acceptable approximation
of the exact solution too, namely δt should be less than 10 % of the free-flow travel time tfree.

Figure A.4 presents our analysis in section 2.3.6 about the definition of a validity domain
for the accumulation-based model applied to this dimensionless study. The demand pro-
file is a logistic “S-shaped” function that is also characterized by the parameters ρ and β
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in dimensionless form. The demand gap ∆λ is normalized by the initial demand λ0, and
the travel time drop height h0 and duration d0 are normalized by the free-flow travel time.
Hence the dimensionless demand variation rate Q∗λ is obtained from the actual variation
rate Qλ with: Q∗λ = Qλ · tfree/λ0. If we focus only on the drop height artifact, a demand
variation rate Q∗λ < 0.1 should ensure a drop height effect below 10 % of the free-flow travel
time, according to Figure A.4(c). In fact these charts cannot be used for any demand profile
case, as these results are still dependent on ρ (or λ0). Here we choose ρ = 0.1, but we have
verified that the drop height h0 seems to be independent of ρ. This work is currently under
research.
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FIG. A.2 – Convergence test for the semi-analytical method. (a) Exponential demand profile discretization,
(b) parabolic MFD discretization, (c) evolution of accumulation for a 4-branch and (d) a 8-branch MFD, (e)
root mean square error vs number of demand steps for a 4-branch and (f) a 8-branch MFD. The parameter ρ is
chosen equal to 0.1 and β equal to 1.5.
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B.1 Entering flow and production merge on a simple ex-
ample

We focus here on the simple case of two routes with lengths L1, L2 to show that flow and
production constraints cannot be verified at the same time if one of the route is congested
while the other is not. Without loss of generality, let us assume that route 1 is free-flow
(λ1(t) < I1(n1(t), n2(t))) and that route 2 is congested (λ2(t) > I2(n1(t), n2(t))) at a given
time t, which is then omitted for the sake of simplicity. Let α1 = n1/n and α2 = n2/n be
the merge coefficients, and L = 1/(α1/L1 +α2/L2) be the average trip length. We denote
by Ps(n) the current reservoir entry production capacity, where n = n1 + n2. We have the
following situation: {

L1λ1 < α1Ps(n) (route 1)
L2λ2 > α2Ps(n) (route 2)

(B.1)

which simply corresponds to the above statements, i.e. that route 1 is free-flow whereas
route 2 is congested. Applying the fair merge of Daganzo (1995) on production leads to:{

L1qin,1 = L1λ1

L1qin,1 + L2qin,2 = Ps(n)
⇔
{

qin,1 = λ1

qin,2 = Ps(n)−L1λ1
L2

(B.2)

Then we want to compare the result of this merge with the total flow capacity Ps(n)/L. We
thus examine the sign of the expression qin,1 + qin,2 − Ps(n)/L. By replacing each inflow by
their above expressions, by using the definition of L and the fact that α1 +α2 = 1, we can
show that:

qin,1 + qin,2 −
Ps(n)

L
=

(
α1Ps(n)

L1
− λ1

)(
L1

L2
− 1
)

(B.3)

The first factor of the second member is always positive in our case, see equation B.1. It then
follows that the total inflow qin,1 + qin,2 does not exceed the inflow capacity if and only if
L2 > L1, i.e. if the longest route is congested. Moreover, the strict equality, or equivalently
the full use of the inflow capacity, is only achieved when L1 = L2.

Thus this static consideration illustrates that applying a fair merge on production (i) has
a few chances to ensure a full use of the inflow capacity as well, and (ii) does not even
imply that the system complies with this inflow capacity. While the constraint on flow can
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be violated in such a static example, in practice during simulation, the average trip length
evolves with the reservoir state so that the inflow supply also adapts dynamically. As the
analysis of a simple two-route system seems analytically intractable, we cannot go further
with a stronger proof. These investigations remain entirely open to discussion.
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